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Résumé

Les primitives cryptographiques constituent les briques fondamentales de la sécurité
informatique. Dans cette Habilitation à Diriger des Recherches, je propose des
fondements théoriques et pratiques visant à établir la sécurité de ces primitives.

Dans un premier temps, je me suis concentré sur le développement de méthodes
théoriques permettant de démontrer leur sécurité au niveau algorithmique. Cela a
conduit à l’élaboration de la logique de Hoare relationnelle probabiliste (pRHL) et
à la conception de l’assistant de preuve EasyCrypt.

Dans un second temps, mon travail s’est orienté vers l’étude des implémentations
des primitives cryptographiques. Cette étape soulève de nouveaux défis, notamment
en raison de la nécessité d’avoir des implémentations très efficaces. Cela incite
souvent les développeurs à écrire du code en assembleur, un langage peu adapté
à la vérification formelle de la correction des implémentations. Pour répondre à
ce problème, nous avons introduit Jasmin, un langage dédié à l’écriture de code
bas niveau hautement optimisé. Jasmin offre un haut niveau d’abstraction, ce qui
simplifie la vérification formelle des implémentations et facilite le développement
d’analyses statiques. De plus, afin de garantir la sécurité au niveau assembleur, le
compilateur Jasmin a été formellement vérifié dans l’assistant de preuve Coq (projet
Rocq).

Enfin, dans la dernière partie de mes travaux, je me suis intéressé à la résistance
des implémentations face à diverses attaques par canaux cachés, telles que les at-
taques par cache, les attaques basées sur l’exécution spéculative (comme Spectre),
et les attaques par analyse de puissance (Differential Power Analysis).

Ces travaux adoptent une approche à la fois théorique et pratique, en fournissant
systématiquement des outils concrets permettant leur mise en œuvre.
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Abstract

Cryptographic primitives are the fundamental building blocks of computer security.
In this Habilitation to Direct Research (HDR), I present the theoretical and practical
foundations required to establish the security of these primitives.

In the first part, I focused on developing theoretical methods to prove their secu-
rity at the algorithmic level. This work led to the development of the probabilistic
Relational Hoare Logic (pRHL) and the creation of the proof assistant EasyCrypt.

In the second part, my work shifted to studying the implementation of crypto-
graphic primitives. This stage introduces new challenges, particularly because the
need for highly efficient implementations often drives developers to write code in
assembly language; a language ill-suited for formal verification of implementation
correctness. To address this issue, we have introduced Jasmin, a language specifi-
cally designed for writing low-level, highly optimized code. Jasmin provides a high
level of abstraction, simplifying formal verification of implementations and enabling
the development of static analysis tools. Moreover, to ensure guarantees at the as-
sembly level, the Jasmin compiler has been formally verified using the Coq proof
assistant (project Rocq).

Finally, in the last part of my work, I tackled the challenge of making imple-
mentations resistant to various side-channel attacks, such as cache-based attacks,
speculative execution attacks (e.g., Spectre), and power analysis attacks (Differential
Power Analysis).

These contributions adopt both theoretical and practical perspectives, system-
atically providing tools to facilitate their implementation.
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intéressants (je sais, Gilles, je vieillis).

Je dois remercier Tamara, qui a énormément contribué à la rédaction de cette
HDR en fournissant motivation, encouragements et de nombreuses relectures. De
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cette incroyable capacité de traduction automatique.

Actuellement, il y a tout le groupe Formosa, avec Andreas, Bacelar, Lionel,
Manuel, Peter, Tiago, et beaucoup d’autres déjà cités plus haut. Ce groupe est
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consolide jour après jour est plus magnifique encore. Je te dois tous nos succès.

Trente-un ans après le décès de mon père, il me manque toujours autant. Merci,
Papa, pour tout ce que tu as su m’apporter dans cette période trop courte.



viii



Contents

1 Introduction 1

2 Formal proofs of cryptographic primitives 3
2.1 Formal method to reason about cryptographic proofs . . . . . . . . . 4
2.2 Main contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Cryptographic implementations 15
3.1 Problem with cryptographic implementation . . . . . . . . . . . . . . 15
3.2 Proposed solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2.1 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.2 The certified Jasmin compiler . . . . . . . . . . . . . . . . . . 18
3.2.3 Type checking and safety analysis . . . . . . . . . . . . . . . . 21
3.2.4 Proving Jasmin programs . . . . . . . . . . . . . . . . . . . . . 24

3.3 Main contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4 Side Channels 29
4.1 Problem with side channel attacks . . . . . . . . . . . . . . . . . . . . 29
4.2 Preservation of Constant Time . . . . . . . . . . . . . . . . . . . . . . 30

4.2.1 Establishing Constant time . . . . . . . . . . . . . . . . . . . 33
4.3 Speculative Constant Time . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Masking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.5 Main contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5 Perspectives 45

i



ii CONTENTS



Chapter 1

Introduction

I defended my PhD entitled Compilation de termes de preuves : un (nouveau)
mariage entre Coq et OCaml in December 2003. My thesis work established the
theoretical and practical foundations of computational proofs in the Coq tool, and
was also an important step towards certified compilers. This work [89, vm compute]
was a major element in the evolution of Coq by providing the infrastructure for re-
flexive proofs or computational proofs, which are now widely used. After that, I did
a post-doc at Inria Sophia Antipolis, where I worked on the proof of the C compiler
: CompCert, with Yves Bertot. I also took advantage of this period to continue
my work on reflexive proofs. My work in this area is founded on the methodology
I developed, with Assia Mahboubi, for the ring tactic [87, Ring/Field]: decision of
ring equalities. This work has been extended to field equalities and comparison in
linear and non-linear arithmetic by Laurent Théry and Frédéric Besson, respectively.
Those tactics are used extensively in Coq today. With Laurent, I have also devel-
oped a library for large integers [78, bignums], for primality proofs [78, 79, coqprime]
and in geometry [70].

With Maxime Dénes, I’ve continued to improve Coq’s computational capacity
by developing compilation to assembler [59], but also by integrating in Coq two
essential components for efficient programs: machine integers and arrays [63]. The
addition of primitive integer and array has enabled the integration in Coq of proofs
generated by the SAT solvers [63] and SMT solvers [58]. This work initiated the
integration of automatic provers into Coq (now taken over by Chantal Keller).

But this work was carried out after I joined Gilles Barthe’s team at Inria Sophia-
Antipolis in 2004 for a post-doc. I was recruited as a researcher in the Everest team
in September 2005, shortly after the birth of my first son Jasmin. It was the start
of a particularly fruitful collaboration, that continues to this day, and I hope, that
will continue for a long time to come.

It was during this post-doc that I began to study much more theoretical aspects of
Coq’s foundations: type theory. In particular with type systems for the termination
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2 CHAPTER 1. INTRODUCTION

of recursive functions [86, 81, 74, 72, 65], type erasure in conversion [85] and improved
dependent filtering [75] in the Calculus of Inductive Constructions.

In 2007, I began to focus on the proof of probabilistic programs, and more
specifically on proofs of cryptographic primitives. This was during Santiago Zanella-
Béguelin’s thesis. I started at a relatively abstract level: that of algorithms. This
work evolved more and more towards concrete proofs of implementation. Fifteen
years later we are now able to provide very strong guarantees at assembly level and
even at hardware level.

This mémoire d’habilitation summarises those 16 years of research in the topic of
provable security of cryptographic primitives from 2007 to 2023. It focuses on three
complementary topics: security proofs, functional correctness proofs, and protection
against side-channel attacks.

The complete list of my publications since my PhD is listed at the end of the
summary. In the text, citations to my own work between 2007 and 2023 appear in
plain style as in [68] whereas citations to other works appear in alpha style as in
[AP13].

During my research I have always attached great importance to providing new
theoretical results but also, and I’m particularly proud of this, to developing tools
that enable these results to be put into practice. This has given rise to different
tools, some of which are more exploratory research prototypes and some others
which are much more perennial. They are cited after the bibliography in this style:
[EasyCrypt].

As you can see in the publication list, all my publications are done with co-
authors, sometimes with many co-authors. It is always hard to say what is the
exact contribution of each authors in a publication or in a development. Hence, I
have decided to use we everywhere in this mémoire d’habilitation.



Chapter 2

Formal proofs of cryptographic
primitives

Cryptography plays a key role in the security of modern communication and com-
puter infrastructures; therefore, it is of paramount importance to design crypto-
graphic systems that provide strong security guarantees. To achieve this goal, cryp-
tographic systems are supported by security proofs that establish an upper bound
on the probability that a resource-constrained adversary could break the system.
In most cases, security proofs are reductionist; that is, they construct from an (ar-
bitrary but computationally bounded) adversary that would break the security of
the cryptographic construction with some reasonable probability, another computa-
tionally bounded adversary that would break a hardness assumption with a similar
probability.

This approach, known as provable security, is theoretically capable of delivering
rigorous and detailed mathematical proofs. However, new cryptographic designs
(and consequently their security analyses) are becoming increasingly complex. There
is a growing emphasis on shifting from algorithmic descriptions to implementation-
level descriptions that account for practical details, such as recommendations from
standards (where available) and the potential impact of side channels. As a result,
cryptographic proofs are becoming increasingly error-prone and difficult to verify.

In this chapter, we present our efforts to address these concerns through the
development of machine-checked frameworks that support the construction and au-
tomated verification of cryptographic systems. Figure 2.1 provides an overview of
my research in this area.

3



4 CHAPTER 2. FORMAL PROOFS OF CRYPTOGRAPHIC PRIMITIVES

pRHL
Tool: CertiCrypt
Papers: [68], [61]
Examples: FDH, OAEP

Foundation

module
Tool: EasyCrypt
Papers: [60]
Examples: Cramer Shoup,
Merkle Damg̊ard, SHA3

Usability

Optimistic sampling
Tool: ZooCrypt
Papers: [47][39]
Examples: million of schemes

Automatisation

EasyPQC Jasmin Masking

Figure 2.1: Organisation of the research

2.1 Formal method to reason about crypto-

graphic proofs

In 2007, we began exploring methods for formalizing proofs of cryptographic primi-
tives in Coq. Cryptographers felt that their field was facing a crisis of rigor and were
seeking a tool to address this issue. The approach that seemed most reasonable to
us was the game-playing technique [BR06], or proofs by reductions.

From a formalization perspective, the main advantage of this approach is that
everything can be expressed in terms of probabilistic programs:

• Cryptographic schemes are represented as probabilistic programs;

• Attackers are higher-order (second-order) probabilistic programs, parameter-
ized by oracles (procedures). These oracles can be, for example, a random
oracle, a decryption oracle for IND-CCA, or a sign oracle for EUF-CMA;
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• Security notions are expressed in the form of a game between an attacker and
the cryptographic scheme. Again, this is a program that represents the inter-
actions between the cryptographic scheme and the adversary, making security
notions third-order programs.

The proofs in this model involve bounding the advantage of the adversary, i.e.,
their winning probability:

Pr[EUF-CMAAS : W ] ≤ ϵ

where EUF-CMA represents existential unforgeability under a chosen message attack
game, A is the adversary, S is the signature scheme, W is the winning event, and ϵ
is the exact security bound.

In this game, the adversary’s goal is to generate a valid signature without know-
ing the secret key used in the signature. To achieve this, the adversary has access
to the sign oracle (which depends on the secret key) and to random oracles when
the proof is conducted in the random oracle model (ROM).

To establish this type of inequality, a sequence of transformation steps is applied
to the games. We can distinguish two main categories of transformations:

• Bridging step The game and the event are transformed without changing
the winning probability:

Pr[G1 : E1] = Pr[G2 : E2]

• Splitting step The probability is split into two parts:

Pr[G : E] ≤ Pr[G1 : E1] + Pr[G2 : E2]

An example of this kind of step is the upto-bad step, where we have to prove
that G and G1 are equivalent up to the point where a bad event is triggered.
In this case, we need to bound both the winning probability in G1 and the
probability that the bad event occurs.

After a sequence of transformations, we need to close the proof. This can be done
in two ways: either by directly calculating the probability of the event (for example,
when the event is a fresh random value equals a particular constant), or by showing
that the current game is an instance of a cryptographic assumption, such as the
Computational Diffie-Hellman (CDH) problem. The latter case is called a reduction
because it reduces the original problem to a specific instance of a cryptographic
assumption.

Formalizing this type of proof requires the ability to reason about probabilistic
programs and their semantics. We also need methods for proving program equiv-
alence exactly (bridging step) or approximately (upto-bad). Finally, we need a
method to bound the probability of an event occurring in a game.
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CertiCrypt: In 2009, we published the paper [68] and introduced the Coq library:
CertiCrypt [CertiCrypt]. This work presents the theoretical foundations for proving
cryptographic primitives. A key contribution of this work is the introduction of
probabilistic relational Hoare logic (pRHL), a logic that allows proving the equiv-
alence of programs. This logic forms the foundation of CertiCrypt and all the work
presented in this chapter (see Figure 2.1).

The pRHL logic was formally verified in Coq. To achieve this, we developed a
library in Coq that defines the semantics of pWhile, a simple while-language with
procedure calls and random sampling.

A pRHL judgment has the following form:

{ϕ} G1 ∼ G2 {ψ}

where G1 and G2 are probabilistic programs, ϕ is the pre-condition, and ψ is the
post-condition. The pre- and post-conditions are relations over memories (the state
of the programs). The logic allows for relating the execution of two probabilistic
programs.

The interpretation of a traditional Hoare judgment over a non-probabilistic pro-
gram is typically defined as follows:

{ϕ} G {ψ} ::= ∀m, ϕ m⇒ ψ [[G]]m

In other words, for all initial memories m satisfying the pre-condition, the final
memory [[G]]m (the memory obtained after evaluating G starting from m) should
satisfy the post-condition. The same idea applies to the interpretation of a pRHL
judgment, except that the pre- and post-conditions are relations over memories
rather than predicates, and the semantics of a probabilistic program is a distribution
of memories rather than a single memory. Since the post-condition is a relation over
memories, we need a method to lift it to a relation over distributions.

An appropriate method to do this is probabilistic coupling [Lin02]. Let d1 be a
distribution over A and d2 be a distribution over B and ψ a relation over A × B,
the lifting of ψ to a relation over Distr(A) × Distr(B) is defined by

d1 ⇓ψ d2 ::= ∃ d : Distr(A×B),


π1(d) = d1

π2(d) = d2

∀a b, (a, b) ∈ d⇒ a ψ b

d is a distribution of A×B statisfying three properties. The first condition ensures
that the projection of d onto its first component follows the same distribution as
d1. The second condition ensures that the projection onto the second component
follows the same distribution as d2. The last condition ensures that all pairs (a, b)
in d (i.e., those with non-zero probability) satisfy ψ.
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Using this definition, the interpretation of a pRHL judgment is:

{ϕ} G1 ∼ G2 {ψ} ::= ∀ m1 m2, m1 ϕ m2 ⇒ [[G1]]m1 ⇓ψ [[G2]]m2

Recall that since G1 and G2 are probabilistic programs, their denotations [[G1]]m1

and [[G2]]m2 are distributions over memories.
It is important to understand the consequences of establishing such a judgment

with respect to probabilities. Assume we can prove {ϕ} G1 ∼ G2 {E⟨1⟩ ⇒ F ⟨2⟩}
where the notation E⟨1⟩ (resp. F ⟨2⟩) means that the predicate E is evaluated in
the first memory (resp. second memory). Then, for all memories m1 and m2 such
that m1 ϕ m2, we have Pr[G1,m1 : E] ≤ Pr[G2,m2 : F ]. This follows form the
interpretation of the judgment and form monotonisity of the expectation:

Pr[G1,m1 : E] = Pr[d : E⟨1⟩] ≤ Pr[d : E⟨2⟩] = Pr[G2,m2 : F ]

Similarly, the judgment {ϕ} G1 ∼ G2 {E⟨1⟩ ⇔ F ⟨2⟩} allows us to conclude that
Pr[G1 : E] = Pr[G2 : F ].

While it is possible to define a syntactic criterion to decide if two programs are
equivalent up to a bad event, it is also possible to define it using the logic. For
example:

bad⟨1⟩ ⇔ bad⟨2⟩ ∧ (¬bad⟨1⟩ ⇒ E⟨1⟩ ⇔ F ⟨2⟩)
is a suffisiant post-condition to prove that

|Pr[G1 : E] − Pr[G2 : F ]| ≤ Pr[Gi : bad]

While a syntactic criterion is very convenient from a proof/automation point of
view, this logical criterion provides much more expressivity in defining bad events.

I believe a key feature of the logic is that pre- and post-conditions are relations
over memories, rather than distributions. While the judgment allows us to relate
the probabilities of events in two programs, most of the reasoning steps do not
involve distributions. Naturally, distributions arise from time to time, particularly
in the rule relating two random samplings. This rule provides sufficient conditions
to demonstrate the existence of a coupling.

Adversaries In cryptography, security properties are universally quantified over
adversaries. In CertiCrypt/EasyCrypt, adversaries are represented by abstract pro-
grams, i.e., programs for which the code is unknown. From the perspective of the
logic, this has significant implications: the logic needs to provide rules to reason
about unknown code. Without restrictions on the unknown code, this would be
impossible. The typical restriction on adversaries in cryptographic proofs is usu-
ally on their complexity; specifically, adversaries are assumed to be probabilistic
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polynomial-time (PPT). While this is important for cryptographic assumptions, it
is irrelevant from the logic’s point of view. For the logic, the critical information is
which parts of the memory can be read and written by the adversary. Reading is
important because it influences the adversary’s behavior, while writing is important
because it affects the behavior of other parts of the program.

To provide intuition on how we can have logical rules for adversaries, let’s start
with Hoare logic. Since the adversary can call oracles, we can view it as a loop that
executes its code and, from time to time, executes the code of the oracles. Similar
to logical rules for while loops, a natural idea is to prove that the oracle preserves
an invariant, i.e., if the invariant is true at the beginning of the oracle’s execution, it
remains true at the end. Since the adversary executes some code between two calls
to oracles, it is important to show that it cannot break the invariant. A sufficient
condition to ensure this is to make sure that the invariant does not depend on the
part of the memory that can be modified by the adversary, or, symmetrically, that
the adversary cannot write to the part of memory read by the invariant.

For relational logic, a trivial rule is that if the two programs are identical and
the pre-condition ensures the equality of the state (at least the parts of the state
that the program depends on), then the final states will be equal (at least the parts
that have been written). The advantage of this rule is that it is independent of the
code of the program. The disadvantage is that it requires exactly the same code on
both sides, so it does not allow modifications to the oracles passed to the adversary.
Our solution is to blend this trivial approach with the Hoare logic rule presented
earlier.

The rule for adversaries starts by requiring that both sides involve calls to the
same adversary (i.e., the same abstract program), although the oracles on both sides
can differ. The precondition ensures that the part of the memory readable by the
adversary is the same on both sides and that the relational invariant is initially
true. It ensures that the part of the memory writable by the adversary will be equal
after its execution and that the invariant remains valid. The rule requires that the
relational invariant is preserved by oracle pairs, and assuming equality of oracle
arguments, that the results will be equal. This allows maintaining the equality of
the adversary’s state on both sides. The rule can be proved by simple induction on
the adversary’s code, using the rules of the logic.

A more intricate rule is provided for equivalence up to-bad (with adversary).
This rule ensures that the relational invariant is preserved up to the point where
a bad event is triggered, that the bad event remains stable once it is set, and that
the code terminates with probability one. This last condition is required by the
interpretation of the logic, as the notion of coupling implies that the probability of
termination, i.e of true, is equal in both distributions.
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Figure 2.2: OAEP history

OAEP One of the major achievements of CertiCrypt is the proof of IND-CCA se-
mantic security for Optimal Asymmetric Encryption Padding (OAEP) [61]. This is
because this proof had a history of failures and patches (see Figure 2.2) and the fact
of having a machine-checked proof convinced the cryptographers that our tool had
the sufficient maturity level to succeed in providing proofs that cryptographers had
difficulty doing by hand.

The history of OAEP security is fraught with difficulties. The original 1994
paper by Bellare and Rogaway [BKR94] proved that, under the assumption that the
underlying trapdoor permutation family is one-way, OAEP is semantically secure
against chosen-ciphertext attacks. However, in 2001, Shoup [Sho01] discovered that
this proof only established security against non-adaptive chosen-ciphertext attacks,
rather than the stronger version of IND-CCA, which allows an adversary to adaptively
obtain the decryption of ciphertexts of its choice. Shoup proposed a modified scheme,
OAEP+, which is secure against adaptive attacks under the one-wayness of the
underlying permutation, and provided a proof of the adaptive IND-CCA security of
the original scheme when used with RSA with public exponent e = 3.

At the same time, Fujisaki, Okamoto, Pointcheval, and Stern [FOPS04] proved
that the original formulation of OAEP is secure against adaptive attacks under
the assumption that the underlying permutation family is partial-domain one-way.
Since, in the particular case of RSA, this assumption is no stronger than (full-
domain) one-wayness, this result established the adaptive IND-CCA security of RSA-
OAEP. In 2004, Pointcheval [Poi05] provided a different proof of the same result,
filling several gaps in the reduction from [FOPS04], which led to a weaker bound than
originally stated. Nonetheless, the inaccurate bound from [FOPS04] has remained
the reference bound in practical analyses of OAEP, as noted in [Bol09].

Finally, Bellare, Hofheinz, and Kiltz [BHK09, BHK15] pointed out ambiguities
in the definition of IND-CCA, leading to four possible formulations (all used in the
literature), and questioned which definition is employed in the statements and proofs
concerning OAEP.

Achiving this proof in CertiCrypt was a challenging task. One key point was to
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devellope method to capture the informal notion used by cryptographer: “the value
is uniformly distributed and independent from the adversary’s view”. To capture
this notion, we have devellopped a logic for Eager/Lazy sampling [64]. The logic
allows interprocedural code motion, in which sampling statements are moved from
an oracle to the main command of the game or, conversely, from the main command
to an oracle.

EasyCrypt The paper on OAEP [61] is both an achievement and an admission of
failure. It was an achievement because it was the first important proof performed
using tools like this.

It was a failure because it became clear that the amount of work and expertise
in formal proofs required to produce this type of proof using CertiCrypt was a major
obstacle that would prevent cryptographers from using our tools. So we had to come
up with something else. This led us to develop EasyCrypt [EasyCrypt], which we
are still developing today. The idea was to develop a prover independent of Coq,
completely dedicated to the proof of probabilistic programs.

There were 4 main difficulties in developing the tool within Coq:

• Error messages: When building a tool on top of Coq, it is hard to provide
good error messages with proper localization. This is relatively simple if the
tool is implemented in a language like OCaml.

• Reduction rules and differences between Prop and bool: Coq distinguishes
between the set of Propositions (Prop) and the set of decidable propositions
(bool). For a non-expert, this is very surprising. Furthermore, most predicates
in Coq do not reduce, so True ∧ P is not convertible with P—they are only
provably equivalent. This is the case for the boolean version true && b but
not for b && true. While it is possible to provide a good automatic Coq tactic
to solve this (as SSReflect shows), it creates significant overhead.

• Lack of integration with SAT/SMT solvers: The proof obligations obtained
using pRHL are very different from what you usually obtain in Coq. They are
large, but most can be trivially proven. Thus, it is important to be able to
solve them mostly automatically.

• Proved logical rules versus usable rules: While it is nice to have a sound and
possibly complete Hoare logic, this doesn’t make it usable. Moving from a
sound logic to a user-friendly one represents a lot of work. Coq is very useful
for proving that the logic is correct, but it is less convenient for making it
user-friendly.

After 10 years of development, I am not completely sure it was the right choice,
in the sense that the trusted base of EasyCrypt is much larger than that of CertiCrypt.
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However, we are still developing and using EasyCrypt, and I’m not sure that would
have been the case if we had continued with CertiCrypt.

The initial idea of EasyCrypt was to have a strong connection with SMT provers.
The objective was to discharge most of the side conditions of the logic rules us-
ing SMT. Furthermore, the idea was to derandomize the programs, i.e., to split
programs into two parts. The first part would start by sampling the randomness,
while the second part was deterministic. Naturally, this derandomization is done
through automatic program transformation. Thus, a weakest precondition calculus
can be used to compute the precondition of the deterministic part. Finally, the
relational logic can be used to build the coupling between the random parts of each
program. This is the high-level pitch. In practice, things are more complex because
derandomizing a loop is not always possible, and the same challenge arises with
adversaries.

The second idea was to use a module system to structure games. In that setting,
adversaries are just abstract functors. Giving oracles to adversaries corresponds to
functor application, and performing a cryptographic reduction simply corresponds
to functor abstraction and application.

The result of this work was published in [60] and received the Best Paper Award.
I think this was a very important step. First of all, it was our first publication in
a cryptography conference—previous publications had been either in programming
language or security conferences. But above all, we were able to convince cryp-
tographers that our work could solve their rigor problem and make a meaningful
contribution to their field.

Zoocrypt [ZooCrypt]: The CertiCrypt and EasyCrypt languages are very expres-
sive; there are no real restrictions on the programs and security properties that
can be expressed. The only limitation is that they apply to probabilistic programs
but not to quantum programs. The downside is the degree of automation we can
provide.

The paper [47] therefore follows a different approach: we consider a very re-
stricted language and security properties. Programs are restricted to encryption
schemes that can be described using bitstrings, concatenation, exclusive-or, random
sampling, hash functions (random oracle), and trapdoor permutations. Security
properties are limited to IND-CPA and IND-CCA2. The upside is a fully automatic
proof strategy based on a simple logic.

The judgments for the IND-CPA logic have the following form:

|=p c : ϕ

Where event ϕ can be Guess, Ask(H, e), or a conjunction of events. Guess corre-
sponds to the adversary correctly guessing the hidden bit b in the CPA game, and
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Ask(H, e) corresponds to the adversary querying the random oracle H(e). p is the
winning probability of the adversary.

The objective here is not to provide a full description of the logic; interested
readers can refer to the paper directly. What I would like to emphasize is a simple
rule called optimistic sampling. The rule is as follows:

|=p c : ϕ r /∈ R(e)
|=p c{e⊕ r/r} : ϕ{e⊕ r/r}

Here, r is a random value, e is an expression in the language, and R(e) is the set of
random values used in e. The validity of the rule follows from the fact that r and
e⊕ r follow the same distribution.

Assume that we would like to prove |=p c
∗ : ϕ∗ using the rule. The difficulty is

to find r, e, c, and ϕ such that c∗ = ce⊕ r/r and ϕ∗ = ϕe⊕ r/r with r /∈ R(e). One
way to achieve this is to find two contexts, C and Φ, along with r and e, such that
r /∈ R(C) ∪ R(Φ), c∗ = C[e⊕ r], ϕ∗ = Φ[e⊕ r], and r /∈ R(e). In this case, we can
take c = C[r] and ϕ = Φ[r].

While relatively simple, this rule is key to our work on masking, presented in
Chapter 4. Being able to find these contexts efficiently was not critical because the
expressions we manipulated were relatively small. However, efficiency is crucial for
the work in Chapter 4.

The paper also proposes fully automated methods for finding attacks against
chosen-plaintext and chosen-ciphertext security. Our methods are inspired by static
equivalence [AF01] and exploit the algebraic properties of trapdoor permutations
to find attacks against realizations of schemes that are consistent with computa-
tional assumptions. We demonstrated the strengths of our methods by implement-
ing a toolset for fully automatic analysis of a set of user-given or machine-generated
schemes. We generated more than one million examples and used the toolset to
analyze their (in)security. The output of the analysis is a database that records, for
each scheme and set of assumptions, either an adversary that breaks the scheme’s
security or a formal derivation that proves its security.

The smallest scheme found through this method is ZAEP: our tool was able
to automatically prove that it is IND-CPA but not that it is IND-CCA. Using
stronger hypotheses on the trapdoor permutation, the scheme was proven IND-CCA
in [BPB12].

EasyPQC: The area of post-quantum cryptography (PQC) focuses on classical
cryptosystems that are provably secure against quantum adversaries. PQC is based
on computational problems that are conjectured to be hard for quantum computers,
e.g., the learning with errors problem [Reg05]. Simply relying on such assumptions,
however, is insufficient to ensure security against quantum attackers; one must also
verify that a security reduction holds in the quantum setting.
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A natural question to ask is whether we need a fundamentally different approach
to the design of formal verification tools to capture these results, which seem tan-
talizingly close to the classical setting. For example, Unruh [Unr19] suggests that
EasyCrypt is not sound for quantum adversaries. Concretely, [Unr19] claims that
the CHSH protocol, which is secure in the classical setting but not in the quantum
setting, can be proved secure in EasyCrypt. While this point is moot because the
EasyCrypt logics were not designed (or claimed) to be sound for the quantum setting,
it does raise an important question that we address in the paper [12]:

1. Can we adapt the EasyCrypt program logic and libraries in a way that guar-
antees their soundness for PQC proofs?

2. Is the resulting framework expressive and practical to use?

In the paper, we affirmatively answer both questions. For the first, we provide a
post-quantum relational Hoare logic (pqRHL), a mild variant of EasyCrypt’s proba-
bilistic relational Hoare logic (pRHL), and prove that pqRHL is sound for reasoning
about quantum adversaries.

To answer the second question, we have developed a new implementation of
EasyCrypt for verifying post-quantum security proofs. The advantage of the new
version is its compatibility with the original EasyCrypt. We have used the new
tool to provide mechanized proofs of PRF-based MAC [BZ13], full domain hash
signatures [BR96, BDF+11], as well as the GPV08 identity-based encryption scheme
[GPV08, Zha12].

For the moment, I have not merged this version into the main branch of Easy-
Crypt for mainly two reasons:

1. While I am very confident in the theoretical part of the paper, the implemen-
tation does not exactly match the theory. In fact, the implementation uses
an encoding of the EasyCrypt language. This encoding has never been fully
formalized, so the possibility of encountering a bug exists.

2. The language provided in the implementation is more restrictive than the one
provided in the theory. This is too restrictive to express some fundamental
lemmas like the O2H one [Unr15]. This is a severe restriction that needs to be
removed.

To address these issues, we have started a collaboration with Dominique Unruh
to develop a logic that is sufficiently expressive and closer to the implementation.
This will be one of my main subjects in the coming years.
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2.2 Main contributions

We developed the pRHL logic [68], which is a relational Hoare logic for verifying
the equivalence of probabilistic programs [53, 64]. We implemented this logic in
Coq, with the CertiCrypt library [68], which made it possible to verify numerous
cryptographic constructions [73, 69, 62, 61, 54, 46]. One of the keys to success
has been the intensive use of reflective evidence and the certification of program
transformations. To facilitate the adoption of formal proofs by cryptographers, we
have then developed the EasyCrypt proof assistant [60, 52, 55]. It is based on on
a combination of proof assistants and SMT. EasyCrypt has been used for many
applications [60, 51, 50, 49, 44, 31, 26, 19], with in particular the proof [19] of the
SHA3 standard (partly funded by NIST) and the proof of the AWS KMS protocol
[18].

Another aspect of my work is proof automation. We have implemented the first
automatic synthesis tool for cryptographic primitive constructions [50, 47, 39, 24]
and I helped develop variants of EasyCrypt with a more limited but automatic scope
[39, 44].

The main theoretical contribution of this chapter is clearly the probabilistic
Relational Hoare Logic. From the point of view of the tools the CertiCrypt library was
a major step allowing us to formally define the semantic of probabilistic programs,
to prove the rules of the logic, and to capture most of the notions needed to formalize
cryptographic proofs. The second and most famous milestone is EasyCrypt, it has
been used to develop mainly examples but it has also been used to develop a variant
of the logic like apRHL. It is the key milestone of the verification tool chain that we
use for the formal verification of Jasmin program in the Formosa project.

There are four major publications on that domain:

• In [68], we presented pRHL. It was also my first POPL paper.

• In [60] we presented the EasyCrypt tool, and the technique that can be used
to simplify cryptographic proofs, the paper got the Best Paper Award.

• In [47], we presented ZooCrypt. This paper was an important step for my
work on masking.

• In [12], we present a first extension of EasyCrypt allowing to perform proofs
in the post-quantum setting.



Chapter 3

Cryptographic implementations

3.1 Problem with cryptographic implementation

Cryptographic software is pervasive in software systems. Although it represents a
relatively small part of their code base, cryptographic software is often their most
critical part, since it forms the backbone of their security mechanisms. Unfortu-
nately, developing high-assurance cryptographic software is an extremely difficult
task. Indeed, good cryptographic software must satisfy multiple properties, includ-
ing efficiency, protection against side-channel attacks, and functional correctness,
each of which is challenging to achieve:

• Efficiency. Cryptographic software must imply minimal overhead for system
performance, both in terms of computational and bandwidth/storage costs.
These are first-class efficiency requirements during development: a few clock
cycles in a small cryptographic routine may have a huge impact when executed
repeatedly per connection established by a modern service provider.

• Functional correctness. Specifications of cryptographic components are often
expressed using advanced mathematical concepts, and being able to bridge
the enormous semantic gap to an efficient implementation is a prerequisite for
the implementor of a cryptographic component. Moreover, implementations
may involve unconventional tasks, such as domain-specific error handling tech-
niques. Guaranteeing functional correctness in these circumstances is harder
than for other software domains, but it is critical that it is guaranteed from
day one—contrary to the usual detect-and-patch approach—as implementa-
tion bugs in cryptographic components can lead to attacks[BBPV12, GK13].

• Protection against side-channel attacks. In-depth knowledge of real-world at-
tack models, including side-channel attacks, is fundamental to ensure that the

15
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implementation includes adequate mitigation. I will explain this in more detail
in the next section.

Efficiency considerations rule out using high-level languages, since the code must
be optimized to an extent that goes far beyond what is achievable by modern, highly
optimizing compilers. Furthermore, there are concerns that highly optimizing com-
pilers may introduce security flaws [DPS15, KPVV16]. As a consequence, the devel-
opment of cryptographic software must be carried out at the assembly level and is
entrusted to a few select programmers. Moreover, these programmers rely on rudi-
mentary tooling that is often co-developed with the implementations themselves.
For instance, security- and performance-critical parts of the OpenSSL library re-
sult from an ad hoc combination of pseudo-assembly programming and scripting,
known as “perlasm”. Another alternative is to use the qhasm language [Ber], which
simultaneously elides low-level details that are inessential for fine-grained perfor-
mance tuning and retains all performance- and security-critical aspects of assembly
programming. qhasm achieves an excellent balance between programmability and
efficiency, as evidenced by a long series of speed-record-breaking cryptographic im-
plementations. Due to their nature, these approaches do not lend themselves to
being supported by formal verification.

Functional correctness and side-channel security requirements for high-assurance
cryptography impose going significantly beyond the current practices used for val-
idating implementations, namely code inspection, code testing (and in particular,
fuzzing), and even static analysis. Code inspection is time-consuming and requires
a high level of expertise. Testing is particularly effective for excluding errors that
manifest themselves frequently but performs poorly at detecting bugs that occur
with very low probability. Static analysis is useful for detecting programming errors
but does not discover functionality bugs. A better alternative is to create machine-
assisted verification frameworks that can be used for building rigorous proofs of
functional correctness and side-channel security. However, these frameworks are not
easily applicable to assembly languages, which is the level at which guarantees need
to be provided.

In the realm of cryptographic primitives, especially with the emergence of new
post-quantum primitives, proving functional correctness is not an end in itself. When
the specification involves a relatively simple operation like exponentiation, it may be
convincing that it accurately represents the intended mathematical concept. How-
ever, it is preferable to go beyond conviction and prove that the specified operation
indeed satisfies the expected properties. The challenge arises when the specifica-
tion becomes more intricate, as observed in cases like Kyber and Dilithium. How
can one trust a complex specification? More importantly, how can we establish the
correctness of the specification itself?

For cryptographic primitives, like encryption schemes or signature schemes, there
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is a well-established setting to describe the properties that should be satisfied. So
my claim is that we should prove functional correctness against a specification that
has been itself proved to be cryptographic secure, as can be done using a tool like
EasyCrypt.

3.2 Proposed solutions

We have pioneered the development of the Jasmin infrastructure, aimed at facilitat-
ing the creation of efficient, correct, and secure cryptographic code. Our primary
objective is to deliver formally verified implementations capable of supplanting un-
verified cryptographic routines present in conventional libraries. The idea is to have
a programming language designed to serve both the programmer—by providing ex-
pressiveness and control—and the tools for analyzing and transforming programs.
The Jasmin programming language combines high-level functionality with instruc-
tions similar to those in assembly languages (in particular, vectorized instructions).

3.2.1 Efficiency

Rather than relying on a compiler that aggressively optimizes code generation for
efficiency, our approach is to craft a language enabling programmers to write code
that can be seamlessly compiled into efficient assembly programs. This approach
offers two distinct advantages: firstly, it simplifies the compiler development process
(including its formal verification), and secondly, it empowers programmers with
greater control over the resulting compiled code. This latter aspect is particularly
crucial in scenarios where efficiency isn’t the sole objective, and considerations for
security assurances are paramount.

To this end, the Jasmin language provides access to the low-level functionalities
of assembly. In particular, the programmer has access to most assembly instructions
and flags (such as the carry flag). The programmer exercises strong control over how
the code is generated:

• They can specify whether a variable should be stored on the stack or in a
register.

• They can determine which functions should be inlined, which loops should be
fully unrolled, etc.

• Direct access to most assembly instructions is available, providing similar func-
tionality to C intrinsics. Notably, X86-64 AVX and AVX2 instructions are
directly usable from Jasmin source programs.
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In this sense, Jasmin can be viewed as a macro language for assembly.
Jasmin also provides higher-level structures like arrays. Again, the programmer

can decide whether the array should be stored on the stack or in registers (in which
case, the compiler will allocate each cell of the array into registers). While compi-
lation of arrays corresponds to in-place memory access, their source semantics are
functional; i.e., updating an array t returns a fresh t′ while the original array t re-
mains unmodified. It is the role of the compiler to ensure that all memory operations
can be performed in place. This complicates the compiler, but it offers significant
advantages when the goal is to prove the functional correctness of Jasmin programs
or to build static analyses for Jasmin: there is no alias.

3.2.2 The certified Jasmin compiler

The compiler is predictable and produces efficient code. However, ensuring the
correctness of the resulting assembly code is paramount. How can we confidently
assert that the compiler doesn’t inadvertently introduce bugs during the translation
process? Our answer is to prove the functional correctness of the compiler using the
Coq proof assistant, like it has been done with the CompCert compiler [Ler06].

An overview of the Jasmin compiler is depicted in Figure 3.1. Nearly all compo-
nents of the Jasmin compiler are directly written and verified in Coq (highlighted in
green). The remaining components (highlighted in blue) are implemented in OCaml,
with a Coq-verified checker ensuring the correctness of their transformations. Ulti-
mately, the Coq code representing the compiler is extracted to OCaml, yielding an
executable compiler.

An intriguing aspect to note is the minimal use of intermediate representations
(Jasmin, Stack, Linear, ASM) in the compilation chain. Both Jasmin and Stack share
identical code representations, with only the semantics differing. This streamlined
approach is made possible by Jasmin ’s capacity to address low-level features directly
at the source level.

The unverified passes, depicted in brown, include the initial parsing pass followed
by the Preprocess pass. The latter constructs the data structure (the Abstract
Syntax Tree - AST) employed by the certified compiler. Additionally, it elaborates
on the implicit information not present in the Jasmin syntax (.jazz) and potentially
conducts sanity checks on the resultant Jasmin program.

The third pass entails type checking, which doesn’t alter the program. Although
this phase remains unverified currently, its certification holds significance, as elabo-
rated in Section 3.2.3.

After completing these initial stages, one can proceed with compilation using the
certified compiler or choose to conduct various verifications on the resulting Jasmin
program. The first verification step is a safety analysis, aiming to ensure the pro-
gram’s well-defined semantics (refer to Section 3.2.3). The second step involves type
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checkers to verify that the program is (speculatively) constant time (see Sections 4.2
and 4.3). The last step involves translating Jasmin programs into EasyCrypt, enabling
verification of properties such as functional correctness (Section 3.2.4), constant-time
behavior (Section 4.2), and security (Section 3.2.4). Importantly, these verifications
and translations occur just before the fully verified compiler phases.

Finally, the last pass (Pretty-printing) is unverified. It prints assembly code and
outputs it to a file. While proving its correctness is important, it poses challenges
in Coq due to the inability of Coq functions to include side effects. Fortunately,
manual inspection of this pass is relatively straightforward1.

Let’s take a look at the general form of the functional correctness of the compiler:

Theorem 1 (Correctness). For all source programs P , target programs P ′, source
states s and s′, and target state t, such that:

1. The compilation of P succeeds and generates P ′.

2. The evaluation of P starting from s leads to the final state s′: s
P−→ s′.

3. The state s is in relation with the target state t: s ≈ t.

Then there exists a target state t′ such that:

• The evaluation of P ′ starting from the target state t leads to a state t′: t
P ′
⇝ t′.

• The state s′ is in relation with the target state t′: s′ ≈ t′.

I will not describe the exact definition of ≈ here. What is important to remember
is that this relation allows us to lift functional properties of Jasmin programs from
source to assembly. This is because the relation ensures equality of the results
between the source and target programs (i.e., return values and memory). Note
that this theorem guarantees only the existence of a target derivation that satisfies
the relation with the source. The generalization to all target executions follows
from the safety of the source program and the determinism of the target language.

Assume we have a target derivation t
P ′
⇝ t′ By the safety of the source, there exists

a source state s′ such that s
P−→ s′. According to Theorem 1, there exists t′′ such

that t
P ′
⇝ t′′ and s′ ≈ t′′. Given the determinism of the target language, it follows

that t′ = t′′.
Unfortunately, this theorem is not sufficient to prove the preservation of relational

properties, such as cryptographic constant time (see Section 4.2 and Section 4.3).

1We can certainly improve the code for better readability.
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3.2.3 Type checking and safety analysis

It is important to note that Theorem 1 guarantees correctness only for well-defined
programs (condition 2), meaning those with clearly defined semantics. In strongly
typed programming languages such as OCaml or Rust, safety is enforced by the type
system, although certain primitive operations may still require runtime checks to
prevent violations. For instance, array access necessitates dynamic verification to
avoid buffer overflow, while division operations must ensure that the divisor is not
zero.

In the context of Jasmin, we strive to avoid these runtime checks for efficiency
purposes. However, the basic type system of Jasmin is insufficient for this task,
necessitating a more complex static analysis known as safety analysis. Its goal is
to ensure there are no occurrences of buffer overflow, division by zero, or the use of
uninitialized variables (or accessing unallocated memory).

To address this need, Adrien Koutsos and Vincent Laporte have developed a
safety analysis tool in OCaml specifically for Jasmin programs. This tool assumes
that the input program is well-typed. The output of the analysis consists of safety
preconditions that must be verified by the initial state of the program. These precon-
ditions may specify requirements such as memory regions being readable/writable
by the program, with regions defined in terms of the program’s arguments (e.g., a
pointer p and length n defining a memory region between p and p+ n)

However, the current state of the safety checker presents several challenges:

• Certification/Validation: While Theorem 1 relies on safety, neither the
safety checker nor the type system are certified. While proving the type sys-
tem’s correctness may be relatively straightforward, certifying the safety anal-
ysis is likely beyond the current capabilities of program verification technology.
In particular, this will require a certified version of the Apron [JM09] static
analysis library. However, validating the analysis results may be feasible using
techniques similar to those used in [BJPT10, BCJP09, FMP13].

• Consistency with Formal Semantics: The conditions verified by the safety
analysis are strongly tied to the formal semantics of Jasmin, yet its imple-
mentation only considers Jasmin’s AST. Maintaining consistency between the
analysis and semantics requires manual inspection, which is a tedious and
error-prone process.

• Genericity: Although Jasmin supports back-ends for X86-64 and ARM-v7,
the current safety analysis only works for X86-64. This limitation stems from
the analysis’s development predating the introduction of the ARM back-end.
Achieving a more backend-independent analysis approach is challenging due
to the direct usability of low-level assembly instructions at the Jasmin source
level.
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• Completeness/Efficiency: The tool’s completeness is limited, and its ex-
ecution can be prohibitively costly. Addressing this issue involves improving
the tool itself or relaxing Jasmin’s semantics to simplify the conditions required
for verification. However, this reintroduces the challenge of maintaining con-
sistency with the formal semantics.

In summary, while the safety analysis tool is a crucial component for ensuring
program safety in Jasmin, several challenges remain in terms of certification, consis-
tency, genericity, and efficiency. Now, let’s delve into potential strategies to address
these diverse hurdles.

Refining Jasmin’s semantics From a safety perspective, a notable challenge with
the current semantics lies in its reliance on big-step semantics. This approach brings
forth two significant implications. Firstly, only terminating programs are considered
safe, and so safety analysis must ensure program termination. Determining termi-
nation is notoriously difficult, and furthermore, the termination condition imposed
is overly restrictive for Jasmin programs. For instance, cryptographic primitives like
Kyber and Dilithium employ a rejection sampling algorithm, i.e., repetitive sam-
pling until a specific condition is met to ensure adherence to a desired distribution2.
Secondly, our big-step semantics fail to differentiate between non-terminating pro-
grams and those that raise runtime errors (such as type errors or buffer overflows,
for example). In both scenarios, the program lacks a formal semantic representation.
Consequently, expressing the correctness of the type system is not possible because
we cannot express that no runtime error occurs. In fact, it is possible to address
this for the semantics of the expressions of the language; their semantics is defined
by a function that can return an error, but not for the instructions of the language.

Hence, the objective is to revise the Jasmin semantics to eliminate the termi-
nation constraint and accommodate runtime errors. The conventional approach
involves transitioning to a small-step semantics, albeit at the cost of rewriting the
compiler proofs entirely, which will be more complex since big-step semantics offer a
straightforward induction principle. Certainly, leveraging interaction trees [XZH+19]
presents a promising solution. This framework facilitates capturing non-terminating
semantics while preserving an induction principle akin to our current methodology.
This alignment is crucial for retaining the extensive 80k lines of proofs associated
with the Jasmin compiler.

Partial certification of safety analysis To advance towards the formal veri-
fication and validation of safety analysis, a promising approach involves dividing

2For example, to uniformly sample a number between 1 and 4, one might roll a six-sided die
until a result of 4 or lower is obtained, yielding a uniform distribution within the range [1..4].
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the safety analysis into two distinct components. Initially, this entails developing a
safety condition generator—a tool that computes, for each program point, a set of
conditions that need to be satisfied to ensure overall program safety.

Assuming that the termination problem is solved, verifying the correctness of
both the type checker and the safety condition generator becomes straightforward:
If the program is well-typed, then it undergoes evaluation without encountering type
errors. Moreover, if it is well-typed and the generated safety conditions are satisfied
at each program point, then instructions can be evaluated without triggering runtime
errors.

It would be advantageous not only to prove the correctness of the safety condition
generator but also its completeness. This will ensure that the unsatisfiability of a
safety condition leads to a runtime error. Moreover, this division introduces greater
generality into safety analysis. Rather than needing to know every instruction to
determine which conditions must be met, the analysis simply needs to interpret and
validate conditions generated by the generator.

In the long term, a significant project involves validating the outcomes of safety
analysis using techniques akin to those outlined in [BJPT10, BCJP09, FMP13].

Genericity The lack of generality in safety analysis primarily stems from two
factors, both related to the direct access to target-dependent low-level instructions
in Jasmin. Firstly, for all low-level instructions, the analysis must ascertain which
conditions must be satisfied. This challenge can be addressed through the use of
a generator, as detailed in the preceding paragraph. Secondly, the analysis must
understand the semantics of instructions to monitor the values of certain variables3,
typically those involved in array access to ensure they remain within bounds.

In the context of Jasmin, the number of low-level instructions that are acces-
sible is relatively large and, furthermore, regularly increases because users request
the addition of some specific instructions required to implement their algorithms
efficiently.

A potential solution to this issue involves defining a concise language to describe
instruction semantics, comprising a small set of primitive operations. Consequently,
the safety analysis would only need to understand and handle this compact language,
eliminating the need for constant extension or patching whenever new instructions
or backends are introduced. Note that defining such a language would be very useful
in other parts of the Jasmin infrastructure. The semantics of the instructions are
defined in Coq (for the formal definition of the semantics), and they are also defined
in EasyCrypt (which is needed to prove properties on Jasmin programs), and partially
in the safety analysis (for the previous reasons). This language would allow them to

3For most variables, it is not necessary to precisely keep track of their value because they are
not involved in any safety conditions.
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Figure 3.2: The Jasmin/EasyCrypt framework

be defined only once and then automatically define the Coq and EasyCrypt semantics
from it.

3.2.4 Proving Jasmin programs

Our initial approach to verifying Jasmin programs involved the development and
proof using Coq of a Hoare logic or weakest precondition calculus tailored to Jas-
min programs. This method offered the significant advantage of maintaining a small
trusted computing base, primarily consisting of Coq and our formalization of the as-
sembly language. Integration of tools like Iris [JSS+15] would have further bolstered
this approach.

However, we have opted for a different strategy: translating Jasmin programs
into EasyCrypt programs. While this approach does introduce EasyCrypt and the
translation process into our trusted computing base, it offers several compelling
advantages. This enables us to verify properties of interest using various EasyCrypt
logics. Additionally, this approach empowers us to verify the cryptographic security
of our Jasmin implementations, further enhancing the reliability and integrity of our
system.

We now have various methods for specifying and verifying our implementations.
The first approach is to utilize traditional Hoare logic, a method adopted by many
tools4 such as Why3 [BFMP11], Dafny [Lei10], and F* [SHK+16]. To utilize this
approach, we begin by crafting a functional or mathematical description of the

4Not all the tools are based on Hoare logic, but they all share the requirement of having a
functional specification.
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computation our program is intended to perform. This description allows us to
express both the post-condition, defining what needs to be satisfied at the end of
the program, and the precondition, specifying what must be satisfied before the
program’s evaluation. Subsequently, we can employ Hoare logic or any equivalent
method to demonstrate that our program meets its specification.

The second method involves employing program equivalence. In this scenario,
the specification itself takes the form of an imperative program, as commonly seen in
Request for Comments (RFC). Functional correctness is then equated with program
equivalence between the implementation and its specification. Here, equivalence
implies that if inputs are related, the outputs will be as well. Fortunately, EasyCrypt
shines in proving program equivalence, leveraging the robust pRHL logic.

These approaches lead to intriguing possibilities. Firstly, since the specification
is now an EasyCrypt program, we can verify its semantic security. This is particularly
crucial for complex algorithms like Kyber and Dilithium, where manually verifying
that the formal specification aligns with the RFC can be as challenging as verifying
the code of a reference implementation. Moreover, how can we be sure that the
RFC makes sense? By proving the semantic security of our specification, we do not
establish that it corresponds to the RFC but a stronger result: our specification is
secure. Then, by proving program equivalence between the specification and imple-
mentation, we ensure the semantic security of the implementation. Thus, even if the
implementation deviates from the RFC, we have assurance of its semantic security.
Furthermore, passing test vectors provides informal assurance of its interoperability
with other implementations.

Secondly, leveraging program equivalence offers a novel approach to validating
optimized implementations. Often, optimization entails utilizing a vectorized version
of the program, where independent computations are executed in parallel. This is
facilitated by SIMD instructions, enabling multiple data values to be processed with
a single instruction. A prime illustration of this concept is ChaCha20, a block cipher
employed in counter mode.

In the encryption process of ChaCha20, each message block is encrypted using
a secret key, a nonce, and a counter (unique for each block) passed to the block
cipher. The encrypted block results from XORing the message block with the output
of the block cipher. Notably, each iteration of the loop in this process operates
independently, allowing for potential parallelization.

Validating the correctness of an optimized implementation can be achieved
through incremental steps. Initially, the program is transformed to execute eight
iterations of the loop body at each iteration of the main loop; since this transforma-
tion can be justified in a generic way (independent of the body). This restructuring
results in two nested loops. While the control flow of the program alters, the un-
derlying data structure and computation order remain consistent.
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Let us now focus on the internal eight iterations of the loop body. Subsequently,
this inner loop is unrolled, and since each iteration is independent, intermediate vari-
ables used for computation can be renamed, yielding eight variables for each original
variable. Proving program equivalence at this stage is straightforward. With each
loop iteration operating on disjoint variables, it becomes feasible to reorder instruc-
tions to interleave the eight iterations of the loop body. Finally, it can be demon-
strated that performing eight consecutive operations on independent variables is
equivalent to executing the corresponding single SIMD instruction. Through transi-
tive reasoning, equivalence between the reference implementation and its optimized
vectorized counterpart is established.

While this technique proves effective in many cases, there are instances where
it is impractical to employ. Particularly, when the algorithm for exploiting SIMD
instructions diverges significantly from the reference implementation, it may be more
straightforward to directly verify functional correctness using techniques like Hoare
logic.

Figure 3.2 illustrates the structure of the Jasmin/EasyCrypt framework. At its
core lies the Jasmin language, which accommodates both reference/scalar implemen-
tations and optimized/SIMD implementations for each primitive. These implemen-
tations undergo scrutiny through the type system and the safety checker. Addition-
ally, there’s the option to utilize either the constant-time type checker (detailed in
Section 4.2) or the speculative constant-time checker (expounded in Section 4.3) to
fortify resilience against (speculative) side-channel attacks.

Thus, implementations are translated into assembly and extracted into EasyCrypt
for verification of both functional correctness and semantic security. The safety,
along with the compiler’s correctness, guarantees that both the source code and its
assembly counterpart produce identical results. Furthermore, safety ensures that
the source code and the extracted EasyCrypt program share congruent semantics.
On the EasyCrypt side, a specification is crafted specifically tailored for semantic
security proofs. This often involves abstracting certain implementation details; for
example, in verifying the semantic security of a scheme like Elgamal, the focus is
on ensuring that the underlying structure adheres to properties expected by cyclic
groups, while the specific implementation details of the cyclic group are deemed
irrelevant.

Subsequently, the functional correctness of the reference implementation is
proven against the EasyCrypt specifications. The functional correctness of the op-
timized version is proved either through establishing program equivalence with the
reference implementation or directly against the EasyCrypt specification.

This comprehensive chain of validation allows for the assertion that the assembly
codes are not only functionally correct but also semantically secure.
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3.3 Main contribution

A important contribution of this work is the design of the language itself. It allows
to reconciliate highly optimized programs at assembly level and formal proofs. The
associated verification tools ensure that Jasmin programs are safe, functionally cor-
rect and resistant to attacks by auxiliary channels (see Sections 4.2 and 4.3). The
formal proof of the Jasmin compiler ensures that those properties are preserved at
the assembly level.

The verification tool chain is based on EasyCrypt, which makes it possible to
prove semantics security of the algorithms.

The first implementations [30, 19, 17] of the ChaCha20, Poly1305, curve25519,
SHA3 primitives show that the code issued by the Jasmin compiler is as efficient as
the assembly code written by hand in the OpenSSL library. The most emblematic
implementations are that of SHA3 and Kyber: implementations for which the four
properties have been established [19, 3]. Coq certification of the compiler ensures
that functional correctness is preserved.

The final result of this work is the libjade developed in the Formossa project.
libjade is a formally verified cryptographic library written in the Jasmin program-
ming language with computer-verified proofs in EasyCrypt. The primary focus is on
offering high-assurance implementations of post-quantum cryptographic primitives
to support the migration to the next generation of asymmetric cryptography.
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Chapter 4

Side Channels

4.1 Problem with side channel attacks

Being able to establish proofs of security at the algorithmic level of cryptographic
primitives, and to link these algorithms with their implementations, is already a
major step forward and provides guarantees that are unrivaled. However, this is
still not enough. The main problem lies in the discrepancy between the adversary
model used in the security proof and the real power or capability of adversaries
attempting to attack the code in practice.

Security proofs are generally conducted in a black-box model, where the adver-
sary can see or control some of the inputs provided to the primitive and observe
outputs (essentially everything that passes through the network). However, the
adversary has no information about how the primitive is evaluated.

While there are scenarios where this black-box model is reasonable, in most
cases, the adversary can gather significant information through hidden channels.
The amount of information they can access often depends on their ability to interact
with the machine executing the code.

For example, if the adversary is able to run code on the same computer as the
one executing the cryptographic primitive, it is crucial to ensure that the observable
timing behavior of the compiled program does not leak sensitive information. Failing
to address these concerns creates a significant attack vector against cryptographic
implementations [Ber05, AP13].

Indeed, one prevailing view is that critical code must adhere to the crypto-
graphic constant-time (CCT or simply CT) discipline, meaning its control flow and
sequence of memory accesses should not depend on secrets [Ber05]. High-assurance
cryptographic software must be guaranteed to follow this discipline correctly. Un-
fortunately, compiler optimizations can break CCT.

While necessary, this countermeasure is not sufficient. At the abstraction level

29
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provided by hardware architecture, programs are assumed to execute sequentially
in the order dictated by the control flow. However, at the hardware implementation
level, program execution is much more complex, involving out-of-order and specu-
lative execution. This complexity at the microarchitectural level was meant to be
transparent to developers, who should only need to reason about programs using
the abstractions provided by the architecture.

Yet, Spectre attacks (soon followed by many others, e.g., [BMW+19, BMS+20,
SSL+19, RMR+21, RBBG21]) revealed how attackers could exploit speculative ex-
ecution to exfiltrate secrets that were otherwise well-protected at the architectural
level. The consequences of such speculative attacks can be devastating. While
Meltdown is often viewed as a hardware bug and can be fixed in future generations
of processors, Spectre is not a hardware bug—it’s a feature. Therefore, we must
develop software countermeasures to defend against it.

When the adversary has physical access to the machine, he can measure power
consumption [KJJ99], electromagnetic radiation [GMO01], or even the noise pro-
duced by the computer’s fan [GSE20]. These sources of information can be ex-
ploited to mount side-channel attacks, such as Differential Power Analysis (DPA).
Protecting against such attacks is more challenging, as any intermediate result can
potentially leak sensitive information, not just conditional branching or memory
accesses.

The most widely deployed countermeasure against these physical side-channel
attacks is called masking or secret sharing. The concept involves splitting a secret
into several shares, often using random data, such that the sum of the shares corre-
sponds to the original secret. This forces the adversary to gather all the shares to
recover the secret value.

In this chapter, I will provide an overview of the steps we have taken to ensure
that cryptographic implementations are resistant to these various types of attacks.

4.2 Preservation of Constant Time

One approach to protecting cryptographic libraries from cache attacks is by adhering
to the constant-time (CT) discipline. In theory, this discipline is straightforward: a
program is considered constant-time if its control flow and memory accesses do not
depend on secret values. However, writing efficient constant-time code is notoriously
error-prone.

Moreover, most tools designed to verify compliance with the CT discipline oper-
ate at the source code level, whereas this property ultimately needs to be guaranteed
at the assembly level. This raises a critical question: Does the compiler preserve the
constant-time property during the translation from source code to assembly?

The answer is not simple. While one might assume that compilers are extensively
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tested for correctness, such testing does not necessarily ensure that the generated
code adheres to the constant-time discipline. Furthermore, generating constant-time
code is generally beyond the scope of general-purpose compilers like clang and gcc.

When we aim to formally establish that a compiler preserves the CT discipline,
a second question arises: How can the CT discipline be formally defined?

A common methodology involves using instrumented semantics, where each step
of execution is modeled to potentially generate some form of leakage. For instance,
the rule governing conditional instructions1 might be represented as follows:

{if e then c1 else c2, ρ} b→ {cb, ρ}
where b = [[e]]ρ corresponds to the evaluation of the conditional expression e in the
state ρ. Similarly, the evaluation of load and store instructions leaks the accessed
address, while other instructions may leak nothing2.

The notion of CT is generally parameterized by a relation ϕ between initial
states, which usually describes which parts of the state contain public data (in that
case, the relation ensures equality in both states) and which contain secret data.
We say that a program p is ϕ-CT if, for any pair of initial states (ρ1, ρ2) in relation
ϕ, and for any number of execution steps n:

{p, ρ1}
L1−→n {c1, ρ}

{p, ρ2}
L2−→n {c2, ρ}

 ⇒ L1 = L2

In other words, the generated leakages after n steps of execution are equal3.
Proving the preservation of CT requires establishing that if the source program

is CT with respect to ϕ, then its compiled version is also CT. Figure 4.1 illustrates
the core idea of the method introduced in [27] to establish that a compilation step
preserves constant time. Figure 4.1a recalls the standard notion of simulation from
compiler verification. In the simplest (lockstep) setting, one requires that the simu-
lation relation relates one step of execution of a source program S with one step of
execution of its compiled version C, where black represents the hypotheses and red
represents the conclusions. The horizontal arrows represent one step of execution of
S from state a to state b, and one step of execution of C from state α to state β.
The relation · ≈ · relates the execution states of the source and target programs.

While traditional simulations are established through 2-dimensional diagram
chasing, constant-time simulations require 3-dimensional diagram chasing. Fig-
ure 4.1b illustrates the concept of constant-time simulation in the lockstep case,

1A while loop is a particular case of a conditional instruction.
2Some models also take into account timing-dependent instructions like division.
3Remark: Defined this way, this notion makes sense only for safe programs, i.e., programs that

cannot get stuck before the end of execution. For simplicity, I will only consider safe programs
here.
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Figure 4.1: Lockstep simulations

introducing the relations · ≡S · and · ≡C · between source and target states, depicted
by triple lines in the diagram. Horizontal arrows represent single-step executions as
before, but now we consider two executions at the source level and two at the target
level.

To construct this 3-dimensional diagram, one can assume all relations depicted in
black (e.g., equality of the source leakages) and must establish all relations depicted
in red (e.g., equality of the target leakages, and preservation of the relations (· ≡S ·
and · ≡C ·). The relations ≡S and ≡C serve a similar role to ϕ for the initial state
but must be invariant throughout the execution.

Extending this diagram to multiple steps of execution is straightforward. The
major advantage of this technique is that it does not require modifications to the
existing functional correctness proof (the simulation) of the compiler. However,
proving constant-time simulations can be tedious due to the 3-dimensional nature,
where four executions must be related.

Moreover, many compilation steps cannot be proven using a lockstep simulation
diagram, where one source step corresponds directly to one target step. Fortunately,
our methodology can be extended to handle multiple steps of execution.

While the proofs presented in [27] were formally verified using Coq, they were
conducted for a toy compiler. In [15], we extended this work and demonstrated that
the methodology can scale to a realistic C compiler: CompCert. Furthermore, in [10]
and in the thesis of Swarn Priya, we applied a different methodology to prove that
the Jasmin compiler preserves constant-time (CT) properties.

The key innovation in this approach is the removal of the overhead associated
with the 3-dimensional diagram4 by demonstrating that the target leakage is a func-
tion of the source leakage.

Figure 4.2 illustrates the core concept of the technique: we must demonstrate the

4Initially, we were quite excited by this elegant cube structure, reminiscent of Henk Barendregt’s
λ cube, but we soon realized it was not as convenient to use as we had hoped.
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Figure 4.2: Lockstep simulations with leak transformer F

existence of a leak transformer F that allows us to establish the usual simulation
diagram, this time accounting for leakage. It’s important to note that the leak
transformer depends solely on the leakage and not on the initial source and target
states (a, α). As a result, proving the preservation of constant-time properties
becomes straightforward since the target leakage is determined only by the source
leakage5.

To apply this technique to a realistic compiler, the leak transformer may some-
times need to depend on more information than just the source leakage. For instance,
in the case of Jasmin, the leak transformer also depends on the value of the stack
pointer. Fortunately, the stack pointer’s value is determined solely by its initial
value and the control flow followed by the program, which is uniquely defined by
the prior leakage. Therefore, the leak transformer must take into account the initial
value of the stack pointer. This requirement forces us to modify the initial state
relation ϕ to ensure that the stack pointer’s value is consistent in both states.

The main challenge in defining the leak transformer F is to accurately map each
part of the leakage to the corresponding part of the evaluation. This is particularly
challenging when the leakage is represented as a flat list. We addressed this issue by
adopting a structured representation of the leakage that mirrors the tree structure
of the evaluation.

4.2.1 Establishing Constant time

Having established that the compiler preserves constant-time properties, the next
question is how to verify that a source program itself adheres to constant-time
principles. We have developed two distinct methods to address this.

The first method is a generalization of the Volpano and Smith type system
for non-interference [VIS96]. This type system, implemented in OCaml, supports
type inference and allows us to determine whether a program respects constant-
time constraints. As usual, it is not complete but actually all the code of libjade is

5Ensuring the safety of the source program is necessary, but this is standard practice when
using forward simulation diagrams.
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typable6.

The second method leverages the fact that the constant-time property is a re-
lational property between a program and itself. Since EasyCrypt is particularly
well-suited for proving relational properties between programs, it forms the basis
of this approach. We have defined an instrumented version of the extraction from
Jasmin to EasyCrypt, which accumulates generated leakage in a data structure. This
allows users to employ pRHL to prove that the leakage is independent of any secrets.

The primary advantage of this second technique is its flexibility compared to
using a type system. For example, the leakage model can be easily adjusted to
assume that memory accesses leak only the cache line rather than the full address,
or that certain operators, like division, leak only the logarithm of their arguments.
This flexibility was particularly useful in our work presented in [7].

Another key advantage is that this method allows for the concept of probabilis-
tic constant-time, where we can prove that the resulting distribution of leakage is
independent of the secret.

4.3 Speculative Constant Time

As explained earlier, while programs are assumed to execute sequentially, the hard-
ware implementation often involves complex mechanisms such as out-of-order exe-
cution and speculative execution. These complexities can give rise to Spectre-like
attacks, which are constant-time attacks occurring in contexts where the original
code was not designed to be executed.

There are several variants of Spectre vulnerabilities:

• Spectre V1, or Spectre-PHT (Pattern History Table): This is the original
Spectre attack, triggered by the branch predictor, which allows the speculative
execution of a branch of a conditional instruction (i.e., a conditional direct
jump).

• Spectre V2, or Spectre-BTB (Branch Target Buffer): This variant involves
speculation induced by the prediction of indirect jumps. Spectre-RSB (Return
Stack Buffer) is a related variant based on speculation over indirect jumps
caused by return instructions.

• Spectre V4, or Spectre-STL (Store-to-Load) and Spectre-SSB (Speculative
Store Bypass): These variants involve speculation on dependencies between
stores and loads, where certain loads can speculatively ignore preceding stores.

6Some declassifies are needed due to rejection sampling algorithm.
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While these mechanisms allow the processor to backtrack once it realizes that it made
an incorrect speculative choice, some microarchitectural states (such as the cache)
are not restored for efficiency reasons. This oversight enables cache attacks based
on speculative execution. Notably, Spectre-BTB and Spectre-RSB are particularly
powerful, as they potentially allow the speculative execution of any code crafted by
an attacker.

The initial approach to protecting against Spectre attacks was to block specula-
tive execution. Although processors do not offer a direct flag to disable speculative
execution, most provide a FENCE instruction that halts the speculative execution of
subsequent instructions until all previous instructions have been fully fetched, exe-
cuted, and retired. While this method can protect against Spectre V1 and V4, it is
ineffective against Spectre V2, which requires a different mitigation strategy, such
as retpolines. However, this original approach comes with significant performance
costs.

It is crucial to recognize that speculative execution is a vital feature of modern
processors and will not be eliminated in the future. Therefore, understanding how
to write code that is protected against Spectre attacks without severely impacting
performance is essential.

In the context of Jasmin, Spectre-BTB does not need to be considered, as the
language does not allow indirect jumps. However, Spectre-RSB remains a possi-
bility. In the paper [13], we introduced a type system designed to protect against
Spectre V1 and V4. This protection relies on the use of the FENCE instruction to
block speculative execution, but the type system is designed to apply it only when
necessary—specifically, to prevent speculative leakage of secret data. This approach
yielded relatively good performance results for the cryptographic code in libjade.
However, it has two significant drawbacks.

First, accurately benchmarking the cost of using FENCE is challenging. Bench-
marks are typically conducted in a highly controlled and stable environment, but
in a scenario where multiple processes are running in parallel, the cost of a FENCE

instruction could be significantly higher. Second, the correctness of the type system
depends on the assumption that the program is speculatively safe, meaning that
array accesses must be within bounds even during speculative execution. This in-
troduces two additional costs. For users, programs must be instrumented to ensure
speculative safety. For Jasmin developers, a mechanism is needed to verify that
programs are indeed speculatively safe.

In the paper [6], we adopted a similar approach to protecting against speculative
leakage of secret data but employed a different protection mechanism instead of
FENCE. This mechanism was initially introduced in llvm, and is known as Speculative
Load Hardening (SLH) [Car]. The fundamental idea behind SLH is to mask any
data that could potentially leak during misspeculative execution. Our approach was
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Unprotected Protected Low level
1 mask = init msf(); FENCE; mask = -1; //i.e all bits set to 1
2 if e then if e then
3 mask = upd msf(e); mask = CMOV(!e, 0, mask);
4 x = protect(x, mask); x = x & mask;
5 leak(x) leak(x)
6 else else
7 mask = upd msf(!e); mask = CMOV(e, 0, mask);

. . . . . .

Figure 4.3: Core idea of selSLH

to apply SLH selectively—only in situations where speculative leakage might depend
on secret data. We refer to this approach as selSLH.

But how do we obtain and maintain such a mask? Initially, we can use a FENCE

instruction to ensure that the processor is in a normal state at that point and set
the mask to −1 (i.e., it will mask nothing during normal execution). To detect if the
processor is about to execute a mispredicted branch, we can leverage the conditional
move instruction, which is not subject to speculation.

To provide an abstraction layer for developers and to simplify the definition of
the type system, we introduced three new primitives in Jasmin. Figure 4.3 provides
an overview of how these primitives are implemented and used.

The first primitive is init msf (initialize the misprediction flag), which is imple-
mented by using a FENCE instruction followed by setting the mask to -1. The second
primitive, upd msf (update the misprediction flag), is used to track the mask during
the execution of conditional instructions. For example, if the processor mispredicts
the value of the test e on line 2 and starts executing the true branch, the instruction
on line 3 will set the mask to 0. The third primitive, protect, is used to mask data
(as seen on line 4). In this case, the leaked value on line 5 will be 0, ensuring it does
not depend on any secret. If the processor correctly predicts the true branch, then
the instruction on line 3 (resp. line 4) will not alter the mask (resp. the value of x),
and execution will proceed normally.

This protection mechanism is highly efficient because it avoids the need for sys-
tematically blocking execution. Instead, it only delays the execution of protected
data until the test e has been fully evaluated. By doing so, SLH mitigates Spectre
V1 by converting control flow dependencies into data dependencies.

Notably, only data that may leak during speculative execution needs protection,
and even then, only if this data could depend on a secret when a branch is mispre-
dicted. This leads to the key idea of applying SLH selectively, targeting protection
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where it is truly needed.

The type system must ensure that the mask used as the argument of protect
accurately reflects the status of any misprediction. Additionally, it must track values
that depend on secrets during both normal and speculative execution. Crucially,
the system also needs to monitor out-of-bound array accesses (read/write) that may
occur during mispredicted execution, as these could lead to loading a secret (while a
public value is expected) or storing secret data in positions that should only contain
public data.

To address these concerns, the type system maintains two distinct security types
for each variable, one for normal execution and another for speculative execution.
This approach generalizes the Volpano and Smith type system, enabling a more
comprehensive tracking of speculative and non-speculative security concerns.

The implementation of the type system relies on polymorphic type variables and
constraints, similar to the approach used by François Pottier [Pot01]. This design
enables type inference and allows the required fixpoint for the static analysis to be
determined in a single pass.

One might argue that studying the security of countermeasures against specu-
lative attacks at the source level is questionable. One reason for this is that source
languages typically don’t provide developers with access to the low-level details of
the generated code. For instance, in C, a variable might be stored in the stack (i.e.,
in memory) or simply in a register, but this detail is crucial for writing speculative
constant-time code. This is because speculative execution of operations on registers
is fully rolled back at the microarchitectural level, whereas memory operations are
not. Fortunately, Jasmin allows developers to specify such details and guarantees
that they will be respected in the generated code. Nevertheless, the issue of pre-
serving speculative constant-time properties through compilation is both important
and challenging.

Another important point to discuss is the speculation mechanisms addressed
by Jasmin. As previously mentioned, Spectre V1 is already efficiently handled.
Unfortunately, there is currently no software extension of SLH that protects against
Spectre V4. However, many modern processors now provide a flag, such as SSBD
for x86, that allows V4 to be disabled. While disabling V4 does incur a performance
cost, our testing on libjade code suggests that this cost is acceptable. Spectre V2 can
be divided into two different mechanisms. Jasmin is not vulnerable to the first one
(Spectre-BTB) because the compiler does not generate any indirect jumps. However,
it is potentially susceptible to Spectre-RSB since return instructions are used. To
address this, we are working on a solution that replaces return instructions with
a jump table. The jump table is implemented using conditional jumps, which we
know how to protect using SLH, and direct jumps.

In conclusion, Figure 4.1 presents the benchmarks. These results demonstrate
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Table 4.1: libjade benchmarks on Intel Core i7 11700K (most optimized implementa-
tion of each primitive). “plain”: cycles without any Spectre protections; “+SSBD”:
with SSBD CPU flag set; “+SSBD+v1”: with SSBD CPU flag set and v1 counter-
measures from [6]; “+SSBD+v1+RSB”: with full Spectre protection as described
in this paper; “increase”: relative increase in CPU cycles between unprotected
(“plain”) and fully protected (+SSBD+v1+RSB).

Primitive Impl. Op. plain +SSBD +SSBD+v1 +SSBD+v1+RSB increase %

ChaCha20

ref 128B 768 794 822 820 6.77
ref 1KiB 5932 6098 6140 6130 3.34
ref 16KiB 94420 96926 97220 97228 2.97
avx2 128B 344 344 398 398 15.70
avx2 1KiB 1198 1202 1244 1246 4.01
avx2 16KiB 19040 19052 19066 19068 0.15

Poly1305

ref 128B 138 142 180 178 28.99
ref 1KiB 1126 1130 1154 1154 2.49
ref 16KiB 17542 17548 17568 17570 0.16
avx2 128B 138 142 182 180 30.43
avx2 1KiB 670 672 720 718 7.16
avx2 16KiB 8942 8948 8990 8986 0.49

XSalsa20Poly1305

ref 128B 1626 1648 1680 1678 3.20
ref 1KiB 7860 7916 7926 7926 0.84
ref 16KiB 113852 114990 114892 114880 0.90
avx2 128B 1206 1212 1250 1246 3.32
avx2 1KiB 3140 3142 3190 3188 1.53
avx2 16KiB 32598 32574 32604 32602 0.01

SHAKE256

ref 128B ← 128B 1176 1226 1242 1230 4.59
ref 256B ← 128B 2274 2368 2386 2370 4.22
ref 512B ← 128B 4454 4654 4670 4746 6.56
ref 1KiB ← 128B 8824 9214 9238 9284 5.21
avx2 128B ← 128B 1206 1324 1390 1390 15.26
avx2 256B ← 128B 2334 2450 2534 2546 9.08
avx2 512B ← 128B 4588 4700 4796 4826 5.19
avx2 1KiB ← 128B 9102 9216 9400 9384 3.10

X25519 ref smult 121300 125798 126252 126286 4.11
mulx smult 102848 104150 104424 104428 1.54

Kyber512
avx2 keypair 27676 28106 28040 28090 1.50
avx2 enc 37050 38332 38876 38792 4.70
avx2 dec 29302 30444 30590 30714 4.82

Kyber768
avx2 keypair 43432 45708 45860 46548 7.17
avx2 enc 57006 59316 60028 60674 6.43
avx2 dec 46138 48418 48532 49294 6.84
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that the performance overhead is relatively low, particularly for AVX2 implemen-
tations. This is because AVX2 implementations store most private data in large
registers (xmm), leaving scalar registers free and avoiding the need to spill them to
the stack. As a result, public data (such as pointers and loop counters) can remain
in registers and don’t need to be protected.

Regarding the cost of each countermeasure, the largest overhead arises from
the need to use SSBD. It’s also worth noting that some examples show a large
overhead, which occurs in cases requiring only a small number of cycles to execute.
In these cases, most of the overhead comes from the initial FENCE instruction, which
is required to initialize the mask.

It’s important to emphasize that, unlike the work on preserving constant-time
properties, most of this work has not been formally verified in Coq.

4.4 Masking

The models for CT (Constant-Time) and SCT (Speculative Constant-Time) assume
a scenario where the attacker can run a process on the target machine. However,
an even stronger model exists where the attacker has direct physical access to the
target hardware. In this scenario, the attacker can launch attacks by measuring
power consumption or using electromagnetic probes. These types of attacks are
commonly referred to as Differential Power Analysis (DPA).

Various models exist to characterize this type of attacker, ranging from more
realistic to those better suited for formal verification. Our work primarily focuses
on the t-probing model, which, while not the most realistic, is the most suitable
for formal verification. In this model, the attacker can place up to t probes during
the program’s execution, with each probe capturing the value of an intermediate
computation.

A common countermeasure against this type of attacker is to split secret data
into t + 1 shares. Since the adversary can only recover up to t of these shares,
they will be unable to reconstruct the secret. To split a secret s into t + 1 shares,
we sample t independent random values, r0, . . . , rt−1, and set the final share as
rt = s+

∑
i∈[0,t) ri , where the + operator corresponds to the XOR operation7. This

results in s =
∑

i∈[0,t] ri, meaning that r0, . . . , rt−1 together form a sharing of s.
Importantly, the distribution of any t-tuple of ri is independent of s.

Each basic operation involving secret data must be transformed into a corre-
sponding ”gadget” that operates on the shares. For linear operations, such as ad-
dition (or XOR), this transformation is straightforward. Suppose a0, . . . , at is a
sharing of a, and b0, . . . , bt is a sharing of b. Define ci = ai + bi for each i. Then

7This technique can be generalized to any cyclic ring by setting rt = s−∑
i∈[0,t) ri.
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c0, . . . , ct forms a sharing of a+ b, since a+ b =
∑

i∈[0,t] ci.

Implementing multiplication (AND) is more complex. The basic approach in-
volves first computing the matrix of cross products, which results in (t + 1)2 inter-
mediate values, and then summing them to construct t+ 1 shares of the result. For
this last step, one can define ci = ai ∗ b0 + . . .+ ai ∗ bt. This gives:

ci = ai ∗
∑
i∈[0,t]

bi = ai ∗ b

However, directly observing ci and ai could reveal information about b. Furthermore,
the distribution followed by ci when executing this gadget on fresh sharings of a and
b is not independent of b. To address this issue, the idea is to use fresh intermediate
randomness.

For simplicity, let’s look of multiplication gadget introduced in [ISW03] for the
case of two shares (i.e, t = 1):

c0 = (a0b0 + r) + a0b1
c1 = (a1b1 + r) + a1b1

Using this, the distribution of any single observation depends at most of one share
of each input.

Proving the functional correctness of these algorithms is relatively straightfor-
ward, as it mainly involves verifying Boolean ring equalities. However, the real
challenge lies in proving their security.

The initial security notion was defined as follows: First, an initial sharing of
the secrets is performed, during which the adversary cannot observe any values.
Afterward, the masked implementation is executed, and all intermediate values are
recorded. Finally, the attacker can select up to t of these intermediate values, but
their view must remain independent of the original secrets.

A major drawback of this security notion is its lack of composability. Even if
two programs are individually secure under this model, their composition may not
be secure. Additionally, ensuring that any selection of t intermediate values remains
independent of the secrets leads to an exponential increase in the number of t-tuples
that need to be considered as t and the program size grow. This complexity is
further compounded by the quadratic nature of multiplication gadgets. Therefore,
having a security notion that supports composability is crucial.

In [40] and later in [21], we were the first to develop a formal method for the
automatic formal verification of masked implementations, leading to the creation of
the tool [maskVerif]. The first key idea is to observe that successive applications of
the optimistic sampling rule, as presented in Section 2.1, are sufficient to prove that
a t-tuple is independent of certain secret values (by repeatedly applying the rule
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until the secret values no longer appear). Although this approach is incomplete, it
works surprisingly well in practice.

The second key insight is that if a k-tuple is independent of secret values, then
any of its sub-tuples is also independent. This observation leads to an efficient divide-
and-conquer algorithm. Suppose we want to prove that any t-tuple of expressions
drawn from a set E is independent of some secret values. First, we try to find a
subset A of E, as large as possible, such that its corresponding tuple is independent
of the secret. This ensures that all t-tuples from A are independent of the secret.
Next, we need to prove that all tuples from E \ A are also independent, as well as
any mixed tuples containing elements from both A and E \A. This can be done by
selecting one element from A and t− 1 from E \A, then two from A and t− 2 from
E \ A, and so on.

To extend this into a practical algorithm, a generalization is required. The
algorithm takes as input a list of pairs, where the first element of each pair is a set,
and the second element is a number indicating the minimum number of elements
that should be taken from the set to build a tuple. For example, (A1, n1); (A2, n2)
indicates that we want to check whether all t-tuples composed of n1 elements from
A1 and n2 elements from A2 are independent of the secret, where t = n1 + n2.

Although the complexity of the algorithm remains high, this approach allows
verification of multiplication gadgets up to order 10, and even a full AES S-box for
smaller orders. Unfortunately, this method does not scale to full implementations,
where a compositional approach is required.

As previously mentioned, the primary challenge with composition arises from
the definition of t-probing security itself- specifically, the requirement for an initial
perfect sharing of secrets. This condition can be relaxed by requiring that any t-
tuple of observations can be simulated using only t shares of each input, regardless
of how the input sharing is performed. We have termed this new security notion
non-interference (t-NI).

It is important to note that t-NI implies t-probing security. If an algorithm
satisfies t-NI, then only t shares of each input are required to simulate the result, and
the perfect sharing of the secret allows these shares to be simulated independently of
the secret input itself. A significant advantage is that adapting maskVerif to verify
this new security notion was straightforward. While t-NI is satisfied by the ISW
multiplication gadget, it unfortunately still faces challenges with composition.

The issue arises with the multiplication x ∗ x. While t-NI ensures that there
exist sets I1 and I2 of input shares for the arguments that are sufficient to simulate
t observations in the multiplication, with |I1| ≤ t and |I2| ≤ t, the complication
occurs when both arguments are the same. In this case, we need I1 ∪ I2 shares of x
to perform the simulation, and the cardinality of I1 ∪ I2 can exceed t.

This problem was known, and the proposed solution for implementing such a
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program was to refresh one of the inputs to the multiplication gadget. A refresh
gadget aims to securely recompute a sharing of its input. The initial refresh gadget
was proposed by Rivain and Prouff [RP10]. We discovered through maskVerif that
while its composition with multiplication was insecure, it became secure when the
refresh gadget was implemented using an ISW multiplication by a sharing of 1, i.e.,
the tuple (1, 0, . . . , 0).

So we have tried to understand which property verify the ISW multiplication
and not the initial refresh gadget of Rivain and Prouff. We observed that the ISW
multiplication gadget satisfies a useful property, which we have termed strong non-
interference (t-SNI):

To simulate n1 internal observations and n2 observations from the output shares,
only n1 shares of each inputs are needed, as long as n1 + n2 ≤ t.

Now consider x ∗ refresh(x), where both the multiplication and the refresh are
assumed to be t-SNI. Assume that n1 observations are made during the multiplica-
tion and n2 during the refresh, with the total number of observations bounded by t,
i.e., n1 + n2 ≤ t.

To simulate the observations made during the multiplication, we only need n1

shares from the first occurrence of x and n1 shares from the output of refresh(x).
Since the refresh gadget is SNI, only n2 input shares of x are required to simulate
the necessary n1 outputs of refresh(x) and its n2 internal observations. In the end,
all observations can be simulated using only n1 + n2 shares.

In [36], we introduced the notions of Non-Interference (NI) and Strong Non-
Interference (SNI), along with a type system that ensures the correct composition
of gadgets. This type system tracks the minimal number of shares needed to sim-
ulate any t-tuple of observations by using symbolic sets and constraints on their
cardinality. It take into account that addition gadget follow a particular property
due to the fact that they are linear. The type system guarantees that whenever a
multiplication gadget is encountered, the number of internal observations and out-
put shares required to simulate the observations made in the gadget’s continuation
is less than t. It also ensures that the composition of all gadgets requires fewer than
t shares of each input, which ensure NI and so the t-probing security.

Additionally, the system can automatically patch an implementation by adding
refresh gadgets when necessary. This led to the development of the compiler
maskComp [maskComp], which takes a C implementation and automatically trans-
forms it into a masked implementation, replacing additions and multiplications with
the corresponding gadgets and adding refresh gadgets where required.

Finally, I extended the maskVerif tool to support the notions of Non-Interference
(NI) and Strong Non-Interference (SNI), enabling it to account for stronger leakage
models (closer to the hardware) that consider transitions and glitches. We leveraged
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maskVerif to verify the security of new multiplication and refresh gadgets, which
reduce the amount of required randomness.

4.5 Main contribution

In [27, 15, 10, 7], we provide methods for guaranteeing the preservation of constant
time by a compiler, we also provide different techniques to ensure that a program
is CT, either based on type systems or via program equivalence using the EasyCrypt
proof assistant. In [22, 6] we provide different techniques to protect against Spectre
attacks.

We established a strong connection between the notions of security used by the
masking community and the notion of probabilistic non-interference in the program-
ming language community. This connection made it possible to establish new theo-
retical foundations for masking and to break through two technological barriers. We
developed an automatic algorithm for checking the probabilistic non-interference of
a masked implementation. This algorithm verifies the security of an implementation
against a particular attack strategy. However, the security notions used in masking
require the implementation to be protected against all the attacker’s strategies. This
number of strategies is exponential depending on the size of the program and the
desired level of protection (up to billions of cases for a multiplication algorithm). We
developed new algorithms to factorise the verification effort and make it practical
for basic implementations. We then proposed the first correct method for analysing
complete implementations. This method is based on a new security notion, called
SNI (Strong Non Interference), which enables compositional reasoning. This notion
of SNI has become the de facto standard for masked implementations. We then
used this notion of SNI to develop the first compiler to generate guaranteed masked
implementations for arbitrary levels of protection (maskComp).
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Chapter 5

Perspectives

My overarching goal for the next few years is to promote the adoption of high-
assurance cryptographic software, through foundational and applied work to (i)
lower the entry bar for high-assurance methods; and (ii) keep the scope of the high-
assurance approach aligned with the state-of-the-art in cryptographic research.

Jasmin Language and its compiler A key area for improvement is extending
the Jasmin compiler to support more architectures, which is essential for broaden-
ing the deployment of cryptographic libraries. Over the last two years, we made
substantial progress by adding support for the ARM-v7 backend. This required
significant effort, as most compiler passes had to be rewritten to be parametric, ac-
commodating architectural variations such as pointer sizes and low-level instruction
constraints.

Building on this, our next priority is to support two additional architectures:
RISC-V and ARM-v8. The rationale for ARM-v8 is clear, given its widespread use
in servers like Amazon’s cloud infrastructure. While RISC-V is less common, its
open architecture offers an exciting opportunity for future research and develop-
ment. Integrating RISC-V into Jasmin not only opens new research avenues but
also positions us to take advantage of its potential growth in the industry.

In parallel, we should eliminate some unnecessary restrictions in the Jasmin lan-
guage. For instance, the current calling convention for exported functions limits
them to a maximum of five arguments, which hampers the implementation of cer-
tain interfaces and the integration of Jasmin code into existing libraries. Another
limitation is the requirement that array sizes must be statically known at compile
time. Currently, the work around is to generate multiple instances of the same
function, thereby increasing code size. This restriction originates from the stack-
allocation algorithm used in Jasmin.

The stack-allocation algorithm is particularly complex because it must ensure
that persistent arrays, (which are convenient for proofs and program analysis) can
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be replaced by in-place arrays (which are efficient). Improving this algorithm would
lead to significant advancements in the language. Allowing to improve the efficiancy
and to reduce the size of the code of the post-quantum cryptographic library libjade.
It would also be valuable to explore whether this challenge is related to Rust’s
ownership model, which guarantees that every value has a single owner, as there
may be similar underlying concepts.

Ensuring (speculative) constant time in the post-quantum setting On one
front, I aim to extend our work on preserving constant-time to speculative constant-
time (SCT). One motivation of this work is theoretical, the other is practical. It
requires us to develop a leakage model at the source level that is strong enough to
ensure the preservation of SCT, allowing us to adapte our type system for SCT to
fit the leakage model. Having the type system at the source level is important from
the user perspective, since reporting of error is much more accurate.

On an other front, I think it is not reasonnable to maintain the proof of preser-
vation of CT in a realistic and evolving compiler like Jasmin. Each new compilation
pass requires a new proof that the pass preserves constant-time execution. The sit-
uation becomes even more complex with speculative constant-time, as speculative
semantics must be incorporated at the source level and to all intermediate semantics
used during compilation. I plan to follow a more pragmatique approach consisting
of devellopping a type system (for CT and SCT) at the assembly level. For that the
main difficulty is to a solid pointer analysis at the assembly level. I believe that the
analysis can be provided by the Jasmin stack allocation pass of the compiler, then
we can proof preservation of the analysis down to assembly.

Another open question involves justifying the use of the declassify construct,
which is often used in type systems for constant-time to bypass their incomplete-
ness. declassify are necessary to type check the random sampling algorithm used in
Kyber and Dilithium or Falcom, since this algorithm branch on secret dependant
datas. However, the core of their security proof demonstrates that rejection sam-
pling (and consequently the number of loop iterations) is probabilistic independent
of the secret. I think we should introduce the new security notion of approximate
probabilistic constant-time, meaning that an adversary has a negligible probability
of distinguishing two distribution of leakage.

Ideally we should perform the security proof in a model where the adversary has
access to the full leakage. Unfortunatelly, this will pollute a lot the security proofs
with detail related to the notion of constant time. I think it is possible to restrict
the leakage to the declassified values, by providing a proof that the full leakage is
in fact a deterministic function of the declassifier values (and the public part of the
memory).
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Provable security in the QROM Ongoing efforts to formally verify the security
of NIST PQC finalist schemes in EasyCrypt show that it is possible and generally
beneficial to eschew quantum reasoning using carefully selected QROM lemmas.
This is the approch we have followed in [12]. However, this approach has shortcom-
ings. First, several QROM proof tools, for instance (some variants of) the one-way to
hiding lemma and the compressed oracle techniques, expose quantum computations.
Second, these QROM lemmas have multiple variants, all of which form part of the
Trusted Computing Base. This creates the risk of building formally verified proofs
based on incorrect axioms. We plan to overcome these limitations by strengthening
the foundations of EasyCrypt, and developing libraries for all QROM techniques. In
the first case, we intend to develop better relational Hoare logics for quantum com-
putations. In the second case, we intend to justify QROM lemmas formally within
a general-purpose proof assistant, for instance using the denotational semantics of
quantum programs provided by the CoqQ framework[ZBS+23] or the qrhl [Unr19]
tool.
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[18] José Bacelar Almeida, Manuel Barbosa, Gilles Barthe, Matthew Campagna,
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Yves Strub. Proving differential privacy via probabilistic couplings. In Martin
Grohe, Eric Koskinen, and Natarajan Shankar, editors, Proceedings of the 31st
Annual ACM/IEEE Symposium on Logic in Computer Science, LICS ’16, New
York, NY, USA, July 5-8, 2016, pages 749–758. ACM, 2016.
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[55] Gilles Barthe, Benjamin Grégoire, and Santiago Zanella Béguelin. Computer-
aided cryptographic proofs. In Antoine Miné and David Schmidt, editors,
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Jorge Luis Sacchini. A new elimination rule for the calculus of inductive con-
structions. In Stefano Berardi, Ferruccio Damiani, and Ugo de’Liguoro, edi-
tors, Types for Proofs and Programs, International Conference, TYPES 2008,
Torino, Italy, March 26-29, 2008, Revised Selected Papers, volume 5497 of Lec-
ture Notes in Computer Science, pages 32–48. Springer, 2008.

[76] Gilles Barthe, Pierre Crégut, Benjamin Grégoire, Thomas P. Jensen, and David
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Software related to my research
2002-2023

[bignums] A coq library provides bign, bigz, and bigq that used to be part of the
standard library. https://github.com/coq-community/bignums.

[CertiCrypt] A framework that enables the machine-checked construction and
verification of code-based proofs in coq. https://github.com/EasyCrypt/

certicrypt.

[coqprime] Primality proofs using pocklington certificate and elliptic curve certifi-
cate. https://github.com/thery/coqprime.

[EasyCrypt] Computer-aided cryptographic proofs. https://github.com/

EasyCrypt/easycrypt.

[Jasmin] A language and a compiler designed for writing high-assurance and high-
speed cryptography. https://github.com/jasmin-lang/jasmin.

[maskComp] A compiler for automatic generation of masked implementation.
https://sites.google.com/site/maskingcompiler/home.

[maskVerif] A automatic checker for verifying masked implementation. https:

//gitlab.com/benjgregoire/maskverif.

[Ring/Field] The ring and field Coq tactics. https://coq.inria.fr/refman/

addendum/ring.html.

[vm compute] The native/vm compute mecanism/tactic. https://coq.inria.fr/
refman/proofs/writing-proofs/equality.html#coq:tacn.vm_compute.

[ZooCrypt] Automatic proofs and synthesis of cryptographic primitives. https:

//github.com/ZooCrypt/AutoGnP.
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