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Introduction

State of the art

From the deep understanding of our physical world to some medical and military applica-
tions, the study of wave phenomena has captivated throughout the twentieth century. While
its primary applications are industrial or found in applied mathematics, scattering theory
has also challenged the mathematical analysis community, leading to the development of a
sophisticated mathematical framework. This theory focuses on the effects that occur when
a wave encounters an obstacle or an inhomogeneity in a complex medium. Such interac-
tions between an incident field and an object produce a scattered field, with the total field
being the sum of both. There are various approaches to model this complex phenomenon.
In this manuscript, we focus on the harmonic acoustic waves governed by the Helmholtz
equation. This equation describes the propagation of acoustic waves in space and has also
a use in elasticity (describing the propagation of pressure and shear waves) as well as in
electromagnetism. The objects within the complex medium may be impenetrable obsta-
cles, in which case they are represented by their geometry and their boundary condition,
or inhomogeneities characterized by the physical parameters, such as the refractive index
in acoustic isotropic media. A natural question would be how the scattered field field be-
haves based on the obstacles, or, conversely, determining which complex medium generated
a given scattered field. This is why we discern two main axes in the scattering theory:

1) The direct scattering problem consists in the determination of the scattered field,
generated by a known incident field, from the partial differential equation that governs
it (with the knowledge of the complex medium in which it propagates, including the
defects and inhomogeneities).

2) The inverse scattering problem aims at recovering information about the medium
(nature of the obstacles, physical parameters in the wave equation, ...) by sending a
family (possibly infinite) of known incident fields and collecting the associated scat-
tered fields.

These two aspects, although closely related, have different approaches and have both been
studied simultaneously throughout the past hundred years. The direct scattering problem
was crucial to understand wave propagation, especially in seismology or telecommunications.
It has experienced a major development in the late 80s to generate multiple numerically
computed data to put to the test the numerous inverse algorithms, because no analytical
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solution is available in general. Although the existence of a solution was achieved in the
middle of the last century through integral equations and boundary integral equations, one
of the main issues was to assure its uniqueness, which was proved thanks to the work of
Sommerfeld, Rellich and Vekua ([64, 60, 67]). Having settled this problematic, the commu-
nity turned to the numerical generation of a solution of such equation through boundary
element methods or finite element methods for instance, depending on the nature of the
defects, its geometry...

Before focusing into the technical part of inverse scattering problem, it is crucial to

define which part of the scattered field is accessible and will be exploited. To replicate
the real life scenarios, the data is constituted of the measurements of the wave field on
either a boundary of the domain (near field) or, when taken far from the object of study,
the far field pattern. The far field pattern, which is the distance-independent coefficient
in the first order term of the asymptotic behavior of the scattered field at infinity, offers
a robust mathematical framework, closed to the physical reality, to investigate the inverse
scattering theory. When considering plane waves as the incident field, the far field pattern
depends on two parameters: the direction of incidence of the plane wave and the direction
of observation. The primary goal of the inverse problem will be to recover any information
about the complex medium from the far field pattern for all directions of incidence and all
directions of observation. The data can be encapsulated in an operator F' known as the far
field operator. This operator plays an essential role in many of the mathematical analysis
of the inverse problem and some of its properties are discussed in [15, 24, 20].
In contrast to the direct scattering problem, the mathematical aspect of the inverse scat-
tering problem encountered initial difficulties due to two main issues: the problem is non
linear (the scattered field depends nonlinearly on the physical parameters or the boundary
condition on the obstacle) and is ill-posed (neither the existence of a unique solution nor the
continuous dependence on the initial condition is always guaranteed). For non-penetrable
scatterers, the existence of a solution at a fixed frequency was solved in the early 1940s by
Vekua and Weyl [67, 69] and the uniqueness was established in the generalized case a decade
later [17]: if two obstacles with two boundary conditions have the same far field operator,
then they are identical. The isotropic acoustic case was also resolved by Nachman [56] in
the late 80s. A mathematical curiosity and challenge was to ensure the uniqueness result
with only a single (or a finite number of) incident plane wave. The answer holds true under
some geometric assumptions on the obstacle (see [29, H1]).

The ill-posedness, consequence of the compactness of the far field operator, can lead to a
very different solution in case of small errors in the data or, in some cases, to the absence of
a solution. As D. Colton and R. Kress explain in [27], it is wrong to question the existence
of a solution to the inverse problem. Instead, the attention should be on the design of stable
methods for finding an approximation of 9D (the scatterer) from the perturbed data. A
well-known approach to handle both ill-posedness and non linearity separately is through
decomposition methods. While these methods have shown promising results, they require
some a priori information and may be time consuming. Notable examples include the work
of Imbriale and Mittra ([39]) or [12] by Kirsch and Kress in 1986 followed by the point
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source method [58] a decade later. A more popular approach is iterative methods. They
use optimization techniques to approximate step by step the unknown defect. Despite their
high accuracy with limited data, these methods have three main drawbacks: 1) Each opti-
mization step necessitates solving the forward problem; making an efficient forward solver
essential, 2) Reliable a priori information about the obstacle is crucial to achieve conver-
gence of the algorithm, 3) Most of the convergence results remain unresolved and have not
yet been established. We refer to [61, 33, 36, 45, 55] for various examples, to [10, 18, 10]
that exploits boundary integral equations in the optimization method and to [30, 63, 9] for
applications of level set methods. The substantial numerical cost of the forward solver and
the importance of a good initialization guess make implementing these methods in industry
challenging.

As a result, a new category of techniques known as sampling methods, emerged in the
last two decades of the XXth century. They contrast with the iterative methods because
they do not require prior knowledge of the geometry or on the boundary condition, nor do
they necessitate any type of forward solver. This approach reduces computation time and
is valid only for a large number of incident fields. Essentially, sampling methods provide
an indicator function that determines whether or not a point on the probed domain is part
of a defect. The term ”"sampling” refers to the evaluation of this indicator function across
a grid of points. The outcome result is an image that visually distinguishes the regions
with scatterers from those without. The leading method in this field is the Linear Sampling
Method (LSM), first presented in 1996 by A. Kirsch and D. Colton ([21]). Other notable
methods in this category include the Singular Source Method [59], the Probe Method [38],
the Dual Space Method [28] and the Factorization Method [11].

The LSM seeks to recover the geometry of the obstacles. For a given point z in the
domain, the key question is whether we can design a combination of plane waves as the
incident field such that the far field pattern generated by the unknown medium coincides
with the far field pattern of a point source at z. This problem is equivalent to solving a
highly ill-posed equation. There are no solutions if z lies outside a scatterer, as the scat-
tered field would then possess the same regularity as a point source at z, which is absurd.
While the existence of a solution when z is within a defect is not generally guaranteed, an
approximation argument can be used by the denseness properties of the far field operator
and the incident waves. Numerically, the equation is usually solved by Tikhonov regulariza-
tion [65, 66] with the regularization parameter chosen according to Morozov’s discrepancy
principle [53, 54]. Tt is important to note that this approach does not account for the nature
of the defect and is applicable to both obstacles and inhomogeneities. Although the LSM
is quite effective as an initial approach, with convincing numerical results, the solution pro-
vided by Tikhonov regularization does not necessarily yield the exact predicted indicator
function, especially in case of noisy data. The Factorization Method offers an alternative
that addresses this mathematical gap, but it demands more restrictive assumptions [11]. A
different approach, the Generalized Linear Sampling Method (GLSM) [8], was developed
in 2013 by changing the penalization term in the Tikhonov regularization. It provides an
alternative indicator function which correctly handles the noisy data. In conclusion, these
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LSM based samplings methods have the following characteristics (compared to the iterative
methods):

1) Simple to implement with faster computation time,

2) No prior information needed nor initial guess: can handle both penetrable and non
penetrable obstacles with any number of components,

3) Posses a solid theoretical justification but is not flexible ( designed for specific types
of problems),

4) Require some more or less restrictive assumptions.

Item 4) includes knowledge of the far field pattern for a large number of incident plane
waves and necessitates the exclusion of some specific wavenumbers called the Transmis-
sions Eigenvalues (TE). TE play a critical role in the mathematical justification of the
LSM. At these frequencies, it is possible to design an incident field that produces a trivial
scattered field outside the defects (see Figure 1): the scatterers become invisible. It has

'0 YO

| 4

Figure 1: Hlustration of the invisibility of the obstacle at a TE k = 7.95. Left: Penetrable
inhomogeneity with kited form and refractive index n = 2 inside. Middle: Incident field.
Right: Scattered field

been demonstrated that this set of wavenumbers is discrete ([25, 62]) and non empty ([28]).
Initially regarded as undesirable to ensure the validity of the algorithms, the connection
of the TE with the physical properties of the material (such as their monotonicity with
respect to the refractive index [17]) has made them highly relevant for the inverse prob-
lem. It has been established that they can be determined from the far field operator (i.e.
the available data) using two approaches ([14, 43]). This has inspired the development of
an imaging algorithm that exploits a slightly modified version of TE and their monotonic
dependence on the number of defects provides a quantitative indicator of crack density ([7]).

In practice, these Transmissions Eigenvalues and their properties have attracted signif-
icant interest from industries in the non-destructive material quality certification. This is
a particularly critical assessing safety in constructions where concrete plays a crucial role.
Concrete is omnipresent in the construction landscape, particularly in the reactor building
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of nuclear power plants. As these structures age, it becomes essential to conduct a diagnostic
to ensure the material’s integrity: impermeability, handling high temperatures... Monitor-
ing its evolution and identifying any defects that could compromise its proper functioning
can be achieved through non destructive testing. Concrete is composed of a background of
cement paste mixed with aggregates whose size is comparable to or smaller than the con-
sidered wavelength, along with metallic reinforcing bars and a microstructure that includes
voids or water, referred to as pores. As a first approach, the reinforcing bars and the pores
are omitted. Aggregates are therefore small obstacles that are typically present in large
quantities and positioned very close together as presented in a picture of concrete in Figure
2. Modeling such a medium is a significant challenge. One approach is to represent the

Figure 2: Example of a cylindrical cross-section of concrete.

aggregates as small penetrable inclusions. In this context, classical methods, such as the
LSM, not only fail to provide quantitative results but also do not yield exploitable images.
Consider for instance a union of small and close scatterers such as presented in the left
part of Figure 3. The high density of the inclusions challenges the Linear Sampling Method
(LSM) that tries to construct an indicator function for the geometry of the scatterers. We
display in the right part of Figure 3 the indicator result provided by the LSM for a fixed
frequency. We clearly observe that not only the method fails to recover the geometry, but
also gives no information about their distribution. Indeed, this method illuminates the
obstacles support, which represents almost the entire domain.

Objective of the thesis

The objective of this thesis is to build an imaging algorithm that can estimate
the density of the aggregates and recover the local distribution of those small
inhomogeneities.
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Figure 3: Left: the domain D constituted by 2250 small circles of radius 0.02 having a
constant index of refraction n = 2. Right: indicator function provided by the LSM with 1%
added noise to the far field operator F' and for frequency k& = 4 (the wavelength is roughly
80 times higher than the radius of the circles.)

Inspiration is drawn from the monotonicity property of the TE. The mathematical chal-
lenges of their study along with the need to possess data for a large range of frequencies has
led to modify the concept of invisibility associated with TEs. Instead of comparing the scat-
tered field to the vacuum, the new approach involves comparing it at a fixed wavenumber
to a numerical scattering problem, referred to as the background. To highlight a resonance
around the scatterers, the background includes a resonator with a specific boundary con-
dition that depends on a parameter denoted ;. The use of artificial backgrounds for the
construction of spectral signatures or for the design of imaging algorithms has been explored
in many studies ([23, 22, 5, 34, 20, 1]). TE are generalized by the values of p for which
an incident wave exists such that the scattered field from the unknown complex medium
coincides with the scattered field from the artificial background (instead of the vacuum as
in TE). This is equivalent to the study of an eigenvalue problem within the resonator that
involves the probed domain local properties. Consequently, the spectral signature p only
depends on the local physical properties. The challenge we would like to address in this
work is to design appropriate boundary conditions to ensure that the spectral signature
provides quantifiable information about the medium and can be used in a robust manner in
an imaging algorithm. We expect new sampling methods that outperform in configurations
as in Figure 3.

Outline of the thesis

Chapter 1 : Sampling methods and spectral signatures This chapter provides a
motivation for using a particular class of spectral signatures in imaging algorithms. After
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introducing some notations, the Linear Sampling Method (LSM) is presented with numer-
ical examples to illustrate its effectiveness. Theoretically, this method encounters some
issues at certain wavenumbers, known as Transmission eigenvalues, which are solution to
an eigenvalue problem. The chapter then explores some of their main properties, namely
their monotonicity and how they can be determined from the data. The final section focuses
on a generalization of these eigenvalues that construct spectral signatures with properties
similar to TE, while addressing their limitations.

Chapter 2: The averaged Steklov eigenvalue A fundamental aspect for imaging al-
gorithm is the choice of the background model. The metamaterial background proposed
in [4] provides a promising starting point due to its flexibility, the discrete nature of its
eigenvalues, and their monotonicity with respect to the refractive index. For small values
of the parameters, the eigenvalues become very close to each others, making it challenging
to numerically recover them. Therefore, the largest eigenvalue would be the most natural
choice for use in an inversion algorithm.

In this chapter, we demonstrate that, as the metamaterial parameter goes to infinity, the
associated spectrum converges to a simplified spectrum containing only one non zero eigen-
value. This is very appealing from the numerical point of view, since it significantly simplifies
the identification of the non zero eigenvalue from measured data. This allows for a better
quantitative interpretation of the indicator function. This chapter is adapted from [12] and
includes an additional section that slightly generalizes this spectral parameter to a family
of spectral parameters sharing similar properties.

Chapter 3: An indicator function for the refractive index We develop in this
chapter a method to recover some macroscopic information on the refractive index n from
the far field operator F. This method is inspired by the one introduced in [7] and exploit
the monotonicity property of the modified transmission eigenvalue of the spectral problem
introduced in Chapter 2 with respect to the refractive index. The first step is to explain
how one can identify the modified transmission eigenvalue from F* [16, 4, 22]. We employ
the framework of the Generalized Linear Sampling Method [¢] (GLSM) to prove this re-
sult in a constructive way. The proposed algorithm for a quantitative indicator function
associated with the refractive index is then as follows: 1) choose a disc of given radius that
we shall sweep over some sampling positions in the probed domain; 2) for each sampling
position, identify the eigenvalue from far field data using the GLSM approach; 3) assign to
the sampling position the difference between this eigenvalue and the eigenvalue associated
with an index of refraction equals to one. The obtained indicator function would then be
monotonically dependent with respect to the values of the true refractive index intersecting
the disc. We shall explain the details of this procedure in the numerical section and discuss
the choice of the disc radius in terms of the used frequency. We then show how the resulting
indicator function gives superior results to those given by qualitative approaches such as
the Linear Sampling Method [24]. Moreover, the sign of the indicator function would give
an indication on how the mean value of the refractive index compares with respect to 1.
This is also discussed and illustrated through some numerical tests in 2D.
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Chapter 4: Averaged Steklov Eigenvalues, Inside Outside Duality and Appli-
cation to Inverse Scattering This chapter is structured as follows. Section 4.2 is
dedicated to the definition of an artificial background with an abstract formulation of the
associated impedance boundary conditions that encompass the specific cases of Chapter 2.
We then define the associated averaged Steklov eigenvalues (referred to as B—eigenvalues).
In Section 4.3 we introduce the inverse problem for inhomogeneous media and define a
modified far field operator relative to the artificial background. A key factorization of this
far field operator in then given. Section 4.4 contains the main theoretical result of this
work, which is the characterization of the B—eigenvalues using the Inside-outside Duality
Method. In Section 4.5 we propose some validating numerical tests against analytical ex-
pressions obtained for circular domains. We then propose an algorithm implementing the
Inside-outside Duality Method that can be used in the imaging algorithm proposed in [10].
We conclude with some validating numerical examples where we reconstruct the average
value of refractive index of the probed medium from noisy far field data. Some technical
results are given in an appendix.

Chapter 5: The Inside-outside duality with artificial background with a non pen-
etrable resonator The previous chapter introduced the inside-outside duality method
for recovering a specific class of eigenvalues. These eigenvalues arise from an artificial back-
ground problem with a non-penetrable obstacle. This chapter extends of this work by
addressing the recovery of two different classes of eigenvalues. The first part of this chapter
revisits the inside-outside duality method using the same artificial background as in Chap-
ter 4, but with the wavenumber playing the role of the spectral parameter. The second part
explores the inside-outside duality method for a new class of eigenvalues, derived from an
artificial background problem with a non-penetrable obstacle but under different boundary
conditions. This class notably includes the Steklov eigenvalues. We conclude with numer-
ical illustrations of the algorithm for a quantitative indicator function associated with the
refractive index presented in Chapter 3, adapted to these new eigenvalues.
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Sampling methods and spectral
signatures

Contents
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1.4 Transmission eigenvalues and the Generalized Linear Sam-
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1.5.2 Modified transmission eigenvalues associated with metamaterial
background . . . . . ... 23

1.5.3 Main properties. . . . . . .. .o 25

1.1 Introduction

This chapter provides a motivation for using a particular class of spectral signatures in imag-
ing algorithms. After introducing some notations, the Linear Sampling Method (LSM) is
presented with numerical examples to illustrate its effectiveness. Theoretically, this method
encounters some issues at certain wavenumbers, known as Transmission eigenvalues, which
are solution to an eigenvalue problem. The chapter then explores some of their main prop-
erties, namely their monotonicity and how they can be determined from the data. The final
section focuses on a generalization of these eigenvalues that construct spectral signatures
with properties similar to TE, while addressing their limitations.

For a more comprehensive and detailed aspects of the material presented in this intro-
ductory chapter, we refer the reader to the monographs [26, 15].
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1.2 Notation and statement of the inverse problem

Let D be a bounded domain in R™ m = 2 3 with piecewise smooth boundary 9D and
connected complement. We denote by v the outward normal field on dD. We shall consider
the following scattering problem, with inhomogeneity supported in D. For £ > 0 the
wavenumber, let v € H._(R™) be the total field and u* be the scattered field solutions of:

loc

Au+ k*nu = 0 in R™,
u=u’+u (1.1)
: ou® 10,52

rginoo f|a7|:7' or thu ’2 o O’
where the incident field u! = e**4 denoted u(.,d) for d € S = {z € R™,|z| = 1} the
unit sphere. We extend this notation to u®(.,d) and u(.,d). The real refractive index
n € L>®(R™) is such that n > 0 in D and n = 1 in R™\D. It is known that problem (1.1)
is well posed for any n € L>*(R™) satisfying Sm(n) > 0 in R™.
The Helmholtz equation (1.1) can also be written for the scattered field as:

{ Au® + K?nu® = k*(1 —n)u’ in R™,

lim [l |55 —iku] =0, (1.2)

r—-400 or

Setting & := x/|x|, the scattered field u* has the following expansion for all z € S as
|z] = +o0:
eilc|;t\

W (2,d) = (i d) + O (%) (1.3)

with u™(.,d) being the so called far field pattern of the scattered field. We define the far
field operator F': L*(S) — L*(S) by

(Fg)(z) = /Sg(d)uoo(i,d)ds(d), z €S. (1.4)

By linearity of equation (1.1), we remark that u® := Fg is the far field pattern of the
scattered field u}, solution of (1.1) with u’ = v, the Herglotz wave function defined for
g € L*(S) by

0, (&) = / ey () ds(d). (1.5)
S
For mathematical purposes and further use, we define, for a given ¢ € L?*(D), the unique
function w® € H (R™) satisfying
{ Aw® + E*nw* = k*(1 — n)y in R™,

: ow® _ . s|2
TEEPOO Jiair |5 — tkw* > = 0.

(1.6)

Observe that if ¢ = vy, then w® = ug. Introduce the far field constant v such that

4 if m = 3, )
v = . 1.7
e a8k if m = 2.
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We define the L?-adjoint of H by
H*(¢) = / b(y)e " Vdy. (1.8)
D
In that case, the far field operator F' has the following factorization [11, &
F=H'TH, (1.9)
where T : L*(D) — L*(D) is defined by

VT (%) = —k*(1 = n) (¥ + w*), (1.10)

with w?® the solution of (1.6). The scattering operator S : L*(S) — L*(S), associated with
the far field operator, is defined by:
2ik
S=1+2"F (1.11)

v

This operator is unitary and the operator F' is normal if n is real valued [26, 11].

Statement of the inverse problem The inverse problem we would like to address is to
retrieve information about the geometry of D and the refractive index n from the knowledge
of the far field operator F'.

1.3 The Linear sampling method (LSM)

The LSM seeks to accurately reconstruct the shape of D by considering an indicator function
to determine whether a sampling point z € R™ lies within D. For z € R™, we set ¢(., z) €
L} _(R™), the radiating fundamental solution to the equation Ag(., z) + k%¢(.,2) = =4, in

R™ and denote by ¢2° its far field pattern. It is well-known that:

etklz—z| .

3
4d7t|z—2z| n R ’

P(x,2) = (1.12)
;iHél)(k|x — z|) in R?

where Hél) denotes the Hankel function of the first kind of order zero.

First presented in [24], this method relies on the resolution of F'ig = ¢°. In simple terms,
this equation connects the position of the sampling point z (whether z € D or not) with
whether the norm of the Herglotz wave ||vg||z2(py is bounded or unbounded. A natural
imaging algorithm is to plot this norm for a set of sampling points z to reveal the shape
of the obstacles. More rigorously it exploits a factorization of the far field operator and in
particular the range of the operators at stake.

We introduce the operator H : L*(S) — L?*(D) defined by

Hg :=v,|p, (1.13)
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along with G : R(H) — L*(S):

G = w™, (1.14)
where w* is the far field pattern associated with w® solution of (1.6) with source . R(H)
denotes the closure of the range of H and by showing that the L?-adjoint of H is injective,
one can prove that:

R(H) = {v € L*(D),Av + k*v =0 in D}. (1.15)
The far field operator F' has the following factorization

F=GH. (1.16)
The range characterization of D can be expressed as:
z € D if and only if ¢° € R(G).

This assertion is not true for all value of k. We outline the proof of the first implication
which illustrates the necessity of excluding a specific set of wavenumbers.

Assume that z € D. The objective is to construct an incident field v € R(H) such that
Gv = ¢. If such v exists, the equality implies that w® = ¢, in R™\D. The regularity of
w® imposes that w® = ¢, and 9, w* = J,¢, on dD. Hence one obtains that w®|p € H*(D)

and v € L*(D) verify:

(1.17) It is thus possible to construct such an incident field v and establish the first
implication, provided that the previous equation (1.3) has a solution. This holds true if a
specific set of wavenumbers called the Transmission eigenvalues (TE) is excluded. We refer
to [15, Theorem 2.3] for a complete proof of this result.

Definition 1. k € C is a transmission eigenvalue (TE) if there exists (u,v) € L*(D) x
L*(D) non trivial with uw — v € HZ(D) such that:

Au+ k*nu =0 in D,

Av+ kv =0 1in D,

u—v=0ondD,

Oy(u—v) =0 on dD.

(1.18)

This problem is referred to as the transmission eigenvalue problem.

In addition, the TE correspond to the values k£ for which the operator G is not injective.
For v in the kernel of GG, by Rellich’s lemma, the associated scattered field u* vanishes in
R™\D. As a result, the total field u = u® +v and v satisfy (1.18). This offers an equivalent
definition of the TE. Transmission eigenvalues correspond to the values of k for which there
exists a non trivial incident field in L?*(D) such that u® = 0 in R™\D. We refer to Figure 1
for an illustration of the phenomena.

It should be mentioned that if such a v is a Herglotz wave (which is generally not the case),
then the far field operator F is also not injective. In this specific scenario, k is referred to
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as a non-scattering wavenumber [18, 68]. Tt has been recently demonstrated that, under
some appropriate conditions on the inhomogeneity, the set of non-scattering wavenumbers
is empty [19].

We can state the main theorem of the noiseless LSM [21].
Theorem 1. Assume that k is not a Transmission eigenvalue. Then,

1. for z € D and for all € > 0, there exists g5 € L*(S) such that:

|Fgs— ¢ |2y <€ and ll_r% lvge || L2(py < o0. (1.19)

2. for z ¢ D and for alle > 0, every g5 € L*(S) such that ||F g — ¢2°||12(s) < €, we have:

ll_l;% HUQEHLQ(D) = OQ. (120)

The inverse of the L?(D) norm of the Herglotz wave provides an indicator of the shape
of D: the values approaching 0 correspond to the points outside the obstacle. However,
since D is unknown, this norm is not computable. In numerical implementation, ||vge || z2(p)
is substituted by ||g|/z2(s)- The LSM imaging algorithm consists then in finding, for a
fixed e, the corresponding ¢; for each sampling points z € R™ and displaying the inverse
of its norm. Theorem 1 does not indicate how to construct such g;. In practice, although
it is not clear which solution is obtained, g is determined using Tikhonov regularization
combined with the Morozov’s discrepancy principle as it yields good results. Figure 1.1
(left) illustrates the LSM imaging algorithm in R? for a centered circular scatterer of radius
1 and a constant refractive index n = 3 inside for £ = 6 on a 90 x 90 uniformed grid of
[—2.1,2.1] x [-2.1,2.1].

Figures 1.2, 1.3, 1.4 and 1.5 present the LSM for various configuration (shown on the left
side of each figure) with wavenumbers k = 3 or k = 4. In these figures, areas with defects
in the medium are represented by colored zones in the LSM imaging results. Despite
these visual indications, the results are unsatisfactory for closely spaced scatterers. In
particular, Figure 1.6 shows the indicator function for a cluttered medium. In this figure,
more intensely colored regions appear to indicate areas of higher density, suggesting that the
LSM may capture variations of the refractive index. However, Theorem 1 does not provide
any quantitative results and there is no theoretical foundation within the LSM to exploit
the numerical values of the density indicator. Consequently, while the visual representations
may carry some information, we lack theoretical basis to interpret it.

1.4 Transmission eigenvalues and the Generalized Lin-
ear Sampling Method (GLSM)

We begin this section by emphasising the impact of the transmission eigenvalues on the
resulting reconstruction provided by the LSM. In the configuration of Figure 1.1, for D
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Figure 1.1: Indicator function provided by the LSM for a centered at the origin circular
obstacle D of radius 1 and a constant refractive index n|p = 3 on a 90 x 90 uniformed
grid of [-2.1,2.1] x [-2.1,2.1]. Left: for a wavenumber k = 6. Right: for a wavenumber
k = 4.16.
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Figure 1.2: Left: Four diffracting discs of radius 0.3 associated with four different values of
the refractive index n = 0.25 (bottom left), n = 0.5 (top left), n = 1.5 (bottom right) and
n = 2 (upper right). Indicator function provided by the LSM on a 100 x 100 uniformed grid
of [-2.1,2.1] x [-2.1,2.1] with 1% of added noise. Middle: for k£ = 3. Right: for k = 4.

a centered at the origin circular scatterer of radius p = 1, the solutions of equation (1.3)
(u :=w® + v,v) assume an analytical expression:

{ u = quz gy (kry/n)ei

U= quZﬁqu%T)eiqe? (1:21)

where J, denotes the Bessel function of first kind of order ¢. By enforcing the boundary
conditions, we deduce that £ is a transmission eigenvalue if there exists ¢ € Z such that the



Chapter 1. Sampling methods and spectral signatures 19

3
gfg 3 0.30
% abi :
2 s >
0.25
1 1
0.20
0 0
0.15
-1 -1 0.10
-2
=21 i R 0.05
- i 3
-3
-3 -2 -1 O 1 3

Figure 1.3: Left: the domain D constituted by small circles located at the four corners with
refractive index n|p = 2. Right: Indicator function provided by the LSM on a 100 x 100
uniformed grid of [-3.2,3.2] x [-3.2,3.2] for a wavenumber k = 3 with 1% of added noise.
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Figure 1.4: Left: the domain D constituted by small circles with refractive index n|p = 2
and some additional obstacles in between the corner. Right: Indicator function provided by
the LSM on a 100 x 100 uniformed grid of [—3.2, 3.2] x [—3.2, 3.2] for a wavenumber k = 3
with 1% of added noise.

following determinant vanishes:

Jo(kpv/n) = Jy(kp) | _
VT kpy/) ~Ji(kp) | =" (1-22)
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Figure 1.5: Left: the domain D constituted by small circles concentrated i in four aligned
areas with refractive index n|p = 2. Right: Indicator function provided by the LSM on a
100 x 100 uniformed grid of [—3.2,3.2] x [—3.2,3.2] for a wavenumber k& = 3 with 1% of
added noise.

Figure 1.6: Left: the domain D constituted by 1257 small circles of radius 0.02 having a
constant index of refraction n|p = 2. Indicator function provided by the LSM on a 100 x 100
uniformed grid of [—2.1,2.1] x [—2.1, 2.1] with 1% of added noise. Middle: for k = 3. Right:
for k = 4.

We display in Figure 1.1 (right) the LSM result for & being the first transmission eigenvalue
(around ~ 4.16) for n|p = 3. It is clear that it does not provide the same level of accu-
racy as in Figure 1.1 (left). This is an illustration of why the transmissions eigenvalues are
frequencies to avoid for the LSM. However, these wavenumbers have a strong connection
with the properties of the refractive index n and may play a valuable role in reconstruction
algorithms.

The analysis and study of problem (1.18) falls outside the classical variational framework
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for second order PDE. Indeed, multiplying both equations by test functions u’,v’ € H*(D)
such that u'|gp = v'|sp, the following variational formulation is obtained:

/ VuVu'dr — / VoVu'de — k? / (nuv’ + vv')dz = 0. (1.23)
D D D

The negative sign in front of the second term prevents this formulation from being of
Fredholm type. The standard tools used to analyse eigenvalue problems for self-adjoint
operators (for instance Dirichlet or Neumann eigenvalues) are not applicable in this context.
If n # 1, a bilaplacian formulation can be established for w := u — v € HZ(D). This
reformulation allows the problem to be expressed as a quadratic eigenvalue problem. We
refer to [15, Chapter 3 and 4] for a more detailed proof. We now state a theorem recasting
known results on TEs [17]:

Theorem 2. Assume that n — 1 is of constant sign with suppn < 1 orinfpn > 1. Then,
there exists an infinite set of real transmission eigenvalues with +o0o as the only accumulation
point.

In addition, for ny,ny two refractive indices, the j—th transmission eigenvalues k; satisfies
the following monotonicity relation:

kj(ng) < k:j(nl), anl < na,
(1.24)
kj(nl) < ]{Jj(ng), anz < ni,

Monotonicity relation (1.24) is an important observation that may be exploited for imag-
ing algorithms as we shall mention later.
Next, we address the way to determine those Transmission eigenvalues from far field data.
In this section, we introduce a method based on the Generalized Linear Sampling Method.
This method overcomes the limitations of the LSM at the cost of a greater computational
cost. We present its analytical framework, referring to [%] for more details.

Let X and Y be two Hilbert spaces. We consider a bounded linear operator ' : X — X

that has dense range and can be factorized as F' = GH where H : X — Y and G : R(H) C
Y — X are bounded linear operators with R(H) being the closure of the range of H in
Y. In addition let B : X — R be a continuous functional that satisfies the following

assumption.

Assumption 3. Given a sequence {g,} € X, the sequence {B(g,)} is bounded if and only
if the sequence {||Hgn||y} is bounded.

For a given parameter a > 0 and ¢ € X, we consider the following cost functional

Jalg,¢) == aB(g) + |1Fg — % (1.25)

This cost functional has no minimizer in general, however its positivity implies that we can
define ]a(¢) = inngX Ja(g7 ¢) .

The central theorem of the GLSM is the following characterization of the range of G in
terms of F' and B.
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Theorem 4. In addition to Assumption 3 we assume that F has dense range. Let C' > 0
be a given constant independant of o and consider a minimizing sequence {go} of Jo such
that:

Ja(,9a) < Ju(9) + Ca (1.26)
Then ¢ € R(G) if and only if the sequence B(ga) is bounded as o — 0.

The application of this theorem to the far field operators F' and B(g) := || Hg|| 2(py with
¢ = ¢° for z € R™ can offer a method for recovering transmission eigenvalues.

Theorem 5. Assume that D is simply connected. Then, a real number k > 0 is a trans-
mission eigenvalue if and only if for any ball B; C D,the set of point z such that B(gZ) is
bounded and ||FgZ — ¢°||2s) — 0 as o — 0 is nowhere dense in B;.

A proof is provided in [15, Chapter 5, Section 5.1]. Theorem 5 provides an indicator
function for the transmission eigenvalues which presents a peak (numerically corresponding
to an unbounded term) at those values. This allows to numerically recover the real TE.
These TE are of particular interest due to their monotonical dependence with respect to
the refractive index, the discreteness of their set and the possibility to determine them from
the knowledge of the far fields. However, several drawbacks exist:

1) Since only the far fields F for a real wavenumber k are available, only the real trans-
mission eigenvalues can be recovered, whose existence is not guaranteed for a complex
refractive index.

2) Their determination requires the knowledge of the far field operator F' over a wide
range of frequencies k.

3) Their mathematical analysis is challenging and varies depending on the nature of the
obstacle (penetrable, void, ...)

4) The monotonocity property (1.24) provides only global information about the medium.

To handle these issues, the concept of the transmission eigenvalue has been extended as
follows.

1.5 Modified transmission eigenvalues

1.5.1 An extension of the Transmission eigenvalues

The idea that has been exploited in many related works [, (] is to gain a degree of freedom
by considering in (1.18) Av + k*nyv = 0 instead of the homogeneous Helmholtz equation,
where n;, will play the role of a fictive refractive index such that n, = 1 outside a regular
bounded simply connected domain D;. Such modified eigenvalue problem can be obtained
by considering v = v, solution of the forward scattering problem:

Avy, + k*nyvp = 0 in R™,
v = vy + U (1.27)

. ov? .
lim S ikvs2 =0
r—s+00 f\x|:r or b‘ )
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where v’ is the incident field as in (1.1). We denote by Fj, its associated far field operator.
Assume that D C D,. The application of the Linear Sampling Method to the modified far
field operator F := F — F; necessitates the exclusion of the wavenumbers k that solve the
following eigenvalue problem:

Au+ k*nu = 0 in D,
Av + kE?nyv = 0 in Dy,
u—v=0on 0Dy,

Oy(u—v) =0 on OD,.

(1.28)

These modified transmission eigenvalues, that depend on the choice of n;, can provide
meaningful information on D . The scattering problem (1.27) is often referred as scattering
problem for ”artificial background medium”. Artificial because it is specifically designed
to suit the needs of the problem, does not depend on any unknown parameters and can
thus be computed numerically beforehand. When applying the sampling method to F, the
unknown medium associated with F' is compared to the background medium associated to
F,. In particular, when F, = 0 or n, = 1 in R™, it is compared to the vacuum ( which
corresponds to the LSM presented in Theorem 1).

The introduction of a background problem revealed the possibility of working with a
parameter other than the frequency. Problem (1.27) can be adapted to yield an interior
transmission problem that is simpler to analyse. We introduce a spectral parameter A € R
that appears in the equation either inside or on the boundary of D,. There are many possible
choices for this approach, and they remain largely unexplored. We present a variation of
problem (1.27) that explicitly solves the sign issue of the variational form (1.23).

1.5.2 Modified transmission eigenvalues associated with metama-
terial background

This new set of modified transmission eigenvalues was introduced for the first time in [/]
through the use of a well chosen metamaterial background.

Let D, C R™ be a regular bounded simply connected domain. Let w, € H._(R™) be the
total field and wuj be the scattered field solutions of

div(apVuy) + E*np(N)up = 0 in R™,
up = u' + ug, (1.29)
. oup g2
rkinoo f|a:|:7" or Zkub' 07
for some incident field u’. The coefficients ay, ny(\) € L°°(R™) are such that

[ 1in R™\D,, [ 1in R™\D,,
ay = { —ain D, and ny(\) = { Nin Dy, (1.30)
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for a > 0 and a # 1 and A € R that will play the role of a spectral parameter. Similarly to
the forward scattering problem, we use the notation uy(., d), ui(.,d) ,us°(.,d) for u* = u'(., d)
and consider the far field operator F} : L*(S) — L*(S)

(F9)(@)i= [ s das(a), & €. (131)
S
We then define the modified far field operator F* : L3(S) — L?(S)

Frg:=Fg—F)g. (1.32)

We remark that the spectral parameter A\ does not appear in D\D,. Consequently, the
assumption that D C D, is no longer necessary. Let {2 be an open domain such that
Q) = DU D, and such that 2 has a connected complement.

Definition 2. Modified transmission eigenvalues A correspond to the values of A such that
there exists a mon trivial incident field u' in L*(Q2) N H'(Dy) solution of the Helmholtz
equation in Q such that, u® = uj in R™\Q. In particular, we obtain that for these values,
there ezists a non trivial solution w := ulg and v := wy|q of the following problem

Aw + k*nw = 0 in Q,
div(ay Vo) + k*np(A)v = 0 in Q,
v=w on 0,

ap0,v = J,w on OS2.

(1.33)

In the case where u|g = w and up|q = v respectively coincide with the solutions of (1.1)
and (1.29) with u’ = v,, we have Fg = 0. This means that for this particular Herglotz
wave, the scattered wave produced by the original media and the background media are the
same outside €.

Let us consider the interior transmission problem (1.33) where D does not intersect 0D,
as presented in Figure 1.7. In this case, solving the spectral problem (1.33) is equivalent

OO
%

O O
O D,

Figure 1.7: Configuration where D N 9Dy, = ()

to solving the following one posed on D, by setting w = v = 0 in Q\D, (assuming that
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k is not a transmission eigenvalue for classical interior transmission problem in D [15]):
w € HY(Dy),v € H'(Dy),
Aw + k*nw = 0 in Dy,
—aAv + k* v = 0 in Dy,

v =w on 0Dy, (1.34)
—ad,v = 0, w on Dy.
Let us denote by ng(n, Dy) the first Dirichlet eigenvalue of the problem:
w € HI(D(,>,
{ Aw +nnw = 0 in Dy, w =0 on 0D,. (1.35)

1.5.3 Main properties

We review the key properties of these eigenvalues and provide a more detailed proof of
certain lemmas from [4].

Existence and Discreteness

Introduce the vector space H'(Dy) := {w,v € H'(Dy),w|sp, = v|op,}- The eigenvalue
problem (1.34) is equivalent to the variational formulation:
VuVw'dr +a [ VoVuvde — k2/ nww'dr = —k2)\/ v'dr, (1.36)
Dy, Dy Dy Dy

for all (w',v") € HY(D,). For 8 € C, consider the selfadjoint operator Az : H(D;) —
H!(D,) defined as:

(Ag(w,v), (W', v")mrp,) = VuwVw'dr+a VUVFdx—kz/ nww'dz+k*g [ vv'dr.
Dy, Dy, Dy, Dy

(1.37)
The sign in front of a (a positive constant) ensures that this operator is of Fredholm type.
Furthermore, it depends analytically on 3. Let 8 = i € C\R. Consider (w,v) € H(D,)
such that A;(w,v) = 0. By taking the imaginary part of (1.37) with w' = @ and v = 7,
we find that &* [}, |v|dz = 0. This implies that v = 0 in D, and that w € Hg(Ds). From
Green formula, we conclude that w is solution of:

w € H&(DO,
Aw + k*nw = 0 in Dy, (1.38)
O, w = 0 on 0Dy,

which leads to w = 0 in D,. This proves that A; invertible. By analytic Fredholm theory,
this demonstrates the existence of 5 € R such that Ag is invertible and that the following
problem is well posed:
Aw + k?>nw = 0 in Dy,
—alAv + E*fv =0 in Dy,
v =w on 0Dy,
—ad,v = 0, w on Dy.

(1.39)
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Lemma 6. The spectrum of (1.34) is formed by a real sequence.

Proof. Fix 8 € R such that A is invertible. For g € L*(Dy), set (w,,v,) € H'(D,) the
unique solution of:
Aw, + k*nw, = 0 in Dy,
—alAv, + k*Bv, = g in Dy,
ot K0ty =g in Dy (1.40)
Vg = wy on D,
—ad,vy = Oyw, on 0D,
We now consider the compact and self adjoint operator T : L?(D,) — L?*(D,) such that:
Tg =v, € H'(Dy). (1.41)
The eigenvalue problem becomes:

—k*(A—B)Tg=g. (1.42)

Standard results on the spectrum of compact and selfadjoint operators conclude the proof.
m

Due to the compactness of the operator T, the sequence ((A; — 3)™1);en converges to 0.
Moreover, it can be shown by contradiction that there is at least one positive eigenvalue.
In addition, provided that k? is not a Dirichlet eigenvalue of (1.35), the only accumulation
point of this sequence is —oo [1, Theorem 5].

Monotonic dependence

With the existence and discreteness of the set of modified transmission eigenvalues es-
tablished, the two main properties of the original transmission eigenvalues remain to be
addressed. The monotonic dependence with respect to the refractive index n can also be
demonstrated using a Courant-Fischer principle, as presented in the following Theorem [/,
Theorem 6.

Theorem 7. Assume that k* < no(n, Dy), the first Dirichlet eigenvalue of (1.35). The
largest positive eigenvalue of (1.34) Ao(n, Dy) satisfies:

E2 [, n|lwl?dx — YVw|?dr — a Voul?dx
by wy s [Fulids—af,, [V

(1.43)
(w,0)€H1(Dy), 00 k2 [p, [v[2dz

Equation (1.43) is particularly relevant for an imaging algorithm. Unlike (1.24) where
the monotonic dependence is global, the dependence of Ag(n, Dy) is local to D,, . A collection
of those values for various position of D, can provide enhanced information about the
medium.
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Inversion method

Analogous to the original TE, the modified transmission eigenvalues can be recovered using
Theorem 4 (the GLSM Theorem). The proof details are similar to those in Chapter 3 and
proceed as follows:

1) Factorize the modified far field operator in the form F = G*H* (see equation (3.3)).

2) Demonstrate that if X is an eigenvalue of (1.34), then ¢ belongs to the range of G*
(denoted R(G)) for all z € Dy (see Lemma 20).

3) Prove that the set of points z for which ¢>° € R(G") is nowhere dense in D, if \ is
not an eigenvalue of (1.34) (see Lemma 21).

4) Show that the operator B(g) := [(Fg,9)r2s)| + ||vg||§{1(Db) satisfies Assumption 3.
These steps are sufficient to establish the following theorem:

Theorem 8. Assume that k is not a transmission eigenvalue associated with D and assume
there exists f > 0 such thatn — 1> (or 1 —n > ) in a neighborhood of dD.
Consider the functional

Ja(62,9) == aB(g) + |79 — 6% 125y and set jo(¢2) = inf Ju(¢F.g). (1.44)

geL2(S)
Let g2 be a minimizing sequence defined by
Jo(027,92) < Ja(62) + Ca, (1.45)

where C' > 0 is a constant independent of o. Then a real number X\ is not an eigenvalue of
(1.34) if and only if the set of points z such that B(gZ) is bounded and || F*gZ —¢2°||r2s) — 0
as o — 0 1s nowhere dense in Dy.

This is just one of many examples of modified transmission eigenvalues. The challenge
of designing a well chosen background to generate a new class of modified transmission
eigenvalues remains an open problem. [1] also introduces the so-called Steklov eigenvalues,
which share the same 3 main properties presented above and are derived from an artificial
background with a non-penetrable obstacle. While these two examples show promising
results, the next chapter is dedicated to the design of a new class of eigenvalues which
addresses their potential numerical drawbacks.
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Chapter 2

The averaged Steklov eigenvalue
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2.1 Introduction

A fundamental aspect for imaging algorithm is the choice of the background model. The
metamaterial background proposed in [!] provides a promising starting point due to its
flexibility, the discrete nature of its eigenvalues, and their monotonicity with respect to
the refractive index. For small values of the parameters, the eigenvalues become very close
to each others, making it challenging to numerically recover them. Therefore, the largest
eigenvalue would be the most natural choice for use in an inversion algorithm.

In this chapter, we demonstrate that, as the metamaterial parameter goes to infinity, the
associated spectrum converges to a simplified spectrum containing only one non zero eigen-
value. This is very appealing from the numerical point of view, since it significantly simplifies
the identification of the non zero eigenvalue from measured data. This allows for a better
quantitative interpretation of the indicator function. This chapter is adapted from [12] and
includes an additional section that slightly generalizes this spectral parameter to a family
of spectral parameters sharing similar properties.
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2.2 The new eigenvalue problem

2.2.1 The choice of the metamaterial parameter a

The set of eigenvalues of problem (1.34) can be recovered from the far field measurements
using Theorem 8. However, the value of the parameter a greatly influences their location
and proximity. How should this parameter be chosen to optimize the inversion algorithm?
Consider, in dimension 2, the configuration depicted in Figure 2.1 (left) and let D, (in green)
be the ball of radius p = 0.5 centered at (—0.5,1). Figure 2.1 (right) shows the indicator
function that depend on the spectral parameter A which is derived from Theorem 8. Details
of the numerical computation of this function can be found in Chapter 3 Section 3.4. We
expect this function to present a peak at the eigenvalues of problem (1.34), which correspond
numerically to a local maximum of the indicator function. However, distinguishing the small
peaks from numerical errors becomes challenging. If an error occurs, an eigenvalue may be
mistaken for the next or previous one, leading to the failure of any imaging reconstruction
of the obstacles. This issue happens in particular with the negative eigenvalues. Since there
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A
Figure 2.1: Left: The domain D (in red) and Dy, the ball of radius p = 0.5 centered at
(—0.5,1) (in green). Right: The indicator function given by Theorem 8 with & = 4 and
a = 0.01 with 1% of added noise.

are only a finite number of positive eigenvalues, the reconstruction algorithm appears to
be more relevant with them. To avoid confusion with other eigenvalues, it is preferable to
have only one positive eigenvalue. They can be computed analytically in the case of a ball
and constant n as the zero of a determinant. Indeed, for D = D, a centered ball of radius
p, the eigenvalues are solutions to:

Ji(kpyn) — —Ji(kp\/32)

ViTikpy) ay/ 2, kp\f

where j € Z and J; denotes the Bessel function of the first kind of order j.
Figure 2.2 shows that some simple configurations yield multiple positive eigenvalues. For

Pi(a, \) = det (2.1)
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numerical efficiency, the parameter a in (1.33) should be chosen to simplify the structure of
the spectrum (ie: only one positive eigenvalue) and maximize the sensitivity with respect
to n. Figure 2.3 displays Py(a, \)~! for various values of the metamaterial parameter a and

102

10!

10°

107t

1072

1072 107 10° 10* 102

Figure 2.2: Values of Py(a,A\)~! (blue) and Pi(a,A\)~! (orange) for constant n|p, = 1,
a = 0.1 and product kp = 2. The peaks indicate where the function approaches 0.

A. We observe that, as a goes to infinity, negative eigenvalues tend to —oo and the largest
one converges to a unique positive value. To avoid adjusting the parameter a, it would be
interesting to consider the spectral problem (1.33) as a goes to infinity. This limit is studied
in the following section.

Remark 1. Figure 2.3 also suggests that the largest eigenvalue converges to +00 as a — 0.
This can be shown via the Courant Fischer equality (1.43). For a > 0, take w, := K , a
constant and v, a function in H'(Dy) such that be v, |2dx < a and be Vva|?dz > £ with
the condition va|op, = K. An idea to construct such v, is to vanish it on an open set inside
Dy, and increase its value on a small zone around the border 0D, until it reaches K. In that
case, one gets for \, the largest eigenvalue:

\ kK*K*? be ndx — abe Vv, |*dx . k*K*? be ndx — 1
‘= k2 [p, [val?d - k2a ’

(2.2)
which converges to +oo as a approaches 0% for K large enough.

2.2.2 The limit spectral problem as a — +o00

Theorem 9. Assume that k* < no(n,Dy). Let (a;); be an unbounded increasing se-
quence of positive numbers larger than 1. Let \; be the largest positive eigenvalue of
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Pla,A)t

Figure 2.3: Values of Py(a, \)~! for constant n|p, = 1 and product kp = 1. The bright
regions indicate where the function approaches 0.

(1.34) for a = a; and (w;,v;) € H'(Dy) x H'(D,) be an associated eigenvector such that
||wj||§{1(Db) + ||Uj||§{1(Db) = 1. Then, A; converges to some non negative value g5 and (up
to a subsequence) w; converges weakly in H*(Dy) and strongly in L*(D,) to a non trivial
function w € H*(Dy) that satisfies

Aw + E*nw = 0 in D, (2.3)
pw + fan d,wds = 0 on Dy, '
where | Dy| := be dxz. The corresponding sequence (v;); strongly converges to a constant in

H'(Dy).

Proof. According to (1.43), the positive sequence (J;) is decreasing and therefore converges
to some A > 0. Moreover, since the sequence (w;,v;) is bounded in H'(Dy) x H'(Dy), up
to a subsequence, we can assume that (w;, v;) converges to some (w,v) weakly in H'(D,) x
H'(D,) and strongly in L?*(Dy) x L*(Dy). Problem (1.34) is equivalent to the variational
formulation:

Vw;Vw'de +a; [ Vo, Vu'de — K /

Dy Dy Dy

nw;w'dr = —k2)\j/ vv'de, (2.4)
Dy,

for all w',v" € H(Dy),w' =v' on dD,,. Taking v' = v; and w' = w; in (2.4) shows that the

sequence a;||Vv;]|75p,) is bounded. Therefore Vv; converges strongly to 0 in L?(Dy) which

proves that v = K a constant in Dy. We then infer that w = K on 9dD,. Taking v = 0 in

D, and w' in H}(D,) and passing to the limit as j goes to infinity in (2.9) shows that

Aw + k*nw = 0 in Dy, (2.5)
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Since —a;Av; + k*Aju; = 0 in Dy, we obtain, by integration over Dy, the Green formula
and —a;0,v; = 0,w; on 0Dy,

dywjds + )xjk2/ vjdr = 0,

8Db Db

where the first integral must be understood as < H~2(9D,), Hz(0D,) > duality pairing.
This notation convention will be constantly used in the rest of the chapter. Passing to the
limit in the previous equation leads to

Jw +/ d,wds = 0,
oDy

using the fact that d,w; weakly converges to d,w in H —3 (ODy). This proves that w satisfies
(2.3).

We now prove by contradiction that w is not a trivial function. Assume that w = 0. Then
K = 0 and therefore v = 0. Taking v = v; and v’ = w; in (2.4) gives be |Vw;|*dz +
aj |, Dy |Vu;[?dz — 0 as j goes to infinity. This proves that w; converges strongly to 0
in H'(Dy) and we already have v; converges to 0 strongly in H'(D,). This contradicts
lwillzr b,y + 105l (p,y = 1- -
Remark 2. In dimension 2, in the case where Dy is a disk of radius p > 0 and n is constant,
one can compute explicitly the eigenvalue p of problem (2.3). We get that pn = piger(n) where

Ji(kpy/n)
Jo(kpy/n)

A similar expression can be derived in space dimension 3 for balls.

fires (1) —27Tpk\/_ (2.6)

Theorem 9 suggests to replace the spectral problem (1.34) by (2.3) as a goes to infinity.
As we shall demonstrate in the sequel, the eigenvalue problem (2.3) has a very simple
spectrum constituted by at most one non zero eigenvalue. This is why it also constitutes a
good candidate for the imaging algorithm and that will be the subject of Chapter 3, after
introducing the associated direct scattering problem.

2.2.3 Analysis of the spectrum of (2.3)

This section is dedicated to the analysis of the spectral problem (2.3). This analysis requires
to exclude values of k2 that are eigenvalues of the following problem.

w e Hcl(Db)7
Aw + k*nw = 0 in D, (2.7)
fan d,wds = 0 on 0Dy,

where H!(D,) := {w € H'(D,),w|sp, is constant}. The eigenvalue problem (2.7) has a
similar structure as Dirichlet or Neumann eigenvalue problems. It is equivalent to the
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variational writing: w € H}(D,)

VuVuw'dr — k2/ nww'dr = 0 for all w’ € H}(Dy). (2.8)

Dy, Dy

It follows from standard results on the spectrum of self-adjoint compact operators that the
spectrum of (2.7) is discrete and formed by a real sequence that accumulates at +o0.

Proposition 10. Assume that k* is not an eigenvalue of (2.7), then problem (2.3) has at

most one eigenvalue. Moreover, this eigenvalue is non zero .

Proof. Problem (2.3) is equivalent to the variational formulation: w € H!(Dy)

VuwVuw'dr — kz/ nww'dy = ——- ww'ds (2.9)

Dy Dy |8Db| oDy

for all w’ € H!(Dy). Thanks to the Riesz representation theorem, we define two selfadjoint
operators A and T : H!(D,) — H}(D,) by:

(Aw, w") gi(p,) = be VuVuw'dr — k? be nww'dr, Yw' € H(Dy),

/ 1 Py / 1 (2’10)
(Tw, w") g1 (p,) = mfan ww'ds, Yw' € H_(Dy).
The eigenvalue problem (2.3) is then equivalent to:
Aw = —pTw, in H!(Dy). (2.11)

Notice that since w|sp, is constant,

WioD, —
(Tw, w’)H1(Db) = lop, w'ds = wlsp, (Twy, w’)Hl(Db),
’an’ 0Dy

where wy := 1 in Dy. Therefore, the range of T is of dimension 1.

Assume by contradiction that there exists two distinct eigenvalues uq, us associated with
their eigenvector wy, ws. The hypothesis on k? shows that A is injective and therefore both
eigenvalues are non zero. Since the range of T is a line, there exists wy € H!(D,) such that

1 1
Wy = — Awl = — AU}Q, (212)
H1Q1 25165
with ay, s € C*. From the linearity of the operators, one obtains that A(w; — %u&) =0.
The injectivity of A gives a contradiction and therefore there exists at most one non zero
eigenvalue of (2.11). O

Theorem 11. The spectrum of problem (2.3) can be described as follows:

1) Assume that k? is not an eigenvalue of (2.7).
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a) If k? is not a Dirichlet eigenvalue of (1.35), then there exists an unique non zero
eigenvalue p to (2.3) and an associated eigenvector is wy € H'(Dy) the unique
solution of Awy + k*nw; = 0 in Dy and wy; = 1 on OD,. In particular, we have
= — fan O,wyds = k? be nw,dzx.

b) If k* is a Dirichlet eigenvalue of (1.35), then there are no eigenvalues to (2.3).

2) Assume that k? is an eigenvalue of (2.7). Then 0 is an eigenvalue of (2.3) and the
associated eigenvectors are the eigenvectors of (2.7). If k* is not a Dirichlet eigenvalue,
0 s the unique eigenvalue.

Proof. We distinguish the various cases as in the Theorem.

1) Assume that k? is not an eigenvalue of (2.7). Then according the Proposition 10, we
have at most one eigenvalue.

a) If k? is not a Dirichlet eigenvalue of (1.35). Then the function w; as in item a)

can be defined and one easily verifies that it is an eigenvector associated with
o= = fan dyw.

b) If k% is a Dirichlet eigenvalue of (1.35), assume by contradiction that there exists
an eigenvalue p of (2.3) associated with an eigenvector w. Since k? is not an
eigenvalue of (2.7), u # 0 and w|gp, # 0. Let wy € H'(D,) the eigenvector
verifying:

{ Awg + k*nwy = 0 in Dy, (2.13)

wo = 0 on OD,,.

Multiplying the previous equation by w;, and integrating by part gives:
/ (Awg + k*nwo)wdz = / wo,wods = wlgp, Oywods = 0. (2.14)
Dy oDy oDy

Therefore, wy is an eigenvector of (2.7) which is a contradiction .

2) Assume that k? is an eigenvalue of (2.7). One can easily verify that 0 is an eigenvalue
of (2.3) by inserting p = 0 in equation (2.3). If k? is not a Dirichlet eigenvalue of
(1.35), assume by contradiction that there exists a non zero eigenvalue p of (2.3) and
an associated eigenvector w;. We denote by wy an eigenvector of (2.7). Notice that
wolap, # 0 and wy|sp, # 0. We obtain a contradiction following a similar reasoning
as in item 1-b.

]

We summarize the previous theorem in the following table.

The wavenumber | a Dirichlet eigenvalue | not a Dirichlet eigenvalue
k% is of (1.35) of (1.35)
an eigenvalue 0 is 0 is the unique
of (2.7) an eigenvalue eigenvalue
not an Kigenvalue No eigenvalue Unique eigenvalue
of (2.7) U= — fan O,wqds.
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We have proved the existence of a unique eigenvalue of (2.3) under certain conditions on
the wavenumber. The following theorem proves the monotonicity property of the eigenvalue
with respect to the refractive index.

Theorem 12. Assume that 0 < k* < no(n, Dy). Then k* is not an eigenvalue of (2.7). Let
w(k,n, Dy) be the unique eigenvalue of (2.3) as defined in Theorem 11 1-a. Then we also
have
w(k,n, Dy) = sup (k:Q/ n|w|2d$—/ |Vw|*dx). (2.15)
weHZ(Dy),wlop, =1 Dy, Dy
This shows in particular that p(k,n, Dy) is positive and is monotonically increasing with
respect to n. Moreover, we have that u(k,n, Dy) — +00 as k* — no(n, Dy).

Proof. We start by proving that k? is not an eigenvalue of (2.7). First of all, we notice that
the first eigenvalue of (2.7) is 0 associated with the constant eigenvector 1. Then the second
eigenvalue is given by:
|Vw|*dz
k3 = inf  sup be

L2 Rt B 2.16
E2CW2 e By w0 be n’w’de ( )

where TV, is the set of 2 dimensional subspaces of H!(D,). For all w € Hj(D,), there exists
E, such that w € Fy since H}(Dy) C H!(D,). Reciprocally any E, C W, contains at least
a non trivial element of Hg (D), for instance w = ug|pp,u1 — u1|op,us where uy, us are two
linear independant vectors of F,. Therefore:

k2> inf I, [Velde_ (n, Dy) (2.17)
LT weHi(Dy) benleda: = oA ) ‘
Let A > 0 be such that the operator A’ defined by
(A'w, W) grp,y) = | VwVw'de — k:Q/ nww'dz + ww'ds, (2.18)
Dy Dy, |8Db| oDy

for all w' € H}(Dy) is coercive. The existence of such A follows from Wirtinguer’s type
inequalities and the proof is given in section 2.5, Theorem 18. The eigenvalue problem (2.3)
can be equivalently written as:

A'w=—(p—AN)Tw, (2.19)

where A’ is a selfadjoint coercive operator and T is a selfadjoint compact non negative
operator. Identity (2.15) is then a direct consequence of the Courant-Fischer principle
applied to the eigenvalue problem (2.19).
We now prove that pu(k,n, Dy) — +o00 as k? — no(n, Dy). Let j € N* and denote by (k;, w;)
the first eigenvalue and eigenvector with ||w;||g1(p,) = 1 of the following spectral problem
(7 is fixed):

w; € H; (D),

Aw; + kinw; = 0 in Dy, (2.20)

Jw; + fan dywids =0 on 0D,
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We obtain by the Courant-Fischer principle:

L2 — inf \3ij\ fan |w|2 + be |Vw|2 < inf be |Vw’2
7 weHY(Dy)w#0 be njw|? ~ weHE(Dy)w#0 be njwl?

(2.21)

Therefore, (k7); an increasing sequence and bounded by 79(n, Dy). This implies k3 — 7* as
J goes to infinity for some n* < ng(n, D,). The eigenvector w; verifies:

2 2 2 J 2
/Db |Vw;|*dz — k; /Dbn|wj| dx 03] Jo, |w;|“ds. (2.22)
This equality proves that the right hand side remains bounded as j goes to infinity, which
means that w;|sp, — 0. We then have that (up to a subsequence) (w;);en converges weakly
in H'(Dy) (and strongly in L?*(Dy)) to some w in H}(D,) that verifies Aw+n*nw = 0 in D,
and w = 0 on dD,. Let us show that w is non trivial by using a contradiction argument.
Suppose w = 0. From (2.22), we have:

|Vw,|?dz < k?/ n|w;|*dx,

Dy, Dy

and therefore Vw; — 0 in L?*(D,). Consequently w; strongly converges to 0 in H'(Dy).
This contradicts ||w;| g1(p,) = 1.

The fact that w is non trivial implies that * is a Dirichlet eigenvalue of (1.35) and therefore
n* > no(n, Dy). We then have n* = no(n, Dy) = lim k3. Observe that w; is not in Hg(Dj)

j—+o0

thanks to (2.16). Using (2.15) and (2.22), we then get:

ky2 be njw;|*dx — be | Vw;|*dx _ J
Jop, lwjl?ds 0Dy

p(kj,n, Dy) > (2.23)

Thus, lim; oo p(kj,n, Dy) > @ — b0 T00 O

Definition 3. i € R is an averaged Steklov eigenvalue if problem (2.3) admits a non trivial
solution.

2.3 An artificial background associated with (2.3)

The goal of this section is to introduce a scattering problem for which the spectral problem
(2.3) would play the role of interior transmission problem similarly to the role played by
(1.33) for (1.29). Let Dy and 2 be as in section 1.5.2. The new artificial scattering problem
can be formulated as: the total field u, € H} _(R™) satisfies

loc
Auy + k*uy = 0 in R™\ D,
pauy, + fan O,upds = 0 on 0Dy,
up = ui + u',

. oup . 2 _
rEEloo ﬁx|:r |(9_7'b N Zkuﬂ o 0’

(2.24)
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for some incident field u° and p € R is the spectral parameter. The analysis of this scattering
problem can be done using a standard technique, for instance a variational approach based
on the introduction of the Dirichlet to Neumann operator. Let Bg (with boundary Sg)
be a ball containing D, for R large enough. We define the Dirichlet to Neumann map
A H2(Sg) — H™2(Sg) by A¢ := 8,v|s,,, where v is the radiating solution to the Helmholtz
equation in R\ By with v = ¢ on Sk, and where v is the outward unit normal to Sk.
Consider the following space

HY(Br\Dy) := {w € H'(Bg\Dy), wl|ap, is constant }. (2.25)

Then, solving the scattering problem (2.24) is equivalent to solving the following variational
problem: v € H}(Bg\D,) and for all v € H}(Bg\Dy),

/ (VuVv — k*uv)dz — / Auvds — —— uvds = ((v) (2.26)
Br\Dy Sr ’an’ 0Dy
where
l(v) = / (Ou' — Au')vds. (2.27)
SR

Theorem 13. The scattering problem (2.24) is well posed for u' such that (O,u’ — Au®) €
H2(Sg).

Proof. Using similar arguments as in [15], one can prove that this problem is well posed for
i € R (or more generally, for non zero complex value p with () > 0).
Equation (2.26) can be rewritten as:

(Fu,v) = I(v), for all v € H(Bg\D,), (2.28)

where F' can be decomposed as the sum of a coercive and a compact operator. The Fred-
holm alternative guaranties the well posedness of the problem if F'is injective. Taking the
imaginary part of equation (2.26) for v = u, one obtains that Sm( /. s, Auuds) = 0 which
leads to u = 0 in H!(Bgr\D}) in accordance with the corollary 1.7 of ([17]). O

Similarly to the forward scattering problem, we use the notation uy(., d), u; (., d), us°(.,d)
to respectively denote the total, scattered and far field when the incident field u® = (., d)
is the plane wave of direction d € S. Consider the far field operator F}' : L*(S) — L*(S)
defined by

(F9)(&) = [ gld)ui(a,d)ds(d), @ €S, (2.29)
s
We then define the modified far field operator F* : L*(S) — L*(S) as
Ftg:=Fg— Fl'y. (2.30)

For further use, especially in the proofs of Chapter 3, we notice that similarly to (1.6) the
scattered field uj € H. (R™\D,) satisfies:

Au; + k*ui = 0 in R™\ Dy,

g+ fop, Ovtty = —pu’ — [, d,u'ds on DDy, (2.31)

. ou? .
lim [ _ 5r = ikui|* = 0,
r—+00 |z[=r r
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for u’ satisfying Au’4-k*u’ = 0 in R™. We denote by u; , the solution of (2.31) with u’ = v,
defined in (1.5) and w4 = uj , + vy in R™\ Dy,
Remark 3. The concept and properties of averaged Steklov eigenvalue can be extended to

the scattering by an anisotropic inhomogeneity. Let A be a m X m symmetric matriz with
L>(D) entries such that for all x € D

E-Re(A)E > BIE)P and €-Im(A)E<O forall £€€C™, (2.32)
for some constant 5 > 0. The problem (2.3) becomes

{ V - AVw + k*nw = 0 in Dy,

2.
pw + fan aqudS = 0 on 8Db7 ( 33)

where 0y, w = v - AVw. Theorem 12 can be extended to this context. Let ng(n, A, Dy)
denote the first Dirichlet eigenvalue of the problem: find w € H'(Dy) non trivial such that
V- AVu + k*nu =0 in D, with u =0 on 0D,

For 0 < k? < ny(n, A, Dy), there exits an unique eigenvalue p(k,n, A, Dy) to problem (2.33)
that satisfies:

w(k,n, A, Dy) = sup (kz/ nlwl*de — | Vw- AVdz). (2.34)
Dy Dy

weHI(Dy),wlap, =1

The eigenvalue is thus monotically increasing with respect to n and monotically decreasing
with respect to A.

2.4 Generalization

The previous eigenvalue problem was determined as a limit. However, a natural generaliza-
1

tion of the boundary condition appears. For f € H2(9D,) non trivial, let w € H'(Dy) be

the solution of:

{ Aw + k*nw = 0 in Dy, (2.35)

pw + ffan d,wfds =0 on OD,,.

We briefly adapt all the previous results and theorems to this new eigenvalue problem.
Introduce the values of k2, eigenvalues of:

w e H}(Db),
Aw + k?nw = 0 in Dy, (2.36)
fan d,wfds =0 on 9Dy,

where Hj(Dy) = {w € H'(Dy),wlop, € Vect(f)}. It is equivalent to the variational
writing: w € H}(Dy)

/ VuwVuwds — k2/ nww'dz = 0 for all w' € H(Dy). (2.37)
Db Db

It follows from standard results on the spectrum of self-adjoint compact operators that the
spectrum of (2.36) is discrete and formed by a real sequence that accumulates at +o0.
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Proposition 14. Assume that k* is not an eigenvalue of (2.36), then problem (2.35) has
at most one eigenvalue. Moreover, this eigenvalue is non zero .

Proof. Problem (2.3) is equivalent to the variational formulation: w € H}(Dy)

J— J— 'LL J—
VuwVuw'dr — kz/ nww'dr = ——/ ww'ds (2.38)
Db fan |f|2d8 an

Dy

for all w' € H}(Db). Thanks to the Riesz representation theorem, we define two selfadjoint
operators Ay and Ty : H(Dy) — H}(Dy) by:

(Ajw,w')g(p,) = be VuwVw'dr — k? be nww'de, Yuw' € H(Dy),

_ (2.39)
(Tyw, w) g1 (p,) = m Jop, ww'ds,  Vw' € Hi(Dy).
The eigenvalue problem (2.35) is then equivalent to:
Ajw=—uTrw, in H}(Db). (2.40)

Notice that since w|sp, = ay, f with a,, € C a constant that depends on w,

(07

f|—32|2ds . fUdS = a/w(walaw,)Hl(Db):
8Db b

(wa’ w,)Hl(Db) =

where w; = f on 0D,. Therefore, the range of T is of dimension 1. The hypothesis on
k? shows that A, is injective and therefore there exists at most one non zero eigenvalue of
(2.40). ]

Theorem 15. The spectrum of problem (2.35) can be described as follows:
1) Assume that k* is not an eigenvalue of (2.56).

a) If k* is not a Dirichlet eigenvalue of (1.35), then there exists an unique non zero
eigenvalue 11 to (2.35) and an associated eigenvector is wy € H'(Dy) the unique
solution of Awy + k*nw; = 0 in Dy and wy = f on ODy. In particular, we have

= — fan dywy fds.
b) If k? is a Dirichlet eigenvalue of (1.35), then there are no eigenvalues to (2.55).

2) Assume that k* is an eigenvalue of (2.36). Then 0 is an eigenvalue of (2.35) and
the associated eigenvectors are the eigenvectors of (2.36). If k* is not a Dirichlet
ergenvalue, 0 s the unique eigenvalue.

The existence of such eigenvalues is summarised in the following table.
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The wavenumber | a Dirichlet eigenvalue | not a Dirichlet eigenvalue
k% is of (1.35) of (1.35)
an eigenvalue 0is 0 is the unique
of (2.36) an eigenvalue eigenvalue
not an Kigenvalue No eigenvalue Unique eigenvalue
of (2.36) p=— fan d,wy fds.

We have proved the existence of a unique eigenvalue of (2.35) under certain conditions on
the wavenumber. The following theorem proves the monotonicity property of the eigenvalue
with respect to the refractive index.

Theorem 16. Assume that 0 < k* < no(n, Dy). Let u(k,n, Dy, f) be the unique eigenvalue
of (2.35). Then we also have

p(k,n, Dy, f) = sup (kQ/ n|w|*dr — |Vw|*dz). (2.41)
f Dy Dy,

weH }(Dy),wlop,=
This shows in particular that p(k,n, Dy, f) is monotonically increasing with respect to n.

p(k,m, Dy, f) is not necessary positive and can vanish as an eigenvalue of (2.36) may be
smaller than 7y(n, Dy).

Remark 4. In dimension 2, in the case where Dy is a disk of radius p > 0, n is constant
and f = €% for ¢ € N, one can compute explicitly the eigenvalue u of problem (2.35). We
get that j1 = firer q(n) where

fref (1) := —Qka\/ﬁ%. (2.42)

The function go : n — fietm(N) is injective if \/n E]O,i—(;[ where jo the first zero of Jy.
Consequently, the constant refractive index n can be fully recovered from the knowledge of
firet o(12) for any q € N.

We display in Figure 2.4 the behavior of et q for various values of q. It is notable that the
eigenvalue for ¢ = 0 is more sensitive to variations of the refractive index n compared to
the other ones. Assuming this behavior also holds for n € L>®(Dy), it suggests that setting
f=11n (2.35) would give better imaging results.

Exactly like for f = 1, we formulate the artificial scattering problem as: the total field
up € HL (R™) satisfies

loc

Auy + k?uy = 0 in R™\ D,
puy + f fan dyupfds = 0 on 0Dy,
up = up + ',

Ouy

lim e Gkus? =0
400 f|:c|:r or bl ’

(2.43)
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Figure 2.4: Plot of the function —z
Jo.

jﬁg; for ¢ = 0,1,2 on [0, jo[ where j, is the first zero of

for some incident field u* and p € R is the spectral parameter.
Let Br (with boundary Sg) be a ball containing D, for R large enough. Consider the
following space

H;(Br\Dy) := {w € H'(BR\Ds), wlap, € Vect(f)}. (2.44)

Then, solving the scattering problem (2.43) is equivalent to solving the following variational
problem: u € H(Bg\Dy) and for all v € H(Bg\Dy),

/ (VuVv — k*uv)dw — / Auvds — %/ uvds = {(v) (2.45)
Br\Dy SR fan |f‘ ds 0Dy,
where
l(v) == / (O,u" — Au')vds. (2.46)
SR

Theorem 17. The scattering problem (2.43) is well posed for u' such that (O,u’ — Au®) €
H2(Sg).

Proof. The proof can be done in the same way as for Theorem 13. [

Naturally, we can define the far field operator and the modified far field operator asso-
ciated with this problem and, which will also be denoted as Fy, and F}', respectively.

Definition 4. p € R is a f—averaged Steklov eigenvalue if problem (2.35) admits a non
trivial solution.
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2.5 Complementary technical results

We first give a proof of a technical result used in Theorem 12.

Lemma 18. If k* < ng(n, Dy), then there exists A > 0 such that
|Vw|*dr — k‘2/ n|w|*dz + A/ lw|*ds > cHwH?{l(Db), (2.47)
Dy Dy, 0Dy

for all w € H}(Dy) and for some constant ¢ > 0.

Proof. Assume by contradiction there is no A > 0 such that the (2.47) holds for k? <
Mo (n, Db) .

Let (A;); an increasing unbounded sequence of positive constant. The contradiction argu-
ment ensures that for each A;, there exists w; € H}(D,) with ||w;| g1(p,) = 1 such that

1
|Vw,|*dz — k:Q/ n|w;*dz + Aj/ lw;|*ds < =. (2.48)
Db Db an j
This gives for instance
1
|Vw,|*dz + Aj/ lw;|*ds < kQ/ n|w;*dz + ~. (2.49)
Dy oD, Dy J

One can assume that, up to a subsequence, w; converges to some w, weakly in H'(Dj) and

strongly in L?(Dy).

The term A; [;, |w;|?ds must remain bounded, leading to w = 0 in 0D;. Hence w €

Hi(Dy). Since the norm is weakly lower semi continuous, we have

|Vw,|?dz < lim k2/
J—+o0

IVw||?2p,) < lim inf nlw;*dx = k2/ nlw|?dzr,  (2.50)
J—+o0 Dy

Dy, Dy
which contradicts v H2
. WIL2(Dy)
k* < inf R ) n, Dy). 2.51
weHE (Dy),w#0 ben\wpd:c o( b) (2.51)
O]

We suggest another version of this proof.

Proof. Introduce two eigenvalue problems. Let a@ > 0 be a fixed parameter and 7 be the
spectral parameter.

w € Hcl(Db),
Aw + mnw = 0 in Dy, (2.52)
a|0Dy|lw + fan O,w =0 on 0Dy,
and
w € Hcl(Db),
Aw + 7w = 0 in D, (2.53)

a|0Dy|lw + fan O,w =0 on 0Dy,
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Both problems have a similar structure as Robin problems. From classical results on self
adjoint compact operators, it follows that the spectrum of both problems is a discrete set
of non zero eigenvalues k? without finite accumulation point.
We denote by 7, (respectively 1) the first eigenvalue of problem (2.52) (respectively (2.53)).
The application of Courant-Fischer min-max Principle gives:

be \Vw|*dx + afan lw|?ds

() weHI (Dy) w0 Jp, nlw[*dx (2.54)
Vw|*dr + « w|?ds
7= inf Ju, 190! Jop, v (2.55)
weHL (Dy) w0 be |w|2dz
We wish to find a positive constant A such that (2.47) is true.
Using (2.54), one obtains for all w € H}(D,), w # 0:
be \Vw|?de— k> be n|w|?dz + Afan lw|?
(2.56)
2 2&
> (1= ) [, [VuPde + (A — 22 [ Ju]
Since
a/ lw]* > 7 lw|*dx — |Vw|*d, (2.57)
an Db Db
one gets:
be Vw|?de— k> be n|w|?dz + Afan lw|?
(2.58)

> (1=2) [, [VwlPde + (2 = 225 [, Jwl

Tn(

We can find such A > 0 that verifies (2.47) assuming that (1 — 2) > 0 and (2 — E ) > 0

7n ()
which is true if 7,,(a) > k?. Since a > 0 is a parameter we can play on, we need to determine

the maximum of the sequence (7, (a))q-

The latter is an increasing sequence and is upper bounded by 19(n, D), whence lim,,_, o 7, ()
exists.

Let (;)jen be an unbounded increasing sequence of positive number. Denote by 77 the
eigenvalue of (2.52) for @ = «; and let w; be the H'(D,) normalized associated eigenvector.
Problem (2.52) is equivalent to the variational formulation:

Vw,;Vw'dr — 7} /

nw;w'dr = —ozj/ wjw'ds, (2.59)
Dy, 0Dy

Dy,
for all w’ € H}(Dp). Because the sequence (w;) is bounded, up to a subsequence, we can
assume that w; converges weakly in H'(D,) to some w and strongly in L?(D,). Taking

w' = w; shows that o [ D, |w;|?ds remains bounded. Therefore, w; converges strongly to
0 in L*(0D,). We then infer that w € HJ(D,) and Aw + lim; o, TZnw = 0 in D,. We
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now prove by contradiction that w is not a trivial function. From equation (2.59), one can
deduce with w’ = w; that:

/ |ij|2dx§7',{/ n|w;|*dz.
Dy, Dy

Assume that w = 0, then Vw; — 0 in L?(D,) and consequently w; strongly converges to 0
in H'(D,), which is absurd since ||w; | g1(p,) = 1. Therefore, w is not the null function.The
fact that w is non trivial implies that lim;, . 77 is a Dirichlet eigenvalue of (1.35) and
therefore lim;_, o 74 > no(n, D). We then have ng(n, Dy) = lim;_, o0 72 O
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3.1 Introduction

We develop in this chapter a method to recover some macroscopic information on the refrac-
tive index n from the far field operator F'. This method is inspired by the one introduced
in [7] and exploit the monotonicity property of the modified transmission eigenvalue of the
spectral problem (2.3) with respect to n (see Theorem 12). The first step is to explain
how one can identify the modified transmission eigenvalue from F* [16, 4, 22]. We employ
the framework of the Generalized Linear Sampling Method [¢] (GLSM) to prove this re-
sult in a constructive way. The proposed algorithm for a quantitative indicator function
associated with the refractive index is then as follows: 1) choose a disc of given radius that
we shall sweep over some sampling positions in the probed domain; 2) for each sampling
position, identify the eigenvalue from far field data using the GLSM approach; 3) assign
to the sampling position the difference between this eigenvalue and the eigenvalue asso-
ciated with an index of refraction equals to one. The obtained indicator function would
then be monotonically dependent with respect to the values of the true refractive index
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intersecting the disc. We shall explain the details of this procedure in the numerical section
and discuss the choice of the disc radius in terms of the used frequency. We then show
how the resulting indicator function gives superior results to those given by qualitative
approaches such as the Linear Sampling Method [241]. Moreover, the sign of the indicator
function would give an indication on how the mean value of the refractive index compares
with respect to 1. This is also discussed and illustrated through some numerical tests in 2D.

In order to avoid unnecessarily technical complications, we shall restrict ourselves in
sections 3.2 and 3.3 to the case where 0D, N D = ().

3.2 Factorization of F*

We introduce Qp := D\ D, the component of Q outside of D, as illustrated in Figure 3.1.
Let H* : LA(S) — R x H~2(dD,) x L2(2p) be defined as:

Q an

Figure 3.1: Visual representation of the set 2p.

H'g == (ubglop,, Ounglop,, wglas), (3.1)
where uy,, is solution of (2.24) with v’ = v, and

Vine(Qp) = {u € L*(Qp) such that Au+ k*u = 0in Qp}.
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We define the operator G* : R(HH) — L(S) as. G"(p,1,u) := w™ where w™ is the far
field of w® € H} (R™\D,) solution to:

loc
([ Aw + E*nw = 0 in D,

Aw® + B*w® = k*(1 — n)(u + w®) in R™\ D,

w—w® =@ on 0D, (3.2)
d,w — d,w* = 1 on 0D,

. ows s|2
\ TETOO f\x|=r G- — ikw?|* = 0.

Observing that w := u; +v, in D, and w* = u} —u; , in R™\ Dy satisfy (3.2) with u = w 4]q,,
© = Upglop, and ¢ = d,uyp 4lap,, we then deduce the following factorization:

Fr = GrHP, (3.3)

3.2.1 Properties of H*
Lemma 19. We introduce the subspace V' defined as:

V = {(p,0,u) € R x H 2(dDy) X Vine(QUp) such that pup + Yds = 0}.

The closure of the range of H*, denoted R(H"), in R x H~2(dD,) x L*(Qp) satisfies:

R(H) =V. (3.4)

Proof. One can easily verify that R(H#) C V. To prove the reverse inclusion, it is sufficient
to prove that the orthogonal complement of R(H") in V' is reduced to the trivial vector.
Let (¢,%,u) € V, such that (H"g, (p,%,u)) = 0, for all g € L*(S), which can be rewritten
as follow:

P + (¥, @VW)H*%(BDM + (U, U glap) 12(0p) = 0- (3.5)
Let ¢ € Hz(dD,) be the unique vector such that for all f € H~2(0D,), we have

WD) - tomy = [ OFds, (3.6)

oD,

where the integral on the right hand side refers to the <H ~2(0Dy), H %(8Db)> duality

pairing that can be replaced by the integral if f € L?(0D,) for instance. In particular, from
equation (3.5), we get for all g € L*(S):

oupy + {bval,ub,gds + / uuy, gdx = 0. (3.7)
8Db QD

Let w € H}

loc

(R™\Dy) be a solution to
Aw + k*w = ulg, in R™\ D,

l%fan oW+ w = f - J on 0Dy, (3.8)

lim 9w _jkw|* = 0.
r—+oo f|3:\:7" or | 0
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Thus, we can replace the last integral in (3.7) by an integral on a centered ball By for

R > 0.
(Aw + K*w)uj ,dx + / wvgde. (3.9)

Qp

(wTigle )i = |

Bgr\Dy

Applying the Green formula twice and using the relation uy, = v, + uj , in R™\ Dy, one
obtains:

fBR\Db(Aw + By de = [ (Owug, — wdug )ds

- fan (Oywupg — wdyup g)ds + fan(aywvg — wd,v,)ds.
(3.10)
The first term on the right hand side goes to 0 as R — +oo thanks to the radiation
condition. Therefore, inserting the previous equality in (3.9) gives:

(w, 43 lap) L2 p) = —/ (Opwup g — wo,uyp 4)ds —|—/ (Oywvy — wo,vy)ds. (3.11)
0Dy 9Dy

Inserting (3.11) in equation (3.7) and using the boundary condition of w, we obtain:
/ (Oywvy — Oyv,w)ds +/ uvgdr = 0. (3.12)
an QD
Replacing v, by its expression and reversing the order of integration shows:

/g(d)w“’(—d)dS(d) =0, (3.13)

S
where

= /aD (Ou@yw(@)e™ " = Oyme™ " w)ds(x) — /Q u(x)e *rddy,

D

is the far field pattern of w. By the Rellich lemma, we then get that w = 0 in R™\ Dy,
Hence, w € H(Q2p) and £ — ¢ =0 on 9D;. Since u € L*(Qp) and satisfies AT+ k*u =0
in p, we have in particular:

/ u(Aw + k*w)dz = 0,
Qp

which gives HUHQLQ(QD) = 0 therefore u = 0. On the other hand, taking the duality product
between f — zz and f € H’%(an), and using the definition of 1;, we get

¥ =z _
il Fds = (W, ) -3 oy = 0 (3.14)
1 : . 0 — 2 _ :
for all f € H2(9D;). Taking f = 1 gives us £ fan Pds HQ/}HH_%(an) = 0. Recalling that
_ - 2 2 _ _ _ -
e + fan Ydx = 0, we end up with ||¢||H7%(6Db) + |¢|* = 0, hence ¢ = 0 and ¢ = 0. This

concludes the proof. O
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3.2.2 Properties of the range of G*

Lemma 20. Assume 1 is not an eigenvalue of problem (2.3). Then ¢3° € R(GH), the range
of G, for all z € Dy,

Proof. Let z € Dy. Let x, be a C*°(R™) function such that x, = 1 in R™\ D, and x.|y =0
where V is a neighbourhood of z. Consider O, := x.¢(., 2) € HZ (R™). Let W, € H}(D,)
be the unique solution of

AW, + E*nW, = —(A + k*n)O, in Dy, 515
uW, + fan 0,W.ds =0 on 0D,. (3.15)
We define w, = W, + 0, € H'(D;). We notice that w, is solution of
Aw, 4+ k*nw, = 0 in Dy, 316
pw, + fan dyw,ds = po(.,z) + fan 0y é(., z)ds on ODy. (3.16)

Let us set w := w, in Dy and w® := ¢(., z) in R™\ D,. We shall prove that w and w?® satisfy
(3.2) with ¢ = (w3, + v.)|ap,, ¥ = (Ouj, + 0,v:)|ap, and u = —¢(., 2)|a,, where

vu(a) = /  uy)0(,) = Dol )= (0)) sty

and uj , the solution of problem (2.31) with v’ = v,. Indeed, the first and second equations
in (3.2) are clearly verified together with the radiation condition. It only remains to prove
that the w — w® = ¢ and d,w — J,w® = 1 on AD,.

From representation formula of solutions to the Helmholtz equation, we get the decompo-
sition w, = w? + v, where

wi(x) = —kQ/D (1 —n)w,(y)p(x,y)dy, x € D. (3.17)

We extend w;(z) for x € R™\ D, using the same formula. Set u; , := w; — ¢(., 2) in R™\ D,
We notice that uj , is solution to (2.31) with u’ = v,. Thus we get on the boundary 9Dy:

w, =w +v, =uj, + o, 2) + vs,
’ (3.18)
dyw, = dyw; + v, = dyuy , + 0,0(.,2) + O,v,,
which correspond to the desired transmission conditions since ws = ¢(., 2). O]

Lemma 21. Assume u is an eigenvalue of problem (2.3). Then the set of points z for
which ¢ € R(G") is nowhere dense in Dj.

Proof. Let wy € H}(Dy) be the eigenvector of (2.3) such that ||wo||gi(p,) = 1. We will
proceed by contradiction. Assume there exists (¢, 1, u) € V, such that,

g”(@ﬂ%“) = ¢,
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for all z € Z, a dense set in D;. From the definition of G#* and the Rellich lemma, we obtain
that w, := w, where w and w?® verify the scattering problem (3.2), is a solution of (3.16).
Let ©, € H?(D,) defined as in the previous lemma and consider W, := w, — 0, € H!(Dy)
that satisfies (3.15).

Multiplying the first equation in (3.15) by Wy and using twice the Green formula, yields the
compatibility condition

/ (AO, + k*nO, )wydr = 0, (3.19)
Dy,

which gives, by applying again twice the Green formula, that

)= [ (Ol i) = O ()0l 2)ds(z) = O (3.20)

for all z € Z. Since v, satisfies the Helmholtz equation in D, and vanishes on a dense
subset of Dy, we get v, = 0 in D,

From representation formula of wy, we have the following decomposition wy = v, + w§ in
Dy, where

wp(x) == —k2/D (1 —n)wo(y)o(x,y)dy, = € R™. (3.21)

Hence, w§ defines a radiating solution of (1.6) with D = D;, and ¢ = v, in D,. Since v, = 0,
we then conclude by uniqueness of solutions to (1.6) that w§ = 0 in R™ and then wg = 0,
which gives a contradiction. O]

Remark The choice of the lift ©, in the previous proof may be done differently. Assume
k% is not a Dirichlet eigenvalue of (1.35), one can use ©, the unique solution of the equation
ABO, +k*nO, =0in Dy and O, = ¢, on dDy. Define W, := w, — ©, which satisfies:

AW, + k*nW, =0 in D, 599
uW, + fan 0,W.ds = fan(&,gbz —0,0,)ds on dDj,. (3.22)
Using Green’s formula, the compatibility condition yields:
0, W wods = 0, woW . ds, (3.23)
0Dy 0Dy,
which can be simplified as
0,0, = / 0,0, (3.24)
oD, oD,

Consequently, for z € Dy, ¢2° € R(G*) if and only if the following system
AO, + k*nO, =0 in D,

©, = ¢, on dD, (3.25)
fan 0,0, = fan 0,0, on 0D,

has a solution.
In some analytical cases, equation (3.25) provides insights on the location of the points
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z € Dy that allow ¢ € R(G) and therefore the set of point to avoid in Lemma 21. If
Dy, is a centered ball of radius p > 0 and n is a constant, ©, and ¢, assume the following
analytical expression for all x € Dy:

{ 0:(z) = L yen ady(ky/mlz))e

' (1) i — 2 (3.26)
bo(x) =13 cp Jo(k|z) Hy" (k|x])e' BT

where o, € C for all ¢ € Z. The two boundary conditions in (3.25) give two equations for
Qp:
i Jo(k|z)HG" (kp)
17 Jolkv/mp)

! 3.27
& otk (kp) (3.27)
4 Vndg(ky/np)

A solution exists when Jy(k|z|) = 0. Therefore, $2° € R(G) for all z lying on the spheres of
radius % < p where j; denotes the i-th zero of Jy.

g =

3.3 The GLSM Theorem for averaged Steklov eigen-
value

The previous lemmas allow us to apply Theorem 4 with X = X* = L%(S) and YV =
R x H~2(8Dy) x L2(Qp) to the modified far field operator F*.

However, we need to construct an operator B that satisfies Assumption 3, with H := H*
defined in (3.1). Keeping an implementable inverse method in mind, the operator B must
use computable quantities, such as Fg, v,|p, or F}'g.

Lemma 22. If k is not a transmission eigenvalue associated with D and there exists f > 0
such thatn — 1> 8 (or 1 —n > ) in a neighborhood of 0D, then

B(9) = (Fg,9) 12| + v, (3.28)
satisfies Assumption 3.

Proof. We start our proof by mentioning that under the assumption on k2, the operator T'
given by (1.10) is coercive on Vj,.(D)(see [3]).

Let us start with the first implication. Assume that the quantity |(Fgn, gn)r2(s)|+/Vg, H%ﬂ( Dy)
is bounded for a sequence {g,}. The latter implies in particular (thanks to classical trace
theorem) that [[vg, | 1 (6Dy) and [|0,vg, || -3 oDy T€ bounded sequences. The well-posedness

of (2.31) yields that the sequence uj , is bounded in H'(K\D;) for any compact set K

containing D,. Then, since up g, = up, + vy, in R™\ Dy, we also get that ||u, Q”HH%(BD )
sdn ’ b

and |0, up,g, [l , are bounded sequences.

1
~2(9Dy)
From the coercivity of T" and the factorization F' = H*T'H, we get:

10611200y < C1(Fg,9)r2s)] (3.29)
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where C' is a constant independent from g. This implies that ||vg, | z2(q,) is bounded and
again from the identity w4, = u; , +v,, in R™\ D, we also deduce that ||upg, [|2(0,). This
proves that||H"g,||3 is bounded.

Now, for the reverse implication, assume ||H"g,||?- bounded. From the representation for-
mula on the scattered field and from the fact that v, satisfies Helmholtz equation, we have
for x € R™\ D,

uj,(x) = / ()20t ,) ~ )6, ds(). (3.30)

Hence, from continuity properties of single and double layers potentials,([52]) we infer that
the scattered field uj , is bounded in H'(K\D,), for any compact set K containing Dj, and
particularly (v, ,d,uj , ) are bounded in H?2(ODy)x H~2(8Dy). Therefore, (Vg,, g, ) oD,
is a bounded sequence in Hz(0Dy) x H-2(8D,). The representation formula for solution
to the Helmholtz equation in D, applied on v, gives the boundedness of v,, in H'(Dy).

In addition, since wyg, is bounded in L*(Qp), we also get ||vg, || 12(,) bounded. We then
deduce that |lvg, ||2(py is bounded. From the continuity of the operator 7" and the factor-
ization (1.9), we finally conclude that [(Fgn, gn)r2(s)| is bounded. O

We are ready to apply Theorem 4 to the operator F*. We observe that if u is not an
eigenvalue of (2.3), then F* is injective and by reciprocity relations for far fields, we also
obtain that it has dense range.

Combining Lemma 21, 20 and Theorem 4, we conclude with the main theorem of this
section:

Theorem 23. Assume that the hypothesis of Lemma 22 hold, with B defined by (3.28).
Consider the functional

Ja(07,9) == aB(g) + | F*g — 62|12 and set  jo(¢) rzgeiigf(g) Jo(07,9).  (3.31)

Let g2 be a minimizing sequence defined by
Ja(07°,95) < Ja(927) + Ca, (3.32)

where C > 0 is a constant independent of a. Then a real number > 0 is an eigenvalue of
(2.3) if and only if the set of points z such that B(g?) is bounded and || F*gZ; — 3| 12@s) — 0
as o — 0 18 nowhere dense in Dy,.

Remark 5. In the case of noisy data, yielding a noisy operator F° satisfying |[F° — F|| <4,
the theorem above also applies under the following modifications ([5]) : the functional J,
should be replaced by

Ja(62°,9) = a(B°(g) + dllgl*) + I(F° = F})g = 6Z|[s). (3.33)

with B°(g) := |(F°g, 9) 125> + vaH%{l(Db)'
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Theorem 24. Assume that F° is compact with dense range and the hypothesis of Lemma
22 hold. The functional J3(¢%°,.) admits a minimizer g=°. Moreover a real number p > 0

z )

is not an eigenvalue of (2.3) if only if the set of points z such that

lim lim(B‘s(gé"S) + 5||gj’5||2) < o0 and lim lim ||]-"“gj’§ — |2y =0
a—06—0 a—06—0

is nowhere dense in Dy.

3.4 Numerical inversion algorithm and validation

3.4.1 The inversion algorithm

Motivated by the analysis above and inspired by the inversion algorithm suggested in [7],
we propose the following scheme to build an indicator function for the refractive index n of
the media from the knowledge of the far field operator F' at a fixed frequency k. It can be
formally synthesised by the following three steps:

1. Let p > 0 be a given parameter. Choose D, to be the ball By of center y € R™
and radius p satisfying the condition k? < ng(n, Dy), the first Dirichlet eigenvalue of
(1.35).

2. Evaluate the eigenvalue p(y,n) of problem (2.3) from the measurements F' and the
analytically computed F}* using the GLSM method described by Theorem 4.

3. Plot the function Z : y — u(y, n) — fier(1) (defined in (2.6)) for y sampling the probed
domain containing the inclusions.

We now describe how to numerically implement the steps 2 and 3 for 2D problems. We will
discuss the choice of p and the influence of k£ in the numerical validation subsection.

Synthetic generation of the data

Our numerical validating examples (in R?) use synthetic data F' that is numerically gen-
erated by solving the scattering problem (1.6) using a finite element method implemented
using the Freefem++ [37] package. We use the Perfectly Matched Layer ([13]) technique to
bound the computational domain and model the the Sommerfeld radiation condition.

The outcome of our numerical solver is the matrix F with entries

Foy = u>(2y,d,), 1<p,q<N, (3.34)

where 2, = d, = (cos(0,), sin(6,)) with 6, = £27 and where u* is the numerically computed

far field.
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Evaluation of the background operator

In order to evaluate the far field pattern ug;, associated with the background domain Dj, =
BY, we shall rely on the following transformation of the far field pattern under translation
[26, eq (5.3)]: o

uiS (&, d) = ™ =Py (g, d) (3.35)

where u;° is the far field associated with Dy = B} (i.e the ball of radius p centered at the
origin). The numerical evaluation of u{° can be done using the numerical solver as described
above or also analytically using separation of variables. We chose to use the latter option.
Indeed, for D, = Bg, the solution of equation (2.24) can be analytically expressed as:

up(re, d) = Z(ajH;l)(kr) + i J;(Kkr))el =0 for r > p, (3.36)
jez
with )
aj = =il S £ 0,
(k) (3.37)
_ pJo(kp)+2mpkJq (kp) )

(7)) — 7
pHY (kp)+2mpk HEY (kp)

where H ;1) denotes the Hankel function of the first kind of order j. Then the far field
pattern assumes the following analytic expression:

2 . . ™
upo (2, d) = 4/ %e_lz Z e 0a=0a=3), (3.38)
jEL

with & = (cos(6;),sin(6;)) and d = (cos(6,),sin(6y)).
The numerical outcome of (3.38) and (3.35) is the background far field matrix I}, which
entries are:

(Fﬁy)pq = ulff’y(i"p, dy), 1<p,qg<N, (3.39)

where w5, is evaluated using (3.35) and where upy 1s approximated by truncating the sum
in (3.38), keeping the indices j € Z such that |j| < M.

Remark 6. The solution of equation (2.43) for f = €', q € N* assumes the same analytical
expression (3.36) with

Qj = —1 _H](_l)(kp) J#q,

wdq(kp)+2mpkJy(kp)
nH M (kp)+2mpk S (kp)’

(3.40)

Qg = —

Implementation of the GLSM method to identify u(y,n)

For the implementation of the GLSM method, one needs to introduce a discretization of
10g/131(p,) Where Dy = B for some given y in R?. This norm can be computed using
separation of variables. We first expand g € L?(S) in Fourier series. More precisely, setting

g(e) — Z g;;neimﬁefiki(a)-yy

meZ
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with 2(0) = (cos(0),sin(f)) and

1 27
Gy — 0 1kz(0)-y 71m9d9
we have:
vg(z+y)=2m Z i GY T (kr)e™ | for 2 = r(cos(f), sin(6)). (3.41)
meZ

Then we deduce:

R R
||'Ug||§_11(Db) = 873 Z 9% | ((1 + m2)/0 T (kr)2rdr + k2/0 J,’n(k:r)QTdr) (3.42)

MEZ

In order to simulate noise in the data, we change the values of the synthetic data I by adding
random noise of level § to construct the noisy far field matrix F* = F- (1+6(A+iB)) where
the entries of the matrices A and B are uniformly distributed real values in [—1,1] and
where - denotes the element-wise product of matrices.

Since in our experiments, the refractive index n is real, when k? is not a classical transmission
eigenvalue, it is proved in [ ] that we can substitute the term |(Fg,g)r2s)| in B(g) by

(F*F)rg,9)126) = (P F) i glRa(e). For € Dy, considering 62 i= (62(61), .. 6(6x)) €
C¥, the cost function J, can be approximated as

Ja(62,9) = a|[HygllZarcr + | (F°)F) 1 gllgn +0llglEn) + [ (F° =y )g — 6 (2w, (3.43)
for g € CV where ||.||c~ denotes the euclidian norm in CV and the matrix H, in CZM+DxN

defined by:

(Hyg)m = g}jl\/&r?’((l + (m — M)?) /0 I pa (kr)2rdr + k2/0 J oy (kr)2rdr),

with:
1 N
— v Z zkm(@g) Yo~ i(m— M)Gg (344)
form=0,...,2M.

For y fixed, the minimizing sequence of Theorem 24 is actually computed as the minimizer
gy (a, z, ) of the function J,(¢2°,.) which is also solution to the normal equation:

(a(DyH, + (F°)'F°)2 + 61) + (F° — F}, )" (F° — F},))gy(a, 2, 1) = (F° — Fj,)*6>. (3.45)

The theoretical result of Theorem 24 does not indicate how to choose « in practice. Inspired
by the classical Linear Sampling Method, we employ the Morozov principle ([32]) by seeking
a that ensures the equality:

I(F° = Fy,) g0 — ¢Z11° = dllgall®, (3.46)
for g, being the solution to the normal equation:

(al + (F° — ﬂ?gﬁy)*(]FfS —F) ) 9o = (F° — F),) 0. (3.47)
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Implementation of the inversion algorithm

Let )V be an uniform grid in the probed domain and A a uniform discretization of an
interval of positive values p that contains p.ef(1) (see (2.6)), the reference eigenvalue (ie,
the eigenvalue of problem (2.3) with n|p, = 1). Beforehand, we precompute a collection of
far field matrices Fy | for each (y, u) € ¥ x A (recall that, for fixed p, Fy, can be computed
from I, using the relation (3.35)).

For each y € Y, we compute the minimizer g;(«, 2) for z € Z a finite set of points in inside
Dy, of cardinal |Z|. We then set as an approximation of the eigenvalue u(y,n) the value of
1 where the function

Py() == % S gz 2, ) (3.48)

z€Z

attains its maximum. To give an illustration of the behavior the function p — P,(u), we
display in Figure 3.2 this function in the case where D = D, = Bg with p = 0.5, n|p, =1
and k = 2. We observe that the function has a sharp peak at the expected eigenvalue pief(1)

for k =2 and p = 0.5.
After obtaining the numerical approximation of u(y,n), we plot the function Z(y) :=

Py(u)

1.0
0.8
0.6
0.4
0.2 ‘J
0.0
-5 -1 3 6 9 12
U

Figure 3.2: The indicator function P,(u) given by (3.48) for D = Dy, = Bj) with p = 0.5,
n|p, =1 and k = 2.

,u(y, n) - /Jlref(l)'

We recall that thanks to the monotonicity property of u(y,n) with respect to n as stated
in Theorem 12, Z(y) > 0 if n|gy > 1 and Z(y) < 0 if n|py < 1. Furthermore, the larger is
the value of n|py, the larger is the value of Z(y).
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3.4.2 Numerical validation
The case of extended scatterers

Before treating the motivating example given in the Introduction, Figure 3, we first show
that the new inverse method can also work in the case of extended scatterers. We consider in
this example four circular inclusions of radii 0.3 and having four different constant refractive
indices as presented in Figure 3.3 (right). The indicator function Z is computed on an
uniform grid ) of 50 x 50 sampling points of [—2,2] x [—2,2] and we take p = 0.3 for the
artificial background (see Figure 3.3 (left)). The interval A for identifying u(y,n) is set to
be equal to [0, pt,e£(2)]. Figure 3.4 (left) presents the values of the function Z : ) — R™* for
k = 4. We indeed distinguish 4 scattering circular objects. We observe from the sign of the
indicator function, that the objects on the left have indeed a refractive index smaller than
1 and greater than 1 on the right. Thanks to the monotonicity property of the eigenvalue
(Theorem 12), it is then possible to sort the 4 different refractive indices from the values of
the indicator function Z.

2 2.0
2 1.8
leo o |l
1 1.4
b 1.2

0 - 0
3 1.0
1 1 . o
0.6
2 2 0.4

-1 5 1 3 -2 -1 o0 1 2

Figure 3.3: Left: Sampling grid ) formed by 50 x 50 points (blue points) and Dy = B) with
p = 0.3 (green). Right: Four diffracting circles of radius 0.3 associated with four different
values of the refractive index n = 0.25 (bottom left), n = 0.5 (top left), n = 1.5 (bottom
right) and n = 2 (upper right).

Discussion on the choice of the parameters k£ and p: In the particular case of
D = D, and constant n, the analytical expression of the eigenvalue (2.6) shows that its
sensitivity with respect to the refractive index is correlated with the value of the product
kp. The behavior of the eigenvalue (2.6) is directly linked to the function z — xjég;, which
derivative is an increasing function that goes to infinity as x — jo, the first zero of Jj.

Therefore the product kp must be chosen with 3 constraints in mind:
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5 k=4,0=0.3 5 k=5.5,p=0.3 175
8
150
1 6 1 125
4 100
0 2 0 75
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_2 —4 _2 °

=2 -1 0 1 2

Figure 3.4: Indicator function Z on the grid ) indicated in Figure 3.3 (left) for the scatterers
shown in Figure 3.3 (right). We chose the parameter p = 0.3 and the noise level to be
0 = 1%. Left: Reconstruction obtained for wavenumber & = 4. Right: Reconstruction
obtained for wavenumber k = 5.5.

1) The condition 0 < k* < ny(n, Dy) which can be rewritten as kpy/n < jo must be
satisfied.

2) If the product kp+/n is close to jo, the sensitivity of u(n,y) with respect to n would
be very high, and only the regions with the largest values of n will be visible. Fur-
thermore, a small error in the data can lead to a significant error in the computed
eigenvalue.

3) If the product kpy/n is far from jo, the sensitivity would be smaller. Different values
of n may become more challenging to differentiate.

To illustrate this sensitivity, we compare the result of Figure 3.4 (left) with the indicator
function Z for k = 5.5 keeping the same radius p = 0.3 (i.e., a larger product kp) shown in
Figure 3.4 (right). In this case, & is close to the Dirichlet eigenvalue (1.35) for D, = B)
with constant n = 2. Although the values of Z are coherent with the theory, it becomes
challenging to visually discern the obstacles with n < 1 as some values of Z get large inside
the inclusion with refractive index n = 2.

The case of small scatterers locally densely distributed

We will use an uniform grid ), of 50 x 50 sampling points on [—3.2, 3.2] x [—3.2, 3.2] similarly
to the one presented in Figure 3.3 (left). For the inverse algorithm, we keep the set A the
same as in the previous example. Although the eigenvalue 79(n, D) is unknown, since
it is monotonically decreasing with respect to n, using that n|p, < 2, one obtains that

n0(2, Dy) = % is a lower bound of ng(n, Dy). Selecting p such that 0 < k% < no(2, Dy)
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will ensure the hypothesis on the wavenumber needed in Theorem 12. We design in this
settings four circular areas in the four corners of the domain that we fill with small circular

scatterers of radius 0.02 as depicted in Figure 3.5 (left) with n = 2 inside. We compute

the indicator function Z on the grid ), for k = 3 and p = % and we present the result in

Figure 3.5 (right). In addition to localizing the four areas, the imaging result provides a
more precise visual representation of the obstacle supports, in contrast to Figure 1.3.

3 GLSM, k = 3, p = 0.43

3 1.0
2 2 0.8

1 1
0.6

0 0
1 0.4

— 1 -

—_ 0.2

—2| R e 2

; T8 : _3

Figure 3.5: Left: the domain D constituted by small circles concentrated in the four corner.
Right: Indicator function Z on the grid ), with p = 0.43, k£ = 3 and the noise level to be
0 =1%.

The space in between the four corners of the domain is partially filled with some circular
scatters (see Figure 3.6 (left)) and the indicator function Z on this example is shown in
Figure 3.6 (right).

To challenge the method, we add a circular obstacle D, of radius 0.3 with a refractive
index n|p, = 0.5 (see Figure 3.7 (left)). The presence of a the scatterer with refractive
index smaller than 1 does not appear to affect the result for the p considered.

The case of densely distributed small scatterers

We consider in this example the configuration given in the introductory section shown in
Figure 3 (left) where we have a large number of small scatterers densely distributed on
the probed domain with a constant refractive index n = 2. We chose the radius p of the
background D, in order to have a high sensitivity of the eigenvalue to visually highlight
the areas of higher concentration. Several numerical experimentations suggested that the

M would give satisfactory results and this is the value of p that is used

choice p =
in the following results. Figure 3.8 presents the function Z for two wavenumbers: k£ = 3
(left) and k = 4 (right). The indicator function manages in both cases to distinguish 5 main

regions that correspond to the 5 areas of higher concentration. The obtained result have
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3 GLSM, k =3, p=0.43
R, 3 12
_ _ SRR 1o
1 . ) . 1
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Figure 3.6: Left: the domain D constituted by small circles concentrated in the four corner
with additional obstacles in between the corners. Right: Indicator function Z on the grid
YV, with p = 0.43, k = 3 and the noise level to be § = 1%.

3 GLSM, k=3, p = 0.33
5}:‘ gg 3 0.5
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Figure 3.7: Left: the domain D constituted by small circles concentrated in the four corner
with an additional centered ball of radius 0.5 with a refractive index n = 0.5 inside. Right:
Indicator function Z on the grid of 100 x 100 sampling points on [—3.2,3.2] x [—3.2,3.2]
with p = 0.33, k = 3 and the noise level to be § = 1%.

indeed better qualitative aspect in relation to the local density of the small scatterers than
the one given by the Linear Sampling Method in Figure 3 (right).

A second example of densely distributed obstacles is shown in Figure 3.9 where we have
a fewer number of scatterers. We observe that the indicator function works even better in
this case, providing more accurate results than the LSM method shown in Figure 1.6.
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Figure 3.8: Indicator function Z on the grid ) indicated in Figure 3.3 (left) for the scatterers

shown in Figure 3 (left). We chose the parameter p =
Left: Reconstruction obtained for wavenumber £ = 3 and p = 0.57.

b = 1%.

310(2,Dp)
k

Reconstruction obtained for wavenumber £ =4 and p = 0.37.
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Right:

Figure 3.9: Left: the domain D constituted by 1257 small circles of radius 0.02 having a
constant index of refraction n = 2. Right: Indicator function Z on the grid ) indicated in

Figure 3.3 (left). The noise level is 6 = 1% and we chose p =

k=4.

The case of f # 1

3n0(2,Dy
k

) for a wavenumber

The previous imaging algorithm can be adapted for f—averaged Steklov eigenvalue with
f = e for ¢ € N*. The steps are outlined as follows:
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1. Let p > 0 be a given parameter. Choose D, to be the ball BY of center y € R™
and radius p satisfying the condition k* < ng(n, Dy), the first Dirichlet eigenvalue of
(1.35).

2. For each sampling point y, make a change of coordinates for the measured data so
that the center of coordinates becomes y. This means that the far field operator F
becomes, in the new coordinate system,

(F,g)(2) := /S g(d)yu>(z,d)e M =Dvqs(d), &€ S. (3.49)

Evaluate the eigenvalue p(y,n) of problem (2.35) from the measurements F; and the
analytically computed F}* using the GLSM method described by Theorem 4.

3. Plot the function Z : y — p(y,n) — firefq(1) (defined in (2.42)) for y sampling the
probed domain containing the inclusions.

Figure 3.10 shows the indicator function Z for the configuration depicted in Figure 3.5
(left) for f = €. The expected lower sensibility is confirmed, and the result differs from the

GLSM, k =3, p = 0.43
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Figure 3.10: Indicator function Z on the grid ) for the scatterers shown in Figure 3.5 (left)
with f = €?, p = 0.43 and k = 3. The noise level is § = 1%.

one of Figure 3.5 (right) as halos form around the areas with the highest concentration of
scatters. Let f = e and let w; be the eigenvector of (2.35) associated with the eigenvalue
pu(k,n, Dy, €”). For allw’ € Hj(Dj) (defined in section 2.4), Theorem 15, gives the following
expression:

p(k,n, Db,eia) = —/ dyw f = k2/ nwyw'dr — Vuw, Vuw'dz. (3.50)
an Db Db
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Set v := %ew the solution of Av+ k*>v = 0in D, and v = €? on dD,. By integration by

parts, one obtains:

w(k,n, Dy, e®) — p(k, 1, Dy, ) = kQ/ (n — 1w vdz. (3.51)
Dy,
Thus, the difference p(k,n, Dy, e?) — u(k, 1, Dy, €?) can be interpreted as the w;v-mean of
n — 1 in Dy. Since the Bessel function of first kind of order 1 is an increasing function
that vanishes at » = 0, the scatterers near the center of D, have little to no impact on the
eigenvalue, which explains the halos in Figure 3.10.

Remark 7. We numerically observed that, for a fized radius p, only the f—averaged Steklov
eigenvalues in the form €' for ¢ = 0 or ¢ = 1 can provide meaningful numerical result.
The function P, used to determine the f—eigenvalues (defined for f =1 in (3.48)) does not
have a sharp peak for ¢ > 2. Due to potential noise in the data, the eigenvalue can not be
efficiently recovered. This is illustrated in Figure 3.11 where the function P, is shown for
four values of ¢ = 0,1,2,3 on a simple setting. To overcome this issue, one can consider a
larger radius p.
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Figure 3.11: The indicator function P,(u) given by (3.48) for f = €’ and D = D, = B
with p = 0.5, n|p, = 2 and k = 2 with 1% of added noise. From left to right and top to
bottom: ¢ = 0,1,2,3. The f—averaged Steklov eigenvalue is represented with a red dashed
line.
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4.1 Introduction

This chapter is motivated by the study of fixed-frequency inverse scattering problems using
multistatic data. Specifically, our objective is to develop a new inversion algorithms that
avoid the use of forward solvers, in the sense of linear sampling methods [11, 15], and that
can be applied to the imaging of complex media. This new class of algorithms uses spectral
signatures to infer either an indicator function for defects or averaged values of material
properties [7, 12, 10].

An example of spectral signatures is the so-called transmission eigenvalues ([15, 24]).
Their connection with the material properties of the scatterer [15] and the possibility to
recover them from the far field data [14, 8] have led to an imaging method in [7] that provides
a quantitative indicator of crack density. The latter inspired the development of analogous
imaging algorithms at a fixed frequency. In these algorithms, transmission eigenvalues are
replaced by artificial spectral parameters associated with artificial backgrounds [12, 10].

The utilization of artificial backgrounds for the construction of spectral signatures or
for the design of imaging algorithms has been explored in various ways in the literature
([23, 22, 5, 34, 20, 1]). The objective of this chapter is to focus on the concept of averaged
Steklov eigenvalues as introduced in Chapter 2 and in [12, 10]. The main advantage is
that the spectrum is very simple, since it contains only one non-trivial eigenvalue. This has
significant implications for the robustness and accuracy of the associated imaging algorithm.

The novel contributions are threefold. Firstly, we present a more general definition of
averaged Steklov eigenvalues by formulating the underlying impedance boundary condition
with an abstract boundary operator of finite rank M > 1. This results in a spectral
problems with M non-zero eigenvalues (the parameter M can be chosen arbitrarily). In
fact, the abstract model includes the explicit models used in [10] with M = 1. Further
examples of such operators with M > 1 are provided in the numerical section.

The second new contribution is the analysis of the so-called Inside-Outside Duality
Method (IODM) [31, 43] which is used to retrieve these spectral parameters. This is in
contrast to the work in [7, 10], where a different method based on the Generalized Linear
Sampling Method is employed. The IODM was initially proposed for Dirichlet eigenvalues
[13]. Tt has since been extended to the identification of transmission eigenvalues in [13, 50]
under some restrictive assumptions on the material parameters. For a special design of the
background parameters in [35, 0] these restrictions were removed. In the present work we
will show that the simple structure of the impedance boundary conditions allows a necessary
and sufficient condition to characterize the spectral parameters in terms of the phase of the
eigenvalues of a modified far-field operator.

Since there are only a few spectral parameters, the IODM allows a simple numerical
implementation (compared to the cases in [50, 35]) and provides a faster and more reliable
alternative to the method in [8]. This constitutes the core of our third novel contribution.
The efficiency of this method is demonstrated by revisiting the imaging algorithm in [10]
in which the IODM is employed to identify the spectral parameter and reconstruct the
averaged values of the refractive index.

The chapter is structured as follows. Section 4.2 is dedicated to the definition of the
artificial background with an abstract formulation of the associated impedance boundary
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conditions. We then define the associated averaged Steklov eigenvalues (referred to as
B—eigenvalues). In Section 4.3 we introduce the inverse problem for inhomogeneous media
and define a modified far field operator relative to the artificial background. A key factor-
ization of this far field operator in then given. Section 4.4 contains the main theoretical
result of this work, which is the characterization of the B—eigenvalues using the IODM.
In Section 4.5 we propose some validating numerical tests against analytical expressions
obtained for circular domains. We then propose an algorithm implementing the IODM that
can be used in the imaging algorithm proposed in [10]. We conclude with some validating
numerical examples where we reconstruct the average value of refractive index of the probed
medium from noisy far field data. Some technical results are given in an appendix.

4.2 B—Averaged Steklov Eigenvalues

The motivation of the following developments is to infer some macroscopic properties of
the refractive index n from measurements of the far fields associated with incident plane
waves. To do so, we shall further develop the approach proposed in [7] by exploiting the
notion of modified transmission eigenvalues relative to some artificial background media. In
the context here, these eigenvalues correspond with Steklov-like eigenvalues since we shall
use a background media that correspond with a generalization of the one introduced in
[12, 10]. More precisely, we shall consider the following model for the background media:
the total field for the artificial background media, denoted by w, € H. (R™\D,) satisfies
the following equations

Aub + kQUb =0in Rm\Db,
puy + B(9,up) = 0 on 0D,
up = ui +u’

. ou? . 2 -
Rgrfoo Jiaizr |52 — ikug|?ds = 0,

(4.1)

for some incident field u’ and for some parameter u € R. The domain D, C R™ is supposed
to be regular bounded and simply connected. For simplicity, we assume that D C D,. This
assumption can be weakened as we shall later explained in the numerical section (Section
4.5).

The operator B : H~2(8D,) — Hz(dD,) in the boundary condition in (4.1) is supposed
to be of finite rank. More specifically, in all of the following, we assume that the following
hypothesis holds true for the operator B.

Assumption 25. There ezists a family of M vectors {eq,...,enst C Hz(9D,) which are
orthonormal with respect to the L*(ODy) scalar product and a positive real constant A such

that:
M

B6) =&Y () b opy b opy G W € H2(0Dy). (4.2)

i=1
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This assumption implies in particular that the operator B satisfies:

for all ¥, € H _%(8Db). In fact, this property (4.3) is also a sufficient condition for the
operator B to be of the form (4.2) (see 4.6.1).

Using (4.3), one can prove, by standard variational techniques, that the direct problem
(4.1) is well posed. The details are also given in 4.6.1.

Definition 5. A non zero real p is called a B—averaged Steklov eigenvalue (in short
B—eigenvalue) if there exists wy € H'(Dy) non trivial solution of

Awg + k*nwy = 0 in Dy, (4.4)
pwo + B(0,we) = 0 on 0D, '
Then one can construct M functions w; € HY(Dy), i = 1, ..., M solution of:
Aw; + k*nw; = 0 in Dy, (4.5)
w; = e; on 0Dy,

It is then easily verified that these functions are eigenvectors of B—eigenvalues p; given by:

pi = —rK(Qw;, e;) = /Q(kQ/

Dy

n\wi|2dx—/ |Vw;|2dz). (4.6)
Dy

In fact, we prove that these are the only possible eigenvalues if k? is not a Dirichlet eigenvalue
of (1.35) as stated in the following theorem.

Theorem 26. Assume that k? is not an eigenvalue of (1.35), then there are only M non
zeros real B—eigenvalues (including multiplicity). These eigenvalues are given by (4.5).

Proof. Let p be an eigenvalue of (4.4) and denote by u its associated eigenvector. From the
boundary condition, we deduce that u|sp, € span(ey,...,enr). Since k? is not a Dirichlet
eigenvalue, we deduce that there exists M complex numbers «q,...,a)p; such that v =
Zi]‘i1 a;w; where the w; are defined in (4.5). Inserting this expression in the boundary
condition, one obtains

a;(p—p;) =0, 1=1,...,M. (4.7)

This shows that there exists i < M such that g = u; (otherwise u would be trivial). 0

These B—eigenvalues corresponds to the values of p for which one can construct an
incident field v’ € H'(Dy) solution of Au’ + k*u’ = 0 in D, for which uj = u* in R™\D,
where u®,u; are respectively solutions of (1.1), (4.1). More explicitly, for p = p;, this

incident field is given by u’ = w; — u$ where u$ € HJ (R™) is the solution of:

Aug + k*uf = k*(1 — n)w; in R™,
{ ’ ! ’ (4.8)

. ou? . 2
rll)inoo f\w|=7‘ |52 — iku3|* = 0.
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4.3 The far field operators and statement of the in-
verse problem

The algorithm we propose is based on retrieving the B—eigenvalues from the operator
F. This will be done by incorporating the far field operator associated with the artificial
background defined by (4.1). We therefore similarly introduce the operator F}' : L*(S) —
LA(S) defined by
(F9)(@)i= [ 9@ (e das(@), & €, (4.9
S

where u°(.,d) is the far field associated with uj(.,d) the scattered field in (4.1) with u’ =
u’(.,d). This operator is computed numerically or analytically if D, is a sphere. Then we
define the modified far field operator

Fti=F— F (4.10)

One of the main results of this chapter is to show that B—eigenvalues can be determined
by applying the inside-outside algorithm to the operator

F! .= ~S, F", (4.11)

where S, == I + %’“Fb“ is the scattering operator associated with the background. This

is done in the next section. As a preparatory material, we establish first some needed
properties of these far field operators.

4.3.1 Properties of the far field operators
We introduce the operator Hg : L2(S) — H2(8D;) defined as:

Hpg = Oyupglop,, (4.12)

where uy,, is solution of (4.1) with u’ = v, the Herglotz wave function defined in (1.5).
For u, solution of (1.1) with u' = v,, set

(4.13)

w* i =uy —up, in R™\ D,
w = Uy in Dy,

so that F*g = w™ the far field associated with w®. By linearity, we obtain that the pair
(w,w®) € H'(Dy) x H._(R™\ D) is solution of:

loc

(

Aw + k*nw = 0 in Dy,

Aw® + k?w® = 0 in R™\ D,

we + %B(&,ws) — w4+ iB(@Vw) on 0Dy, (4.14)
d,w — O,w® = 1) on Dy,

: ows - s|2
| fo 8 b =0
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where 1) = 0, uy 4.

The solution of this problem is linear with respect to i In fact, one can write w = w D—{—iw N
(respectively w® = w$, + iwf\,) where (wp,w$,) and (wy,w?,) do not depend on u and are
solution of

( Awy + k*nwy = 0 in Dy, ( Awp + k*nwp = 0 in Dy,
Awy + kw3 = 0 in R™\ Dy, Aws, + k2w, = 0 in R™\ D,
wy — w3y = —B(1) on 9Dy, wp — w} =0 on 9Dy, (4.15)
Oywn — d,wy = 0 on 0Dy, dywp — O,wi, =1 on 0Dy,
w3, . ows .
li =N _ gk 2 — 1 =D _ jkws 2 _ 0.
\ r—1>$1c>o f\x|:r or ! wN‘ 07 \ 7’—1>I—Eloo flx‘zr or ¢ wD’

Lemma 27. Problem (4.14) is well posed for all 1 in H=2(0Dy). Furthermore, the solution
(w,w®) of (4.14) with source term 1 satisfies the estimate for any compact set Q that
contains Dy:

||Aw||L2 Db)+||Aw ||L2 (Q\Dy) +||w ||H1(K\Db +||w||H1 (Dy) = < (Ci+- C2)||¢||2 (4.16)

H™2(0D,)’

where Cy,Cy > 0 do not depend on ¢ and p. In addition, by elliptic regularity, for any
compact set 0 C R™\ Dy, there exists a constant Cy, > 0 independant from 1 such that

w20y < Call Il -

ko (4.17)

Proof. This result is a direct consequence on the well posedness of the problems (4.15) and
the linearity of the solution of (4.14) with respect to }% O

Define the operator Gg : H=2(9D,) — L2(S) such that: Gz(¢)) := w™, with w™ being
the far field of w® the solution of (4.14). We then deduce the following factorization:

F¥ = GHp. (4.18)

In the following, we shall further expand the factorization of the operator F* and write
it in the form SyHzTrHp, with a particular operator T whose injectivity is related to the
B—eigenvalues. We first state a lemma that characterizes the adjoint of Hyz denoted by
Hy : H2(OD,) — LA(S).

Lemma 28. The operator Hp is injective and its range is dense in H’%(an). Moreover,
the adjoint operator Hy is defined by: Hizd = vSyw™ for all ¢ € H%((?Db), where W™ is
the far field pattern of w € H} (R™\Dy) solution of:
AW + k2w = 0 in R™\D,,
W+ B0, @) = ¢ on 9D, (4.19)
lim f|:p\:r L — ikw]* = 0.

r—-+00
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Proof. We first prove the last part of the lemma. Let g € L*(S). Applying Green’s formula
twice, one obtains

0 = fBR\Db(A{U_V—i— kzw_v)uagdx
= f@BR (d,ﬁui’g = Ea,,u,f’g)ds = fan(&,ﬁub,g — WO up 4)ds (4.20)
+ fan(&,Evg — WO,vy)ds.
Using the Sommerfeld radiation condition, one gets

lim (0w, — WO, uf ) )ds = —2ik / @ (d)ups (d)ds(d). (4.21)
R=to0 JoBg ’ ’ s ’

We recall that the far field w> admits the following expression:
yw™(d) = —/ (O w(z)e* 4 — 9,y e” ™ 1w)ds(x). (4.22)
oD,
Thus, replacing v, by its expression, one obtains:
—ﬁ/g(d)ﬂ?oo(d)ds = / (0, Wv, — W, )ds. (4.23)
S oDy

Using the boundary condition of w and wuy, 4, we deduce that

fan(&,ﬁub,g — WO up,)ds = Jop, (8,,5(—&6(8,,1%,9)) — WO, up,g)ds
3 (4.24)
= — fan al,ub7g¢ds,
where, for the last equality we used the fact that B is self-adjoint. Equation (4.20), (4.21),
(4.23) and (4.24) give

o Oyup gpds = Zik/gﬁ_oo(d)ugfg(d)ds(d) +7/Sg(d)ﬁ°0(d)ds. (4.25)

Hence, using the definition of Hp, we get:

(HB9:9) -3 oppy b opy = 19 0F)r2e) + 2ik(F*g, w™) (426

= J(Sbg, W) r2(s).-

We then conclude that Hg*¢p = vS;w™.

We now prove the injectivity of Hz. Assume that Hzg = 0 for some g € L*(S). This implies
in particular that d,uy 4|op, = 0 and w;, , vanishes on 9D, by the boundary condition, which
gives u; , = —v, in R™\D,. Therefore the Herglotz wave function v, which satisfies the
Helmhotz equation in R™ also satisfies the radiation condition. This proves that v, = 0
and then g = 0 ([20, Theorem 3.19]).

We know prove that Hp has dense range by showing that Hj is injective. If Hz¢p = 0
then vS;w*> = 0 for some ¢ € H%(E)Db). Using Rellich’s lemma and the fact that Sy is
unitary (see Proposition 40) and therefore injective, we infer that only ¢ = 0 satisfies the
equality. O]
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The previous lemma implies in particular that SyHzg" = ~yw™.

operator Ty : H2(0D,) — Hz(8D,) defined by

Let us introduce the

Te(v) = w + %B(@,,w) —w + il’)’(&,ws) (4.27)

where (w,w?®) is the unique solution of (4.14). We then have Ggi) = SyHg" Tp). We deduce
from (4.18) that F* assumes the following factorization:

v = SyHpTsHs. (4.28)
Using the fact that S is unitary (see Proposition 40 in section 4.6.2), we infer that
F = HjTzHp. (4.29)
20k

In addition, let us also observe that the operator S := I + |7|2F is unitary due to the fact
that S and .S, are unitary. This also implies in particular that F is a normal operator.

4.4 The inside-outside duality applied to F

Consider the case where i # 0 is not a B—eigenvalue. Since F is a compact normal operator,
there exists an orthonormal complete basis (g;)jen of L*(S) such that Fg; = );g; where
(Aj)jen are the eigenvalues of F that accumulate at 0.
Exploiting the fact that S is unitary, we deduce that the eigenvalues of F lie on the circle
of radius % and center % We set \; 1= %(ei‘% — 1) with €% being an eigenvalue of S,
d; €10,27) and define
Ox(pt) = max;>y j,
(4.30)

2 .
s = %(625* —1).

We then can state the main theorem of this section:

Theorem 29. Assume that k* is not an eigenvalue of (1.35). uq is a B—eigenvalue if and
only if 0.(p) — 27 as p — po with p > po.

This theorem is a straightforward corollary of Proposition 34 (sufficient condition) and
Proposition 36 (necessary condition). In order to prove these propositions, we first establish
some properties of the operator T in the factorization (4.29).

4.4.1 Some key properties of the operator 1j

One of the important ingredients of the inside-outside duality is the link between the ker-
nel of the operator Tp and the B—eigenvalues. The latter is proved in the following lemmas.

To shorten the notations, the duality product (.,.) will be denoted (., .)

HZ(8Dy),H™ 2 (8Dy)
or in an abuse of notation as an integral over dD,.
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Lemma 30. The operator Ty satisfies the energy identity:
S (Tovv) = [ [0™Pds, v € H 40Dy, (4.31)
s

where w™ is the far field pattern of w®, with (w,w®) being the solution of (4.14) with source
term 1.
Proof. Let ¢ € H_%(an), using that ¢ = d,w — J,w*, we get
1 — 1
(T, ) = / 0, w(w + ;B(@Vw))ds - / d,ws(w® + ;B(&,ws))ds. (4.32)
oD,

oDy

Let us focus on the last term of the previous equality. Using Green’s formula on a ball Bg
of radius R > 0 large enough, one obtains:

= — fBR\Db wé (Aw® + k*nw?)dx
= fBR\Db [Vw®[*dz — k? fBR\Db n|w*|*dx

R (4.33)
+ik faBR |w*|>ds — faBR(&,wS + ikws)wds

+ fan O, wiwids.
Substituting the expression of [, p, Ovwiw’ds in (4.32) gives
(T, ) = fan 0, wwds

+ fBR\Db |Vws|?dx — k? fBR\Db n|w® |*dx )
+ik f(‘)BR |w*2ds — faBR(&,W + ikw®)wds
—i—%fan (0, w)0,w — 1faD $)0,w*.
Taking the imaginary part of this equality while letting R — +00, we obtain
Sm Ty, ) =k [glw>|*ds +Sm [, 0, 0wds, (435
=k [ |w>®|*ds — k? be Sm(n)|w|?dz,
where for the last equality, we used that Aw + k*nw = 0 in D, O

Proposition 31. Let u € R*. p is a B—eigenvalue if and only if there exists a non trivial
W e H™2(dDy) such that Sm (T, ) = 0.

Proof. Assume that p is a B—eigenvalue. We denote by wy € H'(D,) its associated eigen-
vector. Set ¢ = 0,wp|sp, which is necessarily non trivial. Consider (w,w?®) the associated
solution of (4.14). We then get thanks to Green’s theorem:

<T8w7 1/}> = fan wo,wods + i fan d,w_oB(&,w)ds

(4.36)
= fan w_oa’/wds + /% fan awa(a,,w_o)ds = 07
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where we used the fact that B is self-adjoint and the fact w,wy verify the same inhomo-
geneous Helmholtz equation in D,. Conversely, assume there exists ¢ € H ’%(an) non
trivial such that Sm (T, ) = 0. By Rellich lemma, this implies w® = 0 in R™\ D,, where
(w,w?®) is the solution of (4.14) with source term . In particular, we get w®|sp, = 0 and
d,w®lop, = 0. Thus, u is a B—eigenvalue associated with the non trivial eigenvector w. [

We conclude this section by showing that T is a Fredholm operator of index 0.

Lemma 32. Ty admits the following decomposition
Ts =Ty + K, (4.37)
where K is compact and Ty 1s coercive. More precisely, there exists a o > 0 such that

(T, ) 2 all0l, (4.38)

Proof. Let ¢,9' € H’%(ﬁDb) and (w,w?®) (respectively (w’, w®)) the solution of (4.14) with
source term v (respectively v¢'). Exploiting the definition of T, one can deduce:

(Ts,0') = [yp, ¥'(w+ LB(O,w))ds = [, @' (w® + L B(d,w*))ds
= fan O, w'wds — fan O, wswids (4.39)
+ faD O, w'B(0,w)ds — L 5 Jop, O L w's B(0,w*)ds

Let Bg be a ball containing Dy, for R large enough. We define the operator Ty : H —3 (0Dy) —
Hz(0D,) as: - -
<T0¢7 ’lp/> = fBR\Db szvw/sdl‘ + fBR\Db wsw,sdl‘

o o (4.40)
+ [p, VoVuw'de + [, wuw'dz,
and K : H-2(0D,) — Hz2(dD,) as:
(K, 'y = —(1+k?) fBR\Db wiw'sdzx
—(1+ &) [p, nuww'de
(4.41)

—faBR O, wswds
+faD(9wB(8w lfaDawB(aw)

Thus, one can write Tg = Ty + K.
Since ¢ = 0, w — J,w*, we deduce that

2 < 2 2
1012, gy 20001y N0,y ),

< 2([VwllZap,) + 1AW L2,y + IV L5, + 1AW 72 BR\Db)() )
4.42
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Using the fact that w and w® satisfy the Helmholtz equation, one can therefore deduce the
existence of some a > 0 such that

< (HwH%{l(Db) + ||ws||12L11(BR\Db))a

2 (4.43)
= (Top, ) .

The compactness of the operator K is a direct consequence of a priori estimates in Lemma
27, trace theorems, Rellich’s compact embedding theorems and the compactness of the
operator B. O

2
-

One of the consequences of the previous decomposition of Tz in Lemma 32 is that if
(o is not a B—eigenvalue, the eigenvalues A; of the operator F accumulate at 0 from the
right, that is Re(A;) > 0 for j large enough ([11, 13]). This is equivalent to say that ¢; (the
argument of \;) converges to 0 as j goes to +00. In contrast, Theorem 29 states that when
u approaches a B—eigenvalue, the eigenvalue A, () approaches 0 from the left as illustrated
in Figure 4.1. In addition, if p is not a B—eigenvalue, Lemma 6 and 8 imply Tj is coercive
[11], that is there exists a constant o > 0 such that for all ¢ € H2(9D,)

[(Tsv, ) | = all¥l, (4.44)

1 .
T2(0Dy)

0 0+ (1)

Figure 4.1: Ilustration of Theorem 29. Left: The eigenvalues of F accumulates at 0 from
the right (in blue) while A\.(x) (in red) approaches 0 from the left as u approaches the
B—eigenvalue. Right: The argument of the eigenvalues of S accumulates at 0 (in blue)
while 6,(x) (in red) approaches 27 as p approaches the B—eigenvalue.

We dedicate the two next subsections to the proof of Theorem 29.

4.4.2 Proof of the sufficient condition in Theorem 29

Since we will be dealing with convergence of sequences that depend on i, we shall explicitly
indicate the dependence on p in the notation for the operators (in particular, the operator
F(u) is factorized as Hy(u)Ts(p)Hp(w)).
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Proposition 33. The mapping p — Tp(p) is continuous from R* to the space of linear
bounded operators from H=2(0D,) to Hz(8D,) endowed with the usual operator norm.

Proof. The proof is a direct consequence of the linear dependence with respect to % of the
solution (w,w?®) of problem (4.14) (see (4.15)) and the expression of Tjx(f). O

Proposition 34. Let j1p € R* and I = (po—e¢, po+¢)\{pwo} for some ¢ > 0 sufficient small
such that no p € I is a B—eigenvalue and such that 0 ¢ 1. Assume there is a sequence
(pj); of elements of I such that

i — o and 0u(pj) — 2m. (4.45)
Then g is a B—eigenvalue.

Proof. Consider the sequence ¢; = ﬁ%[g(ﬂj) gj, where g; is the normalized eigenvector
of F(u;) associated with A.(p;). We then have by assumptions

R 22 o
(Ts(15) i, i) )] 1. (4.46)

Assume by contradiction that p is not a B—eigenvalue.

In that case, the operator Tg(p;) is coercive for every p; € I. Using that u — Tg(n)
is continuous in the operator norm, we infer that the coercivity constant can be chosen
independent from € T (see Lemma 41). The coercivity of Ts(p;) and identity (4.46) show
that (¢;); is bounded and therefore weakly converges (up to a subsequence) to some ¢ in
H=2(0D,). Denote by (wj, w3) (respectively (wo,wj)) the solution of (4.14) with ¢ = ¢;
(respectively ¢ = ¢g). From Lemma 30, one gets:

S (Talis oy 5) = [ s (4.47)

Since the application ¢ € H~2(dD,) — w™(1p)) € L*(S) (where w™(¢)) is the far field
pattern of w® solution of (4.14) with source term ) is compact, then Sm (Tg(1;)¢;, ¢;)
converges to Sm (Ts(po)po, ¢o). Identity (4.46) implies that lim;_, o Sm (Tp(p;)p;, ¢;) =
0 and therefore ¢y = 0 by Proposition 31.

Recall that Tg(p;) assumes the decomposition Tg(p;) = To(p;) + K (pj), where To(p;) is
real coercive and K(y;) is compact. Let us show that lim; . (K (y;)p;, ¢;) = 0. From
the decomposition shown in Lemma 32, we get that

(K ()i i) = —(L+E) w53 500
—(1+ &) (nwj, w;) i (py)
- (4.48)
- faBR dywjwids

+#ij Jop, 0w B(0,w;)ds — t Jop, OvwiB(O,w$)ds.
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The first three terms converge to 0 by the same arguments as in the proof of the compact-
ness of K (u;) for p; fixed in Lemma 32. We conclude in the same way for the last two terms
using that the sequence i converges to ;%o This shows that lim;_, o (K (15)¢;, ¢;) = 0.

We deduce that (up to a subsequence) (To(p;)¢;, ¢;j) converges to —1 which is a contradic-
tion since (Ty(15)e;, ;) > 0 for all j € N (Lemma 32). O

4.4.3 Proof of the necessary condition in Theorem 29

For the proof of the necessary condition, we use the Cayley transform associated with S
([43).

Assume that p is not a B—eigenvalue. Then 1 is not an eigenvalue of S because F is injective
and we can define the Cayley transform:

T :=i(Id+S)(Id—S)™".
T is self-adjoint and has a discrete spectrum. We have the equivalence e+ is an eigenvalue
of S if and only if cot(d,/2) € R is an eigenvalue of 7. Applying Courant Fischer min max

principle to T, we get:
cot(d,/2) =  inf M
GeH" 3 (aDy) ST (T, )

Let po be a B—eigenvalue associated with the eigenvector wy. For p € R*, define
(w(p), w*(p)) the solution of (4.14) with source term ¢ = J,wy. From the linearity of
those solutions with respect to i (see decomposition (4.15)), one can obtain the following

expansion:

. (4.49)

wp) — wy = (= — —Jul, (4.50)

where w9, does not depend on p and is solution of (4.15) with ¢ = 9, wy.

Proposition 35. Let pg be a B—eigenvalue associated with wy. For p € R*, define
(w(p), w*()) the solution of (4.14) with source term ¥ = O,wy and parameter . Then

(1) 300, By iwg) — (i - M%) (B(@yws), Do) + (i _ i)? (B@,u), ). (451)

Proof. According to the definition of Tp(u), we get:

(T ()it Duit) <w(u) + B0 aywo> | (4.52)

Since — (Tx(po)0,wo, 0,wp) = 0, we can add it to the previous equality and by rearranging
the terms, one has

(T(1)0ywo, O,wo) = <(w(u) — wp) + %B(&,w(u) — dywy), 8,,wo>+(l—i) (B(d,wp), d,wp) -

Ko Ho
(4.53)
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The previous equality can be rewritten using (4.50) as:

1 1 1
<TB(M)81,’UJ(), &,wo> = (; — Iu—) <<U)?V + EB(&,w?V), (9l,w0> + (B(d,wo), anO>) . (454)
0
Using Green’s theorem, we have:
0 =— be(Aw?\, + k*nwd ) wodx = fan (0, wewd — O, wSwg)ds
(4.55)
= <w?\, + iB(&,w?\,), 8l,w0> :

Expression (4.51) is obtained by substituting (w%;, 9,we) in (4.54). O

We possess all the ingredients to prove the following necessary condition.

Proposition 36. Assume that g is a B—eigenvalue and k* is not an eigenvalue of (1.35).
Then 6,(un) — 2w as p — po with p > fig.

Proof. The proof uses the positiveness of the B operator. Let us first show that the first term
in the decomposition (4.51) is non zero. Assume by contradiction that (B(9,wy), 0,wq) = 0.
Using the form of B in (4.2), one has that (0,wp,e;) = 0 for all ¢ < M which implies
B(0,wy) = 0. Using that po # 0, one obtains thanks to the boundary condition that
wolap, = 0 which contradicts the assumption on k%. Hence, we have (B(d,wy), d,wg) > 0.
Let pp be a B—eigenvalue associated with the eigenvector wy. Then we have for p in a
neighbourhood of p:

cot(0.(p)/2) =  inf R(Ts(p)v, ¥) < R (T(1t) 0w, O, wp)

) 4.56
serr N o S Ts ()0, ) ~ S (L) Buwo, Do) (4.56)

with Sm (Ts(p)0,we, O,we) > 0 thanks to Lemma 30. From the previous Lemma, we
conclude that:

R (Ts(1)Dywo, dwe)  (B(Oywo), dywo) + (; — 7o) Re((B(D,wy), Owo))

Sm (T(1)0,wo, Owo) (i - #io)%m (Tp(1)0,wo, Oywo)

— —oc0,  (4.57)

as (b — o with g > pp. Combined with 4.56, this proves the claim of the proposition. [

We end this section by a result that indicates how one can also recover an eigenvector
wy associated with p. The proof is similar to the one in [6].

Proposition 37. Let pg be a B—eigenvalue. Take the sequence

Hu)as
b, = (/‘Lj)g]

= : (4.58)
1H ()95 -1 0,

and (wj,w3) the associated solution of (4.14) with source term ;. Then, ¥; admits a sub-

sequence which converges strongly in H_%(an) to d,wy, the normal trace of an eigenvector
wo of (4.4). Here, g; is the normalised eigenvector of ¥ (p;) associated with A (j1;).



Chapter 4. Averaged Steklov Eigenvalues, Inside Outside Duality and Application to
Inverse Scattering 81

Proof. Since the sequence (¢;); is bounded, it weakly converges (up to a subsequence) in
H~2(dD,) to some 1 (and w;, w$ converge weakly to some wo, w§ in H'(Dy) x H' (Br\Dy).
Observe that:

A (1)
(T (1) 05, 05) = 05704 (4.59)
P A ()]
where 6, := |)\*(;Lj)|/||H(uj)gj||§r%(an) is real and &%;I converges to —1 by Theorem

29. Using similar arguments as in Proposition 34, one can prove from equation (4.59) that
Sm (Tp(to)o, o) = 0 and therefore wy satisfies (4.4). Let us show that (¢;); converges
strongly to 1y and that 1)y is non trivial.

Using the fact that 4 — Tg(p) is continuous, up to a subsequence, one can show that the
sequence (6;); converges to some 6y > 0. From the decomposition in Lemma 32, we have:

(To(pg) 05, ¥5) = (L) s, s) — (K ()5, 05) 5 (4.60)

where (Ts(115)1;, ;) converges to some negative number and (K (u;)v;, ;) converges to
(K (p0)%0, v0) (see the proof of Proposition 34). Therefore, we deduce that lim;_, o (To(p;)%;, ;)
exists and that

i (To(ps )5, 50 < = (K (po)po, Yo (4.61)

One can observe using the definition of K (p) that (K (uo)vo, Yo) = — Honl%Il(Db) and, using
the coercivity of Tj, show that

im (lw oy + 15y ) < lwoliingo,, (4.62)

which is enough to prove the strong convergence of w; toward wq in H'(D,) and the strong
convergence of w$ in H'(Bg\Dj) toward 0. Those convergences are sufficient to demonstrate
that ¢; = 0,w; — d,w; strongly converges to 1y = J,wp. Since for all j € N, |||
1, we have ¢y # 0.

H™3(9Dy)

Remark 8. In the context of imaging algorithms, the assumption D C Dy, while practical
for the presentation of results, is both restrictive and inappropriate, as obstacles may exist
outside the region Dy. To properly formalize this scenario while maintaining the structure
of the proofs, particularly to keep an eigenvalue problem within Dy, we exclude the cases
where D intersects 0Dy, (as depicted in Figure 1.7) and the transmission eigenvalues ([15])
k? associated with the operator F.

The contribution of the obstacles Qp = D\D, (the component of D outside of Dy) leads
to the following modifications of the operators Hg : L*(S) — H~2(8D,) x L2(Qp) and
Tg : H™2(8Dy) x R(Hg) — H2(0D,) x L*(Qp):

HBg - (auub,g|8Db7 ub,g|QD)7

(4.63)
Ts(v,u) = (w + L BO,w), —=k*(1 — n)(u +w?)lap),
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where (w,w?®) are solution of:

p

Aw + k*nw = 0 in Dy,

Aw® + Ew® = k*(1 —n)(u+ w®)|q, in R™\Dy,

w® + /%B(&sz) =w+ iB((?,,w) on 0Dy, (4.64)
O, w — O, w* =1 on OD,,

: ow® - 512
| foe =t =0

and R(Hg) denotes the closure of the range of Hp in L*(Qp). The decomposition in Lemma
32 still holds provided that n > 1 in Qp.

4.5 Numerical validation of the inside-outside duality
method

The goal of this section is to provide a numerical validation for the inside-outside duality
method inspired by Theorem 29. Our numerical experiments will be conducted in dimension
2, meaning for m = 2.

4.5.1 The case of a disc

Consider the simple situation where D = D, = B, is a disk of radius p > 0 centered at the
origin. We assume that n is constant inside B, and n = 1 outside. For Q a subset of N, we
use as operator B in the background problem (4.1) the one defined by

B = (1, eq) ¢, (4.65)

qeQ

where e,(0) := ¢4 0 € [0,27). In that case, the B—eigenvalues, denoted pif q assume the
analytical expression (16) for ¢ € Q.

The far field pattern F'g due to a Herglotz wave function of the form (1.5) as an incident
field with density

9(0) = gme™, (4.66)

takes the form '
Fg(0) = ttmgme™, (4.67)

where

o m \/§ Tra(kp) T (kp/10) — /11 (k) Ty, (/) (468)
" ko —Jw(kpy/n)H}) (kp) + /), (kyv/np) Hy, (kp) ‘

Similarly, one can derive an expression of the background far field as:

Fl'g(0) = Bugme™, (4.69)

meZ
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where

. —iT  pum(kp)+2mpkJ., (k
By = —i™ /8%e i _pIm (kp)+2mpkJy, (kp) me o

Y (kp)+2mpk HY (kp)

. 5T JIm(k .
By = —1™ /5Tt mlke)  otherwise |

HYy (kp)

(4.70)

We clearly observe that the eigenvalues of F# are (a,, — ), m € Z and they are respectively
associated with the eigenvector e,,. Consequently, the eigenvalues of the scattering operator
S are ok ok
i 7 [ —
€ om =1 + T(l - _Bm)(am - Bm)
gl v

where §,, € [0,27) denote their corresponding phases. Observe that only the eigenvalues
for m € Q depend on p.

6 T 6
5 | 5
4 4
©3 ©3
2 2
1 1
0 0

3456 7 8 9 1011 -15 =10 -5 0 5 10
u u

Figure 4.2: For m € {-10,...10}, we plot the curves y — 0,,(p) where D = D, = B,, for
p = 04333, k = 3 and n = 1. Each color (other than red) corresponds to a value of m.
The red dashed line indicates the B—eigenvalue (16) for @ = {0} (left) and Q = {0, 1,2}
(right).

In Figure 4.2 (left), we display the curves u — d,,(u) for m € {—10,...10} and Q = {0}.
We clearly see that the curves for m # 0 are horizontal lines, meaning that they do not
depend on p. The only non constant curve do(u) has a discontinuity at the expected
B—eigenvalue fier0(2). In addition, we observe that do(u) — 27 as u — fiero(2) and
[ > fef 0(2), which coincides with Theorem 29. In Figure 4.2 (right), one can draw similar
conclusions with @ = {0, 1,2} and the presence of 3 distinct B—eigenvalues.

4.5.2 The case of other geometries using synthetic simulated data

We consider a domain Dj, shown in Figure 4.3 is composed of small circular scatterers with
n = 2 that occupy four different regions in the space (see Figure 4.3). The operator F' cannot
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be computed analytically in this case. It is numerically generated by solving the scattering
problem (1.1) using a finite element method implemented with the Freefem++ [37] package.
We use the Perfectly Matched Layer ([13]) technique to bound the computational domain
and model the Sommerfeld radiation condition.

Figure 4.3: Left: The domain D (in red) composed of four areas in the four corners that
we fill with small circular scatterers of radius 0.02 with n = 2 inside

The outcome of our numerical solver is the matrix I (that plays the role of an numerical
approximation of F') with entries

qu = UOO(‘,%I” dq)v 1 S b, q S N, (471)

where 2, = d, = (cos(0)),sin(6,)) with 6, = £27 and where u> is the numerically com-
puted far field. In this following, we take N = 40 and k& = 3.

We shall test the inside-outside duality for the case where the domain D, will occupy two
different regions as illustrated in Figure 4.4 (left) and Figure 4.6 (left). The first one does
not contain any inclusion and the second one contains one the packs of small circles.

Since in the following examples and in the imaging algorithm introduced later, we need
to compute the background far field operator for different positions of the circular domain
D,. We therefore briefly explain how one quickly evaluate this far field operator.

Denote by BY the disk of center y € R? and radius p > 0. The far field pattern ups,
associated with the background problem (4.1) with D, = BY can be expressed as

u (&, d) = e® =Py (3, d), (4.72)

where u3® is the far field associated with D, = B} (i.e the disk of radius p centered at the
origin). The far field pattern assumes the following analytic expression:

upy(&,d) = e 0, (4.73)

meZ
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with & = (cos(6;),sin(6;)), d = (cos(6,4),sin(6,)) and 5, are given by (4.70).
The numerical approximation of the background far field operator F,f , 1s the background
far field matrix ]Ffj , Which entries are:

(ng)pq = ul?,oy(iap? dq)7 1 S b, q S Na (474)

where g, is evaluated using (4.72) and where u;° is approximated by a truncation of the
sum in (4.73), keeping the indices j € Z such that |j| < J. In the following, we use J = 10.

We shall illustrate how the B eigenvalues depends on the position of the domain D; on
the synthetic configuration depicted in Figure 4.3.

5 S {,gj : 6 T —
5
1
4
O o
-1 2
1
=27 $de F S S N (R ——
eh” Al 0 T

3 4 5 6 7 8 9 1011
u

-2 -1 0 1

N

Figure 4.4: Left: The domain D (in red) and D,, the disk of radius p = 0.433 (in green).
Right: Plot of the curves y — 0,,(p) for k = 3 and n = 2 inside the defects. The red dashed
line indicates the analytical B—eigenvalue (16) for constant n = 1 and Q = {0}.

In Figure 4.4 (right), we display (for @ = {0}), the curves p — 0,,(u) associated with
the configuration in Figure 4.4 (left) where D, is a disk of radius p = 1_ks centered at the
origin with k£ = 3. Since there are no scatterers inside D,, we expect the B—eigenvalue to
be equal to firerq(1) for ¢ € Q. In line with the theory, we observe that the discontinuity
for one of the curves occurs at the predicted eigenvalue (represented by the red dashed line)
and a behavior similar to Figure 4.2 (left). In the case Q = {0, 1,2}, we have the same
conclusions as we obtain results represented in Figure 4.5 (right) that are similar to the one
in Figure 4.2 (right). The only difference between the analytical case and this one is that

the curves not associated with B—eigenvalues are no longer independent from pu.

In Figure 4.6 and 4.7, the domain D, is the same disk as before but centered at the
point (2.2,2.2). The reference B—eigenvalues cannot be analytically computed for this
configuration. We numerically evaluate them by solving (4.5) using the finite element
methods implemented in Freefem++. The expression of these eigenvalues is given by (4.6).
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Figure 4.5: Left: The domain D (in red) and D,, the disk of radius p = 0.433 (in green).
Right: Plot of the curves y — 0,,(1) for k = 3 and n = 2 inside the defects. The red dashed
line indicates the analytical B—eigenvalue (16) for constant n = 1 and Q = {0, 1, 2}.

These computed values are indicated in the figures by a red straight dashed vertical line.
The results for @ = {0} in Figure 4.6 and Q = {0, 1,2} in Figure 4.7 show that the inside-
outside duality is capable of correctly identifying the B—eigenvalues for this configuration.

5 o 6 T —
5
1 4
0 ©3
-1 2
. 1|~
—4] e - R —
L i 0 —
-2 -1 o0 1 2 3 4 5 6 7 8 9 1011

u

Figure 4.6: Left: The domain D (in red) and Dy, the ball of radius p = 0.433 centered at
(2.2,2.2) (in green). Right: Plot of the curves p — 0,,(u) for £ = 3 and n = 2 inside the
defects. The red dashed line indicates the approximated B—eigenvalue computed with the
relation (4.6) for Q@ = {0}.

In the imaging algorithm introduced below, we shall use @ = {0} to minimize the
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Figure 4.7: Left: The domain D (in red) and Dy, the ball of radius p = 0.433 centered at
(2.2,2.2) (in green). Right: Plot of the curves p — 0,,(p) for k = 3 and n = 2 inside the

defects. The red dashed line indicates the approximated B—eigenvalue computed with the
relation (4.6) for Q = {0,1,2}.

number of B—eigenvalues that has to be determined. Figure 4.8 indicates the dependence
of the inside-outside duality outcome with respect to noise in the data F. In order to
simulate noise in the data, we change the values of the synthetic data F by adding random
noise of level § to construct the noisy far field matrix F® = F - (1 + §(A + iB)) where the
entries of the matrices A and B are uniformly distributed real values in [—1, 1] and where
- denotes the element-wise product of matrices. Figure 7 clearly shows that the location
of the eigenvalues is very robust with respect to the noise level. This is one of the main
motivations for using these B—eigenvalues in the.

6 \ ..... 6 ‘ ,,,,,,,,,,,,,,,,,, 6 T
5 5 5
4 4 4
‘03 ‘03 ‘03
2 2 2
1 1 1)
0 — o] =25 — 0 —
3456 7 8 91011 3456 7 8 91011 3456 7 8 91011
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Figure 4.8: Plot of the curves p — §,,(u) for £ = 3 and n = 2 inside the defects for the
configuration shown in Figure 4.6 (left), Dy being a ball of radius p = 0.4333 centered at
the origin and Q = {0} Left: 6 = 1%, Middle: 6 = 10%, Right: ¢ = 50%. The red dashed
line indicates the analytical B—eigenvalue (16) for constant n = 1 and Q = {0}.
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4.5.3 Application to the reconstruction of averaged values of the
refractive index n

Several works in the literature have proposed inversion algorithms that exploit special forms
of B—eigenvalues or so-called transmissions eigenvalues [12, 7, 10]. In order to determine
the B—eigenvalues, these contributions employ a method based on the GLSM method ([3]).
We here revisit the method proposed in [10] for reconstructing the averaged values of the
refractive index by replacing the GLSM with the inside-outside duality method. Let us first
outline this imaging algorithm. The method uses the operator B in (4.65) with Q = {0}.
In this case, the boundary condition on 0D, is of the form:

pu + dyuds = 0 on OD,,. (4.75)
oD,

In this case, there is only one B—eigenvalue and the reference eigenvalue for constant index
n is given by fiefo(n) in (12). The function g is a bijection between [0, jo/(kp)[ and R,
where jj is the first zero of Jj.

The algorithm can be described with the following steps:

1. Let p > 0 be a given parameter. Choose D, to be the ball BY of radius p and center
y € Y, a grid of points sampling the region of interest.

2. Evaluate the B—eigenvalue p(y,n) from the measurements F and the analytically
computed Fy , using the inside-outside method (see Method 1 and Method 2 below).

3. Compute n*(y) € [0, o/ (bp)[ such that ju(y,n) = frero(n*(1)).
4. Plot the function y — n*(y)

The key step in this algorithm is (i7), that is how to automatically recover p(y,n) from
graphics as in Figure 4.6 (right). We indicate two possible methods.

Method 1: Let A be the interval of values where u(y,n) is supposed to belong. This in-
terval should contains fiefo(1). Fix a parameter small € > 0 and a threshold o € [0, 27 —¢)
not too close to 0. For each p in A, we compute the eigenvalues e of the operator S(yu).
Then we count the number of phases d,, that belong to [0, 271 — €). For carefully chosen &
and o, this number is constant for p < u(y,n) in A and increases by 1 for the first value in
A that exceeds p(y,n). This allows us to identify pu(y,n).

Method 2: This method exploits the observation that all the eigenvalues em slowly vary
with respect to u expect one. Denote by 6, € [—, ) such that e = ¢ We then expect
the function Z(p) = >, [0, to have a minimum at p(y,n) (see illustration in Figure 4.9).
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Figure 4.9: Plot of the curve yp — Z(p) for D = D, = B, the ball centered at the origin for
p=0.3, k=3and n=2in D. The red dashed line indicates jio(2).

In the following, we use method 1 with ¢ = 1072 and ¢ = 27 — 1. The second method
also works fine and gives similar results. Before commenting the numerical tests, we briefly
explain why n*(y) is expected to be an approximation of the averaged value:

1

n(y) = Bl . n(z)dz.

Consider a sequence of refractive index (n.). that converges weakly—x in L>°(D,) to some
n as € — 0 (and denote by p,. its associated B—eigenvalue). One can show from (4.6) that
e converges to u(n) as € goes to 0. For highly oscillating medium, 7 can be seen as an
approximation of the mean value n of n as defined above.

We shall test the algorithms described above for two configurations of the media as indicated
in Figure 4.10. The configuration on the left indicates clustering of small disks with refrac-
tive index n = 2 and radius 0.02 with different densities in five distinct regions. The second
configuration on the right is formed by 4 circular inhomogeneities with different refractive
index n = 0.25 (bottom left), n = 0.5 (top left), n = 1.5 (bottom right) and n = 2 (upper
right). The reconstruction associated with configuration in Figure 4.10 (left) is shown in
Figure 4.11. In Figure 4.11 (left), we display the function y — 7(y) and in Figure 9 (right),
we display the function y — n*(y) resulting from the inside-outside duality with k& = 4,
p = 0.33 and the noise level 6 = 1%. We clearly observe very good agreement between
the two functions. Similar conclusions can be drawn from the results associated with the
configuration in Figure 4.10 (right). These results are indicated in Figure 4.12, where again
the function y — 7(y) (left) and y — n*(y) (right) are displayed. In this case, we used
k =4, p = 0.3 and the noise level § = 1%. Observe that we chose p = 0.3 to ensure that D,
is not strictly included inside D. In fact, in this case, p(y,n) may not be a positive value.
We conclude this numerical illustration with examples from Chapter 3. The left side of
Figure 4.13, 4.14 and 4.15 shows the true averaged values of the refractive index y — 7(y)
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Figure 4.10: Left: the domain D constituted by small circles concentrated in five aligned
areas. The scatterers have a radius 0.02 and a constant index refraction n = 2 inside. Right:
Four diffracting circles of radius 0.3 associated with four different values of the refractive
index n = 0.25 (bottom left), n = 0.5 (top left), n = 1.5 (bottom right) and n = 2 (upper
right).
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Figure 4.11: Results associated with configuration of the domain D in Figure 4.10 (left).
Left: y — 7(y) representing the true averaged values of the refractive index. Right: y —
n*(y) representing the outcome of the inversion algorithm plotted on the 100 x 100 uniformed
grid Y for k=4, p = 1—]:’ and the noise level 6 = 1%.

while the right side presents y — n*(y) for the corresponding configurations displayed on
the left of Figures 3.5, 3.6 and 3.7.

Remark 9. Unfortunately, the good agreement observed in the 5 last examples appears to
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Figure 4.12: Results associated with configuration of the domain D in Figure 4.10 (right).
Left: y — 7(y) representing the true averaged values of the refractive index. Right: y —
n*(y) representing the outcome of the inversion algorithm plotted on the 100 x 100 uniformed
grid Y for k = 4, p = 0.3 and the noise level § = 1%.

1.16

1.14

112

1.10

1.08

1.06

1.04

1.02

1.00

o B ON W

1.08

1.06

1.04

1.02

Figure 4.13: Results associated with configuration of the domain D in Figure 3.5 (left). Left:
y — n(y) representing the true averaged values of the refractive index. Right: y — n*(y)
representing the outcome of the inversion algorithm plotted on the 100 x 100 uniformed
grid Y for k = 3, p = ¢ and the noise level § = 1%.

be lost in the case of a medium saturated with small obstacles. Once again, we present the
two indicator functions y — n(y) and y — n*(y) on the configuration shown in Figure 3

(left) in Figure 4.16. There are three possible explanations for this result:

1. The assumption that D does not intersect 0Dy, as illustrated in Figure 1.7, is not
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Figure 4.14: Results associated with configuration of the domain D in Figure 3.6 (left). Left:
y — n(y) representing the true averaged values of the refractive index. Right: y — n*(y)
representing the outcome of the inversion algorithm plotted on the 100 x 100 uniformed
grid Y for k = 3, p = 1 and the noise level 6 = 1%.
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Figure 4.15: Results associated with configuration of the domain D in Figure 3.7 (left). Left:
y — T(y) representing the true averaged values of the refractive index. Right: y — n*(y)
representing the outcome of the inversion algorithm plotted on the 100 x 100 uniformed
grid Y for k=3, p= % and the noise level 6 = 1%.

verified because of the high number of scatterers.

2. Theorem 11 provides an expression of the averaged Steklov eigenvalue as ji = k* be nwydz,
where w; € HY(Dy) is the unique solution of Awy + k*nw; = 0 in Dy and w; = 1
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Figure 4.16: Results associated with configuration of the domain D in Figure 3.6 (left). Left:
y — n(y) representing the true averaged values of the refractive index. Right: y — n*(y)
representing the outcome of the inversion algorithm plotted on the 100 x 100 uniformed

grid Y for k=3, p = W and the noise level 6 = 1%.

on 0D,. When Dy is a centered ball, wy behaves similarly to Jy, the Bessel funtion
of first kind of order 0. In particular, it reaches its mazimum at the center of D
and decreases toward the boundary 0Dy. In that situation, the wi-weighted mean of n
differs from the true mean of n as it emphasises the effects of the scatterers near the
center of Dy,.

3. While in theory, the averaged Steklov eigenvalue is solely dependent on n|p,. However,
in practice, we can only compute an approrimation of the eigenvalue. This approxima-
tion is derived from the data, which is generated taking into account all the scatterers
present. As a result, the eigenvalue does not solely reflect the characteristics of n|p,,
but also incorporates the influence of other obstacles.
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4.6 Complementary technical results

4.6.1 Structure of the B operator

Theorem 38. Consider a bounded linear positive, self-adjoint and compact operator B :
1 1

H=2(0Dy) — Hz(0Dy). For k a positive constant, the two following assertions are equiva-

lent.

1. For all, ¢ € H_%(an),

K(BY, BY)12op,) = (¥, B) - Y oDy 13 (0D,) " (4.76)

2. There exists a family of M wvectors {e1,...,enr} C H%(an) which are orthonormal
with respect to the L*(0Dy) scalar product such that:

M
Z Vi) y b opy b opy G VY € H 2(0Dy). (4.77)

Proof. Assume item (i) holds. Let Z : Hz(8Dy) — L2(OD,) denote a bijective operator.
Applying the spectral theorem to ZBZ* : L*(0D,) — L*(0D,), we deduce the existence of a
sequence of positive real number ()\;); that converges toward 0 and (b;);en+ an orthonormal
basis of L*(0Dy) such that:

IBI*b; = \b;, (4.78)

which can be rewritten as

Every ¢ € H™ (8Db) (respectively ¢ € H2(0D,)) admits an unique element U € L2(0Dy)
such that ¢ = I*w (respectively ¢ € L*(0Dy) such that ¢ = I~ 1¢)
Setting a; := (@, b;)120p,), @ € L*(9Dy), one has:

(BY,Bo)r20p,) = i jen- ©5%i(BL bi, BLb))12(0D,)

(4.80)
= Zi,jeN* DjiNiA; (Iflbi,Iflbj)H(an)'

On the other hand:
K0, B) 4t oy b opy = © D btk (4.81)
iEN*
Since (4.80) and (4.81) should be equal for every square summable sequences (¢;);, (¢;);,
taking ¢riy = 0;101;, we obtain that \; is equal to 0 or /ﬁ]\I‘lbinf(an). Since Z is bounded,
the sequence (||Z1;]|?); remains also bounded. We deduce by compactness of the operator

B that (up to a renumbering) the sequence ()\;); is equal to I£||6i||222(an) up to a certain
rank M \; = 0 for i > M.
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For k,1 < M, setting ¢y = 9;,0;; enforces (Iilbk,Ifle)Lg(an) =0fork #land k,l < M.
Hence, for all ¥ € H_%(E)Db), the operator B can be written as:

By =BI'IZ* %
= kYT, bi)r2opp) L 'bi (4.82)

M
=K Zi:o (¥, 6i>H’% (0Dy),HZ (9D,) i

Lo hi . This proves that (i) implies (ii). The reciprocal is straightforward.
IZ=16ill L2(8Dy)

]

where ¢; =

4.6.2 Study of the background problem (4.1)

The well posedness of problem (4.1) is established by variational approach. Let By be a ball
containing D, for R large enough. We define the Dirichlet to Neumann map A : H 2 (0OBRr) —
H _%((’“)B r) by A¢ := 0,v|sp,, where v is the radiating solution to the Helmholtz equation
in R™\ Bg with v = ¢ on 0Bg, and where v is the outward unit normal to Sg. Define the
closed subspace of H'(Bgr\Dy):

HE(BR\Dy) = {w € H'(Br\Dy),wlop, € B(H 2(0Dy))}. (4.83)

Then, by Green’s formula and using property (4.3), one can prove that solving the
scattering problem (4.1) is equivalent to solving the following variational problem: u €
Hé(BR\D b):

/ (VuVo — k*uv)dz — / Auvds — ,u/f/ uvds = £(v) (4.84)
BR\Db 8BR 8Db

for all v € Hj(Bgr\Dy), where
lw) == [op, (Ovu’ — Au)vds, (4.85)

The study of the well-posedness of this problem follows classical schemes based on proving
that the problem is of Fredholm type and the uniqueness is a consequence of Rellish’s
lemma. We then can state the following lemma.

Lemma 39. Problem (4.84) is well posed for i € R* if (d,u’ — Au') € H2(OBg).
We prove in the following lemma the normality of the operator Fy'.
Proposition 40. For yu € R*, F}' is normal and S, = I + %Ff 18 unitary.

Proof. This proof is similar to the one in [1], Theorem 1.8].
We first show that for all g, h € L(S),

2ik(Fy g, Fy'h)r2s) = 7(Fy'g, h)ras) — 79, Fy 1) r2gs)- (4.86)
Let us deal with the three terms independently.



Chapter 4. Averaged Steklov Eigenvalues, Inside Outside Duality and Application to
Inverse Scattering 96

1. Let wy and wj, radiating solution of problem (4.1) with u’ an Herglotz wave of kernel
g and h respectively with far field pattern wg®, w;°. We denote by w;, w! the total
fields. Let Bpg all disk centered at the origin containing D,. Applying Green second
theorem, we get

0= / (Dywiwy;, — dywiw;)ds — / (O wiwy; — Dywiwy)ds. (4.87)
8BR an
Letting R — +o00 and using the radiation condition, one obtains

20k(Fy'g, F'h)r2s) = Qik/wads = / (O, wywy — dywjwy)ds. (4.88)
S P

Dy,

2. If u' = v, an Herglotz wave of kernel h € L*(S), then we have

Jop, (Ovw;Tr, — 0,05w;)ds = [ h( faD (Gyws(y)e_iky'd dye~ " dws(y))ds(y)ds(d)
VIS (d)ds(d)
= —(F}'y, h)L?(S)-

(4.89)
Similarly, one gets

/ (Dyvgwy — Dywivg)ds = (g, Fi'h) 2(s) (4.90)
oD,

3. We then compute —2ik(Fyg, Fyh) + v(Frg, h) — (g, Fph):

= —2ik [{wXwEds + v [;wP(d)h(d)ds(d) —7 [5wic(d)g(d)ds(d)

= fan (wg(y)&,(y)w_fl(y) - w_Z(y)ay(y)wt (y))ds(y)

=-1 f@D (B(au(y)w;(y))av(y)w_;z( ) 18(81/(74 wh(y))&/(y)w;(y))ds(y) (491)
(3 = 1) Jon, (B(Ouyw (1)) Doy, (y)ds(y)

Therefore, one has:

L (yE R, (4.92)

B = 2k

From this equality, one can easily show that S;S, = I and, because S, is a compact
perturbation of I, conclude that S, is unitary. This is enough to prove that F}' is normal. [
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4.6.3 Uniform coercivity

Lemma 41. The operator T(p) is uniformly coercive on any compact set I C R*. In other
words, there exists My > 0 such that:

Doy, ) | = Mol _y . ¥ e HHODy), (4.93)
forall pel.
Proof. Let I C R* be a compact set and set o € I. We denote by M, the coercivity
constant associated with Tp(uo). For all p € I such that |||Tg(p) — Ts(po)||| < 5M,,, one
can write
| Ta()v. )| = [(Ts(po) ) [ — [ {(T(1) — Ti(110))¥, 1) |
2 _ 2
M2y oo = I Ts() = Do) NI,y ) (499
2
M0y
Since [ is compact, it admits a finite cover
N
1 UBGu M) (1.95)
i=1

where N > 0, p1; € I and B(p;, M,,,) denotes the ball of center y; and radius M,,,. Therefore,
for every p in I, there exists a p; such that |||Ta(n) — Ta(w:)||| < $M,,, which implies

[Tty 2 3 (ot 20, ) 10l (4.96)

(8Dy)"

O
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5.1 Introduction

In the context of inverse scattering, the notion of modified transmission eigenvalues gained
significance over the years. For an unknown complex media, we assemble an artificial back-
ground media that can be analyzed and computed independently. This background media
possesses a resonator (often denoted Dy, or €),) in which intervenes a specific parameter (in
its interior problem or boundary condition). Those modified transmission eigenvalues are
special values of this parameter for which there exists an incident field so that the scattered
field of the unknown complex media matches the scattered field of the artificial background
media everywhere outside the scatterers and the resonator.

For a well chosen background media, those eigenvalues can be studied from the theory of
compact self-adjoint operators. The parameter in question can be the frequency (in that
case we refer to the Transmission eigenvalues ([15])) or an element in the interior equation
(see [0, 35, 1]), a component in the boundary condition of the resonator (we refer to the
Averaged Steklov eigenvalues in Chapter 2 and in [12, 10]). Those previously mentioned
eigenvalues have a monotonicity property (derived from a Courant-Fischer min-max prin-
ciple) with respect to: 1) the numbers of components of the defects inside the resonator,
2) the values of the physical parameters inside the resonator. The crucial point of this
property is the link between the eigenvalue and the local properties of the complex media.
This has lead to the development of a new imaging algorithm consisting in plotting the said
eigenvalues for various positions of the resonator D,. The monotonicity provides an image
which provides an initial approach to the distribution of obstacles, their density.

This result can only be achieved by recovering these modified transmission eigenvalues from
the data, in this case the far field operator. Over the last decades, two main methods have
emerged:

1) The first one is based on the Generalized Linear Sampling Method. by varying the pa-
rameter in the background medium, we compute an indicator function. This function
remains bounded if and only if the parameter is a modified transmission eigenvalue.
In the literature, this approach has been employed to recover transmission eigenvalues
as demonstrated in [15], Averaged Steklov eigenvalues as shown in [12], and modified
Steklov eigenvalues, as discussed in [1].

2) The second one, barely ten years old, is known as the inside-outside duality. It relies
on the behavior of the spectrum of the data operators. Utilizing compactness results
and an appropriately chosen decomposition, the spectrum accumulates at zero from
one side only, with a single eigenvalue crossing zero from the opposite side. This
crossing occurs precisely when the parameter is a modified transmission eigenvalue.
We refer to [13] for an introduction to this method.

The utilization of artificial backgrounds for the construction of spectral signature thanks
to the inside-outside duality has been well studied in the case of penetrable resonator Dy
([35, 6]). [11] introduces the formalism the structure of the objects and the proofs of the
inside-outside duality with non penetrable obstacle D, in the background medium. It fo-
cuses in particular on the so-called B—eigenvalues, a family that includes the Averaged
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Steklov eigenvalues. In this chapter, we extend this work by proving the inside-outside du-
ality for various modified transmission eigenvalues based on the introduction of an artificial
background for non penetrable resonator Dj,.

This chapter addresses two key aspects in the first two sections:

1) Section 5.2 is based on the artificial background introduced in Chapter 4. It develops
the inside-outside duality method, where the resonator has a boundary condition in

the form

pw + B(0,w) =0

withthe frequency k acting as the spectral parameter for a fixed u.

2) Section 5.3 introduces, for a fixed wavenumber k, a new boundary condition for the
resonator in the form

uD(w) + d,w =0

and a new class of eigenvalues called the D—eigenvalues. After presenting the proper-
ties of the operator D and proving the existence of the eigenvalues u, we present the
inside-outside duality method to recover this spectrum.

Although these two sections are independent, they are closely related by the nature of the
mathematical objects and the similarity of the proofs. The third and final section provides
numerical illustration of both approaches and concludes with an imaging algorithm, similar
to the one in Chapter 3 exploiting the B—Dirichlet eigenvalues. The different settings

discussed in this chapter are summarized in the following table.

Section | Boundary condition

Fixed parameter

Spectral parameter | Name of the eigenvalues

5.2 pw + B(O,w) =0

1

wavenumber & B—Dirichlet eigenvalues

5.3 uD(w) + d,w =0

wavenumber k 1

D—eigenvalues

5.2 The B—Dirichlet eigenvalues

Boundary condition

Fixed parameter

Spectral parameter

Name of the eigenvalues

pw + B(d,w) =0

I

wavenumber k

B—Dirichlet eigenvalues

While the previous chapter was centered around the B—eigenvalues for a fixed wavenum-
ber k2, this section focuses for a fixed parameter x4 on the B—Dirichlet eigenvalues whose
definition is given below. The domain D, is regular bounded and simply connected.
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Definition 6. For a fized p1 # 0, a non zero wavenumber k? is called a B— Dirichlet eigen-
value if there exists wy € HY(Dy) non trivial solution of

{ Awg + k*nwy = 0 in Dy,

q
pwo + B(O,we) =0 on 0D, (5.1)

where the operator B is introduced in Assumption 25.

The determination of the B—Dirichlet eigenvalues requires the same artificial background
media (4.1). Consequently, the structure of the operators and the proofs are similar and
can also be used . This section will follow the same key steps as for the identification of the
B—eigenvalues, the main difference being that the wavenumber plays the role of the spectral
parameter. For B = 0, it corresponds to the Dirichlet eigenvalues of (1.35). This slightly
generalizes the method presented in [19] because it does not require a Dirichlet scattering
object and allow to determine the Dirichlet eigenvalues for any real valued n € L*(D).
The operators are identical to the one in Chapter 4 section 4.3 but to emphasize their
dependence on k, they will be denoted as Fy(k), F(k), Sp(k),F(k), Hg(k), Ts(k) and S(k).
Once again, we assume that D C Dy
Thank to property (4.3) and Green’s formula, problem (5.1) is equivalent to the variational
formulation: wy € Hi(Dy),

/ (Vwo V' — E*wow’)dz + ;m/ wow'ds = 0 (5.2)
Dy oDy

for all w' € HL(Dy) := {w' € HY(Dy),w'|op, € B(H 2(0D,))}.

The eigenvalue problem (5.1) has a similar structure as Dirichlet or Neumann eigenvalue
problems, and from standard results on the spectrum of self-adjoint compact operator, it
is discrete and formed by a real sequence that accumulates at +oo. In addition, the first
B—Dirichlet denoted ng(n, D) eigenvalue satisfies:

Vw|?dz + kpu wl2ds
ns(n, Dy) = inf be [V : fapb |w|
weEH(Dyp),w#0 be n\w| dx

(5.3)

This shows in particular that ng(n, D,) is monotonically decreasing with respect to the
refractive index n.

The next subsection is dedicated to the proof of the inside-outside duality applied on the
operator S(k), where one again, the behavior of its eigenvalues around the unitary circle
provides information about the localization of the B—Dirichlet eigenvalues.

5.2.1 The inside-outside duality applied to F(k)

Assume that k? is not a B—Dirichlet eigenvalue. Since F(k) is a compact normal operator,
there exists an orthonormal complete basis (g;);en of L(S) such that F(k)g; = A;g; where
(Aj)jen are the eigenvalues of F(k) that accumulate at 0.
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Exploiting the fact that S(k) is unitary, we deduce that the eigenvalues of F(k) lie on the

[v[? |v|?

. . 2 y . . y . . .
circle of radius 2L and center 2L, We define \; := 2L (€% —1) with ¢ being an eigenvalue
2k 2ik J 2ik

of S(k), §; € [0,27) and introduce the following quantities

5*(k') = max;>1 (Sj,
. (5.4)
s = %(ez‘s* —1).

We then can state the main theorem:

Theorem 42. k2 is a B—Dirichlet eigenvalue if and only if 0.(k) — 27 as k — ko with
k< 1{50.

The absence of the absolute value in the coercivity relation of the operator Ty leads to
an accumulation of the eigenvalues \; of the operator S(k) to 0 from right. Theorem 42
indicates that when the wavenumber k approaches a B—Dirichlet eigenvalue from below,
there is one eigenvalue that converges to 0 from the left. This theorem is a straightforward
corollary of Proposition 44 (sufficient condition) and Proposition 47 (necessary condition).

5.2.2 Proof of the sufficient condition in Theorem 42

For U, V two Banach spaces, we denote by L(U, V') the the space of linear bounded operators
from U to V. This space is endowed with the following operator norm:

L
HLH ‘= sup || wHV’
vex [[¥llv

VL € L(U, V). (5.5)

The next proposition is a technical result whose demonstration (in section 5.5) relies on
variational approach.

Proposition 43. The mapping k — Tg(k) is continuous from any compact set I C RT to
L(H2(9Dy), H(0Dy)).

Proposition 44. Let ko € RT and I = (ko —¢, ko +¢)\{ko} for some ¢ > 0 sufficient small
such that no k € I is negative. Assume there is a sequence (k;); of elements of I such that

k’j — k() and 5*(/{5]) — 27. (56)
Then ko is a B—Dirichlet eigenvalue.

By replacing the dependence on g with the wavenumber, the proof of this proposition
is identical to the proof of Proposition 34.
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5.2.3 Proof of the necessary condition in Theorem 42

Assume that & is not a B—Dirichlet eigenvalue. Then 1 is not an eigenvalue of S(k) because
F(k) is injective and we can define the Cayley transform:

T = i(Id+ S(k))(Id — S(k))~".

T is self-adjoint and has a discrete spectrum. We have the equivalence €'+ is an eigenvalue
of S if and only if cot(d,/2) € R is an eigenvalue of 7. Applying Courant Fischer min max
principle to T, we get:

104

T
Cot((s*/Q) _ uf fe( B(k)w7w> )
ver—% @y Sm(Ts(k), ¢)
Lemma 45. Let ky be a B—Dirichlet eigenvalue associated with an eigenvector wy. For

k € RT, define (w(k),w*(k)) the solution of (4.14) with source term v = J,wy. We have
the following expansion as k — ky:

w(k) — wo = (k — ko)w' + (k — ko)2@(k),

(5.7)

(5.8)

where w' is independent from k and w(k) have a bounded norm as k — kq.

Proof. Set v =w(k) —wp and v* = w*(k). From the linearity of the equations, one obtains
that (v,v*) is solution of:

([ Av+ kinv = (k3 — k*)nw(k) in Dy,

Av® + k2v® = (k3 — k?)ws(k) in R™\ Dy,

v —v° =0 on 0Dy, (5.9)
0,v — d,v° =0 on 0Dy,

: o' 10,812
| o B s =0

Dividing the previous equations by k& — ky and using the continuity of the application
k — w(k), we deduce that (w’, w®) is solution of:

([ Aw' + kinw' = —2konwy in Dy,
Aw's + kjw's = 0 in R™\ D,
w' —w” =0 on 0D, (5.10)

o,w — d,w"” =0 on 0D,

. 1s .
lim [ 2% —ikw'|? = 0.
[ rotoo |z|=r 1 Or

We then conclude from the decomposition (5.8) that (w,w®) solves:

(AW + k*nw = —(k + ko)n(w' + wp) in Dy,

AW + K2w® = —(k + ko)w'® in R™\ Dy,

w —w® =0 on 0Dy, (5.11)
d,w — O, w* =0 on 0D,

: ow® _ 1.778|12
| 5
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which is bounded as &k — k. O

Proposition 46. Let kg be a B—Dirichlet eigenvalue associated with wy. For k € RT,
define (w(k),w®(k)) the solution of (4.14) with source term ¢ = O,wy. Then there exists a
quantity E(k) such that :

(T (k) e, D) — (k — ko)2ko / nlwo|2sdz + (k — ko)2E(k), (5.12)

Dy,

where E(k) has a bounded norm as k — k.

Proof. According to the definition of Ts(k), the decomposition introduced in Lemma 45
and the boundary relation of wg, one can show:

(Tis(k)Dwo, Oywo) = (k= ko) {w' + LB(D,u), B0y )

_ ~ (5.13)

(k= ko) (@ + LB(0,), D00 )

m
By applying Green’s theorem, we obtain:
2ko [, nlwol* = — [p, (Aw' + k*nuw')wodx
5.14
_ <u/ + lB(a,,w/),a,,w0>. (5.14)
w

Setting F(k) := <1E + %B(@V@), 8,,w0> concludes the proof. O

We have all the elements required to prove the necessary condition.

Proposition 47. Assume that ko is a B—Dirichlet eigenvalue. Then (k) — 27 as k — ko
with k < k.

Proof. Let ky be a B—Dirichlet eigenvalue associated with the eigenvector wy. Then we
have for k£ in a neighbourhood of kq:

. R (T(k)0,wo, d,wo)
6.(k)/2) = f ’
cot(d.(k)/2) %H{g(m) Sm (Tp(k)y,¢) = Sm (Tp(k)d,wy, 0,wo)

(5.15)

with Sm (Ts(k)0,w, J,we) > 0 thanks to Lemma 31. From Proposition 46, we conclude:

R (Ts(k)0,wo, Dwo)  2ko Jp, nlwol?sdz + (k — ko)Re(E (k)
Sm (Ty(k)d,wo, O,we) (k — ko)Sm(E(k))

— —00, (5.16)

as k — kg with k < kg, thus, proving the stated proposition. [
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5.3 The D—eigenvalue

Boundary condition | Fixed parameter | Spectral parameter | Name of the eigenvalues

uD(w) +0,w =0 | wavenumber k ,u D—eigenvalues

In [11], the inside-outside duality is proved for the B—eigenvalues p which are associated
with an eigenvalue problem defined within D, under a specific boundary condition:

pw + B(0,w) = 0 on 0D, (5.17)

The operator B, characterized in Assumption 25, does not include the identity operator.
Consequently, the analysis presented in Chapter 4 does not allow the determination of the
Steklov eigenvalues ([16]). Indeed, those Steklov eigenvalues belong to another kind of
spectral problem characterized by a boundary condition of the form:

uD(w) 4+ 0,w = 0 on ID,, (5.18)

where D is an operator to be specified. Although the operators and properties involved
are similar to those discussed in the preceding section, there are some significant technical
differences.

5.3.1 Existence and discreteness of the eigenvalues

Definition 7. u is a D—eigenvalue if there exists wy € H'(Dy) non trivial solution of

{ Awg + k*nwy = 0 in Dy,

1
/LD(UJ()) + &,wo =0 on an (5 9)

The study of the inside-outside duality requires the operator D to satisfy some properties.
They are summarized in the following assumption:
Assumption 48. The operator D : L*(0Dy) — L*(0Dy) is

1) linear bounded,

2) definite positive and self-adjoint.

3) D(Hz(dDy))) C H2(ODy).

The last item ensures that for a given bounded sequence (wy, )nex in H2 (0Dy), (D(wy))nen
converges up to a subsequence in L?(0Dy).

Remark 10. Alternatively, item 2) can be replaced with self-adjoint positive and of finite
rank. In that case, the existence of a discrete set of eigenvalues is straightforward.

Since D is definite positive and self adjoint, we introduce the definite positive self adjoint
1 1 1
operator Dz such that D2D2 = D.
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Proposition 49. Assume k* is not a Dirichlet eigenvalue of (1.35). Then, the set of
D—eigenvalue 1s discrete.

Proof. Multiplying the previous equation by a test function w’ € H'(Dy), integrating over
the domain D, and using Green formula, we obtain the equivalent variational formulation
of (5.19): find wy € H'(D,) such that:

/ (VwoVuw' — E*nwow’)dz + p D(wp)w'ds = 0. (5.20)
Dy

0Dy,

Thanks to the Riesz representation theorem, we introduce the following operator Ap(u) :
H1<Db) — H1<Db)2

(Ap(p)wo, w')pi(p,) = / (Vwo V' — E*nwow’)dz + p D(wp)w'ds, (5.21)
Dy oDy

for all w’' € HY(Dy).
One notices that Ap(u) is a Fredholm operator by compact embedding of H'(Dy) (resp
Hz(8Dy)) into L2(D,) (resp into L2(8D,)) and analytic with respect to p. Because n is
real valued and k? is not a Dirichlet eigenvalue of (1.35), for every complex value p with non
zero imaginary part, Ap(u) is injective. The proof is completed by applying the Analytic
Fredholm Theorem. O

Introduce the compact self-adjoint operator R, : L?(0D;) — L?(0D,) such that R.0 =
wy where wy is the unique solution of

{ Awg + k*nwy = 0 in Dy, (5.29)

aD(wg) + Oywy = 6 on IDy,.
for « € R not a D—eigenvalue.

Theorem 50. Assume k? is not a Dirichlet eigenvalue of (1.35). Then p is a D— eigenvalue
if and only if ﬁ is an eigenvalue of the compact self-adjoint operator D:R,D:.

Proof. This proof draws inspiration from the work in [21].

We begin the proof by mentioning the existence of a discrete set of eigenvalues of the
operator D%RQD% without finite accumulation points.

Assume p is a D—eigenvalue associated with wy. We can rewrite the variational formulation

(5.20) as:
Jp, (Vo V' — kPwow')de + o [, D(wo)w'd = (o = p) [, D(wo)w'ds,
o (5.23)
= Jop, P2 (P)w'ds,

where ¢ = (o — p)D2w,. Hence, wy is solution of (5.22) with source term 6 = Dz ¢ which
gives us R.,D2¢ = wy. By definition of ¢, we obtain (o — M)D%RQD%d) = ¢, proving the
first implication (¢ # 0 because wy # 0 and D2 is definite).
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Let (a — u)~! be an eigenvalue of 'D%R(XD% associated with the eigenvector ¢. Denote by
¢ = RyD2¢ where ¢ is by definition the trace of wy € H(D,) the unique solution of (5.22)
with 8 = D2¢ = (a— p)D(wp). (wg)|ap, is non trivial because D2 is definite positive and k2
is not a Dirichlet eigenvalue. Inserting these equations in (5.22) gives the wanted result. [

Following the steps of proof of Theorem 2.15, assuming that &k < ny(n, Dy) (the smallest
eigenvalue of (1.35)), one can show that the first D-eigenvalue, denoted pup, satisfies:

Jp, nlwdz — [, [Vw|*dx
jp = sup

— , (5.24)
weH (Dy),wlop, #0 fan D(w)wds

yielding once again a monotonicity property with respect to n.

5.3.2 Background media and operators

In this subsection, we introduce the background media associated to the D—eigenvalues.
We will revisit the steps outlined in section 4.2. Let u, € H._(R™\Dy) be the total field

loc
solution of:
Auy, + k‘2ub =0in Rm\Db,

;L'D(Ub) + ayub =0
up = up + ut

. ou? .
lim [ 5 — ikui|* = 0,
r—+400 |z|=r r

(5.25)

for some incident field u’ and for some parameter y € R. The domain D, C R™ has the
same properties as in the previous section. For simplicity, we assume that D C D,. The
well-posedness of this problem for 1 € R is similar to the one for problem (4.1) proved in
section 4.6.2. In addition, (5.25) is equivalent to the following variational problem: find
u € H'(Bg\D,) such that

/ (VuVv — k*uv)dr — / Auvds — D(u)vds = £(v) (5.26)
Br\D, dBg oD,
where ‘ .

l(v) = [y, (Ouu’ — Au')uds, (5.27)

for all v € H'(Bg\Dy). Bg is a ball of radius R containing D, and A is the Dirichlet to
Neumann map defined in section 4.6.2.

In line with the background problem associated with the B—eigenvalues, we introduce the
operator Fh : L*(S) — L*(S) defined by

(Flg)(3) = /S () (&, d)ds(d), i €S, (5.28)

where u$°(.,d) is the far field associated with uj the scattered field in (5.25) with u'(z) =
ehrd for d € S = {x € R™, |z| = 1}.
The inside-outside duality method is based on the behavior of the operator

F' = —S; F", (5.29)
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where F# := F — F and S, := I + %FéJ is the scattering operator associated with the

background. This scattering operator is unitary, this can be demonstrated similarly to the
proof in Proposition 40. We highlight the negative sign in this definition that contrasts
with the previous chapter. We shall now review the steps of the inside-outside duality that
will be developed in the following sections:

1) Factorize the operator F* in the form F* = Hp " TpHp.

2) Show that the operator Tp can be decomposed as the sum of a compact and a real
coercive operator.

3) Link the imaginary part of the operator Tp to the D—eigenvalue.

4) Prove the sufficient condition of the inside-outside duality theorem relying on the real
coercive operator in the decomposition of 7.

5) Prove the necessary condition.

5.3.3 Factorization of F*
The operator F# can be factorized as follow:
Ft' = HpTpHp. (5.30)

The steps to obtain this factorization are close to those in section 4.3, as the operators share
similar properties with those presented in that section.

1
Let Hp : L*(S) — H=(0D,) be defined as:

Hpg == Ub,g\an, (5-31)

where uy,, is solution of (5.25) with u’ = v,, the Herglotz wave function defined in (1.5).
The following lemma characterizes its range and adjoint.

Lemma 51. The operator Hp s injective and its range is dense in H%(an). Moreover,
the adjoint operator Hj is defined by: Hip = —yS;w™ for all ¢ € H_%(GDI)), where w™>
is the far field pattern of w € HL .(R™\Dy) solution of:

AT + k2@ = 0 in R™\ Dy,

pD(w) 4 0,w = 3 on Dy, (5.32)
1 ow _ ;1.05)2 =
TEIEOO fm:r |5e — ikw|* = 0.

Proof. The injectivity of Hp can be prove by contradiction with the same arguments used
to prove the injectivity of Hgz. We now prove the last part of the lemma. Let g € L*(S).
Equations (4.20), (4.21) and (4.23) can also be obtained for w solution of (5.32).

Using the boundary condition of w and w4, we deduce that

fan(&,ﬁuby — WOy g)ds = Jop, O, W,y — pwD(up,)ds

- (5.33)
= fan ub,g¢dsa
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where, for the last equality we used the fact that D is self-adjoint. Equation (4.20), (4.21),
(4.23) and (5.33) give

/8 s = =2k / T(dyuie (d)ds(d) — 7 /S o(d)T=(d)ds. (5.34)

S

Hence, using the definition of Hp, we get:

= —7(Spg, W) L2(s)-

We then conclude that Hp ) = —yS;w™. The densessness of the range of Hyp is a direct
consequence of the injectivity of Hp* which can be proved using Rellich’s lemma and the
fact that S; is unitary. O

The operator Tp : H2(0D,) — H~2(9D,) is defined as follow:
Tp(¢) = pD(w) + Oyw = pD(w*) + J,w’, (5.36)

where (w,w®) € H'(D,) x H}

loc

(R™\ Dy) is the unique solution of:

([ Aw + k*nw = 0 in Dy,
Aw® + K*w® = 0 in R™\ Dy,
uD(w®) + d,w* = pD(w) + d,w on ODy, (5.37)
w—w® = ¢ on ODy,

. a s . 2 o
|l e 195 = b =

Therefore, one can show the equality v F* = —S,Hp " TpHp and deduce the factorization
(5.30).

We remark that the solution (w,w?®) of (5.37) are linear with respect to u. Indeed, we have
w = pwp+wy (respectively w® = pw +wy;) where (wp, w3y,) and (wy, w},) do not depend
on u and are solution of

( Awy + E*nwy = 0 in Dy, ( Awp + k*nwp = 0 in Dy,
Aws, + k*w3y = 0 in R™\ Dy, Aws, + K*w$, = 0 in R™\ Dy,
wy —wy = ¢ on 0Dy, wp — w} =0 on 0Dy, (5.38)
dywy — d,wy = 0 on 9D, dywp — Oyw3, = —=D(¢p) on IDy,
i &”_?V_'kSQZ li 8“’_?)_-]{/,32:‘
LA e [T — kR =0, [ lim ) 1552 — ikwpP =0

Lemma 52. Problem (5.57) is well posed for all ¢ in H2(ODy). Furthermore, the solution
(w,w®) of (5.37) with source term ¢ satisfies the estimate for any compact set Q that
contains Dy:

w13 e\, + 1wl i,y < (WCL+ Co)ll¢l ” (5.39)

HZ(0Dy)’
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where C1,Cy > 0 do not depend on ¢ and p. In addition, by elliptic regularity, for any
compact set Q@ C R™\ Dy, there exists a constant C, > 0 independent from ¢ such that

I ey < CollolR, g, (5.40)

Proof. This result is a direct consequence of the well posedness of the problems (5.38) and
the linearity of the solution of (5.37) with respect to p. O

5.3.4 Key properties of the operator Tp

To shorten the notations, the duality product (.,.) will be denoted (.,.) or

H~3(0Dy),H? (9D,)
in an abuse of notation as an integral over 0D,

Lemma 53. The operator Tp satisfies the energy identity:
Sm (Tpo, ¢) = —k/|w°°|2ds, Vo € H_%(GDZ,), (5.41)
S

where w™ is the far field pattern of w®, with (w,w*®) being the solution of (5.37) with source
term ¢.

Proof. Let ¢ € H%(ﬁDb), using that ¢ = w — w*, we get

(Tpé, 8) = / TD(w) + dyw)ds — | 0,5 (uD(w") + dyuw)ds. (5.42)

oDy oDy

Let us focus on the last term of the previous equality. Using Green’s formula on a ball By
of radius R > 0 large enough, one obtains:

0 =— Jpn, W(AW + k*w?)dz
= Jsnp, Ve Pde =k [5\p, 0" Pde (5.43)
—ik [y, [0°12ds — [, (Oyw® — ikw®)wids
+ fan J,ww3ds.
Substituting the expression of [, 9,w*wsds in (5.42) gives

(Tpg,¢) = fan d,wwds
+ fBR\Db \Vw?|?*dz — k? fBR\Db |w*|2dx _
5.44
—ik faBR |w|2ds — faBR(ayws — itkw®)w3ds

i fan D(w)w — p fan D(w*)w?,
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Taking the imaginary part of this equality while letting R — 400, we obtain

Sm (Tpp, ¢) = —k [ |w>*ds + Im fan d,wwds,
(5.45)
E— fs |w>|2ds,
where for the last equality, we used that Aw + k*nw = 0 in D,,. [

Proposition 54. Let u € R. p is a D—eigenvalue if and only if there exists a non trivial
¢ € H2(0D,) such that Sm (Tpo, ¢) = 0.

Proof. Assume that p is a D—eigenvalue. We denote by wy € H'(Dy,) its associated eigen-
vector. Set ¢ = wp|pp, which is necessarily non trivial. Consider (w,w®) the associated
solution of (5.37). We then get thanks to Green’s theorem:

(Tpd, &) = [op, OvwWods + pu [, WoD(w)ds

(5.46)
= fan O, wowds + p fan wD(wg)ds = 0,

where we used the fact that D is self-adjoint and the fact w, wqy verify the same inhomoge-
neous Helmholtz equation in D,
Conversely, assume there exists ¢ € Hz(8D,) non trivial such that Sm (Tpg,¢) = 0.
By Rellich lemma, this implies w* = 0 in R™\ D, where (w,w?®) is the solution of (5.37)
with source term ¢. In particular, we get w®|sp, = 0 and J,w*|sp, = 0. Thus, p is a
D—eigenvalue associated with the non trivial eigenvector w. O

We conclude this section by showing that Tp is a Fredholm operator of index 0.
Lemma 55. Tp admits the following decomposition
Tp =Ty + K, (5.47)
where K is compact and Ty s coercive. More precisely, there exists a a > 0 such that

(Top,0) = allol? 4 . (5.48)

H?Z(0Dy)

Proof. The proof follows the approach used in the proof of Lemma 32. Let Bgr be a ball
containing D, for R large enough. For ¢,¢' € H %((9Db), we define the operator Tj :
H2(0D,) — H 2(dD,) as:

(Tog, ¢') = fBR\Db Vw*Vw'sdz + fBR\Db wSw'sdx 5.9
5.49
+ be VwVuw'dr + be ww'dz,
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and K : H2(0D,) — H™2(0D,) as:
(Ko, ¢y = —(1+k?) fBR\Db wiw'Sdx

—(1+4?) I, nww'dx

_ (5.50)
— faBR d,wiw'sds
+u fan wD(w)ds — ufan w'sD(w*)ds.
Thus, one can write Tz = Ty + K.
Since ¢ = w — w’, we deduce that
2 < 2 5|12,
60 3y <2002 Tl ),
< 2([[wlF () + 111 B\ ) (5.51)

The compactness of the operator K is a direct consequence of a priori estimates in Lemma
1

52, trace theorems, Rellich’s compact embedding theorems and the fact that D(H?z(0Dy))) C

H2(0Dy). O

5.3.5 The inside-outside duality applied to F*

Consider the case where p is not a D—eigenvalue. Since F# is a compact normal operator,
there exists an orthonormal complete basis (g;);en of L*(S) such that Frg; = \;g; where
(A\;)jen are the eigenvalues of F* that accumulate at 0.

Exploiting the fact that S := 1 — %F“ is unitary, we deduce that the eigenvalues of F* lie

2 — b i55) with ¢ hei
and center —gi-. We set \; := J-(1 — €'%) with €' being an

. . 2
on the circle of radius %

eigenvalue of S, §; € [0,27) and define

(5*(,&) = max;>1 5j7 ( )
5.52

We then can state the main theorem of this section:

Theorem 56. Assume that k* is not an eigenvalue of (1.35). o is a D—eigenvalue if and
only if 0.(p) — 21 as p — po with p > po.

5.3.6 Proof of the sufficient condition in Theorem 56

Since we will be dealing with convergence of sequences that depend on i, we shall explicitly
indicate the dependence on p in the notation for the operators (in particular, the operator
F* is factorized as Hy(u)Tp(u)Hp(w)).
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Proposition 57. The mapping i1 — Tp(p) is continuous from R to the space of linear
bounded operators from Hz(0D,) to H™2(8D,) endowed with the usual operator norm.

Proof. The proof is a direct consequence of the linear dependence with respect to u of the
solution (w,w?®) of problem (5.37) (see (5.38)) and the expression of Tp(\). O

Proposition 58. Let A\ € R and I = (Ao —e, Ao+ ¢)\{ o} for some € > 0 sufficient small
such that no A € I is a D—eigenvalue. Assume there is a sequence (\;); of elements of I
such that

Aj— X and 3. (Nj) — 2. (5.53)

Then Xy is a D—eigenvalue.

Proof. This can be proved by contradiction using the same steps as in the proof of Propo-
sition 34. We use this time the sequence ¢; = ﬁ?—[p()\j)gj. The argument using the

compactness of the operator B is replaced by the fact that D(Hz(9D,))) € Hz(9Dy).

Consider the sequence ¢; = \/lTHD(u])g], where g; is the normalized eigenvector of
F#i associated with \.(y;). We then have by assumptions

A (1) ‘ _
(To(pj)pi, 1) = ()] 1. (5.54)

Assume by contradiction that j is not a D—eigenvalue.

In that case, the operator Tp(yu;) is coercive for every p; € I. Using that u — Tp(p)
is continuous in the operator norm, we infer that the coercivity constant can be chosen
independent from u € I (see Lemma 41). The coercivity of T (i) and identity (5.54) show
that (¢;); is bounded and therefore weakly converges (up to a subsequence) to some gy
in H2(0D,). Denote by (wj, w3) (respectively (wo,ws)) the solution of (5.37) with ¢ = ¢;
(respectively ¢ = ¢g). From Lemma 53, one gets:

m Tolus)es o) = = [ o s, (559

Since the application ¢ € Hz(9Dy) — w™(¢) € L*(S) (where w™(¢) is the far field pattern
of w® solution of (5.37) with source term ¢) is compact, then Im (Tp(u;)p;, ¢;) converges
to Sm (Tp(po)po, po). Identity (5.54) implies that lim; o Sm (Tp(p;)ej, ¢;) = 0 and
therefore ¢y = 0 by Proposition 54.

Recall that Tp(p;) assumes the decomposition Tp(p;) = To(pj) + K(15), where To(p;) is
real coercive and K (p;) is compact. Let us show that lim; . (K (p;)p;, ;) = 0. From
the decomposition shown in Lemma 55, we get that

<K(Mj)90j790j> = (1+k2)||w ||H1(BR\Db)
_<1 —+ k2)(nwj, wj)Hl(Db)

_ (5.56)
— faBR dywiwsds

g fan w;D(wj)ds — p; fan w_jD(wj)ds.



Chapter 5. The Inside-outside duality with artificial background with a non penetrable
resonator 115

All the terms converge to 0 by the same arguments as in the proof of the compactness of
K(p;) for p; fixed in Lemma 55 and the fact that p; converges to pi9. This shows that

Ly, oo (K (1) 05, 5) = 0.
We deduce that (up to a subsequence) (To(pj)p;, ;) converges to —1 which is a contradic-
tion since (Ty(u;)pj, p;) > 0 for all j € N (Lemma 55).

O]

5.3.7 Proof of the necessary condition in Theorem 56

For the proof of the necessary condition, we use the Cayley transform associated with S

([43])-

Assume that p is not a D—eigenvalue. Then 1 is not an eigenvalue of S because F is
injective and we can define the Cayley transform:

T :=i(Id+S)(Id—S)™".
T is self-adjoint and has a discrete spectrum. We have the equivalence e+ is an eigenvalue
of S if and only if cot(d,/2) € R is an eigenvalue of 7. Applying Courant Fischer min max

principle to T, we get:
cot(d,/2) =  inf Je(To,¢)

. (5.57)
bEH 3 (DDy) Sm (T, ¢)

Let pp be a D—eigenvalue associated with the eigenvector wy. For p € R, define
(w(p), w*(p)) the solution of (5.37) with source term ¢ = wy. From the linearity of those
solutions with respect to u (see decomposition (5.38)), one can obtain the following expan-
sion:

w(p) —wo = (1 — po)w, (5.58)

where w?, does not depend on p and is solution of (5.38) with ¢ = wy.

Proposition 59. Let o be a D—eigenvalue associated with wy. For p € R, define (w(p), w®(u))
the solution of (5.37) with source term ¢ = wqy and parameter p. Then :

(T (p)wo, dywo) = (1 — po) (D(wo), wo) + (1 — po)* (D, wo) - (5.59)
Proof. According to the definition of Tp(u), we get:
(Tp(p)wo, wo) = (WD(w(p)) + dyw(p), wo) - (5.60)

Since — (Tp(po)wo, wp) = 0, we can add it to the previous equality and by rearranging the
terms, one has

(Tp(p)wo, wo) = (WD(w(p) — wo) + (Jyw(p) — Bywo), wo) + (1 — po) (D(wo), wo) - (5.61)

The previous equality can be rewritten using (5.58) as:

(Tp(p)wo, wo) = (1t — po) ((D(wh) + By, wo) + (D(wp), wo)) - (5.62)
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Using Green’s theorem, we have:

0 = — [y, (Awh + k*nwh)wede = [, (d,w0w) — d,whywg)ds
(5.63)
= <MOD(wOD> + auwoDv ’LU()) .
Expression (5.59) is obtained by substituting (w?, wg) in (5.62). ]

We possess all the ingredients to prove the following necessary condition.
Proposition 60. Assume that pg is a D—eigenvalue. Then §,(n) — 27 as p — po with
> -

Proof. Since D is definite positive, (D(wy), wp) is non zero.
Let po be a D—eigenvalue associated with the eigenvector wy. Then we have for u in a
neighbourhood of p:

R (T'p(p)wo, wo)
Sm (Tp(p)wo, wo)’

cot(0,(p)/2) =  inf R (Tp ()¢, 0)

<
et oy SM(Tp(1)9, )

(5.64)

with Sm (Tp(u)wo, wo) < 0 thanks to Lemma 53. From the previous Lemma, we conclude

that:
R (Tp(n)wo, wo) _ (D(wo), wo) + (1 — po) Re((D,w, wo))
Sm (T (p)wo, wo) (1 = po)Sm (Tp(p)wo, wo)
as it — o with g > pp. Combined with 5.64, this proves the claim of the proposition. [

— —00, (5.65)

5.4 Numerical validation and indicator function of the
refractive index

The purpose of this section is twofold. The first objective is to numerically validate Theorem
42 and 56. To achieve this, we will work on a simple circular case in dimension 2. The other
objective is to enhance the indicator function introduced in Chapter 3 with the B—Dirichlet
eigenvalues.

5.4.1 Case of a disc

We begin this section with the same configuration as in Section 4.5. Consider the situation
where D = Dy = B, is a disk of radius p > 0 centered at the origin. We assume that n is
constant inside B, and n = 1 outside.

The B—Dirichlet eigenvalues
For Q a subset of N, we use as operator B in the background problem (4.1) the one defined
by

B = (¥,eq) e, (5.66)

qeQ
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where e,(0) := ¢, 0 € [0,27). In that case, for a fixed parameter y > 0, the B—Dirichlet
eigenvalues are solution of the following equations:

pdg(kpy/n) + 2rkpy/nJ}(kpy/n) = 0, for q € Q,

Jq(kpy/n) =0, for q ¢ Q,

where J; denotes the Bessel function of the first kind of order j.
With a Herglotz wave function of the form (1.5) as an incident field with density

9(0) = > gme™, (5.68)

(5.67)

the far field patterns F' and F}' takes the form (4.67) and (4.69).
In that situation, the eigenvalues of the scattering operator S are

. 2tk 20k —
el5m =1 + T(l - _5m)(05m - 5m)
Y Y

where d,, € [0,27) denote their corresponding phases and the «,, are defined in (4.68).

Figure 5.1: For m € {-10,...10}, we plot the curves k — 6,,(k) where D = D, = B, for
p = 0.3 and n = 1. Each color corresponds to a value of m. The red dashed lines indicate
the B—Dirichlet eigenvalues. Left: =10 and Q@ = {0}. Right: B=0 and Q = @.

In Figure 5.1 (left), we plot the curves k — §,,(k) for m € {—10,...10} and Q = {0}. The
vertical red dashed indicate the B—Dirichlet eigenvalues, computed by solving equations
(5.67). The one in the middle corresponds to the first non trivial zero of the function
x — Ji(py/nz) while the other two are solution to the first equations in (5.67). In line
with Theorem 42, the curves k — d,,(k) converge to 2w from the left as k approaches a
B—Dirichlet eigenvalue. Figure 5.1 (right) shows the same curves for a trivial operator
B, leading to similar conclusion that validate the theorem. The specific case of Q = @
corresponds to finding the Dirichlet eigenvalues of (1.35).
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The D—eigenvalues

Take D = [ the identity operator to verify Assumption 48. In that situation, the D—eigenvalues,
called the Steklov eigenvalues, denoted Ayef (1) assume the following analytical expression

for q € Z: J
Jo(kpy/n)
rtalt) = VG )

With a Herglotz wave function as an incident field with density g (5.68), the background
far field pattern Fj takes the form

(5.69)

Fpg(0) = > vmgme™, (5.70)
meEZ
where
- m(k kJ! (k
Yo = —i™ S—Weﬂz ‘(])( p)+km E)p) m € Z. (5.71)
ko uHy (kp) + kHY (kp)

We deduce that the eigenvalues of the scattering operators are:

A 21k 2k
0.
e’ =1 (1 - ’Ym)( - ’Vm)
bl Y

where d,, € [0,27) denote their corresponding phases and the «,, are defined in (4.68).

0
-10.0-7.5-5.0-2.5 0.0 25 50 7.5 10.0

k

Figure 5.2: For m € {-10,...10}, we plot the curves yt — 6,,(1t) where D = D, = B, for
k=5, p=02and n=1. Each color corresponds to a value of m. The red dashed lines
indicate the Steklov eigenvalues (5.69).

Figure 5.2 (left) shows the curves p — 0,,(u) for m € {—10,...10}. The results confirms
Theorem 56, with the curves y — §,, (1) converging from the right as u approaches a Steklov
eigenvalue.
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5.4.2 An indicator function of the refractive index

We propose to conclude this chapter by introducing an indicator function of the refractive
index based on the one presented in Chapter 3. Indeed, the latter utilizes the monotonicity
of the averaged Steklov eigenvalue at a fixed wavenumber. In this section, we aim to exploit
the same monotonicity property of nz(n, D) (5.3). This value can be determined using the
far field patterns F'(k) for various wavenumbers k by applying the inside-outside duality
method derived from Theorem 42. In the examples considered here, the assumption that
D C Dy no longer holds. However, we assume that the signatures of the components of
D outside of D, are weak, or that the associated transmission eigenvalues lie outside the
frequency range we are considering.

Recovering nz(n, Dy):  We detail in this paragraph how to recover the first B—Dirichlet
eigenvalue from graphics as in Figure 5.1. Unlike the averaged Steklov eigenvalues, the set
of eigenvalues of (5.1) is infinite. There is a need to be cautious to recover exactly ng(n, Dy)
and not to confuse it with the another Dirichlet eigenvalue. Let H be the interval of values
where np(n, Dy) is supposed to belong, denoted H = {ko, k1, ..., kmae } With 0 < ko < k1 <
woe < kpag. Fix a small parameter € > 0 and a threshold o € [0,27 — ¢) not too close to 0.
For ko in H, we compute the eigenvalues " of the operator S(kg) and then we count the
number of phases d,, that belong to [0, 27 — ). While this number is constant, repeat the
process for the next element in H. For a carefully chosen ¢ and o, this number increases by
1 when the values k in H approach nz(n, Dy) with k& < ng(n, D,). This allows us to identify
an approximation of the first Dirichlet eigenvalue.

Indicator function: We refer to section 4.5.2 for the notation and presentation of the
synthetic simulated data. The imaging algorithm can be described with the following steps:

1) Let p > 0 be a given parameter. Choose D} to be the ball BY of radius p and center
y € ), a grid of points sampling the region of interest.

2) Evaluate the B—eigenvalue nz(n, Dy, y) of problem (5.1) from the measurements F(k)
and the analytically computed Fy (k) using the inside-outside method (see Recov-

ering nz(n, Dy)).
3) Plot the function y — np(n, Dy, y).

We illustrate this algorithm with one simple configuration. Figure 5.3 (left) shows a cluster-
ing of small disks with refractive index n = 2 and radius 0.02 with varying densities across
five distinct regions. The indicator function, for B = 0, displayed in Figure 5.3 (right),
with parameter p = 0.5 and 1% of added noise, successfully distinguishes the five aligned
areas with scatterers. Furthermore, the monotonicity of the eigenvalue allows us to sort the
density of scatterers in each area.

Next, we consider the example given in the introductory chapter that we recall in Figure
5.4 (left). Using the same parameter as in the previous example, Figure 5.4 (left) presents
the indicator function y — no(n, Dy,y) on a 100 x 100 uniformed grid of [—2.1,2.1] x
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Figure 5.3: Left: the domain D constituted by small circles concentrated in five aligned
areas. The scatterers have a radius 0.02 and a constant index refraction n = 2 inside. Right:
Indicator function plotted on the 100 x 100 uniformed grid of [—3.2,3.2] x [—3.2,3.2] for
B =0, p=0.5 and the noise level § = 1%.

[—2.1,2.1].  While it manages to identify the five high-density regions, the eigenvalue
no(n, Dy) appears to be less sensitive to the variations of the refractive index compared
to the indicator function presented in Figure 3.8.

.‘1 a2

1 4.0
3.8
0
3.6
3.4

J 3.2
2

Figure 5.4: Left: the domain D constituted by 2250 small circles of radius 0.02 having a
constant index of refraction n = 2. Right: Indicator function plotted on the 100 x 100
uniformed grid of [-2.1,2.1] x [—2.1,2.1] for B =0, p = 0.5 and the noise level § = 1%.

-2 -1 0 1
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5.5 Proof of Proposition 43

To clarify the lecture of this proof, we decompose the operator Tp(k) = Tp(k) + iTN(k)
where:
TD(/{)w = U)D(k) + I%B(&,wD(k)),
(5.72)
Tn (k)Y = wn (k) + 5 B(0,wn (k)),

(wp,w$,) and (wy,ws;) being the solution of (4.15) with source term . We focus on the
continuity of k — Tp(k).

Consider two wavenumbers k& > 0 and &* > 0 in some given bounded interval /. For any
¢ € H™2(8Dy), we denote by (wp(k), w3, (k)) (respectively (wp(k'), w$ (k")) the solution
of (4.14) with source term 1 and wavenumber k (respectively £'). Using the linearity of
the equations, there exists (w)), w’3) such that wp(k) — wp(k') = (k — k")w), and w3, (k) —
wi (k') = (k — K)w}. The pair (w,, w})) satisfies the variational equality:

(I(k)wlD’ U)Hl(Db) + (J(k)wle’ U)Hl(BR\Db) - (k + k/)(F7 (U’v U))Hl(Db)XHl(BR\Db)7 (573)

for all (u,v) € H'(D,) x H'(Bgr\D,). With the Riesz representation theorem, we define
the linear bounded operators I(k) : H(D,) — H'(Dy), J(k) : H'(Br\Dy) — H'(Bg\Ds)
and F € H1<Db) X HI(BR\Db) as:

(
(I(k)u,u') g1 (py) = VuVu' dr — kz2/ nuw dr, Yu,u' € H'(Dy),
Db Db
(J(k)v, V") g1 (Bp\Dy) = / VoV dz — k2/ nvv’ dx
Br\Dy Br\Dy

— (A(k)v, ') Vu,v" € H'(Br\Dy),

H™%(0Bg),H? (0Bg) ’

(F»(Ulavl))Hl(Db)le(BR\Db) =/ nwp(k’)ﬁdx
D

T fprp, wh(K) da, V(i v') € HY(Dy) x H'(BR\Dy),

(5.74)
where Bpr be a disk of radius R > 0 centered at the origin containing D,. Here, A(k) :
H~2(0BR) — H2(0Bg) denotes the Dirichlet to Neumann map where A(k)¢ := OvlaBg, v
being the radiating solution to the Helmholtz equation with wavenumber & in R™\ By with
v = ¢ on OBpg. Therefore, the pair (v, w'®) is solution of (5.73) if and only if it satisfies:

\

A(k)(w' W) = (k+ K')F, (5.75)
where the operator A(k) is defined by
(A(k) (u,v), (W) i1 (py) i (Ba\py) = (L(k)u, u') g (p,) + (J(k)0, V") i1 (Bp\Dy)

for all u,u’ € H*(Dy),v,v" € H'(Bg\Dy).
From the definition of A(k) ([15, Chapter 1]), one can show that the map k — A(k) is con-
tinuous from R* to £L(H 2(0Bg), H2(dBg)). The operator A(k) is invertible by Fredholm
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theory for any k € R™. Rewriting A(k) = A(K')+ (A(k) — A(K')), we take k sufficiently close
to k' to ensure convergence of the Neumann series. This leads to the continuity of the map
k — A(k)™! from RT to L(H'(D,) x H'(Bg\Dy), H'(Dy) x H'(Bg\Dy)). Heine-Cantor
theorem ensures that this map is uniformly bounded in I. Hence, we conclude that there
exists a constant C' > 0 independent from k € I such that ||w||m(p,) < C||¢HH_%(8D,,)'
Using the continuity of the normal trace application and the application B, this is enough
to prove that the map k — Tp(k) is continuous. The continuity of the map k& — Ty (k) can

be demonstrated in a similar manner. Consequently, the map k — Ti(k) is also continuous.



Chapter 6

Conclusion and perspectives

Our objective was to develop an imaging algorithm capable of recovering the local dis-
tribution of small inhomogeneities in an unknown medium. To address this challenge in
any dimension, inspiration was drawn from the monotonicity property of the Transmission
eigenvalues (Theorem 2). This lead to the introduction of a new class of eigenvalues
called the f—averaged Steklov eigenvalues. Each of these eigenvalues is associated
with an artificial background problem that contains a resonator and is solution to a sim-
ple spectral problem inside the resonator. The problem is simple because its spectrum
has only one element and its analysis falls within the framework of eigenvalue problems
for self-adjoint operators. In addition, according to the Courant-Fischer principle, each
f—averaged Steklov eigenvalue is monotonically increasing with respect to refrac-
tive index and the number of inhomogeneities inside the resonator.

The next step was to recover these spectral signatures from the far field pattern.
Chapter 3 rigorously justifies a first method based on the Generalized Linear Sampling
Method, while Chapter 4 explores the inside-outside duality method which, although more
mathematically restrictive, requires less computation time.

The specific case of the 1—averaged Steklov eigenvalue is particularly suited for an imaging
algorithm for several reasons: 1) it is the easiest to reconstruct, 2) it appears to be the most
sensitive to variations of the refractive index, and 3) in the case of a circular resonator, the
artificial background can be analytically computed. By computing this eigenvalue for
various positions of the resonator, we can estimate the variation of the local density of
the inhomogeneities in an unknown medium. This approach provides more relevant results
than classical methods, such as the Linear Sampling Method, particularly due to the math-
ematically interpretable nature of the indicator function. Figure 6.1 compares the indicator
function given by the Linear Sampling Method with the one given by the computation of the
1—averaged Steklov eigenvalue for various configurations of scatterers. Unlike the Linear
Sampling Method, the 1—averaged Steklov eigenvalue effectively localizes the regions
with higher concentrations of scatterers in each case and distinguishes them from the
surrounding background of scatterers. In addition to these promising results, we investi-
gated which constant refractive index would give the same 1—averaged Steklov eigenvalue.
The outcome offers an accurate approximation of the mean value of the refractive
index (under a smallness assumption on the frequency).
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Figure 6.1: Comparison of the Linear Sampling Methods and the Indicator function given
in Chapter 3 at the same wavenumber with 1% of added noise. Left column: Configuration
of scatterers. Middle column: Linear Sampling Method imaging result. Right column: New
indicator function
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This investigation demonstrated that the set of f-averaged Steklov eigenvalues can be
utilized to refine the understanding of the refractive index beyond its mean value. We list
a few examples to further exploit this family of eigenvalues and some future applications.

Homogenization Under classical hypotheses of stochastic homogenization [57, 44], this
set may provide an alternative method for recovering the homogenized parameters. The
indicator function introduced in Chapter 4 supports this approach, particularly in the case
of highly oscillating media. We further illustrate this possibility with a simple example.
Consider the scenario discussed in Remark 3 with a constant refractive index n = 1 and
A = oI for a > 0. For Dy, a centered at the origin ball of radius p, the 1—averaged Steklov
eigenvalue assumes the following analytical expression:
Ji(kp?)

p(k, 1, A, Dy) := 2mpka TolkpL)
Since the function x — 2mpkL Jy (kpx)/Jo(kpx) is a bijection from (0, ,Zj—%) to (0, +o00) (where
Jo is the first zero of .Jy), it is possible to recover the parameter v from the knowledge of
the eigenvalue.
Next, consider D,, a collection small circular scatterers of radius € > 0 such that

(6.1)

%] in D,,
A= (6.2)
I in Dy\D..

The area of D, constitutes 10% of D, and the number of scatterers is adjusted for each value
of ¢ as shown in Figure 6.2 (left). For various values of ¢, at a fixed wavenumber k& = 3
and p = 0.4, we generated 30 set of random positions of these scatterers and computed the
1—averaged Steklov eigenvalue for each configuration. Figure 6.2 displays the associated
a from equation (6.1) for each random configuration and for each value . Figure 6.2
suggests a convergence toward a constant, approximately 0.938, which differs from the
mean value ﬁ / Dy Adz ~ 0.95. We conjecture that this new constant is the one given by
homogenization theory.

An optimization approach An optimization method that minimizes the difference be-
tween the far field pattern from the simulations and real data measurements can be compu-
tationally expensive. Indeed, simulating the direct problem requires a detailed mesh of all
the scatterers and the domain. However, the family of f—averaged Steklov eigenvalues are
theoretically solely determined by the refractive index inside the resonator D, thanks to the
relation given in Theorem 15, item 1). The refractive index within D, can be reconstructed
at a fixed wavenumber k£ by minimizing the cost function

J(nguess) = Z ’ﬂ(ka nguessa Dba f) - Nmeas(f)‘za
feA

where A is a finite subset of H2(0D,) and (jtmeas(f)) sea represents the f—averaged Steklov
eigenvalues given by the far field data. By sweeping the position of Dy, it is possible
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Figure 6.2: Left: 326 small circular scatters (in blue) of radius e = 0.007 in Dy, a disk of
radius 0.4 (in red). Right: Plot of the value of the corresponding parameter « in equation

(6.1) reconstructed from the 1—averaged Steklov eigenvalue for 30 configurations for various
g, with £ = 3.

to approximate the true refractive index n in the whole domain. Rather than one large
optimization problem, this approach offers several smaller optimizations problems.

The Dirichlet to Neumann operator Fixn > 0, D, and k and let ¢ be the associated
f—averaged Steklov eigenvalue. For each f € Hz(9Dy), let wy; € H'(Dy) be the unique
solution of:

{ Aw; + k*nwy; = 0 in D, (6.3)

wy = f on 0Dy,

Let A : H2(0D,) — H~2(0D,) denote the Dirichlet to Neumann operator defined by
Af = 0,wys. This enables us to express the eigenvalue ¢ as follows:

/’Lf == <Af7 f>H_%(6Db),H%(8Db) :
For any real valued f,g € H %(8Db), the following identity holds:
Consequently, one can reconstruct numerically the self-adjoint Dirichlet to Neumann op-
erator A from the knowledge of the set of f—averaged Steklov eigenvalues. This establish

another connection between the inverse problem using far field data and those that exploit
the local Dirichlet to Neumann operator.

Linearization The set of f—averaged Steklov eigenvalue can be used to recover more
information about the refractive index beyond its mean value. In this paragraph, we provide
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some insights in that direction.
For ¢ > 0, we decompose the refractive index as n = ng + en; + O(e?), where ny =
ﬁ / p, dx, ny € L>(Dy) and O(g?) represents a higher order term that we do not specify.
Similarly, we assume that wy, the solution of (6.3), can be expanded as w; = wj+ew;+0(e?)
where w}, w; € H'(Dy) solve:

{ Aw§ + k*now§ = 0 in Dy, { Awy + k*now; = —k*njw} in Dy,

w? = f on 0Dy, w} =0 on 0D,. (6.5)

For real valued f,g € Hz(9D,), by integrating by part (Aw} + E*now})w) and using (6.4),
we obtain:
ck? be nlw?wgdx = €fan 8Vw}gds

= fan anfgdS - fan auw?fgds + 0(52) (66)

= —i(trrg = ti7—g) = [yp, Dvwigds + O(e).
This establishes a relation between the f—averaged Steklov eigenvalues and the components

of the refractive index.
In dimension 2, we assume that n, takes the form:

nyi(r,0) = Z n’ cos(if)) + n’. sin(if). (6.7)
iEN
with (nl);, (nl); € RY. For m € N*, consider f =1 and g = cos(m#), and let D, = B, be
the centered at the origin ball of radius p. This leads to the system:
571']{3214(7107 P, 0, m)ngl = _i<,u1+cos(m0) - Ml—cos(m@)) + 0(52)
(6.8)
emk?A(no, p, 0, m)nT = — (11 4sin(mo) — H—sin(me)) + O(€?)
where A(ng, p, g, m) is defined as

Alno, p, g, m) = /p Jo(kry/o) Jin(kr/f0)
o Ja(kpy/no) Jm(kpy/no)
Assuming that ng € R is known, this system allows to approximate the coefficients n’ and
n’ using the family of eigenvalues (f14cos(mo))m and (£1sin(mo))m-
Although this example is simplistic and has many numerical limitations, it demonstrates
the potential of the f—averaged Steklov eigenvalues to recover more information about the
refractive index beyond its mean value.

Complex refractive indexes Our analysis and algorithm in Chapter 2 and Chapter
3 can apply to real refractive indices. The extension to refractive index with non zero
imaginary part does not appear to be straightforward. The existence of eigenvalues for the
limiting problem can be established using similar arguments. However, the monotonicity
property given by equation (2.41) may be lost in this case. Furthermore, there are some
numerical complications that arise in the inversion algorithm as the eigenvalue lies in the
complex plane. To be efficient, some prior information on the location of this eigenvalue in
the complex plane is needed.
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Extension to other problems The construction of spectral signatures discussed in the
thesis, along with the inversion methods and the imaging algorithms, is based on a mathe-
matical framework that is not limited to the Helmholtz equation. This framework is flexible
enough to be extended to other wave propagation problems such as linear elasticity and
Maxwell equations. It is reasonable to believe that a similar spectral problem, with a unique
eigenvalue that exhibits a monotonic dependence with respect to the unknown parameter,
could be developed.

Application in an experimental setting The ultimate objective is to detect, within
concrete material, ai filled voids (called gravel honeycomb) among the many aggregates.
For example, on synthetic and far field data, we model the air as non penetrable Neumann
obstacles. We consider the configuration presented in Figure 6.3 (left) and display on the
same figure the indicator function from Chapter 3 for two cases : 1) when all scatterers are
penetrable with the same refractive index (Figure 6.3 middle), 2) when the blue scatters are
non-penetrable Neumann obstacles (Figure 6.3 right). The monotonic decreasing nature of
the f—averaged Steklov eigenvalue with respect to the number of Neumann obstacles (which
can be demonstrated using a Courant-Fischer identity as in equation (2.41)) allows us to
localize region of the gravel honeycomb. The inversion algorithm, developed in Chapter 3

k=3p=03
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Figure 6.3: Left: the domain D constituted by uniformly distributed small circles of radius
0.02. Middle: Indicator function presented in Chapter 3 when all the scatters have a
constant refractive index n = 2 inside. Right: Indicator function presented in Chapter 3
when the red scatters have a constant refractive index n = 2 inside and the blue scatterers
are non penetrable Neumann obstacles.
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and Chapter 4 relies on far field data. However, this far field data may be replaced by near
field data, provided that similar factorization operators are maintained. This adjustment
will generalize the method and will better reflect the realistic physical situations encoun-
tered. The final step would be to apply the proposed imaging algorithm to an experimental
setting, particularly on concrete.
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Résumé : Le béton est largement employé dans
le secteur de la construction, notamment dans les
batiments réacteurs des centrales nucléaires. La sur-
veillance de son évolution et la détection des défauts
susceptibles de compromettre son bon fonctionne-
ment peuvent étre effectuées grace a des tests
non destructifs. Le béton est constitué d’agrégats.
Ces derniers présentent des défis en raison de leur
concentration élevée et de leur proximité. Ces ca-
ractéristiques rendent les méthodes classiques, telles
que la Linear Sampling Method, inefficaces pour four-
nir des résultats quantitatifs ou des images exploi-
tables.

Cette thése a pour objectif de développer un algo-
rithme d’'imagerie capable d’estimer la densité des
agrégats et de retrouver la distribution locale de ces
petites hétérogénéités.

Pour résoudre ce probleme, linspiration provient
d’une propriété de monotonie des valeurs propres
de transmission. Ces valeurs correspondent aux

fréquences pour lesquelles il existe une onde inci-
dente générant un champ diffracté trivial a I'extérieur
des obstacles.

Plutét que de comparer le champ diffracté a ce-
lui du vide, cette thése propose une nouvelle ap-
proche consistant a le comparer, a un nombre d’onde
fixé, a un probleme de diffraction numérique. Cela a
conduit a I'introduction d’'une nouvelle classe de va-
leurs propres, appelées f—averaged Steklov eigen-
values. Chacune de ces valeurs est associée a un
probleme artificiel contenant un résonateur et est la
solution d’un probleme spectral simple a l'intérieur de
ce résonateur. En outre, chaque f—averaged Stek-
lov eigenvalue croit de maniére monotone en fonc-
tion du nombre d’hétérogénéités présentes dans le
résonateur. Ces signatures spectrales peuvent étre
extraites des données. En calculant ces valeurs
propres pour différentes positions du résonateur, il de-
vient possible d’estimer les variations de densité lo-
cale des hétérogénéités dans un milieu inconnu.

Title : Construction and analysis of spectral signatures for defects in complex media

Keywords : Inverse problems, Partial differential equations, Spectral Analysis, Scattering, Numerical analysis

Abstract : Concrete is widely used in construction,
particularly in the reactor building of nuclear power
plants. Monitoring its evolution and identifying any
defects that could compromise its proper functio-
ning can be achieved through non-destructive testing.
Concrete is composed of aggregates, but their high
concentration and proximity pose challenges for clas-
sical methods, such as the Linear Sampling Method,
which fail to produce quantitative results or exploitable
images.

The objective of this thesis is to build an imaging algo-
rithm that can estimate the density of the aggregates
and recover the local distribution of those small inho-
mogeneities.

To address this challenge, inspiration was drawn from
a monotonicity property of the Transmission eigenva-
lues. They correspond to the frequencies for which an
incident wave exists such that the scattered field is tri-

vial outside the scatterers.

Instead of comparing the scattered field to the va-
cuum, this thesis introduces a new approach: com-
paring it, at a fixed wavenumber, to a numerical scat-
tering problem, referred to as the background. This
led to the introduction of a new class of eigenva-
lues known as the f—averaged Steklov eigenvalues.
Each of these eigenvalues is associated with an ar-
tificial background problem that contains a resonator
and is solution to a simple spectral problem inside the
resonator. In addition, each f—averaged Steklov ei-
genvalue is monotonically increasing with respect to
the number of inhomogeneities inside that resonator.
These spectral signatures can be recovered from the
data. By computing these eigenvalues for various po-
sitions of the resonator, we can estimate the variation
of the local density of the inhomogeneities in an unk-
nown medium.
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