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Université de Lorraine
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Chapter 1

Introduction

My research activity focuses mainly on solving geometric problems from various
applications, using algorithmic tools from computer algebra and algorithmic ge-
ometry. I’m particularly interested in the real algebraic structures underlying
geometric problems. The particularity of my work is that although my training
began in the field of computer algebra, I have also studied problems in the fields
of robotics, geometry and, more recently, control theory and certified numerical
computation. I have published my results in the leading conferences in each of
these fields. This general knowledge has also enabled me to make unexpected
contributions to fundamental algorithmic tools such as polynomial evaluation, a
result which has been published in the prestigious FOCS (Foundation of Com-
puter Science) conference. My main results, their areas of application, and the
big ideas behind them are summarized in Table 1.1.

1.1 System of equations

To solve different geometric problems modeled by systems of equations, I’ve
used various algebraic techniques that can be classified into three broad cate-
gories: dimension reduction, reduction of redundant operations, and reduction
of unnecessary precision.

1.1.1 Dimension reduction

Given a system S of k equations in n variables, the solutions generically form
a variety V of dimension n − k. To describe this variety, we can reduce the
search dimension. Two general approaches are worth mentioning: elimination
of variables, which consists in reducing the dimension of the ambient space, and
continuation methods, which consists in reducing the dimension of the search
space.
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General underlying ideas

Dimension Multipoint Certified

Applications reduction evaluation approximation

Robotics Mechanism Design [75, 94, 104] ✓

Rigid Embeddings of rigid graphs [44] ✓

geometric Distance between triangulations [102] ✓

structures Rigid voxels transformations [115] ✓

Repulsive point distribution [37] ✓ ✓

Control

theory
Stabilizer design [18] ✓ ✓

Curve Curve topology (a) [66] ✓

drawing Curve topology (b) [68, 85] ✓ ✓

Fast curve drawing [56] ✓ ✓

Fundamental tools

Solving systems of bivariate equations [20] ✓

Resultant [105] ✓ ✓

Evaluating and solving univariate equations [64, 98] ✓ ✓

Table 1.1: Main advances on geometric problems and the fundamental tools.

Variable elimination

The principle here is to reduce the ambient dimension by creating an equivalent
system of equations and inequalities with fewer variables. This is possible as
long as the equations under consideration are polynomial equations. Algebraic
tools for eliminating variables in this case include Gröbner bases [36, Chapter
3 §6] or resultants [36, Chapter 3 §1]. I developed software based on these
variable elimination techniques to help robotics researchers design mechanisms.
Subsequently, together with Éric Schost (University of Waterloo), we proposed
an algorithm that significantly accelerates the computation of the resultant. In
the modular case where powers greater than a given integer k are neglected,
we designed a quasi-linear algorithm in the size of the input to compute the
resultant [105].

Continuation

The principle of continuation is an approach that consists of moving on the
variety V solution of the system of equations S, starting from a solution point
on V . This approach makes it possible to explore a space of lower dimension
than the ambient space. One of its advantages is that it can also be used for
non-algebraic equations involving trigonometric or exponential functions, for
example. Although this approach was originally intended to describe smooth
varieties, I have used it to describe singular curves [68, 85]. Up to our knowledge,
the algorithms we have developed with my colleagues and students are the first
to rigorously describe analytic curves with singularities.
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Figure 1.1: Calculating the distance between two triangulations.

Bivariate systems

Given a system of two equations f(x, y) = g(x, y) = 0 with f and g polynomials
of degree d, a fundamental question is the computational time required to iso-
late the solutions of this system. Together with Yacine Bouzidi, Sylvain Lazard,
Marc Pouget, Fabrice Rouillier and Michael Sagraloff (Hochschule Landshut),
we designed the algorithm with the best state-of-the-art complexity [20], apply-
ing variable elimination techniques on a carefully chosen variation of the system
of equations given as input. The works related to this result, not detailed in
this document, have been published in a conference and a journal [19, 20].

1.1.2 Reduction of redundant computations with multi-

point evaluation

Another problem underlying certain geometric problems is the evaluation of a
polynomial of degree d at d points. For univariate polynomials, this multipoint
evaluation can be performed with an almost linear number of arithmetic oper-
ations in d [48, Chapter 10]. In particular, the use of this tool enabled Boris
Aronov (New York University) and I to calculate the distance between two tri-
angulations in quasi-linear time in triangulation size [101, 102] (Figure 1.1),
whereas the best known bound for this problem was quadratic.

Curve drawing is another important problem where the use of multipoint
evaluation leads to faster computations. On this subject, I notably co-supervised
with Marc Pouget the PhD student Nuwan Herath Mudiyanselage [106], and
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Figure 1.2: Robot 3-PPPS, with 3 legs, where each leg is a chain of prismatic
and spherical joints. The underlined letters show which joints are actuated by
motors.

published several results [56, 99] detailed in Section 3.3.

1.1.3 Reduction of precision with certified approximations

Finally, in many geometric application problems, a margin of error is tolerated in
the result. In such cases, this margin of error can be exploited to design a faster
algorithm. For example, with Laurent Decreusefond (Telecom Paris), we have
accelerated the generation of a set of points in the plane with a repulsive law
between them, which can be used to simulate a network of telephone antennas.
This idea of exploiting error margins to speed up calculations also underlies the
results on multipoint evaluation.

From a numerical point of view, while the fast multipoint evaluation algo-
rithm can be performed with an almost linear number of arithmetic operations,
each operation requires manipulating numbers with O(d) decimal places, which
in practice makes it a quadratic algorithm. In a recent body of work, I pro-
posed a numerical multipoint evaluation algorithm that is quasi-linear in the
number of machine operations, and efficient in practice for large degrees. This
work required a careful reduction of the required precision, while keeping the
algorithm numerically stable. The results have been published in FOCS and
ISSAC conferences [64, 98].
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Figure 1.3: 28 embeddings for an 11-bar mechanism. The 28 others are obtained
by symmetry.

1.2 Robotic and geometric applications

The main applications I’ve worked on can be grouped into three categories. More
recently, I also investigated applications in control theory, that are detailed in
Section 5.2.2 of my scientific project.

Robotics. Many of the applications I’ve worked on come from the design of
robotic mechanisms, as illustrated in Figure 1.2 for example [25, 27–33, 75–78,
94, 103, 104]. This work was structured around the development of the Siropa
software [30].

Algebraic and analytical curve drawing. Plotting curves was another
problem that kept me busy [56, 66, 68, 85, 99]. My aim was to draw singular
curves correctly and efficiently. In particular, I was interested in two cases:
curves defined as smooth curve projections, and the drawing of implicit curves
using certified numerical algorithms.

Rigid geometric structures. Geometric problems with rigid structures form
another category for which I have had significant results [37, 44, 101, 102, 115].
For example, given a mechanism with bars of given lengths, how many em-
beddings does it admit in the plane [44]? With Ioannis Emiris (University of
Athens), we showed that a rigid 11-bar mechanism can have at most 56 embed-
dings, and we exhibited an example of a mechanism that had exactly 56 em-
beddings. Another example in algorithmic geometry is the efficient calculation
of distance between triangulated terrains. The algebraic structures underlying
these problems have given us ideas for tackling new problems, which I detail in
Section 5.1 of my scientific project.
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1.3 List of Masters supervised and theses co-

supervised

Master’s degree:

• 2022. Léo Kulinski, MPRI (Master Parisien de Recherche en Informa-
tique) internship, co-supervised with Marc Pouget, ”Meshing Singular
Surfaces”.
This internship explored the use of the Dual Contouring method, to trace
singular surfaces with better rendering than current software.

• 2021. Mohamed Sidi Ali Cherif, Master 2 internship at ENS Lyon, co-
supervised with Marc Pouget. ”Numeric and Topology Certified Meshing
of Singular Surfaces.
This internship generalized a subdivision algorithm for plotting smooth
curves to the case of singular curves in structured cases.

• 2014. Olive Chakraborty, Master’s internship co-supervised with Marc
Pouget. ”Numerical algorithms for certified topological and geometrical
description of singular curves”.
This internship explored numerical subdivision methods for isolating curve
singularities obtained by projections of smooth curves.

• 2013. Judit Recknagel, Master 1 internship, co-supervised with Marc
Pouget. ”Topology of planar singular curves resulting from two trivariate
polynomials”.
https://inria.hal.science/hal-00927768

The projection of a spatial curve in a plane is a curve generically containing
singular points. This work studies the algebraic structure of this projection
in order to certify the position of its singularities by means of numerical
algorithms.

• 2013. Oswald Hounkonnou, Master’s internship, co-supervised with Xavier
Goaoc. ”Study of a geometric conjecture using computer algebra sys-
tems”.
This internship provided an opportunity to study a geometric conjecture
in special cases, using computer tools derived from computer algebra.

PhD Theses :

• Nov. 2019 – June 2023. Nuwan Herath Mudiyanselage [106], co-supervised
at 50% with Marc Pouget. ”Fast high-resolution drawing of algebraic
curves and surfaces”.
https://www.theses.fr/2023LORR0099

This PhD thesis shows how multipoint evaluation methods can be used to
speed up the drawing of curves and surfaces that are solutions of polyno-
mial equations.
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• Oct. 2017 – May 2021. George Krait [83], co-supervised at 50%, with
Marc Pouget and Sylvain Lazard. ”Isolating the Singularities of the Plane
Projection of Generic Space Curves and Applications in Robotics”.
https://www.theses.fr/2021LORR0092

This PhD thesis presents an algorithm for certified plotting of analytic
singular curves. In particular, this work deals with curves obtained by
projecting smooth curves, which appear naturally in robotics and control
theory applications.

• Dec. 2014 – Jan. 2020. Sény Diatta [40], co-supervised at 30% with Marie-
Françoise Roy and Daouda Niang Diatta. ”Topology of plane algebraic
curves and projection of real analytic surfaces.”
https://hal.science/tel-03101708

Sény Diatta did his PhD thesis partly in Ziguinchor, Senegal, and partly
in Nancy, thanks to an Eiffel scholarship. His work with me focused on
isolating the singularities of an analytic surface obtained as a projection
of a smooth surface. On the part I supervised, the result of his thesis is
a new symbolic-numerical algorithm for describing singular surfaces that
appear in robotic applications.

• Oct. 2013 – July 2016. Ranjan Jha [74], co-supervised at 30% with
Damien Chablat and Fabrice Rouillier. ”Contributions to the performance
analysis of parallel robots”.
https://theses.hal.science/tel-01524856/

This PhD thesis provided an opportunity to collaborate with robotics re-
searchers in Nantes. In particular, Ranjan used Siropa software to analyze
new robotic mechanisms. Siropa is a robot design aid based on computer
algebra tools that I began developing during my post-doctorate in Nantes
in 2009.

1.4 Participation in thesis juries

• 2023. Reviewer. Catherine St-Pierre, supervised by Éric Schost. Univer-
sity of Waterloo.

• 2021. Reviewer. Nestor Djintelbe, supervised by Michel Coste, Seydou
Moussa and Marie Salomon Sambou. Assane Seck University of Ziguin-
chor.

• 2019. Jury member. Romain Benoit, supervised by Nicolas Delanoue.
University of Angers.

• 2018. Jury member. Guillaume Rance, supervised by Alban Quadrat.
Paris-Saclay University.

• 2014. Reviewer. Esmaeil Mehrabi, supervised by Éric Schost. University
of Western Ontario.
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1.5 Activities of valorization and transfer

Dissemination to non-scientific audiences:

• 2022. Loria summer festival. ”De l’astronomie grecque au calcul rapide”.
https://ultv.univ-lorraine.fr/video/12300-manifestation-scm

/?start=4189&is_iframe=true

• Since 2011. Design of subjects for the Nancy-Metz Olympiads.

Presentation of the research career to magister students:

• 2021. ENS Paris Saclay.

• 2020. ENS Paris Saclay.

• 2020. ENS Rennes.

Software transfer and development:

• The main software transfers I’ve contributed to are for the commercial
computer algebra software Maple. The libraries included in Maple are
listed below.

– pwpoly
url : https://gitlab.inria.fr/gamble/hefroots

APP : IDDN.FR.001.360018.000.S.P.2021.000.10000
number of lines: ≈ 40000
associated publication: [64]
This software was written by Rémi Imbach under my direction, based
on a new algorithm that I designed. It is included in Maple 2024.

– hefroots
url: https://gitlab.inria.fr/gamble/hefroots

APP: IDDN.FR.001.360018.000.S.P.2021.000.10000
number of lines: ≈ 40000
associated publication: [98]
This software was written with Rémi Imbach, based on an initial
prototype that I had developed in C. It is included in Maple 2023.

– earoots
url: https://gitlab.inria.fr/gmoroz/earoots

APP: IDDN.FR.001.190035.000.S.P.2022.000.10000
number of lines: ≈ 1500
This software written in C uses the Ehrlich-Aberth method to find
complex roots of polynomials in double precision. The code was
written to take advantage of auto-vectorization. This software is
included in Maple 2023.
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– Rootfinding[Parametric]
url: https://www.maplesoft.com/support/help/Maple/view.as
px?path=RootFinding/Parametric

number of lines: ≈ 3500
Developed with F. Rouillier and Maplesoft employees, this program
allows for the certified resolution of parametrized polynomial sys-
tems. It has been included in Maple since 2008.

• I also developed open source software, notably.

– voxelize
url: https://gitlab.inria.fr/gmoro/voxelize

number of lines: ≈ 7000
associated publication: [99]
This software developed in C++ has allowed me to explore a new
technique combining subdivision algorithms and multipoint evalua-
tion. It serves as a support for my research and that of some col-
leagues.

– Siropa Library
url: https://gitlab.inria.fr/gmoro/siropa

documentation: https://members.loria.fr/Guillaume.Moroz/S

iropa/files/siropa-mpl.html

APP: IDDN.FR.001.140015.000.S.P.2017.000.20600
number of lines: ≈ 10000
associated publications: [30, 75]
I developed this software during my postdoctoral position in Nantes
in 2009 for researcher colleagues in robotics who continue to use it
regularly.

• My other software are available at https://gitlab.inria.fr/gmoro
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Chapter 2

Reduction of dimension

2.1 Introduction

Once a geometric problem is modeled by an algebraic system of polynomial
equations, it is now possible to use algebraic structures to solve it efficiently.
Consider the following system S of polynomial equations:

S





f1(x1, . . . , xn) = 0

...

fk(x1, . . . , xn) = 0

Assume that the solutions of this system form a curve in dimension n, de-
noted by V . One of the main ideas to solve this system more efficiently is to
reduce its dimension. There are two main approaches to reduce the dimension
that I investigated while solving geometric problems. The first one consists in
eliminating variables to compute the projection of the curve on a plane using
algebraic tools to eliminate n − 2 variables. The second approach is a contin-
uation approach, and it is based on tracking paths from one or several initial
points.

Elimination

Assume that V is the curve solution of a system of polynomial equations. Elim-
inating n− 2 variables from a system S consists in computing a new system S′

of polynomial equations in the 2 remaining variables, such that the solutions of
S are solutions of S′. Moreover, we require that the solution set of S′ is the
Zariski closure of the projection on the plane spanned by the 2 variables. The
Zariski closure of a set E is the smallest set F containing E such that F is the
solution of a system of polynomial equations. As we will see in Section 2.2,
eliminating variables can be done with several classical algebraic tools such as
Gröbner bases or resultants.
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Continuation

Path tracking. For a system defining a curve, another approach to reduce
the dimension of the search space consists in using path tracking. The idea is
to start from a point and to use a continuation algorithm to compute the next
point on the curve. When the curve is smooth, this approach can also compute
an enclosing tube around the curve. Moreover, this approach can be generalized
for solution set V of arbitrary dimension [14–16].

Numerical optimization. Some geometrical problems can be reformulated
as optimization problems. In this case, the goal is to find the maximum value
of a function in n variables. A naive approach would consist in exploring the
n-dimensional space to find this value. Numerical optimization techniques are
a way to reduce the dimension, by starting with one or several points, and
then computing the next points toward the maximal value. This can also be
seen as a continuation approach to reduce the dimension of the search space.
In particular, we used those derivative-free optimization techniques to find the
maximal number of real embeddings of a rigid graph [44].

2.2 Symbolic elimination theory

From a geometric point of view, eliminating variables in a system S of polyno-
mial equations can be viewed as projecting the solutions of S. One of the main
challenges is to handle the singularities that appear in the projection. More-
over, as shown in Figures 2.1 and 2.2, the solutions of the system obtained after
eliminating variables can sometimes add spurious singularities that are not in
the geometric projection.

2.2.1 Application to mechanism design

A fundamental problem in the design of mechanisms is the calculation of their
workspace, i.e., the set of poses that the manipulator’s end-effector can reach.
Various techniques can be used to calculate this, based on geometric, discretiza-
tion and algebraic methods. One of the advantages of the algebraic approach is
that we can use elimination methods to efficiently reduce the dimension. This
led to the creation of the Siropa software library [30], which combines algebraic
and mechanism design tools to help robotics researchers design mechanisms us-
ing efficient algebraic tools. The main modules of the library are illustrated in
Figure 2.3. The library is written in Maple. In particular, it uses Gröbner bases
from Maple for variable elimination.

Workspace and cusp points for robotic mechanisms

I have developed a new method for efficiently and automatically calculating
the cusp points of a parallel robot [94, 103, 104]. Following this result, and to
facilitate the dissemination of computational methods in robotics, I developed

13



Figure 2.1: Projection of the Whitney Umbrella from R
4 to R

3 on the left, and
its Zariski closure on the right.

Figure 2.2: Projection of an algebraic surface from R
4 to R

3 on the left, and its
Zariski closure on the right.
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Figure 2.3: The Siropa library, its two sub-modules (Siropa and AlgebraicTools)
and their main sub-modules

15



the Siropa library in the Maple language, and wrote its documentation. The user
interface and certain algorithmic choices were discussed with Damien Chablat,
Philippe Wenger and Fabrice Rouillier. We then used this library to help us
analyze various mechanisms. I also co-supervised Ranjan Jha’s thesis on the
analysis of parallel robots.

One of the first difficulties was the interdisciplinary aspect of the project. In
order to create this library, I had to acquire skills in mechanism design to com-
bine them with my skills in symbolic computation. In particular, fundamental
notions such as ”singularity” do not have the same meaning for an algebraic
variety as for a robot. This is the only library that makes algorithms derived
from computer algebra available to robotics researchers.

A second difficulty and originality of the Siropa software was the develop-
ment of algorithms for automatic modeling of mechanisms, so that a robotics
researcher could use the library without being an expert in computer algebra.

The work on cusp points enabled me to calculate the cusp points of the
3-RPR mechanism, followed by other parallel mechanisms [94, 103, 104]. This
library also enabled my co-authors to analyze the workspace associated with
various parallel robots [25, 27–33, 75–78, 94, 103, 104].

Siropa library

Documentation for the Siropa library is available online [30], and a more detailed
description of its use has been published in a robotics journal [75]. Siropa
has also been registered with the APP. This library has been used directly
by robotics researchers, first by my co-authors Damien Chablat and Philippe
Wenger (Laboratoire des Sciences du Numérique de Nantes), and Ranjan Jha
(Central Scientific Instruments Organisation in India). The library is now being
used by other researchers without my involvement, such as Guillaume Michel
(doctor at Nantes University Hospital) [97].

2.2.2 Application to curve topology

Consider the case of a robot with 2 degrees of freedom. The problem of comput-
ing the boundary of its workspace or jointspace can be reformulated as describing
the apparent contour of a surface. In the case of a surface of R3, its apparent
contour is the projection on the horizontal plane of the points of the surface
where the tangent plane contains a vertical line (see Figure 2.5).

One of the main issues with this curve is that even if the surface is smooth, it
contains self intersections and other kinds of singular points. From transversality
theory, it is known that nodes and cusp points can appear in the apparent
contours of generic surfaces [39, §4.7].

More specifically, let f(x, y, z) = 0 be a polynomial equation defining a
smooth surface in 3D. The apparent contour is the projection on the (x, y)-
plane of the curve defined by f(x, y, z) = 0 and ∂f

∂z (x, y, z) = 0. Using tools
from elimination theory, such as the resultant for example, we can compute
a polynomial g(x, y) that vanishes on the apparent contour. Computing the
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Figure 2.4: Main modules of the Siropa library.

topology of the apparent contour requires taking into account the singular points
of the projection.

To handle this problem, we worked on a dedicated symbolic elimination al-
gorithm that also computes the equations defining the singular points of the
projected curve using subresultant theory. One of the main advantage of our
new system of equations defining the singularities is that it is suitable for nu-
merical solvers. This allows us to design an algorithm optimized for describing
the apparent contour of a generic surface. In particular, our approach was faster
than state-of-the-art approaches that didn’t take into account the specific al-
gebraic structure of the singularities induced by the subresultant theory [66,
118].

2.3 Continuation

2.3.1 Path tracking for curve topology

One of the drawbacks of our approach to compute the singularities of an appar-
ent contour with subresultant theory is that it is restricted to surfaces in R

3.
The subresultant theory is well understood for the elimination of one variable.
However, its generalization to more than one variable is not straightforward.
Thus, it is not easy to generalize the subresultant approach to a higher number
of variables.

Instead, we used path tracking to reduce the dimension for the problem
of describing the topology of the apparent contour. The tracking allowed us to
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Figure 2.5: Apparent contour of a torus.
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Figure 2.6: Projection of a smooth curve, and its singularities.

enclose the apparent contour. For the singularities, we designed a specific system
of equations, so-called ball system, that allowed us to compute the singularities
of the apparent contour without computing the equation defining it in the plane.

Effective implicit function theorem

When a curve defined by equations is smooth, the implicit function theorem
guarantees that it is possible to locally parametrize the curve with one variable.
That is, there exists a box containing the curve such that the curve can be
parametrized by a variable in the box. Snyder [126] introduced an effective
criterion based on interval arithmetic to decide if the curve is parametrizable in
a given box. Given a box B defined by a product of intervals, and the function
map F (x1, . . . , xn) = (f1, . . . , fn−r), let □Jk1,...,kr

(B) be the Jacobian matrix

of size k × k where the entry (i, j) is the interval ∂fi
∂xℓj

(B) for ℓj /∈ {k1, . . . , kr}.

Theorem 1 (Interval implicit function theorem [126]). Given a system S of
equations of the form f1 = · · · = fn−r = 0, if

0 /∈ det(□Jk1,...,kr
(B)),

then the solution set of S is parametrizable by xk1 , . . . , xkr
in B.

Combined with a path tracking algorithm, this allows us to enclose a curve
in a union of boxes, as illustrated in Figure 2.7.

Singularities of the projection

Unlike previous state-of-the-art results, our approach computes the singularity
of the apparent contour of a surface, without computing the bivariate equa-
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Figure 2.7: Boxes enclosing a smooth curve, each of them satisfying the interval
implicit function criterion.
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tion defining it. By avoiding the computation of the bivariate equation defining
the apparent contour, our approach is both more efficient in practice and more
adapted to surfaces embedded in higher dimensions. Moreover, it is not re-
stricted to polynomial system of equations, and our approach can compute the
singularities of apparent contour of surfaces defined by more general implicit
smooth functions such as cosine and sine (see Figure 2.9). One of the diffi-
culties is to design a system of equations vanishing on the singularities of the
projected curve, without computing an explicit formula for the projection.

More specifically, we consider a curve V defined by a system S of n − 1
equalities of the form fi(x1, . . . , xn) = 0 where the fi are smooth functions.
We require that V satisfies some assumptions that we detail below. Those
assumptions have a geometric interpretation and are illustrated in Figure 2.8.
Note that they are satisfied generically [85, §7]. In the following, we denote by
JS the Jacobian matrix associated to the functions fi, and π is the projection
map from V to the dimension-2 space generated by x1 and x2.

A1 – For all q ∈ V , rank(JS(q)) = n− 1. In particular, V is a smooth curve.

A2 – The set of points of V with a vertical tangent is discrete and does not
intersect the boundary of B.

A3 – For all points p ∈ π(V ), the pre-image of p under π consists of at most
two points in B counted with multiplicities.

A4 – The set of points of V where π is not injective is discrete and does not
intersect the boundary of B.

A5 – The singular points of π(V ) are only nodes.

The system we use for computing the singularities is constructed using the
following operators that send an analytic function to an analytic function.

Definition 1. Let x1, x2, t be variables in R and y, r in R
n−2. For a smooth

function f : B ⊂ R
n → R, we define the functions S · f and D · f from R

2n−1

to R.

S·f(x1, x2, y, r, t) =
{

1
2 [f(x1, x2, y + r

√
t) + f(x1, x2, y − r

√
t)], for t > 0

f(x1, x2, y), for t = 0
and

D·f(x1, x2, y, r, t) =
{ 1

2
√
t
[f(x1, x2, y + r

√
t)− f(x1, x2, y − r

√
t)], for t > 0

∇f(x1, x2, y) · (0, 0, r), for t = 0.

This allows us to define a system of equations that vanishes on the singulari-
ties of the projection of the considered curve. Moreover, under our assumptions,
all the solutions of this system are regular.

Theorem 2 ([85]). Consider P = (P1, . . . , Pn−1) ∈ C∞(Rn,Rn−1) that satisfies
Assumptions A1, A2, A3 and A4. Then, X = (x1, x2, y, r, t) ∈ R×R×R

n−2 ×
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0 = x1 + 2 sin(x1)− cos(x4)− (3 cos(x3)− cos(2.8571x3))

0 = x2 + 0.2 cos(x2) + (3 sin(x3)− sin(2.8571x3)) + sin(x4)

0 = x24 − sin(x2)

Figure 2.9: Projection of a smooth curve defined by 3 trigonometric equations
in 4 variables.

R
n−2 × R is a solution of the Ball system

Ball(P ) =





S · P1(X) = · · · = S · Pn−1(X) = 0

D · P1(X) = · · · = D · Pn−1(X) = 0

∥r∥2 − 1 = 0

(2.1)

if and only if (x1, x2) is a singular point of the projection of the curve. Moreover,
if Assumption A5 is satisfied, then X is a regular solution of Ball(P ).

This theorem allowed us to use numerical methods to compute the singular-
ities of curves defined with trigonometric equations, as shown in Figure 2.9.

Results and impact

In the case of analytic curves, our approach is the only one to describe their
projections (Figure 2.9), and for algebraic curves, our approach allows us to gain
an order of magnitude in computation time compared to variable elimination
methods. This has allowed me to get closer to the community of researchers
working notably on contractors in interval arithmetic [26, 100].

In the long term, the idea is to generalize our approach to the case of surfaces.
A first step in this direction was made during Sény Diatta’s thesis [40, 41], and
other researchers like Mathijs Wintraecken are also very interested in working
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on these problems, which I discuss in more detail in my research program in
Section 5.2

Our work has been published in conferences and journals bridging the com-
munities of computer algebra [67] and interval arithmetic [68, 85]. I also co-
supervised George Krait’s thesis, who developed software for plotting singular
curves distributed on GitHub [84].

24



Chapter 3

Reduction of redundant

computations

Some algebraic computations involve redundant operations, notably when some
intermediate values are algebraically dependent. In particular, the evaluation
of a polynomial of degree d at one point can be done with a linear number
of arithmetic operations, e.g. using the Horner algorithm. If we evaluate a
polynomial of degree d at d points using the Horner algorithm at each point,
it will require a quadratic number of arithmetic operations. As we will see in
this chapter, evaluating a polynomial at multiple points is a fundamental tool
in some geometric algorithms, such as the computation of the distance between
two 3D triangulations (Section 3.2). First we briefly recall in Section 3.1 the
main ideas for evaluating a polynomial of degree d at d points with a quasi-linear
number of arithmetic operations. Then in Section 3.2 we show how this result
can be combined with other state-of-the-art results in computational geometry
to obtain a new and quasi-optimal algorithm for computing the distance be-
tween two 3D triangulated irregular networks. Finally, in Section 3.3, we show
how multipoint evaluation approaches can also be used to speed up classical
approaches based on marching cube or subdivision algorithms to enclose the
zero set of polynomial equations.

3.1 Fast multipoint evaluation and related algo-

rithms

Real RAM model. The real Random Access Machine model is a model that
is commonly used in computational geometry. In this model, variables can store
arbitrary real numbers, and algebraic operations (+,−,×,÷) can be performed
in constant time, and it is possible to check the sign of a number. However,
it is not possible to compute its integer part in constant time, since it would
allow solving in polynomial time any problem in PSPACE [122]. This model
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was introduced by Shamos in the late 70s [116, 124]. It is similar to the Blum-
Shub-Smale machine, that is more commonly used in computer algebra [13].
Remark that in divide-and-conquer algorithms for example, the integer part
function is commonly used to get integer indices, which is not directly available
in the classical BSS or real RAM machines. A more recent careful formalisation
extends the real RAM model to support such indices manipulations [45].

Fast multiplication using Karatsuba algorithm. One standard opera-
tion in computer algebra is the multiplication of univariate polynomials. More
specifically, let f(x) = f0 + f1x and g(x) = g0 + g1x, where x is a symbolic
variable. A naive algorithm to compute the multiplication

f(x)g(x) = f0g0 + (f1g0 + f0g1)x+ f1g1x
2

requires 4 multiplications. On the other hand, using the distributivity of the
multiplication, we can remark that

f(1)g(1)− f0g0 − f1g1 = f1g0 + f0g1.

Thus, the coefficients of f(x)g(x) can be computed with 3 multiplications in-
stead of 4. Similarly, a naive algorithm to multiply two polynomials of degree
2k − 1 requires 4k multiplications, which is quadratic in the degree. However,

by splitting the polynomials in two parts of the form f(x) = f0(x)+x2
k−1

f1(x)

and g(x) = g0(x) + x2
k−1

g1(x), we can use a recursive algorithm that computes
f(x)g(x) using only 3k multiplications. This was the first subquadratic algo-
rithm to multiply two polynomials, found in the early sixties by Karatsuba [79].
This shows also that in computer algebra naive algorithms sometimes involve
redundant computations that can be avoided.

Fast multiplication using Fast Fourier Transform. In Karatsuba’s algo-
rithm, the multiplication of two polynomials has been sped-up by evaluating f
and g on 0 and 1. This approach can be generalized by evaluating f and g on
the roots of unity. More precisely, if f and g are polynomials of degree d − 1,
we evaluate each of them on the roots of unity wk = ei2π/2d. Then we compute
the f(wk)g(wk), and we use interpolation to recover the 2d coefficients of the
polynomial f(x)g(x). Evaluating a polynomial on the points wk is equivalent to
the computation of a 2d-points Discrete Fourrier Transform. A 2d-points DFT
transforms a sequence of 2d complex numbers p0, . . . , p2d−1 into a sequence of
2d complex numbers q0, . . . , q2d−1 satisfying:

qℓ =
d−1∑

k=0

pkw
k
d−ℓ

Using a divide and conquer approach, a DFT can be computed with a quasi-
linear number of arithmetic operations [35, 50]. A quasi-linear algorithm to
compute a DFT is called a Fast Fourier Transform or FFT. Moreover, interpo-
lating a polynomial of degree 2d − 1 from its values on the points wk is also
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equivalent to computing a 2d-points DFT. This leads to the following fast al-
gorithm to multiply two algorithms using a quasi-linear number of operations:
first evaluate the f(wk) and the g(wk) using FFT, then compute the values
f(wk)g(wk), and finally recover the product polynomial by interpolation using
FFT again.

Fast multipoint evaluation for univariate polynomials in the real RAM

model. In the real RAM model, you don’t have access to roots of unity.
However, using techniques based on field extension, you can still design a fast
multiplication algorithm, that uses only a quasi-linear number of arithmetic
operations [48, Theorem 8.23]. Then, once we have a quasi-linear algorithm to
multiply two polynomials, it is possible to compute the quotient and the remain-
der of the division of two polynomials with a quasi-linear number of arithmetic
operations [48, Theorem 9.6].

Using fast division algorithms, it is possible to design a divide-and-conquer
algorithm to evaluate a polynomial f of degree d − 1 on d points z0, . . . , zd−1.
First, for two given integers ℓ ≤ u between 0 and d−1, let rℓ,u be the remainder
of the division of f by the polynomial pℓ,u := (x− zℓ) · · · (x− zu). Then, we can
remark that for all ℓ ≤ k ≤ u such that zk is a root of pℓ,u:

rℓ,ℓ = f(zℓ) (3.1)

rℓ,u(zk) = f(zk). (3.2)

Using these two properties, we can design a divide-and-conquer algorithm to
compute rk,k for all 1 ≤ k ≤ d as follows. Let m = ⌊d/2⌋ and compute r0,m−1

and rm,d−1 with a quasi-linear number of arithmetic operations. Then, letting
p = ⌊m/2⌋ and q = ⌊(d +m)/2⌋, we can compute r0,p−1, rp,m−1, rm,q−1, rq,d−1

with a quasi-linear number of arithmetic operations.

Fast multipoint evaluation for multivariate polynomials in the real

RAM model. To evaluate a polynomial on a general set of points, the case of
a univariate polynomial is well understood [46]. For multivariate polynomials,
there are fewer results that are efficient in practice when the points are not
arranged as a grid.

For multipoint evaluation in the real RAM model, the first subquadratic
algorithm for multivariate polynomials is from [108]. In this case, Nüsken and
Ziegler show that it is possible to evaluate a bivariate polynomial of degree d
in each variable on d2 points using only Õ(dω(1,1,2)/2+1+ε) arithmetic opera-
tions for any ε > 0. Here, ω(a, b, c) is the exponent such that the multiplica-
tion of an na × nb matrix by an nb × nc matrix can be done in O(nω(a,b,c)+ε)
arithmetic operations. Moreover, w(1, 1, 2) = w(1, 2, 1) [63] and as of 2024,
ω(1, 2, 1) < 3.250385 [128]. In particular, it is possible to evaluate a bivariate
polynomial on d2 points in O(d2.626) operations, which is the best current bound,
up to our knowledge. More generally, this bound can be extended to evaluate
on dn points a polynomial in n variables, of degree d in each variable, using
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O(d(n−1)ω(1,2,1)/2+1+ε operations. For n = 3 or n ≥ 7, with the current bounds
on matrix multiplications, a recent result improves this bound and shows that it

is possible to evaluate a polynomial on those points in Õ(d1+
(ω−1)(n−2)
(n−2)ω+1 ), where

ω = ω(1, 1, 1) < 2.371552 [128].
Unfortunately, none of these approaches allows to evaluate a multivariate

polynomial on multiple points with a quasi-linear number of operations.

Fast multipoint evaluation for bivariate polynomials over other fields.

When the underlying field is not the field of the real numbers, the elements
are not necessarily ordered. In this case, handling degenerate cases where
points share the same first coordinate becomes the bottleneck in the algorithm
of Nüsken and Ziegler [108]. A recent result shows that for any field, even
those where elements are not ordered, it is possible to evaluate one bivariate
polynomial of degree d on d2 points in Õ(d(4ω+2)/(ω+1)) operations, which is
in O(d2.796) [61]. For evaluating several bivariate polynomials on a fixed set P
of points, another recent interesting approach consists in precomputing a data
structure associated to P . After this precomputation, the evaluation can be
done with a quasi-linear number of arithmetic operations [59, 60]. This lead
to a recent preprint where the authors show that this precomputation can be
done in Õ(dω+1) operations, which is approximately Õ(d3.372) [61]. This result
is also extended to polynomials in more than 2 variables.

In the case of rings of the form Z/rZ, a breakthrough result showed that
it is possible to evaluate a bivariate polynomial of degree d on d2 points in
O(d2+ε log1+o(1) r) operations [81]. This result is also extended to the case of
more variables, when the number of variables is small compared to the degree.
This constraint was recently removed [8, 9].

The case of approximate multipoint evaluation of multivariate polynomials
was also recently investigated, with respect to an absolute error on the evalua-
tion, leading also to a quasi-linear algorithm in the number of points [51].

Fast double sum of rational functions. Using the previous state-of-the-
art algorithms, we can design a fast algorithm to compute the double sum of
rational fractions. More precisely, let k be a positive integer, and let A and B
be two sets of Rk. Moreover, let f be a polynomial of constant degree d in each
of its 2k variables, and g be a bivariate polynomial of constant degree d in each
variable. Assume that A and B contains at most n points. In the real RAM
model, the sum

S =
∑

(a1,...,ak)∈A

∑

(b1,...,bk)∈B

f(a1, . . . , ak, b1, . . . , bk))

g(a1, b1)

can be computed in Õ(d2kn) arithmetic operations.
This can be achieved by using the symbolic variables x1, . . . , xk, and com-
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puting the rational function:

N(x1, . . . , xk)

D(x1)
=

∑

(b1,...,bk)∈B

f(x1, . . . , xk, b1, . . . , bk))

g(x1, b1)

where N and D are polynomials of degree in O(nd) in x1 and d in the other
variables. Summing the symbolic fractions with a divide-and-conquer approach,
and using a fast multiplication algorithm, D can be computed in Õ(nd) and

N in Õ(d2kn) arithmetic operations. Then using a fast multipoint evaluation

algorithm, we can evaluate N and D on all the points of A in Õ(dkn) arithmetic
operations, which allows us to compute S within the same complexity.

3.2 Application to computing the distance be-

tween terrains

The use of fast multipoint evaluation had an unexpected geometrical applica-
tion. More precisely, this algebraic tool allowed us to defy a seemingly obvious
lower bound to compute the distance between two terrains.

A terrain is the graph of a bivariate function over some planar domain, say,
a square. It is sometimes used to model actual geographic terrains, such as
elevation in a mountainous locale, but can also be applied to storing any two-
dimensional data set, such as precipitation or snow cover data. A common way
of interpolating and representing discrete two-dimensional data is a triangulated
irregular network : the values of a bivariate function are given at discrete points
in, say, the unit square. The square is triangulated, using data points as vertices.
The function is then linearly interpolated over each triangle. This produces a
piecewise-linear approximation of the “real” (and unknown) function.

A fundamental problem is that of comparing two terrains over the same
domain, say, the unit square M , but given over two unrelated triangulations,
denoted by A and B [1, 2]. If the two terrains are the graphs of the two bivariate
functions f, g :M → R, one can naturally define a distance between them as

∥f − g∥2 =
(∫∫

M

(f(x, y)− g(x, y))2dxdy
)1/2

.

In the case of triangulated irregular network, the function f and g are
piecewise-linear functions defined over the triangulations A and B respectively
(see Figure 1.1). The direct approach to compute the distance consists in com-
puting the integral over the polygonal domains obtained by intersecting each
triangle from A with each triangle from B. The main issue is that in the worst
case, if each triangulation has n triangles, this approach requires computing
Ω(n2) polygonal domains.

However, using state-of-the-art multipoint algorithms from computer alge-
bra, we showed that it is possible to compute the distance between two terrains
with a number of operations quasi-linear in the number of input triangles.
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Theorem 3 ([102]). Given piecewise-linear functions f and g defined over dif-
ferent triangulations of the same domain M , with at most n triangles each,
∥f − g∥2 can be computed using O(n log4 n log log n) arithmetic operations.

The proof of this result is based on three key ideas. The first one is to
remark that the integral over the overlay of the two triangulations A and B
can be reduced to a sum of rational functions over pairs of edges, plus some
additional terms computable in linear time.

Then, the second idea is to use the bipartite clique decomposition to arrange
the pairs of edges that intersect in complete grids. More precisely, if I is the set
of pairs of edges from A and B that intersect, then, it is possible to compute in
quasi-linear time the subsets Ai of edges in A and the subsets Bi of edges in B
such that I =

⋃
iAi × Bi. Moreover, the sum of the sizes of all the Ai and Bi

is quasi-linear in the number of triangles of A and B.
Finally, the L2-distance can be written as a sum of double sums of the form:

∑

i

∑

a∈Ai

∑

b∈Bi

fi(a, b)

gi(a, b)

where the fi and gi are polynomials of constant degree. Using fast polynomial
multiplication and multipoint evaluation algorithms presented in Section 3.1,
we can evaluate those sums in a quasi-linear number of arithmetic operations.

Results and impact

The theoretical complexity we obtained is quasi-optimal, whereas before our re-
sult, the best known complexity was quadratic in the size of the input. Moreover,
the underlying ideas of this work have been used in several works in algorithmic
geometry [4, 23, 24].

Furthermore, following these results, I acquired a reputation as an expert in
algebraic structures for geometric problems, which led, for example, to Yukiko
Kenmochi contacting me to use algebraic methods on a discrete geometry prob-
lem [115]. This also allowed me to start a new collaboration with other re-
searchers in algorithmic geometry such as Pankaj Agarwal (Duke University),
detailed in Section 5.1.1 of my research program.

The results on distances between piecewise linear functions were published in
the ACM Transactions on Algorithms journal, a journal read in the community
of algorithmic geometry and combinatorial geometry on discrete data structures.

3.3 Application to isosurface triangulation with

the marching cube and subdivision algorithms

The marching cube algorithm is a common algorithm to triangulate a surface
defined by an equation of the form f(x, y, z) = 0. The first step of this algorithm
consists in evaluating a polynomial on a grid of points. Then, using the signs
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of the computed evaluations, a table indicates which triangle should be added
to the triangulation.

We introduced two new ideas from computer algebra and numerical analysis
to speed up the marching-cube algorithm.

3.3.1 Grid with Chebyshev nodes

The first idea is to take advantage of fast-multiplication algorithms to speed
up the evaluation of the input functions on the grid. However, state-of-the-art
algorithms recalled in Section 3.1 are numerically unstable [87] if we approximate
the numbers with floating point numbers with fixed precision, as it is usually
done in numerical computations. To overcome this limitation, the second idea
is to replace the grid used in the marching cube algorithm with a grid based
on Chebyshev nodes, where we can use fast multipoint evaluation algorithms
that are numerically stable. Interpolating functions on Chebyshev nodes is a
standard approach in numerical analysis [127], and Chebfun is a library based
on this idea that is available for Matlab [42].

If we restrict our multipoint evaluation on a set of Chebyshev nodes, we
can then use the Discrete Cosine Transform (DCT), in the same way as the
Discrete Fourier Transform (DFT) can be used for multipoint evaluation on the
roots of unity in the complex field [48, §8.2]. In this case, the bit complexity is
linear in d, even with a precision lower than d [121, §3]. This special multipoint
evaluation inherits the numerical stability of the DCT, and we extend the error
analysis already known for the DFT [21].

Chebyshev nodes, Chebyshev basis and IDCT

Chebyshev polynomials can be defined as the unique sequence of polynomials
(Tn)n∈N satisfying

Tn(cos θ) = cos(nθ). (3.3)

For N ∈ N, the Chebyshev nodes (ck)k∈J0,N−1K are the roots of TN :

ck = cos

(
2k + 1

2N
π

)
for k ∈ J0, N − 1K. (3.4)

The Chebyshev polynomials Tk for k ≤ d form a basis of the polynomials of
degree at most d. The relation between the monomial and the Chebyshev bases
is given by [95, section 2.3.1]:

xk = 21−k

⌊k/2⌋∑′

i=0

(
k

i

)
Tk−2i(x), (3.5)

where the prime symbol denotes that the term T0(x), if there is one, is to be
halved.
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Lemma 1. For a polynomial of degree d, the change-of-basis matrix from the
monomial basis to the Chebyshev basis is B = (Bi,j) ∈ R

(d+1)×(d+1) where

Bi,j =





2−j
( j

j
2

)
if i = 0 and j is even,

21−j
( j

j−i
2

)
if ∃k, i = j − 2k and i ≤ j,

0 otherwise.

(3.6)

Proof. The entry Bi,j is the coefficient of Ti in the expansion of xj in the
Chebyshev basis. The formula for this entry follows from Equation (3.5).

Performing a change of basis is a multiplication of a (d+1)× (d+1)-matrix
by a (d+1)-vector. Thus, given a polynomial of degree d in the monomial basis,
computing its coefficients in the Chebyshev basis can be done in O(d2p log(p))
bit-operations in precision-p arithmetic. Remark that it is also possible to do
the change of basis in O(d polylog(d)) arithmetic operations [17, 113], however
those methods are based on Taylor shift operations that require a number of bit
operations quadratic in d [49].

Definition 2. Given d,N ∈ N
∗ with d + 1 ≤ N and (Xi)i∈J0,dK a sequence of

real numbers, the Inverse Discrete Cosine Transform IDCT((Xi)i∈J0,dK, N) is
the sequence (xk)k∈J0,N−1K defined by

∀k ∈ J0, N − 1K, xk =
1

N

(
1

2
X0 +

d∑

i=1

Xi cos

(
i(2k + 1)

2N
π

))
. (3.7)

When input and output sizes match, it is omitted: IDCT((Xi)i∈J0,dK) denotes
IDCT((Xi)i∈J0,dK, d+ 1).

Main result and experiments

For the fast multipoint evaluation, the polynomial is written in the Chebyshev
basis and then the IDCT is applied on these coefficients.

Figure 3.1 experimentally verifies the relevance of using Chebyshev grids.
It displays the computation times of the certified partial evaluation of our
polynomials using fast discrete cosine transform, with a complexity of O(d3 +
dN log2(N)), and using Horner’s method, with a complexity of O(d2N). For the
range of values we are interested in, specifically 10 ≤ d ≤ 100 and 500 < N the
discrete cosine transform is always faster. This justifies the use of the Chebyshev
polynomials despite the preliminary costly change of basis.

3.3.2 Subdivision with sparse tensors datastructure

The second idea is to speed up evaluation costs in subdivision algorithms. A
classical approach to reduce the number of evaluations is the use of a subdivision
algorithm with a criterion that ensures that a large part of the input domain
does not contain any zero of the input function. Usually, such criteria are
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Figure 3.1: Computation times of the IDCT and the interval Horner evaluation
for the partial evaluation step. The color in the legend indicates the degree of
Kac polynomials. Dotted lines correspond to the IDCT and solid lines to the
interval Horner scheme.

based on interval arithmetic ([73, 80, 88, 107, 114, 126] among others). Interval
arithmetic is the generalization of standard arithmetic operations to the case
where numbers are replaced by intervals. If [a, b] and [c, d] are two intervals,
the result of [a, b] + [c, d] is the interval [a+ c, b+ d]. If f is a polynomial in k
variables and B is a product of k intervals, we denote by □f(B) the product
of intervals returned when f is evaluated on B using interval arithmetic. The
main property of interval arithmetic is that the interval □f(B) satisfies:

□f(B) ⊃ {f(x) | x ∈ B}.

Subdivision algorithms roughly consist in evaluating f on boxes created
along a subdivision tree, and discarding them if f doesn’t vanish in them.
If the input function is a high degree polynomial, one of the bottlenecks of
those algorithms is the time required to evaluate f . I proposed a new approach
that amortizes the evaluation cost over the boxes created in a subdivision al-
gorithm [99]. It combines on the one hand partial evaluations of the input
polynomial with interval arithmetic, and on the other hand sparse tensors [34,
125] to store the boxes created during the subdivision algorithm. This approach
was implemented in the software voxelize, and the source code is available on
gitlab1. Experimental results show that this software can enclose the zero set of
polynomial systems that were not reachable with state-of-the-art software. For
example, Figure 3.3 shows the output boxes of the software voxelize enclosing

1https://gitlab.inria.fr/gmoro/voxelize
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Figure 3.2: Boxes on the same
level of the subdivision tree.

Figure 3.3: Enclosing of a curve
defined by 2 trivariate polyno-
mials of degree 100.

an algebraic curve defined by two polynomial equations of degree 100, where
the coefficients are randomly drawn from a normal law centered at zero.

Amortized Evaluation on a Grid of Boxes

The first idea to reduce the evaluation redundancies is to use partial evalua-
tion. Assume that f(x1, x2) is a bivariate polynomial of degree d. Moreover, let
(Ii)0≤i<n and (Ji)0≤j<n be two sequences of real intervals. Using the Horner
scheme, evaluating f on a box requires O(d2) arithmetic operations, and eval-
uating f on all the boxes Ii × Jj for 0 ≤ i, j < n requires O(d2n2) arithmetic
operations. By reorganizing the operations using partial evaluations, the num-
ber of arithmetic operations can be reduced to O(dn(d+ n)). This idea is well
known and was used for example to speed up the multiplication of polynomi-
als [111]. It is also currently implemented in the well-spread library NumPy to
evaluate polynomials in 2 and 3 variables [54].

More precisely the operations are reordered as follows. For a given Ii, the
partial evaluation of f in Ii results in a univariate polynomial fi of degree d. This
step requires O(d2) arithmetic operations. Then evaluating fi on n intervals
requires O(dn) arithmetic operations. Finally, repeating these operations for all
the n intervals Ii, this allows us to evaluate f on all the boxes of the grid with
a total number of arithmetic operations in O(dn(d + n)). More generally, for
higher dimensions, this leads to the following result.

Property 1 ([111]). Let f be a polynomial in k variables and of degree at most
d−1 in each variable. Let X1, . . . , Xk be k sets of n real intervals each. Then it
is possible to evaluate f on all the boxes of X1×· · ·×Xk in O(kdnmax(n, d)k−1)
arithmetic operations.

In the case where n > d, this approach results in a significant speedup since
the amortized number of arithmetic operations to evaluate f on each box of the
grid is O(kd) instead of O(dk).
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Amortized Evaluation on a Sparse Subset of a Grid

For the simple subdivision algorithm mentioned at the beginning of the introduc-
tion, if the boxes created are never discarded, then each level of the subdivision
tree forms a dense grid of boxes. In this case, the partial evaluation approach
shown in the previous section can be applied directly to reduce the total num-
ber of arithmetic operations required to evaluate f on each box with interval
methods. In the general case though, many boxes are discarded, and the boxes
appearing in a given level of the subdivision tree form a subset of a grid, as
shown in Figure 3.2. The boxes created in the subdivision algorithm can be
handled in different orders. Using a breadth-first walk on the subdivision, the
boxes on the same level are a subset of a grid. In this case, we need to evaluate
a polynomial on a sparse subset of a grid.

Boxes in a sparse subset of a grid can be gathered and stored as a sparse
tensor in the Compressed Sparse Fiber (CSF) format [34, 125]. The CSF is
a generalization of the Compressed Row Format used to store the entries of a
sparse matrix. Performing the partial evaluation approach on a set of boxes in
a CSF format leads to Theorem 4.

For a subset of a 2D grid, the data structure is a labeled tree that stores
the positions of the non-empty rows in the children of the root node, and then
in each row, the position of the non-empty entries are stored in the children of
the corresponding node (Figure 3.5). In higher dimension k, this idea is applied
recursively.

As an example, using the compressed sparse data structure to store the
sparse matrix given in Figure 3.4, we get the tree shown in Figure 3.5, and its
support is {(0, 0), (0, 1), (1, 0), (1, 1), (3, 0), (3, 3), (3, 4)}.
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Figure 3.5: Compressed Sparse Fiber associated to the sparse matrix.

Main Result

For a set E, we denote by |E| its number of elements. Then, we define the
notations for the size of the projection of a subset E of a grid. In particular,
the size of the projection is smaller when the elements of E are aligned within
the grid.

Definition 3. Given a finite set E ⊂ N
k, and an integer i between 1 and k, we

denote by Ni(E) (resp. Ñi(E)) the number of elements in the projection E on
the first (resp. last) i coordinates, counting repeated projections only once.

Even though this definition holds for a set of integer tuples, it can be natu-
rally extended for multivariate polynomials. Indeed, for each monomial, we can
associate its vector of exponents. If f is a polynomial in k variables, for a given
integer i, we can define Ni(f) (resp. Ñi(f)) as the size of the projections of the
set of vectors of exponents of f to their first (resp. last) i coordinates.

For S a set of points or boxes that is a subset of a grid, we can also extend the
definition of Ni by simply indexing the elements of S by their integer positions
in the grid. Letting Sind be the set of integer indices of the boxes of S, we can
define Ni(S) by Ni(Sind).

We can now state our main theorem to evaluate a multivariate polynomial
on a set of boxes that is a sparse subset of a grid of boxes G that is the Cartesian
product of k sets of intervals X1 × · · · ×Xk.

Theorem 4 ([99]). Let f be a polynomial in k variables, and S be a sub-
set of boxes of G. It is possible to evaluate f on all the boxes of S in
O(
∑k−1

i=0 Ñk−i(f)Ni+1(S)) arithmetic operations.

When the set of boxes enclose a variety of dimension j,the projection of S on
the first j coordinates is often a dense grid. In this case, we have the following
corollary.

Corollary 1 ([99]). For 1 ≤ j ≤ k − 1, assume that the projection of S on the
first j coordinates is:
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i. a dense grid, denoted by X1 × · · · ×Xj

ii. |Xi| > d for all 1 ≤ i ≤ j.

Then we can evaluate each box of S in O(j(d+ 1)k−j+1) arithmetic operations
on average, instead of O((d+ 1)k) operations.

3.3.3 Results and impact

The new approaches I have developed have, on one hand, improved the asymp-
totic complexity for plotting algebraic curves in the plane [56]. To plot a curve
of degree d on a grid of size N × N , the naive marching cube algorithm uses
O(d2N2) arithmetic operations, whereas in well-conditioned cases, our method
uses a number of operations that is quasi-linear in dN .

Moreover, for algebraic curves embedded in 3-dimensional spaces, the soft-
ware voxelize is the only one capable of plotting algebraic curves defined by
polynomials of degree 100 (Figure 3.3).

Part of this work has been published, notably in the symbolic computation
conference ISSAC [56], and more recent work on the subject has been accepted
to the conference Computer Algebra in Scientific Computing 2024 [99]. This
more recent work also allows for rapidly reducing the areas of space containing
semi-algebraic varieties, which could help solve certain open problems related to
the rigid embedding of certain varieties (Axis 5.1.2 of the Research Program).
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Chapter 4

Reduction of precision

Finally, while working with geometric model, another route for optimization is to
approximate the results. In numerical algorithms, it is common to use classical
algorithms, and to perform arithmetic operations with limited precision. In this
section, we will go further. Taking into account that the output will be approx-
imated, we will change the classical algorithms to reduce computations while
introducing approximation errors that are within a required order of magnitude.
More precisely, the literature covers well the cases where the polynomials have
a degree lower than the required precision. However, there are few complexity
results for the cases where the required precision is lower than the degree. This
case appear for example if we want to sample points roughly uniformly in a disk,
while avoiding clusters of points that could appear if the points are sampled in-
dependently. This can be done by computing the roots of a polynomial of high
degree ([43],[62, chapter 2] and references therein). After introducing several
state-of-the-art results on fast algorithms to handle univariate polynomials, this
chapter will present new results on fast multipoint evaluation and root finding
for polynomials with a degree larger than the required precision.

4.1 Preliminary tools

Notations. In this chapter, for a polynomial in one variable f , we let:

∥f∥1 = |f0|+ · · ·+ |fd|
f̃(|z|) = |f0|+ · · ·+ |fd||z|d .

Moreover, for a complex number γ and a positive real ρ, we denote byD(γ, ρ)
the closed disk of center γ and radius ρ.

4.1.1 Fast algorithms with finite absolute precision

In this section, the numbers are stored with fixed-point representation. More
precisely, a number with a magnitude less than 2τ and m bits after the binary
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points will be represented with O(m+ τ) bits. We say that the value m is the
absolute precision of this number.

Fast elementary operations

We start with classical results on elementary operations, notably on the multi-
plication and the composition of polynomials.

Proposition 1 ([121, Theorem 2.2], [119, Proposition 3.2]). Let f and g be
two univariate polynomials of degree d with ∥f∥1 and ∥g∥1 less than 2τ , and
an integer m ≥ log(d + 1). It is possible to compute a polynomial h such that

∥h− fg∥1 ≤ 2−m in Õ(d(m+ τ)) bit operations.

Using the Fast Fourier transform algorithm, we can also evaluate in a quasi-
linear time a polynomial on the roots of unity. Note that in this case, even if
the required precision m is smaller than d, the algorithm is still quasi-linear in
dm.

Proposition 2 ([121, §3], [119, Proposition 3.3]). Let f be a polynomial of
degree d, and ∥f∥1 ≤ 2τ with τ ≥ 1, and an integer m ≥ log(d+1). It is possible

to compute complex numbers y0, . . . , yd−1 such that
∑d−1

k=0 |yk − f
(
ei2πk/d

)
| ≤

2−m in Õ(d(m+ τ)) bit operations.

Finally, another classical result that we will use is the fast composition of
polynomials.

Proposition 3 ([119, Theorem 2.2]). Let f and g be two polynomials of degree
d with ∥f∥1 ≤ 2τ and ∥g∥1 ≤ 2ν where τ ≥ 1 and ν ≥ 1. Let m be a positive
integer. It is possible to compute a polynomial h of degree d − 1 such that
∥h(X)− f(g(X)) mod Xd∥1 ≤ 2−m in Õ(d(m+ τ + dν)) bit operations.

Remark 1. Ritzmann [119, Theorem 2.2] used the same bound for ∥f∥1 and
∥g∥1. Our proposition is a direct consequence of Ritzmann’s theorem if we mul-
tiply f in the input by 2ν−τ , and the result by 2τ−ν . This reduction can be done
in Õ(d(τ + ν +m)) bit operations.

Fast approximate multipoint evaluation

When we want to evaluate a polynomial on multiple points, it is possible to
amortize the number of bit operations when the precision required m is larger
than the degree d [58, 82]. In a recent work [58, §3.2], van der Hoeven showed

that even when m is less than d, it can be done in Õ(d3/2m3/2). However, this
bound is not optimal when m is greater than d. For the case m > d, we recall
here another state-of-the-art bound on the bit complexity for fast multipoint
evaluation.

Proposition 4 ([58, Lemma 11], [82, Theorem 9]). Let f be a polynomial of
degree d, with ∥f∥1 ≤ 2τ , with τ ≥ 1, and let x1, . . . , xd ∈ C be complex points
with absolute values bounded by 1. Then, computing yk such that |yk − f(xk)| ≤
2−m for all k is possible in Õ(d(m+ τ + d)) bit operations.
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Even though the bit complexity is quadratic in d, this approach is near
optimal when m is greater than d, since its complexity matches the size of the
output in this case. Notably our approach relies on this result since we reduce
the problem of evaluating a polynomial of degree d to the problem of evaluating
several polynomials of degree m with a precision greater than m.

Fast approximate factorization

Another important result on univariate polynomials is a bound on the bit com-
plexity to approximate all its roots. In the complex plane, approximating the
roots is equivalent to compute an approximate factorization. We recall the
state-of-the-art bound on the bit complexity for this problem.

Proposition 5 ([112, Theorem 2.1.1]). Let f be a polynomial of degree d with
leading coefficient cd and all its roots ζk in the unit disk, and m ≥ d log d a
fixed real number. It is possible to compute complex numbers z1, . . . , zd such
that ∥f(X)− cd

∏d
k=1(X − zk)∥1 ≤ 2−m∥f∥1 in Õ(dm) bit operations.

Remark 2. The theorem also holds with the same complexity for a polynomial
h that has all its roots in the disk centered at the origin and of radius c2m/d for
a constant c ≥ 1.

Proof of the remark. Let f(Y ) = h(c2m/dY ). Then f has all its roots in the
unit disk and ∥f∥1 ≤ cd2m∥h∥1. Computing the approximate factorization

g of f such that ∥f − g∥1 ≤ 2−2m−d log2 c∥f∥1 can be done in Õ(dm) since
m ≥ d log d. Then with the change of variable Y = X2−m/d/c, we have ∥h(X)−
f̃(X2−m/d/c)∥1 ≤ 2−m∥h∥1.

This theorem does not directly give a bound on the distances between the
roots and their approximations. Schönhage shows [123, §19] that in the worst
case |ζk − zk| < 4 · 2−m/d. This bound can be improved for well-conditioned
roots. In our case, we will also need a bound on the distance between some pairs
of roots of two polynomials that have different degrees. We will use Kantorovich
theory for the bounds in these cases (Section 4.1.1).

Note that Remark 2 requires a bound on the modulus of the roots of the
polynomial. For that, we will use the classical Fujiwara bound.

Proposition 6 ([47]). Let f =
∑d

k=0 fkX
k be a polynomial of degree d. Then

the moduli of the roots of f are lower or equal to 2max1≤k≤d
k

√∣∣∣ fd−k

fd

∣∣∣.

Applying this bound on the polynomial returned by a hyperbolic approxima-
tion, slightly perturbed, will allow us to verify that the assumptions of Remark 2
are satisfied.

Certification of the roots

Several approaches in the literature guarantee that a neighborhood of a point
contains a unique root of a given polynomial. We may cite notably Kantorovich
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criterion [38, §3.2], Smale’s alpha theorem [38, §3.3], Newton interval method
[107, Theorem 5.1.7], Pellet’s test [96], Pellet’s test combined with Graeffe it-
eration [6, 72], Cauchy’s integral theorem [69, 70], and others [120], . . . A first
crude bound from the literature to guarantee that a disk centered at a point x
contains a root of a polynomial f is the following.

Proposition 7 ([55, Theorem 6.4e], [10, Theorem 9]). Let f be a polynomial

of degree d, and x a complex point. Let rk = k

√
k!
(
d
k

) ∣∣∣ f(x)
f(k)(x)

∣∣∣. Then, for all

1 ≤ k ≤ d, the disk D(x, rk) contains a root of f . In particular, for k = 1, the
disk D(x, d|f(x)/f ′(x)|) contains a root of f .

With some additional conditions, Kantorovich criterion provides a smaller
radius to guarantee that a disk contains a root f .

Proposition 8 ([38, Theorem 88]). Given a function f of class C2, and a point
x such that f ′(x) ̸= 0, let β = |f(x)/f ′(x)|, and K = sup|y−x|≤2β |f ′′(y)/f ′(x)|.
If 2βK ≤ 1, then f has a root in the disk D(x, 2|f(x)/f ′(x)|).

The previous propositions are useful to find a disk that contains a root of
f , but they don’t guarantee that the disk contains a unique root of f . In order
to guarantee the unicity of the root in a disk, we use the lower bound from
Kantorovich theory on the size of the basin of attraction of the roots of f . More
precisely, for each root ζ, we bound the size of a disk containing ζ where the
Newton method always converges toward ζ.

Proposition 9 ([38, Theorem 85]). Given a function f of class C2, and a
root ζ such that f ′(ζ) ̸= 0. If there exists r > 0 such that 2rK ≤ 1, with
K = sup|x−ζ|≤r |f ′′(x)/f ′(ζ)|, then ζ is the unique root of f in the disk D(ζ, r).
Moreover, for any x0 ∈ D(ζ, r), the Newton sequence defined by xn+1 = xn −
f(xn)/f

′(xn) converges toward ζ.

Remark 3. If f is a polynomial of degree d, and s ≥ supx∈D(0,1) |f ′′(x)|, then
a consequence of Proposition 9 is that the set of disks D(ζ, 1/(2sκ1(f))), for
all roots ζ of f in the unit disk, are pairwise distinct, where κ1 is an absolute
condition number defined in Section 4.1.2.

For any complex point x, we also prove the following lemma to have a crite-
rion guaranteeing that a ball around x is included in a basin of attraction of a
root of f .

Lemma 2. Given a function of class C2 and a point x ∈ C such that f(x) ̸= 0.
Let r > 2|f(x)/f ′(x)| and K > |f ′′(y)/f ′(x)| for all y ∈ D(x, 4r). If 5rK ≤ 1
then, f has a unique root ζ in D(x, r), and for all x0 ∈ D(x, r), the Newton
sequence starting from x0 converges to ζ.

Proof. According to Proposition 8, f has a root ζ in D(x, r). Then, |f ′(ζ)| ≥
|f ′(x)| − |x− ζ| supy∈D(x,r) |f ′′(y)|. This implies that f ′(ζ) ≥ |f ′(x)|(1− rK) ≥
4|f ′(x)|/5. Letting K̃ = 5K/4, we have that K̃ ≥ |f ′′(y)/f ′(ζ)| for all y ∈
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D(x, 4r) ⊃ D(ζ, 2r). Remark that 4rK̃ ≤ 1, such that using Proposition 9, this
implies that for all x0 ∈ D(ζ, 2r) ⊃ D(x, r), the Newton sequence starting from
x0 converges toward ζ.

4.1.2 Condition number

Absolute condition number

Our root isolation algorithm has a bit complexity that depends on the condition
number of the input polynomial. The absolute condition number is a measure of
the displacement of its roots with respect to the displacement of its coefficients.
More precisely, for a polynomial f with a vector of coefficients c ∈ C

d+1, and a
simple root ζ of f such that f ′(ζ) ̸= 0, there exists a neighborhood U ⊂ C

d+1

of c, a neighborhood V ⊂ C of ζ and a differentiable function ψ : U → V that
maps c ∈ U to the unique zero in V of the corresponding polynomial. Letting
Dψ(ζ) be the gradient of ψ at ζ, the condition number of ψ at ζ is the induced

norm |∥Dψ(ζ)∥|2 = max∥δ∥2=1 |Dψ(ζ) · δ| =
(∑d

k=0 |ζ|2k
)1/2

. If we consider

the induced 1-norm instead, we have |∥Dψ(ζ)∥|1 = max∥δ∥1=1 |Dψ(ζ) · δ| =

maxdk=0(|ζ|k) = max(1, |ζ|d).
Definition 4. [22, §14.1.1] The standard local absolute condition number of

a polynomial f of degree d at a root ζ is κ2(f, ζ) = 1
|f ′(ζ)|

(∑d
k=0 |ζ|2k

)1/2
.

Considering all the roots, we define the standard absolute condition number of
f as κ2(f) = maxf(ζ)=0 κ2(f, ζ).

Remark 4. The standard absolute condition number is obtained by considering
the 2-norm. If we consider the induced 1-norm instead, we get the condition

number κ1(f, ζ) =
max(1,|ζ|d)

|f ′(ζ)| , such that κ1(f) ≤ κ2(f) ≤
√
dκ1(f).

As shown in Remark 4, the bound depending on the logarithm of the con-
dition number for the 1-norm and the 2-norm will be the same up to a factor
logarithmic in d. In the following, we will focus on the condition number κ1
induced by the 1-norm.

For square-free polynomials with integer coefficients, the condition number
is finite. The following proposition bounds the condition number for square-free
polynomials with integer coefficients.

Proposition 10 ([91, last inequality]). Given a square-free polynomial f of
degree d with integer coefficients, let τ be a real such that ∥f∥1 ≤ 2τ . Then
log(κ1(f)) is in O(dτ + d log d).

Relative condition number

In floating-point representation, the errors are relative. Let fε be the polynomial
obtained by adding a relative error bounded by ε on the coefficients of f . This
amounts to multiply all the coefficients fj by (1 + εj) with |εj | ≤ ε.
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In the evaluation problem, for any complex point z we have

|f(z)− fε(z)| ≤ εf̃(|z|)

and this bound is tight. In Theorem 5 we focus on the problem of finding the
approximate value of f(z) with the same error bound.

For the root-finding problem, we can also define the relative condition number
[53],[57, §1.6] associated to a relative perturbation of the coefficients of f . More
precisely, if ζ is a non-zero root of f such that f ′(ζ) ̸= 0, and ζ̌ is the closest
root of fε, the relative condition number of ζ denoted by cond(f, ζ) is defined as
limε→0 |ζ−ζ̌|/(|ζ|ε). Using the Taylor expansion fε(ζ) = (ζ−ζ̌)f ′ε(ζ)+O(|ζ−ζ̌|2)
and |f(ζ)− fε(ζ)| ≤ εf̃(|ζ|), this leads to:

cond(f, ζ) =
f̃(|ζ|)

|ζ||f ′(ζ)| .

This means that the number of bits of precision required to compute the first
significant bit of ζ is in O(log(cond(f, ζ)). In the case where ζ = 0, we let
cond(f, ζ) = 0, and if ζ is a non-zero multiple root, then we let cond(f, ζ) = ∞
by convention. As in the previous section, we define the relative condition
number of f as κ = maxζ|f(ζ)=0 cond(f, ζ). One of our main results focus on
the problem of finding the roots of f with a number of bit operations quasi-linear
in κ and quasi-linear in d.

4.1.3 Newton polygon

Given a non-zero complex coefficient fj of the polynomial f , we can associate
it with the value − log2 |fj |. Then for each index 0 ≤ j ≤ d such that fj ̸= 0,
let Pj be the point (j,− log2 |fj |). The Newton polygon of f is the lower convex
hull of the set of points Pj , as illustrated on Figure 4.1. It has been used to
give a rough first estimation of the modules of the roots of a polynomial [10, 11,
52, 71, 92, 109, 110, 123]. The main idea is that for each edge of the Newton
polygon, we can associate its slope s. Then exp(s) can be used as a rough
estimation of the modulus of a root of f . Combined with the Ehrlich-Aberth
method, this lead to state-of-the-art timings for finding the complex roots of a
polynomial [10, 12]. It is an essential tool of our method to compute a partition
of the complex plane for a piecewise approximation of the input polynomial.

4.2 Application to approximate evaluation and

root finding

We can now state our main results, with some reasonable assumptions on the
precision such as m > log d for a simpler presentation, where d is the degree
of the input polynomial and m the relative precision of its coefficients. In this
section, the numbers are stored with a floating-point precision. More precisely,
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Figure 4.1: The Newton polygon of the polynomial f , using the valuation
− log2 |fj | for the j-th coefficient.
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and flat (right) polynomial of degree 50.
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Figure 4.3: Hyperbolic covering: the union of the blue disks contains the unit
disk.

a number of magnitude less than 2τ with a relative precision m will be stored
with a mantissa containing its first m bits, and with an exponent part, a relative
integer stored on O(log τ) bits.

The first theorem shows that we can evaluate a polynomial of degree d
on d points with a complexity quasi-linear in d times the size of a floating-
point representation of the coefficients. In particular, if the magnitudes of the
coefficients are bounded by 2τ , this means that our algorithm will be quasi-linear
in d(m+ log τ).

The main idea is to use piecewise polynomial approximations. A first ap-
proach was aimed at bounding the absolute error bound, using fixed-point ap-
proximations [98]. This led to the introduction of a fixed partition of the complex
plane, so-called hyperbolic covering (Figure 4.3).

Then, in order to obtain a bound on the relative error bound, the main idea
is to adapt the partition of the complex plane with the Newton polygon of the
input polynomial (Figure 4.4). Then on each cell of the piecewise polynomial
approximation, we have computed a small degree polynomial, and we can use
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the state-of-the-art algorithms from the previous sections to evaluate them or
find their roots efficiently. This leads to the following theorems [64, 65].

Theorem 5 (Evaluation [65]). Let f be a polynomial of degree d with complex
floating-point coefficients of magnitudes less than 2τ and let m > log d be a
positive integer. It is possible to compute in Õ(d(m + log τ)) bit operations a
piecewise polynomial approximation fpw such that

|f(z)− fpw(z)| ≤ 2−mf̃(z)

for all z ∈ C. Moreover, given d complex points z1, . . . , zd with |zj | ≤ 2τ , it is
possible to evaluate:

i. fpw(z1) in Õ(m(m+ log τ)) bit operations,

ii. fpw(z1), . . . , fpw(zd) in Õ(d(m+ log τ)) bit operations.

Remark 5. In the case i., if d < m, the evaluation of fpw(z1) can be done

in Õ(d(m + log τ)) bit operations, by choosing fpw = f and using the Horner
algorithm to evaluate f .

The second theorem allows us to find the roots of polynomials with a number
of bit operations quasi-linear in log τ , and to handle polynomials with large
coefficients such as resultant polynomials of two bivariate polynomials.

Theorem 6 (Root finding [65]). Let f be a polynomial of degree d with complex
floating-point coefficients of magnitudes less than 2τ and let m be a positive
integer. It is possible to compute the m most significant bits of the roots ζ of f
such that cond(f, ζ) ≤ 2m in Õ(d(m+ log τ)) bit operations.

Moreover, if κ = maxζ|f(ζ)=0 cond(f, ζ), it is possible to compute the m most

significant bits of all the roots of f in Õ(d(m+ log τ + log κ)) bit operations.

Our approach consists in computing a piecewise approximation in two steps.
A first approximation is computed on a partition of the complex plane in con-
centric rings. Then we refine our piecewise approximation by partitioning each
ring uniformly in angular sectors.

4.3 Results and impact

This fundamental problem has been the subject of numerous studies, and before
my result, there was no algorithm capable of numerically evaluating a polyno-
mial of degree d at d points with a sub-quadratic number of machine operations
in d. For the problem of root isolation, up to our knowledge, it is also the first
time an algorithm is quasi-linear in the logarithm of the numerical conditioning.
This result is the culmination of resolving many theoretical obstacles. The first
challenge was to design the data structure for a specific family of polynomials
with random coefficients [51]. Then, the second challenge was to generalize this
approach to other families of random polynomials. The third difficulty consisted
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of generalizing previous approaches to handle all types of polynomials, using a
fundamental tool called the Newton polygon. Finally, for the general case, prov-
ing that the data structure based on the Newton polygon could be calculated in
quasi-linear time was also a significant challenge. The proof of this complexity
result was achieved using an original geometric method [64].

The new approach I presented has been well received by the scientific com-
munity and has earned me invitations to several conferences (RTCA 2023, RAIM
2023) and team seminars, as well as an article on the Inria blog. Jürgen Gerhard
from Maplesoft has also shown interest and funded several months of engineer-
ing to ensure the integration of the computation library into the Maple software.
Moreover, the algorithms I developed allow the generation of points in the plane
following a repulsive random law in quasi-linear time. This could have applica-
tions particularly for learning algorithms [86] or physical simulations [5, 90].

This work has resulted in several publications [64, 65, 98], and two soft-
ware packages have been developed. The first, hefroots is currently integrated
into Maple 2023 and has been registered with the APP. It relies on the first
approach, which was only effective for a specific family of polynomials. The
second software, pwpoly, has been integrated into Maple 2024.

Figure 4.4: Partitions of C for piecewise polynomial approximations adapted
to a hyperbolic polynomial on the left, and adapted to the polynomial (z200 −
1)(z200 − 2200) on the right.
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Chapter 5

Research project

In many fields such as robotics, control theory, or mathematics, researchers
and engineers are interested in the geometric properties of real solutions S of
a system of polynomial or analytic equations. Is S empty? What are the
extremal points of S? What are the approximate volumes of the cells of S?
Are two points in the same connected component of S? Are they in the same
connected component of the complement of S? If S is a surface, what does its
3D plot look like?

In many cases, these systems of equations possess hidden structures that
make it easier to answer these questions. A classic example is the case where
equations can be factored, thus reducing a difficult problem to several easy
problems. My research project revolves around using algebraic structures to
solve open problems in geometry and to accelerate the resolution of engineering
problems manipulating real varieties.

5.1 Short term: Algebraic structures for geo-

metric problems

Initially, some problems I have studied have highlighted algebraic structures
rarely used in solving certain geometric problems. In particular, multipoint
evaluation seems to be applicable for calculating other types of distances be-
tween terrains. Moreover, the study of assembly modes of mechanisms with
rigid bars has a particular algebraic structure that can be used to study several
other geometric problems of rigid embeddings.

5.1.1 L1-distance between two terrains

In an initial work with Boris Aronov, we showed that the L2-distance between
two terrains of size n could be computed in a quasi-linear number of operations in
n, whereas previous state-of-the-art algorithms used a quadratic number of op-
erations [102]. However, if we consider the L1-distance, new combinatoric issues
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Figure 5.1: The Császár torus is a triangulation of a torus with only seven
vertices. However, the sum of the angles around each vertex is not 2π. Thus, it
does not have the same metric as the flat torus.

related to the introduction of absolute values makes the problem significantly
more difficult. In this case, using the same approach based on fast single-variable
multipoint evaluation, we couldn’t obtain a sub-quadratic bound. On the other
hand, following discussions with Boris Aronov and Pankaj K. Agarwal, we now
have good hopes of obtaining a sub-quadratic bound for this problem by com-
bining recent work on locating real points in an arrangement of semi-algebraic
sets [3] with work on multipoint evaluation of polynomials in 2 variables [108].

5.1.2 Rigid embeddings

The construction of mechanisms in the plane with prescribed bar lengths is
a classic problem in robotics that can be seen as a problem of rigid graph
embedding. More generally in geometry, several conjectures concern the rigid
embedding of mathematical objects. For example, is it possible to construct in
3D with seven vertices the triangulation of a torus (Figure 5.1) that has the same
metric as the flat torus [117]? Or, given the four face areas of a tetrahedron, its
volume, and the radius of its circumscribed sphere, how many embeddings does
it admit in R

3 [129]? A fundamental tool for modeling these problems is the
Cayley-Menger matrix, which encodes the distances between points. However,
the resulting systems of equations possess a specific algebraic structure related
to Sylvester’s determinant identity that has never been exploited to attempt to
solve these problems. By combining this structure with other techniques such as
amortized subdivision presented in 3.3.2, I have good hope of making progress
on these problems.

More specifically, in a recent article [93], Ileana Streinu and Malić Goran
were interested in calculating the elimination of variables in the Cayley-Menger
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Figure 5.2: Singular surface with a dovetail, obtained by projection of a smooth
surface.

ideal associated with a rigid graph embedded in the plane. The authors show
that with a well-chosen sequence of resultant calculations, they significantly
improve the efficiency of the calculation compared to a basic Gröbner basis
calculation. However, by using algebraic structures specific to Cayley-Menger
ideals, some preliminary experiments I have conducted show that it is possible
to significantly accelerate the resolution of their problem.

5.2 Medium term: Projection of analytic vari-

eties

I also plan to work on the projection of smooth surfaces and on the apparent
contour of projected smooth volumes. Many software packages offer numerical
approximations for these problems, which are often of poor quality as soon as the
projected surface contains singularities such as the cross-cap or the swallowtail
(Figure 5.2). In the case of curves, we have exhibited hidden structures related
to transversality theory, which allowed us to plot the projection of singular non-
algebraic curves [85]. The next step is to exploit this structure to correctly
triangulate singular surfaces resulting from the projection of analytic surfaces.
One of the major difficulties of this work comes from the increase in dimension.
For curves, the singularities were points, and the neighborhood of a singular
point was entirely described by the number of curves connecting to it. For a
surface, singularities can be points or curves, and the neighborhood of a cross-
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Figure 5.3: Singular surface from a control theory problem, with 5 manifolds
appearing to meet on a curve.

cap or a swallowtail is much more difficult to calculate rigorously and efficiently.

5.2.1 Robotic applications

An analytic variety is the set of solutions of a system of analytic equations,
for example trigonometric or exponential. This type of equation appears natu-
rally in robotics, where mechanisms are described by geometric constraints in
space involving translation and rotation equations. These equations then de-
fine a variety whose projection describes the boundaries of a robot’s workspace,
for example. Moreover, for generic robotic mechanisms, transversality theory
tells us that the number of types of singularities appearing in the projection
is finite. By coupling this singularity table with smooth surface continuation
algorithms, it seems possible to develop numerical algorithms that are both fast
and certified to rigorously describe the singularities appearing in these generic
mechanisms. This would allow expanding the family of mechanisms for which
we could rigorously calculate the boundaries of the workspace.

5.2.2 Applications in control theory

In control theory, a fundamental problem is the design of a stabilizing controller.
More precisely, given an unstable dynamic system, in the case where this system
is stabilizable, the problem consists of designing a signal that allows stabilizing
the system. This problem can be reduced to finding in a polynomial ideal I
a polynomial s that does not vanish in the complex unit polydisk [18, 89]. In
particular, an open problem is to describe the set of stabilizing controllers of
degree 0, i.e., those for which s is a linear combination of the generators of I.
The calculation of the boundary of this space can typically be modeled as the
projection of an algebraic variety.
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Thus, the tools developed for robotic applications can be applied to solve
open problems in control theory. However, the ideals appearing here have a
different structure from those appearing in robotics. The first step will be to
study, using transversality theory, the types of singularities that can appear in
varieties arising from control theory problems (Figure 5.3). Then, the last step
would be to design a certified numerical algorithm to calculate them efficiently.

5.3 Long term: Piecewise polynomial and ratio-

nal functions

A longer-term objective is to develop tools to efficiently manipulate piecewise
polynomial or rational functions of several variables. These functions appear
naturally in approximation theory, and from a certain point of view, can appear
as underlying certain data structures in machine learning. However, there are
currently few tools to manipulate them efficiently.

5.3.1 Piecewise polynomial approximations

Using the Newton polygon, we saw that it was possible to reduce a univariate
polynomial of large degree to several polynomials of small degrees in quasi-
linear time [64]. A related question is that of approximating the characteristic
polynomial of a matrix with the same type of piecewise polynomial functions.
Ideally, for an n× n matrix, the objective is to calculate such a representation
with a number of operations quasi-linear in n2. One of the main challenges is to
calculate this representation without calculating the characteristic polynomial.
In this case, we don’t have direct access to the Newton polygon, which requires
using other ideas to calculate the adapted partition of the complex plane. A
first approach is to study matrices with identically distributed Gaussian random
entries.

Moreover, we can also be interested in the piecewise polynomial approxima-
tion of a polynomial function in several variables. For the case of two or more
variables, recent work proposes an approach reducing the problem to the case
of finite fields [51]. However, an approach based on the Newton polygon seems
more efficient in practice a priori. Tropical geometry seems to be a suitable
tool for generalizing the univariate case to the multivariate case. By combining
tropical geometry tools with the new tools developed for the univariate case, I
hope to obtain an efficient algorithm allowing to replace a multivariate polyno-
mial of large degree with several polynomials of small degrees. This could prove
very useful in addition to other more classic approaches. In the context of solv-
ing polynomial systems, for example, methods based on variable elimination
increase the degree of polynomials exponentially. We can imagine combining
phases of variable elimination with phases of degree reduction to make existing
algorithms more efficient.
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5.3.2 Efficient algorithms for piecewise functions

One of the main difficulties in manipulating piecewise functions is efficiently
managing the constraints partitioning the domain of definition of the function.
The simple problem of fast evaluation of such a function thus requires combining
fast evaluation algorithms in computer algebra with point location algorithms in
an arrangement of semi-algebraic sets in computational geometry. In particular,
a fundamental problem is to design a data structure and algorithms to allow
more efficient manipulation of this type of function.

While in computer algebra and computational geometry, piecewise functions
are defined by explicitly partitioning the domain of definition, there are other
ways to represent piecewise functions using the max function, for example. In
particular, in the field of machine learning, the multilayer perceptron can be used
to represent piecewise linear functions with the ReLU (Rectified Linear Unit)
function, which introduces the max operator. Just as there are fast multipoint
evaluation algorithms for polynomial functions, it would be interesting to see
if it is possible to design fast multipoint evaluation algorithms for functions
defined with a combination of algebraic operators and max operators.

5.4 Major fundamental problem: fast multipoint

evaluation in the Real RAM model

Multipoint evaluation algorithms are at the heart of my research. The Real
RAM model is a model classically used in algorithmic geometry, where the
intermediate variables are real numbers whose integer or decimal parts cannot
be calculated. In this model, evaluating a univariate polynomial of degree d in
d points can be done in quasi-linear time in d. However, for a polynomial f of
degree d in n variables with n a constant greater than or equal to 2, there is no
algorithm quasi-linear in dn to evaluate f at dn points.

Yet, in other calculation models, when we allow ourselves an approximate
evaluation, for example, or when the evaluation is in finite fields, recent results
have shown that quasi-linear algorithms exist [7–9, 51, 81]. A fundamental idea
behind all these approaches is the use of a hash function on the coordinates
of the points in order to reduce the problem to the case of points placed on
a grid, which is easier to solve. Unfortunately, this idea doesn’t work in the
Real RAM model. Using binary-splitting approaches, other works show that
matrix products can be used to improve complexity in the bivariate case [61,
108]. However, we’re still far from obtaining a quasi-linear upper bound, or even
a non-trivial lower bound for this problem.
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