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Chapter 1

General Introduction

1.1 Non-covalent interactions in biology

Protein and nucleic acids consist in monomer assembly, covalently bounded by their backbone
part. Each monomer differs by its lateral chain or nucleobase respectively. Beyond this primary
structure or sequence, the three dimensional aspect is obviously controlled and tuned by a frame-
work of non-covalent bonds: hydrogen bond, crucial for the Watson-Crick structure of double
strand DNA and at the heart of genetic information storage or for the formation of α-helices
or β -sheet in protein, ionic bridges, π-stacking between nucleobases or aromatic residues, hy-
drophobic interaction...(Figure 1.1) The structure-function relationship of biomolecule under-
lines the prominent role of non-covalent interactions in biology. They also trigger the interac-
tions between biomolecules, such as between an enzyme and its substrate, in protein-protein or
protein-DNA complexes or in the receptor-ligand recognition and insure biological specificity.
In addition to the structural role of these interactions, their dynamical fluctuations must also be
considered to understand many biological processes: for instance, a regulator binding can affect
the active or inactive state of a protein by a propagation of subtle conformational modifications
along several Å by the so-called allosteric effect.

Moreover, the non-covalent interactions are strongly related to any chemical change in the
structures: they create a specific environment for the biomolecule to fulfill its role, by playing on
the electrostatic field, the steric hindrance or the stabilization of a given chemical assembly. On
the same way, they can modulate chemical mechanism by modifying the close environment, for
instance by triggering a charge transfer through biomolecules by favouring a tunneling transfer
and tuning the redox properties of the cofactors.
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Figure 1.1: A. Structure of DNA: A(green)-T(pink) and G(blue)-C(yellow) base pairs in Watson-
Crick hydrogen bonds (purple), sugar (red) and phosphate (ochre). B. Schematic representation
of structural non-covalent interactions: hydrogen bonds involving the protein backbone in α

helix (cyan) or β sheet (green), π-stacking (yellow), apolar interactions (grey) and ionic bridges
(red).

1.2 Nucleosome: a wonderful toy

In the nucleus of eukaryotic cells, DNA is compacted in the chromatin which state regulates the
replication, transcription, repair etc. of the genetic material.1,2 The primary unit of the chro-
matin is the nucleosome (Figure 1.2): a fragment of double strand DNA wrapped around a
protein cylindrical core of 8 histones, two of each kind, namely H3, H4, H2B and H2A, the
free linker DNA and possibly the linker histone H1.3,4 The nucleosome core particle (NCP) is
a nucleosome restricted to the histones core and the 146-147 base pairs wrapped around. Each
nucleobase can be situated according to the central position of the DNA strand, called dyad,
according to a superhelicoidal coordinate. The wrapping supposes both a mechanical constrain
on the B-DNA bend angle and a heterogeneous environment around the nucleobases. Indeed,
the histone core obviously decreases the solvent accessibility of the DNA for the inward part
(close to the histone core, opposite "outward" solvated nucleobases), but also creates a hetero-
geneous electrostatic field. Notably, its highly positively charged surface is able to attach the
DNA backbone thanks to ionic interactions. Besides, each histone has a flexible N-terminal tail,
which is intrinsically disordered and also rich in positively charged amino-acids arginines and
lysines (the C-terminal tail of H2A can also be considered in these flexible parts of histones).
Moreover, numerous residues of these tails are prone to post-translational modification (PTM)
that can play on their total charge, structure and flexibility.5–7 Due to these properties, histone
tails are able to form transient interactions with DNA8 and insure communication between two
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nucleosomes,9,10 mediate chromatin structure and the nucleosome breathing,11–17 and within
DNA bounded protein.18–20

Figure 1.2: Schematic representation of DNA compaction in eukaryotic cells (created with
Biorender.com) with a focus on the nucleosome structure from simulations starting with mod-
ified 5NL0 PDB structure:3 DNA (grey), histone H3 (blue), H4 (green), H2A (yellow), H2B
(red), superhelicoidal position (purple numbers, dyad is 0).

Because of its complexity, the nucleosome has been less studied than free DNA experiment-
ally or computationally. For two decades, the improvement of experimental devices and pro-
tocol followed by the increasing computational power has open the door to nucleosome studies
"which are coming of age".21,22 Even though the number of available DNA sequences that are
able to from nucleosome in vitro is limited, crystrallographic and cryoEM structure of NCP or
one or several nucleosomes, including damaged DNA sequences, different histone variants, or
other proteins partners have been deposited on the Protein Data Bank. In addition to NMR23,24

or FRET experiments,25 computational chemistry can figure out the dynamical aspect on these
structures, and provide a molecular insight to the nucleosome properties, as exemplify by the
dramatic increase in nucleosome microsecond timescale all-atom simulations since 2015.

Consequently, dealing with nucleosome or NCP to study the chemical properties of DNA
means taking into a large variety of parameters such as sequence, superhelicoidal position,
solvent accessibility, interactions with histone core and histone tails etc. The dynamical aspect
of some of these parameters can be of paramount importance in nucleosome chemistry.

1.3 Multiscales molecular dynamics simulations

All-atom molecular dynamics simulations (MDs) represent now a compulsory part of most of
biochemical studies:26 they have gain quality of structural and dynamical description of bio-
molecules and even in prediction.27–29 Computational chemists can notice the increasing number
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of chemists and structural biologists who ask for simulations to improve the significance of their
experimental studies. In that respect, classical MDs remain the most common tool: based on
the representation of atoms by charged and rigid balls linked by strings representing the covalent
bonds, they use a combination of parameters, called force fields, to calculate intramolecular and
intermolecular energies using classical physics (harmonic potential, Lennard-Jones potential,
Coulomb electrostatic model); these energy terms will be derived to get forces and propagate
the atoms motions according to the second Newton’s law. The possibility to easily reach micro-
second simulation timescale in combination with the increasing quality of force fields make these
approaches ideal for a large conformational sampling of biomolecules and of their non-covalent
interaction landscape between each other. A current drawback can be the accumulation of data
and their management.30 Besides, the recent development of machine learning algorithms ded-
icated to improve the force fields, MD power or trajectories analyses, is pushing the boundaries
of the field.31–36

Figure 1.3: Different computational chemistry approaches for biomolecular MD simulations
classified according to the affordable number of atoms and simulation timescale.

However, the classical level of theory is not able to describe "chemistry", that is the elec-
tron behaviour at the origin of bond formation and breaking, excitation, electron and proton
transfers... To do so, a quantum description of the electronic density is mandatory but rely on
methods that are much more expensive than classical MD (Figure 1.3). A solution I have adopted
since my PhD work consists in multiscale QM/MM approaches where only a part of the system
is treated at a quantum level (the QM part where the chemical reactivity takes place) while its
environment is treated classically (the MM part). The chosen QM level remains the limiting
aspect of such methods with respect to the simulation time scale, but the reachable size of the
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system is equivalent to pure classical systems. To circumvent the time issue, one can use bias
approaches or, when the problematic allows it, like for redox properties, trust the classical force
field and perform QM/MM calculations on a large amount of classical geometries. In my point of
view, the choice of methodology must fit the best balance between accuracy and conformational
sampling so adapted to each system and each problematic.

1.4 Objectives

After this short introduction, I hope that I have convinced the readers of the importance of a
description of biochemical properties including the structural and dynamical aspects of biological
macromolecules and their non-covalent interactions landscape. In the following, I will describe
how I try to apply computational chemistry to decipher the chemical properties induced by these
interactions for three main issues:

• the relationship between DNA dynamics and DNA lesions (UV-photoproduct or oxidative
damages) at different stages: before and after formation of a damage and for recognition
by repair proteins. Both free B-DNA and nucleosomal DNA are considered.

• the charge transfer properties of nucleosomal DNA, with a focus on guanines and the role
of the histones tails.

• the interaction between protein and a lanthanide complex playing the role of a molecular
glue for crystallization process.

For each topic, I will present the key points of the methodology and the main results obtained in
my group and/or in a collaborative research team.
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2.1 Introduction

As a guarantee of the genetic integrity of an organism and its progeny, the DNA molecular
structure is highly stable and well conserved in the whole living realm. However, as organic
molecules, DNA components are sensitive to various endo or heterogeneous stresses such as
radiations (from UV-light to gamma-ray) or oxidative stress.1–4 The molecular consequences
range from slight nucleobase modifications to double strand breaks as summarized in Figure 2.1.
At larger scale, these chemical modifications can lead to mutations, and their accumulation to
hinder cells functions: aging, cell apoptosis or cancer figure among the repercussion of the DNA
exposure to stresses.5–9

To counterbalance the occurrence of these deleterious reactions, proteins have evolved to de-
tect damages and catalyzes their repairs.10–14 In humans, we can distinguish two majors mech-
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Figure 2.1: Some DNA damages with a focus on the ones described in this chapter.

anisms called Base excision repair (BER) and Nucleotide excision repair (NER) which differ
not only on excision target but also on the proteins partners involved and their preferential sub-
strates (Figure 2.2). Despite this specificity, an interplay between protein players from both repair
mechanisms has been considered, especially for oxidative damages.15,16 This hypothesis is at the
heart of the PCSI project BERNUMOL, which I will detail below. In addition to this common
and versatile mechanisms, most organisms, from archea-bacteria to some marsupials - but not
placental mammals like us-, possess photolyases, proteins which are able to recognize and repair
UV-induced damages with a high efficiency using blue light.17 The study of the mechanism of
these proteins constitutes the main topic of my post-doctoral stay in Pr. M. Elstner group.18–21

Figure 2.2: Schematic representation of NER and BER mechanisms. Created with
Biorender.com.

Several questions are associated to the DNA damages: their formations, their consequences
on the DNA conformational and dynamical behaviour, the detection by repair proteins and their
repair mechanism. Many computational studies have already explored the behavior of the dam-
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ages in free DNA..22,23 One can notice the emergence of simulations of damaged nucleosomes,24

in combination with the determination of the corresponding crystallographic or cryo-EM struc-
tures.25–29 Several studies underline the impact of the histones on the lesions occurrence and
repair: the DNA wrapping induces a periodic distribution of damages and/or mutations while
histones can play a protective role or be directly involved in lesions via DNA-protein cross-
link.30–32

In this chapter, I will detail my contributions to this field, mostly by mean of classical MD
simulations, including biased and/or enhanced sampling, to explore different items presented in
this chapter:

• conformational and dynamical behavior of 6-4 photoproduct in B-DNA and nucleosomal
DNA

• conformational and dynamical behavior of abasic sites on nucleosomal DNA

• conformational and dynamical behavior of 8-oxoGuanine on nucleosomal DNA

• histone-DNA interactions at the origin of oxidative DNA-protein cross-link formations

2.2 Methods for an extended conformational sampling

Thanks to the dramatic increase of the computational power of classical MD software, micro-
seconds timescale simulations of highly complex biochemical complexes have become afford-
able for the last decade. Applied to DNA, they allow to get a better understanding of the con-
formational and dynamical impact of the lesions in free or nucleosomal DNA.33–37 In addition to
the classical molecular dynamics, several approaches can be employed to improve the conform-
ational sampling of a damage. In this chapter, I will detail the methods we used to capture rare
events.

Firstly, one can want to improve a conformational sampling of a system without any precon-
ceived notion of the interesting event to capture. Running long simulations on several replica
remains a solution, but its performance fluctuates depending on the system flexibility. Replica
exchanges approaches allow a substantial increase of conformational sampling by running par-
allel replica in different conditions (for instance, at different temperatures) on the same time
and allowing exchange between them on a system energy criterion as described in Figure 2.3
A. Then, the free energy barrier between two conformations can be overcome even though the
corresponding mechanism remains unveiled. The final MD simulation of the replica at room
temperature (300 K in our simulations) consists in a succession of possible conformations in this
condition, but without any temporal continuity. A cluster analysis of the conformational land-
scape can help to analyse the final distribution of the different structures. However, the number
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Figure 2.3: A. Scheme of replica exchange approach with different temperatures between replica.
B. An example for REST2 system with a DNA strand and a histone tail; only the part of the tail
in red is heated between the replica.

of run replicas must determined to provide a sufficiently high exchange probability, which dra-
matically depend on the size of the system in term of number of atoms. As solvent molecules
are in general not interesting to sample, one can focus on only a part of the system, the solute
of interest, to be modified between parallel replicas. Replica exchange with Solute Tempering
(REST2) approach is based on this idea (2.3 B).38 Only a part of the system is thus concerned
by the Hamiltonian modification, decreasing the difference between two replicas and increasing
the exchange probability. Consequently, such approaches require less replicas with no loss in
sampling relevancy. This approach has been widely used in RNA folding studies.39,40

Secondly, one’s interest can be a specific reaction, such as a flipping-out of a DNA damage.
This is of high interest for the damage repair as the lesion must flip in the repair protein active
site. It also consists in a measure of the DNA flexibility and structure destabilization induced by
the presence of a damage. In term of computational approach, such an issue supposes to define
first a (set of) reaction coordinate(s) along which the reaction occurs. This step can be tricky as
many variables can drive the reaction. However, the system must stay sufficiently free to evolve
in a physical way. In the literature, some dihedral angles involving the center of mass of nuc-
leobases and sugar have been used as flipping reaction coordinate.41–43 Then, several methods
allow to obtain a free energy profile for the given reaction such as umbrella sampling, meta-
dynamics, string methods... In the present work, I present only some preliminary results using
umbrella sampling.44 In this methods, MD simulations are carried out with a harmonic restraint
on a given value of the reaction coordinate. Using weighted histogram analysis method,45 the
free energy profile can be obtained from the sampling of the reaction coordinate along the dif-
ferent simulations. This approach can be combined to a string method algorithm to draw the
minimum free energy path starting from a guess between the reactants and the products val-
leys.46 Using MDs around the different points of the path to explore the free energy surface and
keeping the distance between these points, the path progressively converges to a less expens-
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ive one with respect to free energy. Finally, we can also use metadynamics simulations where
gaussian functions are progressively added to push the system to explore the free energy surface
along the reaction coordinate.47 It can be coupled to extended adaptive biasing force (eABF).48

In this approach, biasing forces are added along the reaction coordinate, instead of a restrain on
the energy, in a way that accelerates the free energy surface sampling.

2.3 6-4 photoproduct dynamics

6-4 photoproduct, induced by UV-radiation, is a bulky lesion obtained by the formation of a
covalent bond between the C6 of a thymine to the C4 of the 3’ adjacent thymine, concomitant
with an oxygen and a proton transfer. It results in a bulky intrastrand DNA cross-link, less
frequent but much more mutagenic than cyclobutane pyrimidine dimer photolesion. Indeed,
the covalent bond formation supposes the breaking of Watson-Crick hydrogen bond for a least
one the thymine due to their almost perpendicular conformation. Then the consequences of
the overall DNA structure can cover a wide range of conformations with a dependence on the
DNA sequence and the impact of the nucleosome core mechanical constraint can be high. Two
computational studies have been carried out to explore these questions.

On one hand, we tried to determine the impact of the sequence on the 6-4 photoproduct
in the free DNA context enhancing the conformational sampling by the use of the REST2 ap-
proach.38 Different tetrameric sequences have been selected within a common 25 mer B-DNA
strand (structure from49): AAAG, TAAC, TAAT, AAAA, CAAT, GAAA. They represent differ-
ent situations as the G-C pair is stronger to the A-T ones thanks to the additional hydrogen bond.
In this work, we observe that the 5’ base pair before the damage is much less flexible than the
3’ ones when a purine stands before the damage. On the contrary, a sequence where the damage
is surrounded by two pyrimidines is much more flexible at both ends and can even adopt some
extrahelical conformations that are essential for the DNA repair (Figure 2.4 A). Even though
this work does not cover all the possible sequences, it validates the use of REST2 approach to
enlarge our conformational sampling and represents one of the few computational research on
the sequence effect on the 6-4 photoproduct DNA landscape.50

On the other hand, I also participated to the analysis of the microsecond timescale trajectories
of nucleosomes containing 6-4 photoproducts.36 This study belongs to a collaborative work with
Pr. F. Lankaš. We focused on the comparison of the structural behavior for free or nucleosomal
DNA and the different protein-DNA interactions and their possible impact on the observed local
flexibility of the damage. It appears that the mechanical constraint due to the DNA wrapping
around the histone core modifies the DNA behaviour around the damage. Despite the truncated
character of the tail, we were able to demonstrate that different protein residues can interact
with the damage and the opposite adenine (see, for instance, Figure 2.4 B). They enhance their
conformational flexibility, possibly triggering a recognition by repair proteins if the damage is
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Figure 2.4: A. Representation of different extrahelical conformations of the 6-4 photoproduct or
the complementary adenines from REST2 simulation of damaged double strands DNA (repro-
duced from50). B. Example of interaction network between a 6-4 photoproduct and H2A/H2B
histone tails (reproduced from36).

solvent accessible but also if it stands close to the histone core. This first study highlights the
importance of a good sampling of the histone tails as their interactions with DNA dramatically
impact its conformation behaviour around the damage.

2.4 Oxidative damages

Because of its aromatic nature and the presence of ketone and amine moieties, DNA is sensitive
to oxidation. This later can be direct, i.e . induced by an ionizing irradiation leading to the
ejection of one electron in the solvent and followed by charge transfer and radical reactivity,
or indirect, which corresponds to the reactivity with oxidizing cofactors, the most famous ones
belonging to the Reactive Oxygen Species (ROS) associated to the oxidative stress in cells. The
subsequent damages are numerous, affecting preferentially guanine nucleobase because of its
lower ionization potential. I have focused my research on few of them: abasic sites, which
can have a strong structural impact due to the lost of a nucleobase; 8-oxoGuanine, the most
frequent damage resulting from guanine oxidation by the reaction with ROS or between the
radical cation and water;51 the DNA-protein cross-link involving lysine residues and oxidized
guanine, a possible drawback of the DNA wrapping around the histone core.
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2.4.1 Nucleosomal abasic sites conformational landscape

In collaboration with Dr. E. Bignon, I participate to the study of the structural impact of the pres-
ence of one or clustered abasic site(s) within the nucleosomal DNA. The presence of an abasic
site or of its tetrahydrofuran (THF) analog can lead to the formation of an "inchworm" conform-
ation (Figure 2.5 A),27 but also to the flipping out of the abasic site or of the orphan nucleobase.
Our MDs simulations, in line with the experimental structure for the THF, show that this struc-
tural and dynamical behaviour is tuned by the damage positioning around the nucleosomal and
the strength of the interaction with the histone core.35 However, we observed more fluctuations
around the abasic site than for the THF, and the flipped-out adenine in the non-usual "inchworm
conformation" can go back within the double strand and perturb the conformational landscape of
the damaged DNA. This change is allowed by a less pronounced interaction with the histone core
in the presence of the abasic site. Moreover, during our MDs simulations, truncated histone tails
form direct interactions with the abasic site (Figure 2.5 B). Such interactions are preliminary to
the formation of DNA-protein cross-link between lysine and abasic site which can quickly lead
to strands scission.52,53

Figure 2.5: A. Representation of two nucleosomal abasic sites, one in the B-DNA like conform-
ation (site 1), the other in the "inchworm" conformation site2) and B. Some histone tails residues
interacting with the abasic sites 1 and 2 (reproduced from35). C. Representation of clustered
abasic sites in nucleosomal DNA; D. some residues from H4 tail interacting with the abasic
sites; E. PCA importance of the DNA and protein residue in the neighbourhood of the clustered
damages (reproduced from37).

Besides, we applied a similar protocol to clustered abasic site lesions (Figure 2.5 C). These
damages are highly deleterious for the genetic information by enhancing double strands breaking.
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In this study,37 two abasic sites are located at 89 and 207 positions, on complementary strands
and separated by two base pairs. The dynamic behaviour has been explored along 4 replicas of
one microsecond each. Comparing to free DNA, the histones induce some constraints on the
damage DNA, limiting the flexibility of the nucleobases in the lesions surrounding. However,
we again notice the occurrence of several interactions between the damage and lysine or arginine
residues from the histone tails (Figure 2.5 D). These two studies benefit from the development
of a unsupervised machine learning algorithm based on principal component analysis (PCA).54

Thanks to it, we are able to highlight the importance of some residue in the overall flexibility of
the nucleosomal DNA (Figure 2.5 E).

2.4.2 Recognition of 8-oxoGuanine damages

8-Oxo-7,8-dihydroguanine (8-oxoGuanine or 8-oxoG), is a staple of oxidative stress consequences:
mutagenic, due to the formation of a Hoogsteen pair with Adenine during DNA replication,55,56

prone to re-oxidation thanks to its lower ionization potential than guanine, oxidative stress indic-
ators by its accumulation on RNA,57 DNA,58 and more specifically guanine-rich G-quadruplex
DNA..59 It is repaired by glycosylases of BER, such as OGG1,60 despite the relatively small
conformational change induced in DNA structure by this lesion.61 Within the framework of the
BERNUMOL PCSI proof of concept project in collaboration with the Dr. H. Menoni, I wish to
question the recognition of 8-oxoG in the nucleosomal context by both OGG1 and CSB, a DNA
remodeller protein from NER. A cooperative mechanism between the two proteins can be at play
for the recognition and repair of nucleosomal DNA.

The project firstly requires the selection of the damage positions for experimental setup. To
drive our choice, microseconds MD simulations have been performed by V. Bransolle during its
M2 internship for 11 positions of the damages. The selected positions differ by their surrounding
sequence, the position towards the histone core (inward or outward) and the suprahelical position
(Figure 2.6 A). Then 5 replicas of one microsecond each have been performed with different
initial positions of the histone tails for a control and the damaged sequences. We analysed the
flexibility of the DNA strands including the damage, the solvent accessible surface area with or
without taking to account the histone tails, the DNA intra and interstrand parameters and the
contact between the DNA and the histone tails. Then, we started free energy profile simulations
for the flipping of the 8-oxoG from two different positions: the first one close to the dyad,
where the damage seems to impact the flexibility of the neighbouring DNA base pairs and far
from the tail; the second one close to H2B tail. We compare with the undamaged DNA using
the dihedral angle described in Figure 2.6 B . The preliminary profile of the flipping are given
in Figure 2.6 C. When the damage is enclosed in a rigid part of the nucleosome, the minimal
position and the free energy profile of damaged and undamaged DNA are very similar. On the
contrary, close to the dyad, we observe a difference both in the position of the minimum towards
the chosen reaction coordinate and on the height of the free energy barrier. These last results
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Figure 2.6: A. 8-oxoG selected positions on the nucleosomal DNA including a small linker part
(10 base pairs on each side) in purple or orange for the sites selected for free energy calculations.
B. The dihedral angle defining the reaction coordinate of the flipping 8-oxoG between the center
of base of the nucleobase pair in 5’ (green), the center of mass of the 5’ sugar (orange), the
center of mass of the sugar of the 8-oxoG (purple, the center of mass of the 8-oxoG (grey). C.
Preliminary potential Mean Force profile of the rotation of the 8-oxoG in sites 1 and 2 and the
comparison with the undamaged analog.

suggest a higher flexibility of the 8-oxoG lesion at this position. Even tough these results need
to be confirmed by complementary simulations to improve the quality of the free energy surface,
they underline that MD simulations can be a powerful tool to decipher the impact of the damage
position on its recognition and repair mechanism.

2.4.3 DNA-protein cross-link formation

The work of M. Greenberg on the oxidized nucleosome has revealed the formation of DNA-
protein cross-link involving lysines from histone tails. A part of M. Kermarrec’s PhD was dedic-
ated to the tracking of lysine guanine interactions by means of MDs simulation of a nucleosome
containing 13 guanines tracks (AAGGGGGCGCGGGGGAA sequence at two positions, 35
and 51) in collaboration with Greenberg’s group. This work supposes a good conformational
sampling of the histone tail behaviour, while several tens of microseconds are necessary to
sample relatively well the DNA-tails fuzzy interactions.62 We chose to start our simulations
from 20 histone tails structure combinations for the two DNA sequences. The contact map
between lysines (or N-terminal residues) and guanines fit well the experimental attribution of the
lysine residues involved in the DNA-protein cross-link (Summary in Figure 2.7 A). This theory-
experience collaborative work supports on the one hand the consistency of experimental results
and the ability of our computational protocol to describe histone tails behaviour at a molecular
level .63
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Figure 2.7: A. Two perspectives of the NCP with residues involved in DNA-histone cross-link:
detected only by LC-MS/MS (red), detected only computationally (cyan), detected both com-
putationally and by LC-MS/MS (dark violet). Asterisks (*) indicate that MS2 spectra do not
contain enough fragment ions to distinguish modification at this lysine from that at the adjacent
lysine and the corresponding histone N-terminal tail sequences (reproduced from63). B. Position
of the GGGAA sequence -number of the last A- one the nucleosome. C. Contact map between
ammonium group of lysines from H2B, H2A or H4 tails and the major groove exposed heavy
atoms of guanines.

Besides, a further computational study on the guanine trimers presented in the same article
has been carried out by Z. Elftmaoui during her M2 internship using a similar protocol. Five
GGGAA sequences have been incorporated in the N-DNA sequence at different positions (see
Figure 2.7 B). We applied the same protocol as in the previous study, with only 5 replicas per
sequence. Our results are in relatively good agreement with the experimental data: no lysine-
DNA contact is observed close to the dyad, fewer for the sequence at position 183 with H2A
histone tail, while the three other sequences present a high number of contacts and a similar
experimental formation rate of DNA-protein cross-link (Figure 2.7 C). The reaction could occur
after the deprotonation of a radical cation guanine.64

2.5 Perspective

These first research topics have established the base of my computational protocol for nucle-
osome study in term of methods and force field selection as well on analysis approaches. Indeed,
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it appears that the DNA interaction with histone, and more specifically histone tails is crucial for
most of the explored systems. On the basis of literature, I also expect that the histone tails will
have a great impact on the repair protein-nucleosomal DNA interactions landscape we want to
explore later in the framework of the BERNUMOL project. The presence of post-tranlastional
modifications such as methylation or acetylation on histone tails can also impact the pictures
from these primary studies.

Within the next years, I will focus on the oxidative damages through two main projects:

• the second part of the BERNUMOL will start in 2025 with the simulations of OGG1 and
CSB protein with nucleosomal DNA including damages on the selected positions by a M2
student, in strong collaboration with Dr. H. Menoni team who will carry out the experi-
ments. We got a first view of the interactions of these proteins with free B-DNA thanks
to the internship of V. Georgieva. In case of success, our mixed experiment-computation
protocol will be extended to others repair proteins, and submitted to a full PCSI project.

• T. Boukéké Lesplulier is currently doing his PhD under the co-direction of Aurélien de la
Lande and myself. For the moment, his research focuses on the development of a protocol
to study the impact of high energy radiations on a biological system (a collagen strand).
Then, his goal is to apply this protocol to a nucleosome and observe the consequences
of the nucleosome core direct ionization. The conformational landscape of the resulting
damages, in line with my other topics (8oxoG behaviour and radical cation transfer along
nucleosomal DNA), will be explored.
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[40] Mlýnský, V.; Janeček, M.; Kührová, P.; Fröhlking, T.; Otyepka, M.; Bussi, G.; Banáš, P.;
Šponer, J. Toward Convergence in Folding Simulations of RNA Tetraloops: Comparison

29



of Enhanced Sampling Techniques and Effects of Force Field Modifications. Journal of

Chemical Theory and Computation 2022, 18, 2642–2656.

[41] Song, K.; Campbell, A. J.; Bergonzo, C.; de los Santos, C.; Grollman, A. P.; Simmer-
ling, C. An Improved Reaction Coordinate for Nucleic Acid Base Flipping Studies. Journal

of Chemical Theory and Computation 2009, 5, 3105–3113.

[42] La Rosa, G.; Zacharias, M. Global deformation facilitates flipping of damaged 8-oxo-
guanine and guanine in DNA. Nucleic Acids Research 2016, 44, 9591–9599.

[43] Knips, A.; Zacharias, M. Both DNA global deformation and repair enzyme contacts medi-
ate flipping of thymine dimer damage. Scientific Reports 2017, 7, 41324.

[44] Torrie, G. M.; Valleau, J. P. Nonphysical sampling distributions in Monte Carlo free-energy
estimation: Umbrella sampling. Journal of Computational Physics 1977, 23, 187–199.

[45] Kumar, S.; Rosenberg, J. M.; Bouzida, D.; Swendsen, R. H.; Kollman, P. A. The weighted
histogram analysis method for free-energy calculations on biomolecules. I. The method.
Journal of Computational Chemistry 1992, 13, 1011–1021.

[46] Zinovjev, K.; Tuñón, I. Adaptive Finite Temperature String Method in Collective Variables.
The Journal of Physical Chemistry A 2017, 121, 9764–9772.

[47] Barducci, A.; Bonomi, M.; Parrinello, M. Metadynamics. WIREs Computational Molecular

Science 2011, 1, 826–843.

[48] Fu, H.; Zhang, H.; Chen, H.; Shao, X.; Chipot, C.; Cai, W. Zooming across the Free-Energy
Landscape: Shaving Barriers, and Flooding Valleys. The Journal of Physical Chemistry

Letters 2018, 9, 4738–4745.

[49] Paul, D.; Mu, H.; Dai, Q.; Tavakoli, A.; He, C.; Broyde, S.; Min, J.-H. Impact of DNA

sequences in the DNA duplex opening by the Rad4/XPC nucleotide excision repair complex;
preprint, 2020.

[50] Gillet, N.; Bartocci, A.; Dumont, E. Assessing the sequence dependence of
pyrimidine–pyrimidone (6–4) photoproduct in a duplex double-stranded DNA: A pitfall
for microsecond range simulation. The Journal of Chemical Physics 2021, 154, 135103.

[51] Cadet, J.; Douki, T.; Gasparutto, D.; Ravanat, J. L. Oxidative damage to DNA: formation,
measurement and biochemical features. Mutat Res 2003, 531, 5–23.

[52] Sczepanski, J. T.; Wong, R. S.; McKnight, J. N.; Bowman, G. D.; Greenberg, M. M.
Rapid DNA–protein cross-linking and strand scission by an abasic site in a nucleosome
core particle. Proceedings of the National Academy of Sciences 2010, 107.

30



[53] Zhou, C.; Sczepanski, J. T.; Greenberg, M. M. Histone Modification via Rapid Cleavage of
C4-Oxidized Abasic Sites in Nucleosome Core Particles. Journal of the American Chemical

Society 2013, 135, 5274–5277.

[54] Fleetwood, O.; Kasimova, M. A.; Westerlund, A. M.; Delemotte, L. Molecular In-
sights from Conformational Ensembles via Machine Learning. Biophysical Journal 2019,
S0006349519344017.

[55] Kuraoka, I.; Suzuki, K.; Ito, S.; Hayashida, M.; Kwei, J. S. M.; Ikegami, T.; Handa, H.;
Nakabeppu, Y.; Tanaka, K. RNA polymerase II bypasses 8-oxoguanine in the presence of
transcription elongation factor TFIIS. DNA Repair 2007, 6, 841–851.

[56] Maynard, S.; Schurman, S. H.; Harboe, C.; de Souza-Pinto, N. C.; Bohr, V. A. Base excision
repair of oxidative DNA damage and association with cancer and aging. Carcinogenesis

2009, 30, 2–10.

[57] Ishii, T.; Igawa, T.; Hayakawa, H.; Fujita, T.; Sekiguchi, M.; Nakabeppu, Y. PCBP1 and
PCBP2 both bind heavily oxidized RNA but cause opposing outcomes, suppressing or in-
creasing apoptosis under oxidative conditions. Journal of Biological Chemistry 2020, 295,
12247–12261.

[58] Gorini, F.; Scala, G.; Cooke, M. S.; Majello, B.; Amente, S. Towards a comprehensive
view of 8-oxo-7,8-dihydro-2’-deoxyguanosine: Highlighting the intertwined roles of DNA
damage and epigenetics in genomic instability. DNA Repair 2021, 97, 103027.

[59] Clark, D. W.; Phang, T.; Edwards, M. G.; Geraci, M. W.; Gillespie, M. N. Promoter G-
quadruplex sequences are targets for base oxidation and strand cleavage during hypoxia-
induced transcription. Free Radical Biology and Medicine 2012, 53, 51–59.

[60] Fromme, J. C.; Banerjee, A.; Verdine, G. L. DNA glycosylase recognition and catalysis.
Current Opinion in Structural Biology 2004, 14, 43–49.

[61] Singh, S. K.; Szulik, M. W.; Ganguly, M.; Khutsishvili, I.; Stone, M. P.; Marky, L. A.;
Gold, B. Characterization of DNA with an 8-oxoguanine modification. Nucleic Acids Re-

search 2011, 39, 6789–6801.

[62] Peng, Y.; Li, S.; Onufriev, A.; Landsman, D.; Panchenko, A. R. Binding of regulatory
proteins to nucleosomes is modulated by dynamic histone tails. Nature Communications

2021, 12, 5280.

[63] Wen, T.; Kermarrec, M.; Dumont, E.; Gillet, N.; Greenberg, M. M. DNA–Histone Cross-
Link Formation via Hole Trapping in Nucleosome Core Particles. Journal of the American

Chemical Society 2023, 145, 23702–23714.

31



[64] Bignon, E.; Chan, C.-H.; Morell, C.; Monari, A.; Ravanat, J.-L.; Dumont, E. Molecular
Dynamics Insights into Polyamine–DNA Binding Modes: Implications for Cross-Link Se-
lectivity. Chemistry – A European Journal 2017, 23, 12845–12852.

32



Chapter 3

Mapping the Guanine Oxidation hotspots

Involved People
Ranjitha Ravindranath (Master), Laleh Allahkaram (PhD), Maxime Kermarrec (Master2
and PhD), Damien Glaizal (Master), Zineb Elftmaoui (Master2)
Related Article
- R. Ravindranath, P. Mondal, N. Gillet, Theor. Chem. Acc., 2021, 140, 89
- M. Kermarrec, E. Dumont, N. Gillet, Biophys J., 2024 Accepted

3.1 Introduction

Before the formation of an oxidative damage, the DNA molecule can undergo ionization, i.e. lose
one electron, by different ways including irradiation or redox reactions.1–4 Beyond the natural
oxidation process, this ability has been widely studied as DNA reacts as a semi-conductor and
is able to transfer the charge over tenths of nucleobases pairs.5,6 The nature of the nucleobases
in the sequence tunes the charge transfer (CT) ability and the redox sensitivity7,8 as guanine
is the easiest nucleobase to oxidize9 and relatively good charge carrier while thymine is prone
to impede the transfer. These properties has been also proposed to be exploited by the cellular
machinery to detect some DNA damages: the damage would stop the charge which goes back
to the detector protein.10 Therefore, numerous studies have focused on the ionization potential
(IP) of nucleobases and charge transfer along free double strand DNA, both experimentally and
computationally.11–18 Among the latter, some underline the importance of the sequence on the
guanine redox properties, especially of the nature of the 3’ nucleobases,13,19 compare the dif-
ferent abilities of purine rings to transfer a charge,20 or highlight how a DNA damage (abasic
site for instance) can impede the transfer.21 Several models for the DNA CT mechanism have
been suggested, which also partially depend on the DNA sequence (see Figure 3.1 A).22 How-
ever, redox properties and CT are highly sensitive to the electrostatic environment around the
redox cofactors, which modulates the IP, and to their relative position, which affects the elec-
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tronic coupling. The diversity of the DNA folding and packing requires further studies to better
understand and describe how DNA ionization occurs and leads to damages.

Figure 3.1: A.Scheme of different CT mechanisms depending on the sequence. B. Structure and
HOMO representation of the radical cation Guanine. C. Scheme of the possible CT within the
nucleosomal DNA.

For instance, the guanine rich G-quadruplex structure constitutes an appealing DNA fold
for oxidation. It consists in a single strand DNA folded to form stacked G-quartet confining
metal cations such as potassium cations. Such DNA structures can be detected all along the
chromosome with the complementary cytosine I-shape folding23 but are widely present in the
telomere.24 G-quadruplexes represent a drug target cancer,25,26 for example to modulate the
telomerase activity and thus play on the cellular aging and apoptosis.27 Their high sensitivity
to oxidative stress make them free radical scavengers: their shape drawing four columns of
stacked guanines is suitable to trap the radical cation guanine (Figure 3.1 B)for a long lifetime
(millisecond versus microsecond in double strand DNA).28,29 Computationally speaking, they
represents a very nice toy model for IP and CT methods.30–33

More complex, the nucleosome provides an DNA environment that can tune the IP and the CT
characteristic: the mechanical constrain, the heterogeneous environment (the histone core versus

the solvent) and the dynamical interactions with positively charged and unfolded histone tails can
modulate the previously observed sequence effect.34,35 A first computational study reports that
the geometrical distortions on the G-C base pair affect the IP, and pinpoints the interaction with
some histone arginines.19 However, the dynamical dimension is missing that can lead to over-
interpretation of the effect. Then, relatively few studies focus of such a complex issue whereas
the experimental counterpart is still hard to set up. The experimental story started in the early
2000’s with the work of the Barton’s group using photoactivated rhodium DNA intercalators as
oxidative precursors.36 The observed oxidation of guanines in the nucleosomal DNA, even after
an assumed long-range charge transfer (24 base pairs), tends to demonstrate that the nucleosome
does not protect DNA from oxidation. Later, it has be demonstrated that the depletion of the
histone tails strongly modifies the nucleosomal DNA behavior toward ionization.35 More recent
results from Greenberg’s group suggest that the charge transfer efficiency varies with respect to
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the hole precursor position.37 They highlight the protective role of a tyrosine from H3, able to
suppress the hole transfer (Figure 3.1 C). The role of histone tails is underlined by the measured
impact of the presence of post-translational modifications (PTMs) of their lysines.38 Considering
this literature summary, it appears that a topological analysis of the oxidation hotspots, taking
into account the combinatorial chemistry at play in the nucleosome is still missing. This is the
goal of my ANR JCJC project, NucleoMAP, started in January 2021. We address these different
points (also summarized in Figure 3.2) :

• exploration of the conformational landscape of the NCP, with a specific care to the histone
tail-DNA interaction profile;

• calculation of guanines redox properties (IP, electronic coupling) in different nucleosomal
context to determine which parameters modulate these chemical values using QM/MM
approaches

• simulation of CT processes in the nucleosome, including possible participation of tyrosine
of histones using dedicating QM/MM protocol;

• the implementation of analysis methods, based on machine learning (ML) algorithm, to
deal with the large amount of created data.

Figure 3.2: Summary of the different work packages of the NucleoMAP JCJC ANR project.

In this chapter, I will present how, in my team, we try to answer these different points, starting
from the G-quadruplex toy model to validate our MM-then-QM/MM protocol.
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3.2 QM/MM methods for Redox potential calculation and charge
transfer simulations

3.2.1 Charge Transfer and Marcus theory

CT i are crucial in many different biological processes such as cellular respiration, photosyn-
thesis, enzymatic reaction etc. and several methods and model have been developed to describe
them using computational chemistry.39 A CT is define as a motion of one electron (for reduction)
or one hole (for oxidation) between a donor (D) and an acceptor (A). The CT rate basically de-
pends on the redox potential of each partners in their environment, so their propensity to attract
or give an electron taking into account the response of their internal geometry and of the envir-
onment to the charge modification. The corresponding energy is the reorganisation energy. The
second main parameter consists in the electronic coupling HDA which directly correlates with the
overlap of the D-A orbitals. At equilibrium, if the linear response approximation is valid, the
free energy profile of a CT can be described by the Marcus theory (see Figure 3.3 A) where the
CT rate kCT is given by the equation 3.1:40,41

kCT =
2π

h̄
|HDA|2√
4πλkbT

exp−(λ +∆G◦)2

4λkbT
(3.1)

where ∆G◦ is the driving force of the CT or the free energy difference between the two
considered electronic states D+A and DA+, λ the reorganization energy comprising internal and
external contributions and HDA is the electronic coupling between the donor and the acceptor.
This equation can be applied in most of the biological CT, especially in proteins where slow long-
range CT often occur through tunnelling mechanisms.22,42 A first objective for computational
chemistry is to determine accurately these different charge transfer parameters.

Figure 3.3: A. Schematic representation of the Marcus theory: diabatic states parabolas in black,
adiabatic surfaces in blue and graphical representation of the driving force ∆G◦, the reorganiz-
ation energy λ and the electronic coupling HDA.B Schematic representation of the long-range
charge transfer mechanisms between a donor D and an acceptor A involving a bridge B.

Modelling of the CT in biomolecules has been widely explored using multiscale QM/MM
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simulations, including the DA pair in the quantum part while the biological environment (bio-
molecules and solvent) is treated classically (see for instance31,43–46). This later is crucial and
can tune the different parameters of the equation 3.1; understanding how the specific protein or
DNA structure trigger CT remains a key question in such studies. Therefore, numerous protocols
have been developed and I will focus on those that implies DFT or its parameterized derivative
SCC-DFTB.47 Indeed, QM calculations are expensive. DFT or semi-empirical approaches per-
mit a wider sampling of the environment than post-Hartree Fock methods. However, DFT suffers
from the self-interaction error, which can lead to an over-delocalization of the electronic dens-
ity. Consequently, it can hinder the definition of the electronic states involved in a CT. Several
strategies have been implemented to avoid this drawback, including:

• Constrained DFT (CDFT):48,49 the charge is constrained on one redox partner during the
self-consistent field procedure of the density calculation. The constraint, representing by a
Lagrangian function, must fit a charge distribution given by a chosen atomic charge model.
Then the two electronic states and the electronic coupling between them can be determined
for a given geometry (Figure 3.4 A). CDFT can be implemented in a QM/MM framework
to take into account a complex environment. One can notice the existence of constrained
DFTB.50

• Fragment Orbital DFT or DFTB:51–53 the QM part is divided into fragments which orbital
are calculated individually (in the MM environment). A coarse-grained Hamiltonian is
derived from the molecular orbital. In the context of CT, the HOMO (for oxidation) or the
LUMO (for reduction) are considered to build this Hamiltonian: the diagonal elements are
thus an estimation of IP or Electron Affinity respectively while the off-diagonal element
are the electronic coupling between two fragments (Figure 3.4 B top).

If each charge state can be clearly defined with a suitable electronic density, then MD simu-
lations can be run on both energy surfaces to get the bottom of the corresponding parabola. By
approximating the vertical free energy gap between the two states by the potential energy gap,
then one can obtain the diabatic free energy surface for each states.46,54 In the linear response
approximation, the driving force and the reorganization energy can be determined from the aver-
aged energy gap on the conformational sampling of each states. Such kind of approach has been
recently applied to the redox potential of 8-oxoG in nucleosomal DNA.55

However, the Marcus theory is not always suitable: it supposes the validity of the linear
response approximation and a CT at the equilibrium. The conformation of the cofactors and
their environment must not differ significantly between the two states. This first issue may
be solved by using thermodynamic integration approaches which smooth the conformational
changes. When more than 2 cofactors are involved in the CT, so we can talk about long-range
CT, intermediate charge states can exist. In the case of fast CT, the relaxation of the system for
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Figure 3.4: A Scheme of the CDFT approach used in the calculation in G-quadruplex system:
two guanines are considered with a charge difference ∆q of 1. The CDFT calculation gives
the diabatic energy gap ∆EDIA and the electronic coupling HDA between the two redox states.
B Scheme of the FO-DFTB/MM calculations, first for the determination of the coarse-grained
Hamiltonian in the fragment-HOMO basis set around the nucleosome, secondly for the charge
transfer simulations.

a given charge state is not complete, the equilibrium is not reached. Consequently, the Marcus
theory fails in such cases, which include DNA CT.
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3.2.2 Long-Range Charge Transfer

Most of the CT observed in biology occur over large distances, where several tens of nucleobases
or tens of angstroms separates D and A in DNA or in protein assembly respectively. In the equi-
librium regime, the driving force and the reorganization energy can be determined for D and A
by similar approaches as described in the previous subsection. However, the electronic coupling
becomes a more tricky point. Indeed, in vacuo, the electronic coupling decreases exponentially
with D-A distance. Consequently, the long-range charge transfer are possible only if the charge
can travel through the environment, i.e. a bridge, which participation allows the electronic dens-
ity motion. Three main long-range CT types have been described in the literature summarized in
Figure 3.3 B:

• Hopping model: in this model, the bridge consists in different cofactors that are able to
be transiently occupied by the charge. It supposes different successive CTs, which can be
ultrafast and falls out from the Marcus theory framework. The FO-DFTB/MM CT MD
simulations can be well adapted to describe such transfers.56

• Superexchange model: in this model, the electron does not occupy the bridge but tun-
nels through it, and the gap between the D/A and the bridge redox active states is large
compared to the electronic coupling between D/A and B. The thermal fluctuations bring D
and A in resonance and the presence of an electronic density between them increases the
coupling. The empirical pathway model from Beratan and coworkers illustrates the role
of the environment in such CT: a different prefactor for the exponential decrease of the
electronic coupling according to the nature of the bridge: covalent bond, hydrogen bond
or vacuum.57 We have also tested the ability of CDFT and FO-DFTB to determine at a
quantum level this electronic coupling.58

• Flickering resonance model: in that case, the whole redox active system (D, A and the
bridge) is brought to resonance thanks to the thermal fluctuations. The charge is then tran-
siently delocalized through D, A and the bridge and finally stabilized on A after relaxation.

In DNA, the hole transfer mechanism depends on the DNA sequence: tunnelling or flickering
resonance over several A-T,59 while hopping can describe transfers between purine, and more
specifically guanines.9 CT at longer distance should involve a mix of superexchange and mul-
tistep hopping transfers. The hypothesis of a polaron type charge carrier was also suggested60

with a delocalization of the charge over several base pairs. In this chapter, I will focus on the spe-
cific role of a heterogeneous environment on guanine IP and on CT involving dG-rich sequences
only, that supposes fast hopping mechanism with charge delocalization on 2-3 guanines.

We thus require methods based on charge propagation model, such as Ehrenfest or surface
hopping, sufficiently cheap to simulate the propagation at the required timescale (about 100 times
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the CT rates at least). The charge transfer scheme based on FO-DFTB/MM approach developed
in Elstner’s group56,61 fits these specifications. It has been applied both on DNA CT30,62 and
protein CT from the photolyase-cryptochrome family.63–67 Based on the determination of the
FO-DFTB/MM Hamiltonian, this approach splits each MD step into two kind of calculation:(i)
the quantum propagation of the charge within the FO basis set obtained for a given geometry of
the cofactors and their environment; (ii) the propagation of atomic motion at the classical level,
considering the charge distribution given by the quantum step and projected on the classical
atomic charges (see (Figure 3.4 B bottom)). Several tens of simulations can be run at the same
time and then averaged to draw a kinetic description of the charge transfer and eventually provide
CT rate taking into account the effect of the biomolecular environment.

3.3 Guanine ionization potential in different contexts

3.3.1 Sequence impact on Guanine ionization potential

Previous computational studies on B-DNA structures have demonstrated an interacting effect of
0.2-0.3 eV of the nature of the 3’ nucleobase on the guanine IP.13,19 following a C > T > A > G
order. The nucleobase in 5’ position has a clearly less important impact. To check if our method
is able to reproduce such effect, we perform a serie of MM simulations of a 16 mer sequence
containing a central XGY trimer for all the 16 possible X and Y combinations (Figure 3.5 A). The
geometry of the 6 nucleobases have been extracted every ns of the 200 ns of each simulations
and QM calculations have been performed at CDFT or FO-DFTB/MM level to determine the
guanine ionization potential. The per-sequence results are presented in Figure 3.5 B top). The
CDFT results correspond to the energy gap between the neutral and the radical cation guanine
on a given geometry while the FO-DFTB results correspond to the HOMO energy of the central
guanine. In the CDFT framework, the 6 nucleobases are treated at quantum level whereas only
the central guanine figures in the quantum part in FO-DFTB/MM calculations

If our CDFT calculations are able to reproduce the 3’ effect at a 0.2-0.4 eV range, the FO-
DFTB results difference is less pronounced (0.2 eV). This can be due to the classic character of
the 3’ nucleobase in such kind of calculation. Nevertheless, we can apply a correction to our FO-
DFTB results to improve the 3’ effect: based on our CDFT calculations of the guanine ionization
potential, we can determine the energy difference we should add to obtain, on average, a similar
energy difference between the trimer using F-DFTB/MM approach. Similar corrections based
on gas phase DFT calculations have been applied before to correct the difference in FO-DFTB
between residues (adenine and guanine, or tyrosine and tryptophan66). The corrected data are
given in Figure 3.5 B bottom.
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Figure 3.5: A Free DNA sequence use for the correction of FO-DFTB/MM results. and the three
bases pairs considered in the IP calculations B Top: CDFT distribution of the IP for the different
trimers; bottom: FO-DFTB/MM distribution of the IP for the different trimers.

3.3.2 Guanine ionization potential in G-quadruplex

In order to evaluate the ability of our approach to capture the impact of structure and environ-
ment on the guanine IP, we started the study of six G-quadruplexes structures by means of MM
simulations and CDFT/MM or FO-DFTB/MM calculations. The obtained results also provide
an important dataset for the development of Machine Learning algorithm for IP.

Because of the cost of the CDFT calculations, only the main representative structures ob-
tained by clustering are taken into account. Each stacked and hydrogen-bonded guanine pair
have been considered, and CDFT/MM calculations were performed constraining the charge on
one guanine or the other. The vertical energy gap between these two charge states and the cor-
responding electronic coupling have been determined.

Our results highlight the existence of two regimes: relatively close energy gaps and coupling
of tens of meV should insure a relatively fast inter-quartets while the intra-quartet transfers are
depending on the hydrogen bond directionality in terms of energy gap and can be forbidden
despite their highest coupling. This first study is limited to a very small number of conformations,
due to the cost of the QM method.

Consequently, we used the FO-DFTB/MM approach to determine the QM properties of the
guanines over 2000 structures from microsecond timescale classical simulations for each G-
quadruplex systems. For stacked guanines, we obtain close IP values for the different guanines.
The guanines in the central quartets tend to have a higher IP than the external ones (about 0.1
eV), due to the proximity of two cations instead of one. Besides, in some structures, the DNA
backbone can influence the IP and decreases the energy by ca. 0.1 eV because of an interaction
between the phosphate and the guanine nucleobases. The electronic coupling is slightly lower
than in CDFT/MM calculation, which is consistent with previous comparisons between the two
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Figure 3.6: A. Representation of a G-quadruplex with guanine in purple (top) and of a G-quartet
with guanines interacting in the Hoogsteen hydrogen-bond scheme (bottom). B. Two kinds of
guanine pairs considered for CDFT/MM calculations: hydrogen pairs within a G-quartet (cyan);
π-stacked pair between two G-quartets (orange).

methods.58,68,69 However, the coupling between hydrogen bonded guanine is nonexistent, sug-
gesting that this approach is unable to treat transfer within the quartet.

3.3.3 Guanine Ionization Potential in Nucleosome

Considering the previous calculations, the sequence-corrected FO-DFTB/MM approach seems
to reach the good balance between computational cost and quantum accuracy in order to al-
low a good conformational sampling for the application to the nucleosomal DNA. Indeed, the
well-known α-palindromic and the Widow 601 sequences contain 60 and 90 guanines respect-
ively. The sampling of the nucleosome conformation landscape requires at least tens of micro-
seconds simulations to encompass a panorama of the positions of the histone tails. Their pos-
itively charged residues can impact the IP of the guanines as already observed in G-quadruplex
structures with the entrapped cations. A first step of this study consists in the exploration of the
main parameters that can modulate the IP: the sequence, the solvent accessibility linked to the
position toward the histone core and the proximity of protein residues.

Starting from our histone tail sampling and the 1KX5 PDB structure,70 we drawn 20 different
starting structures of a nucleosome containing the α-palindromic sequence. After the equilib-
ration procedure, we performed 1 µs of production run for each structure for a total or 20 µs
of nucleosome conformational sampling. FO-DFTB/MM calculation of each of the 60 guanines
was carried out every nanosecond without any QM/MM re-optimization of the guanine geometry.
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Figure 3.7: A. FO-DFTB/MM IP vs trimer sequence in the nucleosome. B. FO-DFTB/MM IP
vs Solvent Accessible Surface Area without taking into account the tail. C. Guanine colored
according to their averaged IP over all MD simulations. D Averaged IP of each guanine for each
simulations colored according to their contacts with the histone tails. E. FO-DFTB/MM IP vs
the distance to the nearest positively charged residue of histone tail (lysine, arginine, histidine or
N-terminal residue). F. Distribution of the FO-DFTB/MM IP when protein residues are close to
the guanine (cyan) or to the phosphate (orange).

We thus obtain a total of 20 000 ionization potential values for each guanine. The averaged IP
ranges over 0.6 eV. Then, we analyze the correlation between different parameters and ionization
potential in more detail:

• DNA sequence (Figure 3.7 A): the effect of the nucleobase in 3’ position is diminished
compared to free DNA, suggesting that other factors are at play. One current drawback
consists in the different distribution of trimers over the nucleosome: some are absent or
poorly represented.

• Proximity of the histone core (Figure 3.7 B): no correlation is observed. Nevertheless,
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the solvent accessibility of the purine rings are modulated by the presence of the tails.

• Proximity of a positively charged residue (Figure 3.7 C-F): the presence of a positively
charged residue in the groove (major or minor) interacting directly with the purine ring
atoms of the guanine increase the ionization potential by 0.2-0.25 eV and induced a large
variation in the IP behaviour. This competes with the sequence effect. The interaction with
the histone tail must not be neglected in the determination of guanines redox properties.

Altogether, our results suggest that the dynamic of the nucleosome has an important role to
trigger the guanine ionization potential. How does this impact the charge transfer within the
nucleosomal DNA?

3.4 Charge transfer in Nucleosome

3.4.1 Charge transfer along Guanine tracks

Using the same modified nucleosome as for the determination of DNA-Protein Cross-link form-
ation, we look at the DNA CT along the guanine tracks with the FO-DFTB/MM charge transfer
scheme. The considered nucleosomes contain the AAGGGGGCGCGGGGGAA sequence at
position 35 or 55. The IP calculations over these sequences along the 20 µs of MD simulations
(2) give similar values for all the guanines within the dG tracks, ca 0.5 eV lower than the IP of
adenines. Besides, the coupling values are around 50 to 100 meV for intra-strand transfer and 10
meV for inter-strand transfer, for the middle CGC sequence.

For the CT simulations, the starting structures were obtained from the 20 MDs simulations
by selecting the representative structure of the main cluster obtained using a hierarchical ag-
glomerative approach on the RMSD of the heavy atoms of the AAGGGGGCGCGGGGGAA
nucleotides. Then, the charge was positioned on the 5’ or the 3’ adenine of the system and simu-
lation were run over 50 ps using surface hopping propagator. The QM orbital basis set contains
the HOMO orbital of all the 13 guanines (two of them on the complementary strand) and the 4
ending adenines (Figure 3.8 A).

The occupation of each guanine tracks over all CT trajectories and the distribution are given
in Figure 3.8 B.Very fast transfers occur along the dG-tracks and do not seem to be affected
by the starting position of the radical cation adenine. According to the evaluation of the spatial
extension of the hole wave function, the charge is mostly delocalized between 1 and 3 residues,
in agreement with the literature describing the guanine trimer as a charge trap sequence.71,72

Sampling over different conformations thus give equivalent guanines with respect to the charge
transfer properties, but a detailed description per system draw a different picture. Indeed, in
some simulations, the charge stays mostly on one GGGGG track, with a factor 10 between the
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Figure 3.8: A. Sequence for CT FO-DFTB/MM MDs and its structure with two proximal H2B
lysine residues. B. Charge occupation distribution (an occupation of 1 correspond to a positively
charged track, 0 to a neutral track) over the 3 different tracks starting from the adenine in 5’
(blue) or in 3’ (orange) considering 20 different starting points. Points correspond to the aver-
aged occupation. C. Charge occupation distribution over the 3 different tracks starting from the
adenine in 5’ (blue) or in 3’ (orange) considering a starting point with two positively charged lys-
ines close to track 2. D Charge occupation distribution over the 3 different tracks starting from
the adenine in 5’ (blue) or in 3’ (orange) considering a starting point with two neutral lysines
close to track 2.

occupation of the two tracks (Figure Figure 3.8 C). Looking at the corresponding structures, we
can notice the presence of positively charged residues of the histone tails at close proximity of
the neutral track. Despite the propensity of guanine-rich sequence to stabilize a radical cation,
the presence of a proximal positive charge decreases the probability of radical cation guanine
stabilization, in agreement with our IP study and chemical intuition.

However, it also contradicts the DNA-protein cross-link formation described in Chapter 2
which supposes the reaction between an oxidized guanine and a lysine. An alternative consists
in the hypothesis of a neutral deprotonated lysine (so a local basic pH). Using the same FO-
DFTB/MM approach in presence of neutral lysines gives a more similar charge distribution over
the to 5-dG tracks (Figure 3.8 D). These preliminary results must be confirmed but they underline
the crucial role of positive charge in the CT dynamics.

3.4.2 Charge transfer to Tyrosine residues

Another role played by histone with respect to the charge transfer and radical cation reactivity
involves tyrosines as positive charge acceptors. This protein residue is able to undergo oxidation
through a proton coupled electron transfer mechanism, and the resulting neutral radical tyrosine
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can have a relative long life-time up to second time scale.73 Experimental data from Greenberg’s
group has proven the protective role of H3 Tyr41 (Figure 3.9 A) towards guanine oxidative dam-
ages:37,74 they observe a neat decrease of the damages occurrence for the sequence 55 in their
dedicated NCP. A similar damage rate as 35 sequence can be recovered by the Y41F mutation
on H3. On the contrary, the H3 F84Y mutation reduces the hole transfer efficiency along the
35 sequence thanks to its proximity to 49 guanine. This hole quenching property of the tyrosine
histone could be considered as a protection of nucleosomal DNA toward the oxidation and could
influence the localization of the damages.

Figure 3.9: A. Representation of the H3-Y41, H3-H39 and dG227 for the CT from DNA to
histone tail. B. Possible pathway using tunnelling pathway model.75 C. FO-DFTB/MM IP dis-
tribution of the H3-Y41 and dG227 from 20 µs MD simulations of sequence 55.

Y41 is close to H39 which can play the role of a proton acceptor during tyrosine oxidation
and allows a PCET reaction. In the experiments from Greenberg’s group, the charge is created
on the 55 dG tracks so Y41 can capture the charge from the guanine G227 via a super-exchange
tunnelling mechanism involving DNA and protein backbone. Our calculations following the
Beratan model for tunnelling confirm this hypothesis, with a small coupling value about 0.5
meV (Figure 3.9 B), and disqualify any other tunnelling pathways (for instance, including H3
Arg40 side chain, close to dG65). However, the difference in IP suggest that the CT alone will
not be allowed (Figure 3.9 C). A possible PCET, involving the vicinal H3 His39 can be imagined.
Further calculations, using CDFT or dedicated protocol for PCET reactions will be performed to
improve our results on these protective CT from DNA to protein.
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3.5 Machine Learning for charge transfer in biological envir-
onment

Even though our results provide insightful information of the role of histone tail in the modula-
tion of the IP, electronic coupling and charge transfer properties on the nucleosomal DNA, we
are currently limited to the analysis of averaged data or few specific situations. However, our
simulations cover a wide landscape of interaction networks which diversity could be hidden by
a classical analysis protocol. That is why, in collaboration with Dr Jiang, we try to develop a
machine learning algorithm able to determine the IP and the electronic coupling to:

• determine these values for a large number of trajectories;

• draw a hierarchy of the parameters that modulate the IPs and the electronic coupling on a
large amount of data without bias on the data selection.

A first attempt was made on the G4 results. The electronic coupling mostly depends on the
relative geometry of the different redox partners. Consequently, a simple geometrical descriptor,
or the coulomb matrix, can be sufficient to provide good reproducibility of the electronic coup-
ling by a ML algorithm.76,77 The IP is more complex as it has to take into account the fluctu-
ation of both the cofactor and the polar environment, taking into account the bonds variation
and the charge distribution. Because of the size of our system, the use of a Coulomb matrix
would be too prohibitive. The SOAP descriptor appears as a good alternative: each atom is de-
scribed by a Gaussian which parameters depend on the atom nature. Combined with a "long
short term memory" neural network (our previous attempts used Linear Ridge Regression with
already correct reproduction), this ML algorithm is able to reproduce with a good accuracy the
FO-DFTB/MM results for a G-quadruplex structure (Figure 3.10 A and B).

Figure 3.10: A. Scheme of the machine learning algorithm. B. Results using the machine learn-
ing algorithm for Guanine IP determination in a G-quadruplex. C. Results using the machine
learning algorithm (with Linear Ridge Regression) for guanine IP determination in nucleosomal
DNA.
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The transferability of this algorithm to the nucleosome system is however not straightforward
(see Figure 3.10 C) . The large size of the system requires a clever design of the algorithm
to limit the memory demand. Moreover, the complexity of the environment makes the use of
simple SOAP descriptor inefficient: a same kind of atoms (nitrogen, oxygen, hydrogen...) can
be involved in neutral or charge molecule and thus must have a different description. The goal
of the two months internship of D. Glaizal was to try this transfer. He tried different approaches
based on the coulomb matrix (too big however for such application) or on SOAP parameters. He
has shown that the algorithm is unable to discriminate the different cases. A possibility can be
to use descriptors dedicated to protein description78 and change our approach from an atomic
description to a different level.

3.6 Perspective

This charge transfer project was at the heart of my ANR JCJC NucleoMAP. My current con-
clusion draw a picture of the nucleosomal charge transfer where the DNA sequence and the
interaction with the histone tails plays a predominant role on the rate, the mechanism and the
propensity of radical cation guanine to turn into oxidative damage. This study can be considered
as a prequel of the damaged DNA characterisation described in 2 but the bridge between these
works is not complete. As a short term perspective, I will consider to continue on:

• the improvement of the machine learning algorithm for IP and electronic coupling for its
application to nucleosome. Thanks to the use of different trajectories from my own data-
base and from literature, I aim to draw a more universal IP map for a better understanding
of DNA oxidation hotspot. This project can be supported by a collaboration with Dr Jiang
and short duration internships.

• the study of the PCET mechanism to Y41 and Y84 in the H3 F84Y. This study will be
done thanks to the DFTB/MM based protocol for PCET currently developed by Ms Spies
during her PhD, in continuation to the seminal work from my post-doctoral stay in Pr.
Elstner’s group.79 Thanks to a combination of DFTB/MM framework with metadynamics
(1D if only the proton transfer coordinate is taken into account; 2D when the charge dif-
ference between the cofactor is used as a second reaction coordinate to follow the charge
transfer by mean of coupled-perturbed DFTB/MM (CP-DFTB/MM)). Beyond the tyrosine
pair toy model, Ms Spies has applied this approach on more realistic systems consisting
on β -hairpin and three α-helices structures containing a tyrosine-tyrosine, a tryptophan-
tyrosine or a histidine-tyrosine pair (Figure 3.11). For her last year, we plan to apply it to
Ribonucleotide Reductase and nucleosomal DNA PCET involving H3 Y41 and H39.

For a mean term project, I want to enhance the sampling of charge transfer behavior in differ-
ent nucleosomal context and associate these results to the previously developed machine learning
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Figure 3.11: PCET free energy surface for different amino-acid pairs in a β -hairpin structure
calculated at Long range Corrected-DFTB/MM level.

algorithm in order to take into account the charge transfer in the evaluation of oxidation hotspot.
On the other hand, the reactivity of the radical cation guanine towards neutral lysine will be
explored to determine the DNA-protein cross-link mechanisms at strategic positions based on
DFTB3/MM and biased MD simulations.
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assisted by lanthanides complexes
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4.1 Introduction

Nowadays, most of the current protein 3-dimensional structures available in the Protein Data
Bank belong to X-Ray crystallography experiments (more than 187,000 over the 224,000 avail-
able). This large data set, used to feed the artificial intelligence algorithms such as AlphaFold21

or RoseTTaFold,2 represents about only 10% of the identified protein sequences (more than
245,000,000 unreviewed entries on UniProt). These predictive algorithms have become staple
tools in structural biology but a consistent feeding must be kept. Experimental data remain cru-
cial to cover the large part of unknown structures and the protein complexes. However, if the
X-Ray techniques have evolved to be more automatized and benefit from synchroton ray-lines
improvement, protein crystal, or micro-crystals,3 are still required to provide a relevant structure.
The crystal successful production remains uncertain and often requires tests of a large amount
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of crystallographic conditions. The molecular mechanism of nucleation is still partially unveiled
and the role of the different additive in the crystallisation medium difficult to rationalize.

In order to bring some rational design to crystallization protocol, some groups have developed
molecular additives which aim to improve the crystal formation with minimal modification of the
protein structure. They are called "molecular glue" as they are suspected to play the role of a ce-
ment between the proteins during the nucleation thanks to supramolecular interactions networks.
Three main ways have been explored using polyoxometallates,4 negatively charged calixarene5

or lanthanide complex.6 At the Laboratoire de Chimie, Oliver Maury and co-workers have de-
signed the crystallophore (Xo4, Figure 4.1 A) which improves the resolution thanks to the heavy
lanthanide properties for phasing and the protein crystal formation.7 The promising properties
of this complex has led to the creation of a startup, called Polyvalan (https://crystallophore.fr),
and the founding of several ANR projects. A growing consortium including NMR, computa-
tional chemistry and cellular biology has emerged around Xo4 in addition to the initial synthesis-
crystallography collaboration. Moreover, new crystallophores have been designed, with different
properties for imaging for instance or better nucleating effect (see Figure 4.1 B, C).

Figure 4.1: A. Xo4 complex. B. Second generation of Xo4 complexes and their crystal hits for
chicken lysozyme (HEWL), Proteinase K (ProtK) and Tau Protein (TdThau).8 C. imaging Xo4
and the luminescent HEWL crystal containing it.

The contribution of computational chemistry can be multiple:

• quantify the interaction energy between the Xo4 and the protein crystal packing using
QM/MM calculations7 or cheaper ProLIF9 or MM/PBSA approaches.10,11

• simulate the interaction between Xo4 and the targeted protein in solution and compare it
to crystallographic structure.

• decipher the contribution of the Xo4 to the nucleation mechanism in solution.

58



Once the computational protocol established for a given protein-Xo4 couple, we can apply it
to different proteins, protein variants or other molecules from the Xo4 family to study the im-
pact of binding site mutations or added chemical groups to the lanthanide complex. Beyond the
understanding of the interaction landscape in solution for crystallography8 or NMR,12 our ap-
proach aims to become a predictive tool and to be extended to other lanthanide complexes such
as contrast agents for IMR.

4.2 Molecular Dynamics framework for Xo4-protein interac-
tion sampling

Protein-ligand interaction studies are mostly based on docking and/or MD simulations.13 These
simulations can start from an identified protein-ligand complex or separated entities in a solvent
box. The first case is useful to quantify the interactions energies, reach the best conformation
for the ligand in its pocket or to start biased MD simulations14,15 to remove the ligand from its
binding site and evaluate the corresponding binding free energy.16 In my group, we applied such
methods also to study the interaction between ligands and aptamers17 or G-quadruplexes.18 We
also analysed the interaction of different complexes of the Xo4 family within the HEWL packing
model, as described below.8 The second kind of simulations lets the ligands explore the protein
surface and unveil the driving force of the receptor-ligand interaction in solution. We applied it to
the study of calixarene interaction with Cytochrome c protein and observed similar binding site
as in the experiments and crystallographic data.19 In addition, we are able to describe a possible
entropy reduction following the calixarene ligation during our simulation by the formation and
stabilization of hydrogen bond and salt bridge network.

In order to analyse the interactions between molecules from the Xo4 family and proteins, we
have developed the following protocol:

• Xo4 force field parameters calculation using MCPB program in Amber.20 During the re-
quired quantum calculations, the lanthanide is replaced by an Yttrium. This atom con-
serves a similar size and charge as lanthanide but avoids the spin multiplicity issues from
f-orbital. This is not an problem as this electronic properties is not described by molecular
mechanisms.

• MD simulation including a protein and several Xo4 (10 in general) in water solutions. We
also perform simulations with more proteins and various number of crystallophore

• interaction analysis using ProLIF facilities9 and MM-PBSA fast calculations to identify
the important residues at play in the Xo4 binding.

59



For all the simulations, 5 replicas of at least 200 ns have been run following the conventional
minimization-heating-equilibration-production procedure, at 300 K, 1 bar and using periodic
conditions. The protein are described using Amberff14SB21 force fields and the TIP3P water
model22 is used. Up to now, these simulations and their current analysis do not represent a
challenge or a novelty with respect to the computational methodology.

4.3 Reveal solution binding site in AdkA protein

Adelynate kinase A from Methanothermococcus thermolithotrophicus (AdkA) protein is a tri-
meric protein with a high number of negatively charged residues.23 Based on common electro-
static consideration, one can expect that protein carboxylate residues are well adapted to bind
the positively charged lanthanide within the Xo4. In the obtained X-Ray structure, one Xo4
carboxylate is bound to a buried aspartate, D90, via a Mg2+ cation which is a quite unexpected
and complex binding site. Some trace of electronic density has been found on the protein surface
around the glutamate E50.

Starting MDs from the crystallographic structure put in a water box, we observe a quick
release of the Xo4 from its binding site in few ns. The lanthanide complex moves towards the
carboxylates of the protein surfaces such as E45, E49, E54, E136, E149 and D181 (Figure 4.2 A
and B). In solution, where the Xo4 surrounding differs from the crystal packing environment, the
Xo4 seems to favor a direct interaction between a protein carboxylate and its lanthanide. When
the starting point of the MD contains one trimer and 10 Xo4 randomly positioned in the water
box, the simulations result in fast and strong binding of the Xo4 on the protein surface at different
sites: E29, E49, E54, E136, E185. Several of these sites consist in a pair of acidic residues that
increase the negative electrostatic potential. R140 and Y182 can also participate to the binding
stabilization by salt bridge formation or π-stack interaction respectively with the Xo4 ligand. All
these sites are located on the "lateral" face of the AdkA trimer ring, which also corresponds to
the protein-protein interface in the crystal packing.

Although aspartates represent one third of the acidic residues of AdkA, the Xo4 interacts
almost exclusively with glutamates which possess a longer aliphatic chain and can be more flex-
ible. We thus test if correlations exist between the rate occupancy of acidic residues and their
RMSF, their solvent accessible surface area (SASA) or their electrostatic interactions with the
protein (Figure 4.2 C). It appears that residues which have more interactions with the Xo4 are
those with the less attractive interaction with the protein (so not involved in a salt bridge and sur-
rounded by other negative charged) and with a relatively important SASA. The flexibility related
to the RMSF seems less crucial.

Our computational study highlights the difference between the Xo4 behaviour in solution
and its final binding in the crystallographic structure. Our results are in agreement with the
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Figure 4.2: A. Different representative binding sites encountered during MD simulations started
from solvated Xo4. B. Per-residue normalized contact probability ρ starting from the crystallo-
graphic (yellow, 2 Xo4 in the box) or the solvated positions (blue, 10 Xo4 in the box) of Xo4
C. Correlation graph between the rate occupancy ρ and the per-residue electrostatic interaction
with the protein, RMSF or Solvent Accessible Surface Area (SASA).

weak signal observed close to E50 in crystallographic experiments and with the fact that the
mutation of D90 or E50 does not impede the crystallization process: indeed, the numerous pos-
sible Xo4 binding sites at the protein surface and the fact that they often correspond to a pair of
acidic residues maintain the presence of the Xo4 at the AdkA surface despite the mutations. The
presence of the Xo4 on the protein surface decreases its global charge and probably facilitates
protein-protein interactions leading to nucleation. This study is the first step to understand the
nucleation mechanism assisted by Xo4. It underlines the power of MD simulations to provide
interesting features for the understanding of Xo4-protein interactions in solution.

4.4 How mutation modifies Xo4 interactions in lysozyme fam-
ily: an egg hunting story

One of the first protein used to test the Xo4 propensity to enhanced crystal formation is the Hen
Egg White Lysozyme (HEWL). This cheap, relatively small (only 129 amino-acids) and easy to
crystallize protein is a good toy model to test both experimentally and computationally the nuc-
leating properties of the Xo4. A Xo4 binding site has been characterized in the crystallographic
structure and correspond to the lysozyme substrate pocket. The complex is fixed by apolar and
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π-stacking interactions with W62 and W63, and by the ionic interaction between D101 residue
and the metal as demonstrated in a first study.7 In this previous work, the binding energy has
been calculated at QM/MM level on the crystallographic structure. Using the same philosophy
as in the AdkA study, we want to analyze the Xo4 binding to HEWL in solution without any
starting interactions. In addition, we simulate different variants of this lysozyme following the
same protocol. The protein variants are chosen as they present a high global homology degree
and a mutation in D101 area (see Figure 4.3 A). The experimental counterpart is not easy: lyso-
zymes cannot be easily obtained by recombinant production, but they are extracted from eggs.
Consequently, it depends on the availability of the chicken, quail (QEWL), turkey (TEWL) or
peacock (PEWL) eggs. In our computational studies, for ostrich (OEWL) and turtle (STEWL)
variants, we have mutate the residues from the available HEWL structure, assuming that the few
mutations will not dramatically modify the protein folding.

Figure 4.3:
textbfA. Sequence alignment of the different lysozyme variants from Chicken (HEWL), Tur-
key (TEWL), Quail (QEWL), Peacock (PEWL), Ostrich (OEWL) and Turtle (STEWL). The
important mutations around the D101 site are highlighted by the red square. B. Experimental
crystallization hits for HEWL, TEWL, QEWL and PEWL encountered in absence of Xo4 only
(blue), in presence of Xo4 only (grey), or in both conditions (orange). C. Lysozyme residues
interaction rates with Xo4 from simulation.D. Conformation of the bindings site for the different
lysozyme variants.

Experimentally, at 10 mM, the Xo4 also enhances the number of crystallization hits for
QEWL but does not improve the TEWL results. PEWL has a poor score of crystallization hits in
absence or in presence of Xo4 adduct.24 The crystallographic structure of QEWL is very similar

62



to the HEWL ones. Two Xo4 are found in PEWL binding site, one in similar conformation as
in HEWL, the other one interacting with R102. In TEWL, no Xo4 is observed within the D101-
W62/63 binding site. In parallel, the rate occupancy from MDs simulation obtained by ProLIF
analysis is given in Figure 4.3 B for the different lysozymes. We observe that the interaction
between the Xo4 and W62, W63 and L75 is present even in absence of D101 in TEWL, or in
non-availability in STEWL where a salt bridge is formed between D103 and R99 (Figure 4.3 C).
In QEWL, the mutations of 102 and 103 residues lead to a more flexible 101-103 loop. Con-
sequently, the aspartate is not always pointing through the main binding pocket. In this second
conformation, the interaction between D101 and Xo4 is not maintained. Such conformational
change is also observed in OEWL simulations but leads then in the interaction with two Xo4,
one within the pocket and W62-W63 and the second one with D101, N103 and the first Xo4.
Finally, in PEWL, a Xo4 can be found in similar conformation as in HEWL, but with an inter-
action between its carboxylates and R102. No other Xo4 comes close. In addition, several other
binding sites can be characterized at the N- and C-terminal ends (spatially close) and the loop
comprising D48, and around D119 on the last α-helix.

Taking together these results, we can draw several conclusions:

• our simulations, totaling 1 µs, are able to recover the crystallographic sites for the different
lysozyme and described different behaviour of the mutated residues. However, because of
the limit of our conformational sampling, the comparison of the occupation of each site
stays qualitative. Indeed, the protein-Xo4 interaction remains a transient and relatively
rare event in our simulations. The convergence of the MDs simulations with respect to
these events is certainly far from being reach.

• despite similarities, our MDs data reveal some different behaviour in solution and in crys-
tal, suggesting that other sites can be occupied. An insight to the crystallographic packing
shows that some residues from these secondary sites are close to the Xo4 at the protein
interface (such as D119 or the terminal part).

• all lysozymes can interact with the Xo4 in solution but, experimentally, not all present a
high number of crystal hits. Consequently, it seems that not all Xo4-protein complex can
favor nucleation. Other molecular mechanisms must be at play to stabilize the protein-
protein interactions.

4.5 Crystallophore variant

If the Xo4 increases the number of possible crystallization conditions for HEWL, it appears less
efficient for some other proteins. However, its properties can be modulated by chemical modi-
fications of the macrocycle: a pendant arm can replace the hydrogen of the free nitrogen of the
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macrocycle. This arm can be synthesized with different ending moieties: polar (OH, V1), posit-
ively charged (MethylAmine, V2) or negatively charged (Sulfonate V3).8 Experimentally, using
the same concentration of Xo4, V1 presents similar nucleating properties as the first generation
Xo4, while V3 and V2 give much less monocrystal hits. In the crystallographic structure, the
pendant arm induces a rotation of the macrocycle about 90° which modifies the interaction with
the tryptophans 62 and 63 of the binding pocket but keeps the coordination of the lanthanide by
D101. This rotation also prevents π-stacking with the C-terminal W123 of another HEWL of the
packing (HEWLC in the following).

Figure 4.4: A. Representation of the crystal packing model with 4 HEWL and a Xo4 bound to the
blue D101. Zoom on the binding site for the different variants B. Several V3 complexes around
HEWL and contact quantification between Xo4 variants and HEWL for the simulations with a
10:1 Xo4:protein ratio. C. Evolution of the crystal size with the increase of V3 concentration
and associated crystal pictures.

Starting for a crystallographic packing model with 4 HEWL and a Xo4 variant (Figure 4.4 A),
we simulate the interaction profile of the different ligands within this tetramer in solution. Two
Xo4 are necessary to maintain the tetrameric structure over 200 ns but we focus on the central
one which can interact with 3 of the 4 lysosymes in the crystallographic model. During the MD
simulations, the interaction profile evolves with respect to the nature of the pendant arm: V1 has
a versatile behaviour and explores several transient interactions, within the binding site or the
C-term part of the second HEWL, HEWLB; V2 should prefer positively charge residues but does
not keep its interaction with HEWLB and prefers staying close to N103 in the binding pocket;
V3 interacts with the positive charges around the binding site, namely R112 from HEWLA and
R125 from HEWLB in a lesser extent, inducing different interactions between the macrocyle and
the surrounding tryptophan. According to MM-PBSA results, these interactions profiles result
in a similar binding energy for first generation Xo4 and V1 and a ca. 20 kcal/mol less favorable
interaction with V2 and V3.

However, the previous picture corresponds to the interaction after nucleation but not to the
Xo4 and its variant behavior in solution. Following the same protocol as for the lysozyme vari-
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ants, we simulate the interaction of one HEWL with V1,V2 and V3 in solution with a 10:1
ligand:protein ratio. These simulations bring insightful information with regards to the differ-
ent nucleating properties: while V1 arbors same behavior as Xo4, V2 does not interact with the
HEWl, in agreement with the experiment. However, numerous interactions are observed between
V3 and HEWL: like AdkA, HEWL is able to bind several V3 at the same time. Then, it appears
that such a surface coverage can impede the nucleation (Figure 4.4 B). It leads us to the idea to
decrease the V3 concentration during crystallization experiments. A protocol was designed to
quantify the size of the crystals as a function of V3 concentration (see Figure 4.4 C). Even with a
small amount of V3, for instance at 0.5 mM which corresponds to a 20 fold decrease compare to
the previous tested concentration, macro-crystal are obtained. Their size tends to decrease with
respect to the V3 concentration, in line with the hypothesis that the number of nucleation sites
with a fast crystal growth increases, leading to smaller crystal for a constant amount of proteins.
Consequently, V3 reveals more efficient with HEWL than the first generation Xo4.

Figure 4.5: A. Zoom on the binding site of the imaging Xo4 in the crystal packing model. B.
Representation of an aggregate of 3 imaging Xo4 in solution. C. Interaction rate of the imaging
Xo4 with HEWL residues in the simulations containing 10 imaging Xo4 for one HEWL and the
corresponding binding sites.

A similar protocol was applied to a fluorescent ligand, so called imaging Xo4, which facil-
itates the detection of the crystal by spectroscopy (see Figure 4.1 C). Such a property can be of
particular interest in the in vivo protein crystallization for protein purification. The development
of this approach is the heart of the GlowCryst ANR project led by Dr. Maury: the presence of
a luminescent complex would allow a easy detection of the crystals within a complex medium.
However, in vitro crystallization experiments show that crystal formation with this crystallophore
variant is not as good as with the Xo4 first generation. An fruitful idea was thus to mix it these
two complexes in a 10 mM/0.2 mM ratio, which provides similar results as the pure Xo4 addition
to HEWL crystallization medium and conserves the spectroscopic properties of the imaging Xo4.
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This suggests that the imaging Xo4 can be trapped in the solid structure during the nucleation
and/or the crystal growth as its size prevents any diffusion within the crystal packing.

The force field parameterization of the imaging Xo4 requires a specific focus on the antenna
dihedral angle. Indeed, the bond between the two aromatic ring has a partial aromatic character
which competes with the steric hindrance between the two rings. The classical modeling is un-
able to describe correctly such behaviour. We thus determine a dedicated force field parameter
set for this dihedral angle to reproduce the DFT scan of the rotation provided by Pr. Le Bahers.
After checking its behaviour in solution, we create a crystal packing model containing the ima-
ging Xo4 from the V2 structure. We also present MD simulations in solution with one HEWL
protein and 10 Imaging Xo4 or a mixture of Xo4 and Imaging Xo4 in a 9:1 ratio.

In our simulations of the crystal packing situation, the imaging Xo4 stays at the interface of
the four proteins. While the metal is bound to D101 of the first HEWL, the pendant arm is able
to interact through ionic or hydrogen bonds with the C-terminal part of the second protein (in
red) (Figure 4.5 A). Most of the antenna chain shows only apolar interactions with the protein
surface. However, the macrocycle lies outside from the hydrophobic HEWL pocket and does not
interact with W62 and W63. This interaction scheme lead to a MM-PBSA binding energy 10
kcal/mol more repulsive than the HEWL tetrameric complex-Xo4 one, indicating that this com-
plex is less bound than Xo4 in the crystal structure. Its behaviour in solution is also intriguing as
2 to 8 imaging Xo4 form aggregates thanks to pi-stacks between the antennae during our simu-
lations (Figure 4.5 B). These aggregates occur in solution but also on the surface protein, when
one imaging Xo4 is already bounded on the protein surface. Because of its arm, imaging Xo4
covers a relatively large part of the protein when interacting (Figure 4.5 C). Even if we observe
interactions between the metal and D101, other binding sites are occupied showing a relatively
poor specificity leading to the proximity of one to 4 imaging Xo4 to the protein. Because of the
large size of the complex, its bulky binding landscape can hinder the protein-protein approach
necessary for nucleation. On the contrary, when only one imaging is present in solution, we
can still observe binding of Xo4, especially in the D101 pocket such as in previously described
simulations. Only few Xo4-Imaging Xo4 interactions are transiently observed.

In conclusion, our simulations framework successfully provides information for the under-
standing of the different nucleation power within the Xo4 family. The structural and dynamical
comparison can partially explain the crystal formation hits but also drive experiments and pro-
tocol modifications as for the variant V3. Then, the predicting power of our protocol must be
strengthened by testing it on other proteins which present different crystallization profile in the
presence of the Xo4 family. They are currently tested by Dr. Roux Gossart from Polyvalan.
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4.6 Perspective

Despite the large amount of trajectories exploring the Xo4 family-protein (mostly lysozymes)
interaction landscapes the brigde between solution and crystal remains to build. We have drawn a
rough sketch of the Xo4 molecular glue properties beyond the crystallographic structure. During
its internship, Mr Panda has performed a large panel of MD simulation with several lysosymes
and different ratio of Xo4. His results suggest that the protein-Xo4 interactions induce a decrease
in the protein dynamical fluctuations and flexibility, so likely an entropy decrease. This decrease
may favor the protein-protein interactions. The role of the Xo4 may be to tune the protein
dynamical behaviour to stabilize the protein-protein interaction. On the contrary of what the
word "glue" suggests, Xo4 may not directly contribute to bridge the protein at their interfaces.
Using 6 HEWL, he obtained different aggregates in presence or absence of Xo4 even if the
lanthanides complexes quickly flee from protein to solution. A further analysis of these MD
simulations would permit us to refine our first sketch for Xo4 role in the nucleation mechanism.
Moreover, the application of our protocol to a larger panel of protein with different crystallization
score in presence of Xo4, in collaboration with Dr. A. Roux Gossart from Polyvalan, will also
complete our picture of the ability of Xo4 to stack on the protein surface thanks to different kind
of non-covalent interaction (ionic, but also apolar or π-stacking) and to induce nucleation.

Such a knowledge will open the door to computationally driven design and selection within
the Xo4 family for a better fitting on the protein-Xo4 complex. The context of the ANR Glow-
Cryst, led by Dr. O Maury at the Laboratoire de Chimie, will offer the opportunity at a short term
to further explore the interaction between Imaging Xo4 family and proteins in the context of in

cellulo crystallisation process for protein purification. Besides, I wish to strengthen my collab-
oration with Polyvalan to provide a rationalize tool for the development of new complexes and
their best usage considering a target protein. Consequently, I will continue the current projects
and propose new ones to :

• complete our database on protein-Xo4 family interactions with one or several proteins
and quantify the different non-covalent interactions which drive the complex formations
(short term). This will help us to understand which characteristic of the protein surface
(electrostatic potential, polarity, flexibility...) should be taken into account in the choice of
the most adapted Xo4 for crystallization.

• develop a tool to characterize the Xo4-protein interactions beyond a distance criteria. It
must be coupled to the study of the impact of the Xo4 bonding to the protein dynamical be-
haviour and flexibility. A final goal is to be able to predict Xo4 binding site for nucleation
on a given protein surface.
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Chapter 5

Conclusion

Since my PhD, I have focused my research on the question of the influence of biochemical struc-
ture and more specifically non-covalent interactions on the chemical properties of biomolecule
with a more specific interest on charge transfer, by means of molecular dynamics at classical
and QM/MM levels. I am strongly attached to computation-experiments ping-pong for the mu-
tual advantages that it brings in terms of results validation and methodology improvement. My
concern is to unveil the molecular behaviour behind an experimental observation and propose
mechanisms that can explain and predict biochemical events.

For 5 years, I have mostly dedicated my personal research on the nucleosome, which is a
fascinating object with a highly combinatorial chemistry. The DNA sequence, the mechanical
constrains, the heterogeneous electrostatic environment, the solvent and protein accessibility of
the nucleobases and the fluctuating interactions with the histone tails can play significant role
on the DNA chemical properties and sensitivity to stresses that multi-scale simulations help to
decipher. I have presented in this document how I try to tune both computational and analysis
protocols to manage this complexity. Strong collaborations with experimental group help me
to raise relevant questions with respect to DNA damages and further understanding of cancer
formation and therapy. This research benefits first from the expertise of Pr. E. Dumont, who in-
troduced me in the DNA world, and then from two founded projects, my JCJC ANR NucleoMAP
and the PCSI project BERNUMOL.

The Laboratoire de Chimie offers me an exceptional environment to interact with chemists
who develop molecules for biochemical or biomedical applications. Simulations appear useful
to describe the non-covalent interactions that can explain the effect of these molecules on the
biological target. For instance, we are able to propose an interaction scheme between a candidate
molecule for photodynamical therapy and different shape of G-quadruplexes. The computational
study of crystallophore family has become a key step in the characterisation of these molecules
and the design of new compounds thanks to its ability to decipher its interactions with protein in
solution. It participates to understand the premises of the nucleation mechanism or the different
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interaction landscapes in combination with the various experimental data (spectroscopy, X-Ray
crystallography, NMR...). This work takes part of a large consortium and benefits from the
complementary skills of many partners and diverse funding such ANR projects (for instance
GlowCryst project).

Despite their differences in term of systems and chemical issues, these two research topics has
raised the question of the analysis protocol of long simulations of highly complex systems such
as nucleosome or multiple proteins-ligands structures. The flexible and transient character of the
non-covalent interactions at the heart of the determination of chemical properties (such as charge
transfer ability or binding energy) impedes the systematic capture of the interaction network. I
consider the development of dedicated protocols, on the basis of available tools and/or machine
learning algorithm trained of our large amount of molecular dynamics data, as a key of my future
work on these topics.

Finally, during the last 5 years, I had the opportunity to supervise, advise and support several
students from L3 to M2, PhD students and post-doctoral fellows who offer me great scientific and
human exchanges. All the studies presented here belongs from their work and their involvement
in the research projects which has always required to go beyond their initial formation because
of the multidisciplinary aspect of the project, between chemistry, biology, physics and computa-
tion... I hope that I convinced, through this manuscript and the presentation of this team’s work,
my ability to lead my own research, keeping the strength of strong collaborations with developers
and experimentalists and opening the way to new opportunities.
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Abstract

Beyond DNA or protein sequences, non-covalent interactions drive the specificity and the diver-
sity of macromolecules in all organisms. They are involved in the 3-dimensional structure and the
dynamics of biomolecules, in the interactions between them etc. and tune their chemical proper-
ties. For few decades, simulations at molecular level have become a crucial tool to decipher the
role of non-covalent interactions in the structural and chemical properties of biomolecules. They
have many applications in the understanding of biological processes and the design of new com-
pounds able to trigger biomolecules behaviour, chemistry and functions. In this manuscript, I
summarize the research I have conducted since my arrival at the Laboratoire de Chimie de l’ENS
de Lyon. It consists in the study of different biomolecular systems by means of molecular dy-
namics simulations at classical and quantum/classical level. On one hand, such approaches allow
to draw a panorama of the non-covalent interactions between different partners at a molecular
level. On the other hand, we are then able to quantify how these interactions and their dynamics
impact the chemical properties of biomolecules. I detail three main topics: i) the structural and
dynamical behaviour of DNA-damages, especially those embedded in a nucleosomal structure,
which consists in a DNA fragment wrapped around a protein core; ii) the charge transfer proper-
ties of the nucleosomal DNA; iii) the interaction landscapes of a lanthanide complex and proteins
in the context of the control of protein crystallization. I also present my future research projects
in line with these different topics and beyond.
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