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Résumeé

Les données de santé représentent une grande quantité d’informations, générées quotidiennement
et sensibles par nature. Cependant, leur partage est essentiel pour I’avancement de la recherche
et, en fin de compte, I'amélioration des soins aux patients. L’utilisation des données médicales est
confrontée a des limitations dues & leur sensibilité et & la nécessité de garantir la confidentialité,
encadrée par les réglementations en vigueur. Cela nécessite une protection renforcée. L’intérét pour
des alternatives au partage de données brutes, telles que la pseudonymisation ou I’anonymisation,
augmente avec les besoins d’accés a des données d’apprentissage pour 1'utilisation de I'intelligence
artificielle, qui requiert de grandes quantités de données pour fonctionner efficacement en tant
qu’assistant médical.

Dans cette thése, nous examinons de nouveaux mécanismes respectant la vie privée, rendues
possibles par les avancées rapides de l'intelligence artificielle. Plus spécifiquement, mon analyse
porte sur 'amélioration d’alternatives a la centralisation de données sensibles : 'apprentissage
fédéré, une méthode décentralisée d’entrainement des modeéles d’Intelligence Artificielles qui ne
nécessitent pas le partage de données, ainsi que de la génération de données synthétiques, qui crée
des données artificielles avec des propriétés statistiques similaires aux données réelles. Considérant
I’absence de consensus pour l’évaluation de la confidentialité de ces nouvelles approches, nous
avons axé notre travail sur la mesure méthodique de la fuite de confidentialité ainsi que la
balance avec 'utilité des données synthétiques ou du modéle d’apprentissage fédéré. Mes travaux
incluent un mécanisme pour améliorer les propriétés de confidentialité de I'apprentissage fédéré
ainsi qu’une nouvelle méthode de génération conditionnelle de données synthétiques. Cette thése
vise a contribuer au développement de cadres plus robustes pour le partage sécurisé des données de
santé, en conformité avec les exigences réglementaires, facilitant ainsi des innovations en matiére
de santé.

Mots-Clés:

Données Synthétiques, Apprentissage Automatique, Apprentissage Fédéré, Confidentialité,
Ré-identification, Attaques d’Attributs Sensibles, Attaques d’Appartenance, Enclaves Sécurisées,
Données Personnelles, Données de Santé



Abstract

Health data represents a large volume of information, generated daily and sensitive by nature.
However, sharing this data is essential for advancing research and, ultimately, improving patient
care. The use of medical data faces limitations due to its sensitivity and the need to ensure
confidentiality, which is governed by current regulations. This necessitates enhanced protection.
Interest in alternatives to sharing raw data, such as pseudonymization or anonymization, is
increasing alongside the growing need for access to training data for the use of artificial intelligence,
which requires large amounts of data to function effectively as a medical assistant.

In this thesis, we explore new privacy-preserving mechanism made possible by the rapid
advancements in artificial intelligence. More specifically, my analysis focuses on improving
alternatives to the centralization of sensitive data: federated learning, a decentralized method of
training artificial intelligence models that do not need sensitive data sharing, as well as synthetic
data generation, which creates artificial data similar statistical properties to real data. Given
the lack of consensus on evaluating the privacy of these new approaches, our work focuses on the
systematic measurement of privacy leakage and the balance with the utility of synthetic data or the
federated learning model. My contributions include a mechanism to enhance the privacy properties
of federated learning, as well as a new method for conditional synthetic data generation. This thesis
aims to contribute to the development of more robust frameworks for the secure sharing of health
data, in compliance with regulatory requirements, thereby facilitating innovations in healthcare.

Keywords:

Synthetic data, Avatar-based generation, Machine Learning, Federated Learning, Privacy, Re-
identification, Sensitive Attribute Attacks, Membership Attacks, Secured Enclave, Personal Data,
Health Data
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CHAPTER 1. INTRODUCTION 2

1.1 Context: Health Data and Al

Artificial Intelligence (AI) is at the heart of today’s technological innovation, even
modifying deeply the research paradigm [72] focusing on data driven approaches. Its
growth has been fueled by the increasing collections of information, which serve as
the backbone for Machine Learning (ML). The healthcare field benefits as well from
Al rising, that helps for decision assist on complex tasks such as diagnosis, treatment
plans, and overall patient care [141], 177, [52].

In France, public healthcare institutions such as the Centres Hospitaliers
Universitaires (CHU) play a central role in this transformation by collecting medical
information. The sensitive nature of this data, which includes personal health
information, necessitates careful management to protect patient privacy. This is
overseen by the C’NHEI (Commission nationale de 'informatique et des libertés), which
ensures compliance with the GDPREI (General Data Protection Regulation). However,
the collection and utilization of such sensitive information pose significant ethical and
practical challenges.

Recent events underscore the need for enhanced protection of health data. In
2023 alone, at least eleven major health data breaches occurre, including incidents
involving large organizations like PharMerica and Welltok in the USA, where millions of
patient records were exposed due to cyberattacks. These breaches highlight the severe
privacy risks associated with health data and the critical importance of robust data
protection measures. Nonetheless, this data leakage does not only happen overseas, in
France, here are several major cyberattacks in the last years:

1. 17" March 2022 - French "Assurance Maladie"f| and over 510 000 personal data

of individuals were stolen.

2. 315 July 2023 - CHU Rennes)| where over 300 Go of medical data where found
back over the following days on the black market.

3. 15" January 2024 - CHU NAN TESE] closing the hospital for several days.

4. 11" February 2024 - CH Armentiéres| where hospital data were ransomed.

Those leakage hold two major issues, they not only compromise patient privacy but
also harm public trust in the systems designed to protect and enhance the value of this
sensitive information. Moreover, the controversy surrounding Google’s collaboration
with Ascension, one of the largest health-care networks in the United States, rises
questions over how health data is shared and used by large tech companies [100].
Those concerns about how transparency and consent are handled reinforce the need
for clear regulations and data practices that guarantee patient rights while enabling
innovation.

1https://www.cnil.fr/fr
2https://gdpr-info.eu/

3https://www.chiefhealthcareexecutive.com/view/these—are—the—11—biggest—hea1th—data—breaches—of—2023
4

5

https://incyber.org/article/assurance-maladie-fuite-de-donnees-de-510-000-assures/
https://www.usine-digitale.fr/article/chu-rennes.N2157752
6https://www.ouest-france.fr/societe/cyberattaque/le—chu—de-nantes—victime—dune—cyberat[...]

7https://www.francetvinfo.fr/internet/securite-sur-internet/cyberattaques/nord-l-hop[...]


https://www.cnil.fr/fr
https://gdpr-info.eu/
https://www.chiefhealthcareexecutive.com/view/these-are-the-11-biggest-health-data-breaches-of-2023
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https://www.francetvinfo.fr/internet/securite-sur-internet/cyberattaques/nord-l-hopital-d-armentieres-victime-d-une-cyberattaque-les-urgences-fermees-pour-la-journee_6359368.html

CHAPTER 1. INTRODUCTION 3

While Al is transforming healthcare, it also introduces challenges. How can we
balance the need for innovation while protecting individual privacy? What measures
can be implemented to ensure that health data is used securely?

These questions are central to Al integration into healthcare and form the basis
of this thesis. In the following sections, we will underline the importance of health
data and explore privacy-enhancing machine learning technologies, such as Federated
Learning—which allows multiple healthcare providers to collaboratively train Al
models without sharing raw patient data—and synthetic data generation techniques
that create realistic medical datasets while enhancing patient privacy. We will describe
our contributions to enhancing their privacy protections, including the development of
secure aggregation protocols and Differential Privacy mechanisms, and demonstrate
how these methods maintain their effectiveness in healthcare applications through
extensive evaluations and case studies.

Our thesis overview (approach and research questions) and the two contributions
of this thesis are illustrated in Figure [I.1] providing a comprehensive overview of our
research process.

Exploiting Medical Data is critical but
holds high privacy risks

Study data availability

Is their enough data
on site to train
machine learning

model ?

Deploy Privacy Preserving
approaches on site

[ Gather multiple health data holders ]

Deploy Privacy Enhancing
methods

Should data be
available for
reproducibility ?

Share Synthetic Data ]

Compare with .
State of the Art Improve Privacy on

Federated Learning

Problematic : How
to enhance the
impact on utility
and privacy ?

enclave to secure communications
from a curious server with MixNN

Contribution #1 : Deploy a new
Deploy Federated Learning

Improve synthetic data
generation method

conditional sampling with Meta-Avatar

Contribution #2 : Use reduced space
Model to generate new data

Figure 1.1: Thesis Overview: Reasoning Framework, Research Questions and
Contributions

1.1.1 Health Data at the Heart of Economic and Political Challenges

The importance of health data sharing has been demonstrated in recent times,
particularly during the COVID-19 pandemic [56, [174]. It is critical for public health
by enabling researchers and policymakers to make informed decisions to protect and
improve public health: tracking the spread of diseases, evaluating the effectiveness of
treatments, assessing the impact of healthcare campaigns and others.
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During the pandemic, data driven approaches such as France’s TousAntiCovid
appﬂ, launched during the COVID-19 pandemic, helped to assist in contact tracing
and managing the virus’s spread in a privacy preserving way. Data collection during
the pandemic allowed real-time analysis, supporting resource allocation and vaccines
development. Nevertheless, health data is also utilized beyond emergency situations to
as well support medical research and healthcare decisions and services. In France, the
Systeme National des Données de Santé (SNDS) is a pioneering initiative dedicated to
centralizing health data from hospitals, health insurance, and mortality records. The
SNDS provides a centralized, secure repository for health data, enabling researchers
to access large datasets while ensuring strict data protection protocols. This initiative
is further developed in section and demonstrates that centralized health data
management is garnering significant interest from governments. Additionally, the
establishment of the Health Data Hub (HDH)P| in France and the European Health
Data Space (EHDS) at the European level demonstrate the political commitment to
advancing centralized health data infrastructures.

As well as governments, global tech giants such as Amazon (Amazon One Medicam
and Google (Google HealthED have also shown their interest by deploying specialized
branches about health data. These companies are investing to reach the healthcare
sector and provide personalized medicine services and predictive analytics which both
heavily rely on data collection. The centralization of such sensitive data by private
entities, the lack of transparency of their processes for data management (including
security) and usages is a concern for people privacy which could increase with the
development of digital wearable in the healthcare sector (watches, scales, blood pressure
monitor...).

1.1.2 Health Data, Privacy Issues and Regulation

The GDPR [1] is a regulation of the European Parliament and of the Council of 27
April 2016. It guarantees the protection of personal data with regard to its processing
and forbid its communication without explicit consent. Personal Data is any kind
of information that can be linked to an individual. Thanks to the GDPR, sharing
health data is strictly regulated while the CNHH [34] classifies those data as the most
sensitive. Therefore, the GDPR (Article ﬂ prohibits the processing and sharing of
health data without the explicit consent of the individual, except in specific cases such
as those justified by medical necessity, public health concerns, and even then, only with
appropriate safeguards to protect data privacy.

Similarly, to the GDPR in FEurope, the Health Insurance Portability and
Accountability Act (HIPAA) [139] in 1996, defines rules for protecting the privacy and
security of individuals’ medical information in the U.S. As well as the GDPR, HIPAA
establishes national standards to guarantee that sensitive health data is not disclosed
without the individual’s explicit consent or awareness. It outlines strict guidelines
for how healthcare providers, insurance companies, and other entities must handle,

8https://www.campusfrance.org/en/tousanticovid—a-new—application—to—fight-the-epidemic
9https://www.health-data—hub.fr/

10https://www.european—health—data—space.com/
11

12

https://health.amazon.com/onemedical
https://health.google/
https://www.cnil.fr/en/cloud-risks-european-certification-allowing-foreign-authorities-access-[...]

https://gdpr-info.eu/art-9-gdpr/


https://www.campusfrance.org/en/tousanticovid-a-new-application-to-fight-the-epidemic
https://www.health-data-hub.fr/
https://www.european-health-data-space.com/
https://health.amazon.com/onemedical
https://health.google/
https://www.cnil.fr/en/cloud-risks-european-certification-allowing-foreign-authorities-access-sensitive-data
https://gdpr-info.eu/art-9-gdpr/
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transmit, and store Protected Health Information (PHI). The Privacy Rule under
HIPAA restricts the use and sharing of PHI, while the Security Rule requires robust
measures to protect electronic health data from breaches and unauthorized access.

In addition to the GDPR, European authorities introduced the Al Ach_g] in early
2024: a landmark regulatory framework designed to guarantee safe and ethical use of
artificial intelligence, such as in sensitive sectors like healthcare. The AT Act categorizes
Al systems based on their risk levels, with unacceptable risk systems, such as social
scoring, being completely prohibited; high-risk Al systems, such as those used in
medical applications, are allowed but are subject to regulations to protect patient
privacy and ensure data security. The Act imposes compliance responsibilities on Al
providers (developers), particularly when dealing with medical data, underlying the
necessity for robust safety measures, transparency, and accountability. Additionally,
General Purpose Al models, which could also be applied in healthcare, must meet
specific transparency and cybersecurity standards, especially when presenting systemic
risks, to ensure that personal health data remains protected.

Health data, being highly personal, can reveal identifying and sensitive information
about an individual, which could lead to discrimination or other violations of their
rights (assurances adapting their prices, loan being refused). Therefore, the GDPR
and HIPAA impose strict conditions on the handling of such data, including the
need: 1. to minimize data collection, 2. to ensure anonymization when possible or
pseudonymization at least, and 3. to implement robust security measures to prevent
unauthorized access or data breaches.

1.1.3 Emerging Methods to Protect Sensitive Data

Given that health data is on one hand, strictly protected by regulations such as HIPAA,
GDPR and with extension AI Act, and on the other hand also crucial for medical
research and health services development, the key question becomes: How to protect
health data to facilitate their sharing without reducing their value? Personal data refers
to any sensitive information that can be linked to an individual, and anonymizing such
data involves removing this link to protect privacy.

To share health data in a privacy-preserving manner, it must be anonymized
according to the criteria outlined by the Group of National Data Protection Authorities
(G29). These criteria include techniques such as data masking, pseudonymization,
and aggregation, which are designed to prevent the re-identification of individuals.
Anonymized data no longer falls under the regulation of GDPR nor HIPAA because
it loses its identifying personal features. However, enhancing privacy often comes at
the cost of reducing the data’s utility [I81], as crucial information may be removed in
the process. This highlights that high privacy and data utility generally do not coexist
well.

There is a trade-off, and the objective is to obtain the minimum confidentiality
necessary to provide the highest utility. This trade-off is at the root of our research
problem.

15h1:1:ps ://artificialintelligenceact.eu/high-level-summary/
16https ://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp2161[...]
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1.2 Research Problematic

The aim of this research is to enhance privacy protection in the use of Machine Learning
on medical health data without compromising its re-usability for various purposes,
including medical research. Achieving this balance is a challenge due to the trade-
off between privacy and data utility. Specifically, two obstacles are limiting effective
data sharing and learning: protecting data privacy during the sharing process and
preserving data utility during the machine learning phase. This thesis investigates
emerging approaches, including Federated Learning, a decentralized machine learning
algorithm, and synthetic data generation, to address these challenges. As illustrated
in our thesis overview on Figure 1.1 our objective is to evaluate the extent to which
these methods protect privacy and balance the trade-off with data utility. During my
work of research, I used an empirical approach and evaluated my results on real-world
data to ensure their validity and applicability in practical scenarios.

1.3 Contributions: Improving Privacy-Enhancing
Machine Learning for Healthcare

As previously explained, the collection and sharing of health data, which is highly
sensitive by nature, are not legally feasible without patient consent. Since obtaining
such consent is unlikely and difficult, requiring thrust in technologies used to protect
privacy, this highlights the need to evaluate the privacy properties of emerging
solutions: a central theme in my research. Two alternative approaches are drawing
major interests.

The first approach, Federated Learning (FL), involves distributing the learning
task to each data source (participants/clients) and exchanging model updates between
a central server and the participants. This method limits the leakage of sensitive
information as no data is collected in the process. However, despite not sharing raw
data, sensitive information can still be inferred from the exchanged models. Therefore,
it is essential to evaluate and quantify these potential leaks to ensure that FL. maintains
robust privacy protections. This is where my research work intervenes by assessing the
privacy properties of FL. and proposing enhancements to mitigate these risks.

The second approach, synthetic data generation and sharing, allows for the
dissemination of data that retains the statistical properties and information of the
original dataset while providing better control over the amount of information shared.
Sharing synthetic data facilitates the republishing of information for new health studies,
as this data falls outside the scope of GDPR, thereby promoting open science and
ensuring the reproducibility of results. My research critically evaluates the privacy
guarantees of synthetic data generation methods to ensure that they offer sufficient
protection without compromising data utility.

Such approaches are reducing the privacy leakage as the original data with sensitive
information is not directly shared. However, the privacy risk is not fully mitigated, as
there is no theoretical guarantee of protection, and this risk is often underestimated
in the literature. There is still progress available for a better protection and privacy
evaluation for privacy enhancing machine learning.

The list of my main contributions is further detailed below:

* [98] Thomas Lebrun, Antoine Boutet, Jan Aalmoes, and Adrien Baud.
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MixNN: protection of federated learning against inference attacks by mixing
neural network layers. In Proceedings of the 23rd ACM/IFIP International
Middleware Conference, Middleware '22.  ACM, November 2022.  doi:
10.1145/3528535.3565240. URL http://dx.doi.org/10.1145/3528535.3565240.

* [99] Thomas Lebrun, Louis Béziaud, Tristan Allard, Antoine Boutet, Sébastien
Gambs, and Mohamed Maouche. Synthetic data: Generate avatar data on
demand. URL https://hal.science/hal-04715055. [Currently in publication at
Wise2024Qatar December 2024 - Special Track 2: Privacy, Security and Trust in
the Digital Space @ WISE-2024]

1.3.1 Protecting Federated Learning Against Inference Attacks by
Mixing Neural Network Layers

Federated Learning (FL) was introduced by McMahan et al. in 2016 [I14]. This
decentralized approach to machine learning is gaining traction in healthcare as it
enhances privacy, which is critical in both health and research applications, as
demonstrated by initiatives like FedBioMedE] and startups such as Tune Insightf;g].
Unlike traditional methods that require centralizing data in a single location, FL allows
models to be trained locally on decentralized data sources: sensitive patient information
never leaves its original location (sources also known as participants or clients). This
approach is seen as a significant improvement over centralized data collection without
anonymization, as it Differential Privacy the risk of exposing sensitive information.

Nonetheless, FL is not without limitations. Although data is not directly shared,
the FL framework can still be vulnerable to attacks such as model inversion and
gradient leakage, where adversaries attempt to infer sensitive information from the
model updates. Those risks have been widely proved in the literature [50], 169, 45].

To resolve such challenges, solutions on server side exist to secure the
communications from inference attacks [136]. However, this approach requires trusting
the aggregation server, which is not always feasible if the server may be curious and
attempt to infer sensitive information from the aggregated updates.

To further enhance privacy without relying on trust in the aggregation server, we
propose MixNN: an intermediary enclave between clients and the aggregating server
that allows clients to improve their privacy without trusting the server. MixNN
encrypts updates between the enclave and the clients, decrypts the updates within
a secure computation enclave, and mixes the updates before returning them to the
server. This process protects the updates from privacy leakage by a curious server
while maintaining short execution times and preserving model performance.

1.3.2 Synthetic Data Generation by Conditional Local Modelling

Synthetic data sharing as an alternative to give access to sensitive data is also emerging
as a promising solution for ML in healthcare. Synthetic data is any form of data
that was not issued from the measure of a real event: it is adjusted to mimic real
data to create not real but realistic data samples [79]. Additionally, synthetic data
enhances the reproducibility of research by enabling open science, where datasets can

17https ://fedbiomed.org/
18https ://tuneinsight.com/
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be freely shared and allow the scientific community to reproduce results of pairs. As
healthcare increasingly relies on data and machine learning, synthetic data provides
a promising solution. It serves as a compromise between traditional anonymization
approaches: pseudonymization, which offers poor privacy protection, and Differential
Privacy, a solution that does not offer a compromise compatible with healthcare needs.
While synthetic data is not a perfect solution, it offers a better balance by striving
to maintain both utility and privacy. This makes it possible to share and utilize data
across different institutions and jurisdictions, addressing stringent privacy regulations
like HIPAA, GDPR and AI Act.

Nevertheless, there is a strong misconception that not directly sharing real data
completely eliminates privacy leakage for the original data. In reality, privacy risks still
exist and are challenging to evaluate due to the evolving nature of privacy attacks. The
field of synthetic data generation lacks standardized evaluation methods, hindering the
generalization of privacy assessments. Furthermore, privacy risks and anonymization
are not binary properties; instead, they exist on a spectrum. Additionally, the level of
privacy risk is often not uniform across all data records, as some records may contain
more sensitive information than others. This heterogeneity in risk necessitates nuanced
approaches to privacy protection to ensure that more sensitive data are adequately
safeguarded without excessively compromising overall data utility. To tackle this
challenge, we provided a large framework of evaluation of privacy and utility to
evaluate the compromise proposed by various generative approaches in the state-of-
the-art as there is still no general approach in the literature. We then propose a novel
generation approach to create realistic synthetic tabular data with a high trade-off of
privacy and utility. Preserving the relationships between variables is often challenging
when generating data. To address this, we generate new data in a reduced Principal
Component Analysis (PCA) space. In this lower-dimensional space, the data is encoded
using fewer variables. We then conditionally generate each variable and subsequently
project the data back into the original high-dimensional space. We then compared our
solution with existing ones and found a competitive privacy-utility trade-off in regard
of the state-of-the-art while keeping a reasonable computation time.

1.4 Outline
This thesis will be divided as follows.

« At first, in Chapter [2 we will provide background knowledge to better
contextualize and understand the privacy enhancing machine learning approaches
on health data. The paradigm of data-driven research as well as basics concepts
and behaviors of machine learning will be presented. Then we will have an
overview of privacy enhancing methods, how Synthetic Data and Federated
Learning fit among them, as well as their applications to health data. We will
then provide insights from the state-of-the-art to answer the problematic in our
thesis overview (Figure about the evaluation of the privacy and utility of
both types of approaches.

¢ Then, in Chapter [3, we will analyze our first contribution in Federated Learning:
we will explain our method of mixing neural networks layers after providing
context, before evaluating its impact.
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» Next, in Chapter [4] we will position our innovation in the context of synthetic
data, describe our approach of conditional local modelling in detail and how to
evaluate it.

* Finally, in Chapter [5 we will bring together our contributions in a final section
where we will discuss their strengths as well as their limitations, consider future
work and conclude.
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This chapter introduces essential background on machine learning, the evaluation
of its performance and associated privacy risks. It also introduces Federated Learning
and synthetic data as alternatives to sharing sensitive information and knowledge. This
overview sets the context for the research conducted in this thesis.

2.1 Introduction

Data is central in the healthcare sector, providing insights for clinical decision-making,
medical research, and public health policy. Yet, its utilization comes with significant
privacy concerns because of the sensitivity of personal data.

On one hand, data holders may wish to share this information to better address
public health issues, but on the other hand, the impact on patient privacy could be
unacceptable. Currently, as presented by Qayyum et al. [130] as well as Khalid et al.
[87] in their surveys, two methods stand out as alternatives to sharing sensitive data:
Federated Learning (as no data is shared) and anonymized synthetic data sharing as
briefly described in the Introduction chapter. Federated Learning as well as most of
popular Synthetic Data generation belong to Machine Learning and therefore inherits
of its risks. They do not propose a perfect share of general information and a perfect
protection of sensitive information so such trade-off has to be considered through
studying risks inherent to machine learning.

This chapter provides background knowledge on general machine learning, their
performance evaluation and their risk for user privacy. Given this overview, we further
explain Federated Learning and synthetic data as alternatives to directly share sensitive
information. Then we present the types of health data, their crucial role in medical
research and patient diagnosis. The privacy risks associated with their publication will
be described. Finally, the application on health data of these two alternative sharing
methods and their often under evaluated impact on privacy will be explained. This
will help to better situate the research work carried out in this thesis.

2.2 Machine Learning Fundamentals

This section introduces the basic and general elements used in this chapter. First, we
describe how the research paradigm change with the massive collection of data from
which the machine learning gained in interest. Next, we present the basis of most
machine learning approaches used in this research work: the neural network and their
convergence.

2.2.1 The Data Paradigm in Research and the Impact of Massive
Data Collection

The current research paradigm is focused on the exploitation of massive datasets, from
which statistical or AI models are derived. This approach has had a significant impact
on all disciplines and has led to an emphasis on large-scale data collection, as data
has become the lifeblood of research. These advancements have been facilitated by
the increasing digitization of healthcare records and the widespread adoption of EHRs,
which store vast amounts of patient data. The accumulation of such data enables the
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development of advanced AI models but also raises significant privacy concerns, as
highlighted by Vijayan et al. [164].

The collection of this vast amount of data is subject to user consent, with the
likelihood of consent being studied by Shandhi et al. [146]. While the abundance of
data has permit advancements in Al and personalized medicine, it also poses significant
threats to patient privacy. The aggregation and analysis of sensitive health information
increase the risk of data breaches, unauthorized access, and misuse of personal data.
For instance, even anonymized datasets can be vulnerable to re-identification attacks,
compromising individual privacy. This shift from a hypothesis-driven approach to a
data-driven approach in research has led to the evolution of privacy protection laws.
These developments underscore the need for robust privacy-enhancing technologies to
mitigate threats and protect individual rights in the era of big data.

2.2.2 Neural Networks and loss functions

An ML model is a function fy : x — y parameterized by a set of parameters 6, where
x denotes the input (or feature) space (x = w1,9,...,2%), and y the output space
(y = y1,y2). Training an ML model consists of finding the optimal set of parameters
0 that fits the training data. This is done by optimizing an objective function (loss,
see below) which penalizes the model when it is wrong. For instance, if we consider a
classification task trained through a supervised learning, parameters 6 are updated if
the model misclassifies training data.

The loss function, often referred to as the cost function or objective function, is the
function that the model optimizes during training. One common loss function used in
classification tasks is the cross-entropy loss, which is defined as follows:

T
L(y,9) = _NZZ Vi 10g(Ji.c)
Where:
» N is the number of training examples.

e (' is the number of classes.

* ¥, is the ground truth label for the ith example and class ¢, where y; . = 1 if the
example belongs to class ¢, otherwise y; . = 0.

* Ui is the predicted probability that the ith example belongs to class c.

This loss function is minimized during the training process to improve the accuracy
of the model’s predictions. For regression tasks, other losses are used: it is quite current
to see the average of the L1 or L2 distance, respectively MAE for mean absolute error
and MSE for mean squared error. The L¢ distance between two vectors x and y in R"
being defined as:

;
Ix =yl = (Z |k — yk!i>
k=1

Where:
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 x = (x1,%9,...,2,) and y = (y1,¥2, ..., Yn) are vectors in R".
4 is the order of the norm.
* n is the dimension of the vectors.

Neural networks are a family of MLL models which have become popular for a variety
of ML tasks. They were introduced during the second half of the twentieth, firstly by
Rosenblatt et al. [140] on its most elemental state: the perceptron and then generalized
on larger networks by Rumelhart et al. [I42]. A neural network is composed of multiple
layers of non-linear mappings from input to intermediate hidden states (or hidden
layers) and then to output where each layer transforms the output of the preceding layer
to produce input for the next layer. The topology of the connections between layers
and the type of considered transformation function are task-dependent and impact the
accuracy of the model.

Figure 2.1: Example of Neural Network.

The above Neural Network structure has two layers, one first of size 4 and one second
of size two used for a binary classification: it learns to classify three-dimensional data
as 0 or 1.

A neural network f is composed of a collection of n hidden layers (f = (I3, 2, ..., l5)).
Each layer [; is composed of a set of m neurons (I; = (n!,nd,...n! )). For input z, the
output of the neural network, can be formally written as:

fo(x) = Fo(Foa (- Fy(Fi(2)))),

Where z is the input, n the number of layers, F; represents a transformation function
of the layer [;, and 0 is the set of floating-point weights associated with each connection
between two neurons of different layers. Considering a fully connected neural network
(as depicted in Figure 2.1)), 6!, represents the weight connecting the node n! to the
node nz_l.

These weights are updated during training according to Stochastic Gradient Descent
(SGD) to optimize the objective function. SGD is an iterative approach where the
optimizer receives a batch of training data and updates the model parameters 6 at

each iteration according to both the direction of the gradient of the objective function



CHAPTER 2. BACKGROUND AND RELATED WORK 14

and a learning rate n which scales the update. Once the gradient is close to zero, the
model has converged to a local minimum and the training is finished. The model is
evaluated through its accuracy over testing data points not used to train the model.
The hyperparameters refer to the set of tunable parameters not related to the neural
network (e.g., weights associated with connections), such as the number of training
iterations, the size of the training batch, the learning rate, and the number of hidden
layers.

2.3 Privacy Preserving Mechanisms

In Privacy and Freedom [166], Alan Westin defines privacy as the right of individuals
to control the access from others to their personal information. From this short
definition, it appears clearly that increasing privacy implies the loss of information
shared. Machine Learning models are using this information to solve complex tasks
so it also follows that there is a trade-off between utility of models and the privacy.
Therefore, there is a difficulty to correctly build privacy without destroying the utility
as pointed by Maaten et al. [I07]. Increasing privacy, by using anonymization of
privacy by design algorithms (as Differential Privacy), is a complex task and will be
presented in this section as well as their limits.

2.3.1 Limits of Classical Anonymization

Data anonymization implies to remove any personal and sensitive information that can
lead to re-identification. A first approach would be to make indistinguishable group of
records to ensure anonymity, this is how the three following approaches anonymize the
data: k-anonymity, l-diversity and t-closeness. Each of them is an improvement of the
precedent and their mechanisms as well as their limitations will be presented in the
following subsection.

K-Anonymity, as Sweeney pointed out in [I54], removing obvious identifiers in
medical records—such as name, address, and telephone number—does not guarantee
patient anonymity. There remains a risk that combining other pieces of information
can lead to the re-identification of patients. Latanya Sweeney directly proved it by
re-identifying Massachusetts Governor William Weld’s health records by purchasing
Cambridge voter rolls and cross-referencing them with anonymized Group Insurance
Commission of Massachusetts data. To overcome the limitations of those insufficient
anonymization techniques, Sweeney et al. [I55] presented k-anonymity in 2002. Their
approach is about ensuring that each data record is indistinguishable from k-1 other
records. Nevertheless, this technique being simple to compute and reducing the re-
identification risk, it still holds privacy concern. First this approach provides a uniform
privacy protection independently of the privacy risk of the records that is not uniform,
which lead the second limitation of this approach. The k-anonymity does not protect
against attribute disclosure as it does not take into account the diversity of sensitive
attributes within each anonymized group. Despite each record being hidden behind an
anonymized group, the group can still leak sensitive information due to the potential
lack of diversity. This is to manage this issue that l-diversity was developed.
L-Diversity, to reduce the privacy risks of k-anonymity, Machanavajjhala et al. [108]
introduced l-diversity in 2007. It enhances the process by ensuring that each group of
records that share the same quasi-identifiers contains at least 1 different values for the
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sensitive attribute. Despite the attribute disclosure risk being reduced, it still holds
some drawbacks. It strongly distorts the data reducing its utility for practical use.
Moreover, it still holds vulnerabilities to inference attacks as highlighted by Li et al.
[102] as they introduced t-closeness to overcome those shortfalls.
T-Closeness, Li et al. introduced t-closeness [102] after l-diversity to limit the
inference attack risk. It requires that the distribution of a sensitive attribute within
each group of records is close to the distribution of the attribute in the entire dataset.
Despite that its deployment is compromised when there is multiple sensitive attributes
or large attribute domains and has a computational overhead. The tuning of the t
parameter, which serves as the threshold for the maximum allowable difference between
the distribution of sensitive attributes within an equivalence class and the overall
dataset, is difficult and limits its practical utilization. Furthermore, it also degrades the
data utility as bad as l-diversity does. Bindschaedler et al. [19] introduces the concept
of plausible deniability as a formal privacy guarantee for releasing sensitive datasets,
ensuring that an output record can only be released if it is indistinguishable from a
certain number of input records, independent of an adversary’s background knowledge.
It therefore provides a legal interpretation for GDPR and anonymous data.
Anonymization is a complex task, and privacy risks are often evaluated based on
specific attacks, making the actual risk hard to assess and often underestimated. Not
all techniques have theoretical bounds on the protection mechanisms they provide. To
address such limitations, Differential Privacy has been developed. It is explained in
the following section.

2.3.2 Differential Privacy

As data-driven research continues to expand, there is an emerging need in machine
learning for better privacy-preserving learning techniques. This is in this context that
Differential Privacy was developed by Dwork et al. in 2006 [46]. Differential Privacy
is a mathematical framework that comes with strong theoretical guarantees on the
privacy impact of their method to statistical inference on sensitive information. The
main concept of this method is that the learning process stays the same indifferently if
a point is added or removed from the dataset. Doing so, it drastically reduces the risk
that an adversary infers whether an information was present or not in such dataset.

A strong interest in Differential Privacy comes into the theoretical guarantee as it
follows: given two neighboring datasets D, and D, that differ by at most one element,
and a randomized algorithm (mechanism) M, the algorithm M is said to satisfy e-
Differential Privacy if for all possible outputs S of the algorithm, the following bound
holds:

PriM(D;) € S] < e - PrIM(D,) € S] (2.1)
Where:
* M represents a randomized mechanism or algorithm applied to the datasets.

« D; and Dy are neighboring datasets, differing by at most one element (e.g., one
individual’s data).

» S is any possible subset of the output space of M.
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* ¢ (epsilon) is the privacy parameter that controls the trade-off between privacy
and accuracy. Smaller € values correspond to stronger privacy guarantees.

This bound ensures that the presence or absence of a single individual’s data in the
dataset does not significantly affect the output distribution of the algorithm, thereby
protecting individual privacy.

Dwork et al. [47] extensively discuss the core techniques for achieving Differential
Privacy, the applications of these techniques, and the inherent limitations of any
method that seeks to prevent complete privacy breakdowns. Their work stress that
achieving strong privacy guarantees often requires to rethink rather than to adapt
existing algorithms to be privacy-preserving.

For Neural Networks Differential Privacy is applied on the stochastic gradient
descent (DP-SGD) [2] which add calibrated noise during gradient update in the training
phase. Such process strongly deteriorates the prediction performance of the model as
Heo et al. [70] point out. To overcome this issue, they underline the fact that not all
data points have the same privacy risk and the learning process can be improved on
points with lower privacy requirements.

By design, Differential Privacy reduces significantly the risk of membership inference
attacks, as explained in Section This is because Differential Privacy ensures
that the inclusion or exclusion of any single data point does not substantially affect
the outcome of a computation, as formalized in both the definitions of membership
inference attacks [2.3) and Differential Privacy 2.1} Kairouz et al.[83] provide a bound
on the success of MIA as a function of the epsilon parameter. Consequently, it provides
theoretical guarantees that protect against such privacy breaches.

While Differential Privacy offers strong privacy assurances, it is also known to
compromise the usability of the methods to which it is applied, especially in complex
domains like medical data analysis where low accuracy can be unacceptable. This trade-
off between privacy and utility making real-world deployment challenging. Current
research trends in Differential Privacy focus on mitigating this trade-off by developing
advanced techniques that better balance privacy and utility. However, for medical
applications, achieving a satisfactory balance remains an unresolved issue.

As a result, alternative approaches have emerged—some leveraging Differential
Privacy and others not—such as sharing synthetic data and employing decentralized
learning methods. These alternatives aim to provide practical solutions for privacy-
preserving data analysis and will be explored in the following section.

2.4 Privacy Enhancing Methods for Machine Learning

Although the previous section introduced the fundamentals of privacy, these methods
have limitations when applied to practical scenarios where both utility and privacy are
critical. We will now explain Federated Learning as a way to deploy machine learning
without communication of data records, to provide a better compromise between
privacy and utility. Finally, we detail known approaches to generate synthetic data

as a novel method of data anonymization and also improve the utility /privacy trade-
off.
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Figure 2.2: Federated Learning between Hospitals.

2.4.1 Federated Learning

Federated Learning is a very promising field of machine learning on the side of
dencentralized approaches. Here decentralized means that instead of having one device
that will store the data and compute the models (known as the classical or centralized
approach), the data will stay split among multiple storage and the learning task will
be decentralized among them. This method was first proposed by McMahan et al.
[114] from Google and further improved for scalability by Bonawitz et al. [22] also
from Google and aimed to lower communication costs in machine learning tasks: the
communication of large datasets being too costly. The solution here is to split the
learning process between clients and to aggregate updates sent by clients to a server.
More precisely, here is how this process works, the server initializes the learning process
then, while the model is not converged, the following is repeated:

1. The server sends the current model to the clients.
2. The clients update their model on their local data.
3. The clients send back their update to the server.

4. The server aggregates the updates.

More formally here is the mathematical definition of the aggregation on the server.
Let:

« K be the total number of clients.
* nj be the number of data points held by client k.
e N = 21[::1 ny be the total number of data points across all clients.

* w; be the global model parameters at the server at round ¢.

w¥ be the local model parameters of client k after the local update at round t.
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« AwF = wF —w; be the update (change) in model parameters at client k after its

local update.

The server updates the global model parameters w;; for the next round as follows:

K
1
Wil =W+ ; npAwy (2.2)

Where:

* w1 represents the updated global model parameters after aggregation at round
t+ 1.

« AwF = wF — w; is the local update from client k.

* 2% is the weight assigned to the local update from client k, proportional to the
size of its local dataset relative to the total dataset across all clients.

This weighted averaging ensures that updates from clients with more data have
a greater influence on the global model update, promoting a balanced and fair
aggregation across all participating clients. Now that the process has been formalized,
here is the reason why this method reduces communication costs: sharing the learning
model, even multiple time, is very likely to be less bandwidth consuming than sending
large data. A classical application for Federated Learning is mobile keyboard prediction
presented by Hard et al. [68] where isolated datasets fail to have enough data to
correctly predict the next word, collecting all the datasets is impossible for privacy and
bandwidth concerns so Federated Learning is an efficient solution.

However, many challenges remain for Federated Learning practical implementation,
such as ensuring privacy, reducing communication costs, improving robustness, and
handling heterogeneous data across clients. To address these challenges, various aspects
of FLL can be modified or enhanced. For example, the aggregation server can perform
a median aggregation instead of an average to improve robustness against outliers or
malicious updates from compromised clients. FL is inherently a multidisciplinary field
involving statistics, machine learning, communication protocols, encryption techniques,
and more. Its objectives can vary widely, including optimizing prediction accuracy,
minimizing communication costs (as explored by Koneény et al. [91]), and reducing
energy consumption (as discussed by Damaskinos et al. [39]).

Despite its advantages, FL is susceptible to attacks from both the server side
and through communication channels, similar to vulnerabilities in classical machine
learning systems. To mitigate such security risks, Mitchell et al. [I120] introduced
secure aggregation. The key idea is that the server can decrypt only the aggregated
model updates, not the individual updates from each client, thereby preserving privacy.
However, this approach introduces computational and communication overhead, which
must be effectively managed to maintain the efficiency of the system.

As another alternative to share sensitive data to perform a large centralized
approach of machine learning, one other as promising approach than Federated
Learning is synthetic data generation which is about sharing data similar yet different
to the sensitive original data and will be presented in the following subsection.
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2.4.2 Synthetic Data Generation

This subsection provides a broad overview of the families of synthetic data generators
that are the focus of this thesis. First, generative adversarial networks and auto-
encoders will be introduced, both of which utilize two sets of neural networks.
Additionally, attention will be given to other approaches, such as SynthPop, spanning
trees, and Bayesian networks.

2.4.2.1 Generative Adversarial Networks (GAN)

Generative Adversarial Networks are one of the most popular approach to generate
fake images from zero and one thing that made them popular for the public may
be to convert images to a different style like a photo to the style of a painting from
Monet [I59]. Originally introduced by Goodfellow et al. [58], they consist in a set
of two neural networks that compete against the other. The first network, called the
generator, learns to produce fake samples that resemble the original data to deceive
the second network, the discriminator, which learns to distinguish generated data from
authentic data within a dataset. This process is known as adversarial training because
both networks are continuously improving in response to the other’s advancements.
The generator learns to create realistic samples starting from random noise. Once the
model is trained, new data is generated by generating noise and passing it through the
generator to create a realistic synthetic sample.
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Figure 2.3: The Generator and Discriminator are learning in an adversarial way.

In extension to GANs, Mirza et al. propose CGAN [119], which provide additional
information to both generator and discriminator to the generated data. One example
they provide is for the MNIST dataset about classifying handwritten numbers for a
computer vision and image classification task, the type of number generated is the
conditional information provided to both models. CTGAN is an improvement of
CGAN,; introduced by Xu et al. [170], it incorporates a mode-specific normalization
technique, which helps the model to handle rare occurrences within the data and
ensures better coverage and representation of all modes in the synthetic data. CTtab
GAN-+ introduced by Zhao et al. [I80] improves further the method by handling mixed-
type data and are using an augmented conditional vector to help the generator building
synthetic data. They also include Differential Privacy on the stochastic gradient descent
(DP-SGD) during the training process. Similarly Fang et al. [51] are as well featuring
Differential Privacy in CTGAN to ensure strong privacy guarantees and also studying
its deployment with Federated Learning.
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2.4.2.2 Auto Encoders

Auto-encoders are a family of machine learning models where two models are learning
in cooperation to generate data. They were first introduced by Hinton et al. [75] in
1993 and are consisting in two neural networks, an encoder and a decoder (Figure
, that respectively encode the input data into a reduced space (the latent space) and
decode the reduced information from the latent space back to its original shape: the
reconstructed data. The loss function that is optimized here is the distance between
the reconstructed data and the original one. Once trained the data can be generated by
sampling randomly a new data record in the latent space and decode it back to have
a synthetic data. Although this method was first designed for dimension reduction
and not for relevant synthetic data generation, this is to tackle this shortfall that the
following article were written.
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Figure 2.4: The auto-encoder compress the information on a reduced space and then
rebuilds it.

The first innovation to improve the generation process of encoders was Variational
Auto Encoders (VAE) introduced by Kingma et al. [89] in 2014. The original
auto-encoders provided synthetic data with low utility because the latent space
was unstructured, the sampling method might generate points in low probability so
unrealistic areas. The main contribution of VAE is to structure the latent space by
using a Kullback-Leibler divergence in the loss function so the latent space looks more
like a multi-dimensional Gaussian distribution. Doing so the sampling process in the
latent space is improved and the coherence of the generated data as well.

Improving further VAEs, Xu et al. [I70] are proposing tabular VAEs or TVAE which
are an hybridization of GANs presented above and VAEs. They have a deeper focus
on tabular data by improving the management of mixed data-types and scalability for
large datasets. The generator network in the GAN model is here replaced by a VAE,
so the generation process is the same as for auto-encoders.

2.4.2.3 Other Approaches for Synthetic Tabular Datasets

In this part of the synthetic data section, tree approaches to generate synthetic tabular
data with high compromise between utility and privacy will be presented. For this
kind of approaches, that does not belong to the large families of AE and GAN, one of
the most promising by its performance is Synthpop developed by Nowok et al. in 2016
[129]. This method relies on a conditional and sequential generation of the synthetic
data: given a dataset of k variables (or columns), the model will train k-1 prediction
trees, the i-th model being trained to predict the column i+1 from the i first columns.
Once trained the generation is as follows: the first column is easily generated from the
original distribution and then the next columns are generated iteratively. From our
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experience in the later of this thesis, this model holds a good trade-off between utility
and privacy and for a short computational time.

As presented earlier, differentially private synthetic data generation has become an
essential approach in privacy-preserving data analysis. The general methodology of
Maximum Spanning Tree (MST) presented by Mckenna et al. [113], relying on their
earlier work on graphical model [I12], involves the three following key steps: selecting
low-dimensional marginals, measuring these marginals with noise addition mechanisms,
and generating synthetic data that closely preserves the measured marginals. This
approach has been the winning mechanism of the 2018 NIST Differential Privacy
synthetic data competition [128]. It also demonstrates its broad applicability by
preserving the utility of synthetic data and shows a high compromise with privacy.

From Bayesian approaches, PrivBayes was developed by Zhang et al. [I76]. as
a differentially private method tailored for high-dimensional data release such as
tabular data. By constructing a Bayesian network that models the correlations
among attributes and injecting noise only into low-dimensional marginals, PrivBayes
effectively mitigates the curse of dimensionality, enabling the generation of accurate
synthetic datasets. Which as well as for SynthPop demonstrate the need to handle the
correlation between columns when generating synthetic data to ensure the quality of
the synthetic data generated.

Finally, a last novel approach is emerging this last year [62]: the Avatar approach
developed by a french startup named Octopiz. This method is deeply analyzed in
section [4.2.1} The avatar approach aims to generate realistic and similar looking data
but on the record level. Neighbors of each data points are found in a reduced data
space (PCA) and are randomly averaged to generate a close yet different new record
from the original one. Hyperparameters of the method can be adjusted to get different
trade-offs between utility and privacy.

2.5 Health Data: Types and Applications

Health data is any information related to health conditions, reproductive outcomes,
causes of death, and quality of life for individuals or populations. It includes clinical
metrics along with environmental, socioeconomic, and behavioral information pertinent
to health and wellness [90]. A substantial amount of health data is collected when
individuals interact with healthcare systems. This data, gathered by healthcare
providers, typically includes records of services received, the conditions under which
those services were provided, and the resulting clinical outcomes. Following this
definition, health data can be unstructured and of multiple types. To provide a short
example: John had a bike accident and described to his doctor how he lost control on
a slippery road and fell, landing heavily on his left leg (text data). At the hospital, a
radiography revealed a fracture in his femur (image data). Over the next few months,
he underwent physiotherapy and relearned to walk, with sensors tracking his progress
in real-time (time series data). The hospital recorded various metrics such as age,
injury severity, and therapy frequency, which were analyzed to predict his recovery
time (tabular data). The electronic health record (EHR) of John will have multiple
type of data we will further describe during this section.

1 https://www.octopize.io/
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2.5.1 Applications on Textual Health Data

Textual Data are the most present type of data in the EHR. Generally transcribing a
discussion between a health professional and a patient and written by the professional
itself, it holds a lot of sensitive information such as the name of the patient. Textual
data is too the most unstructured data type because it is often in free writing. For
both privacy preserving and structuring issues, it is difficult to be shared and used for
machine learning.

2.5.1.1 Textual Health Data and Predictive Machine Learning

Machine learning methods can be used on textual data to extract information from
the EHR or even to detect health issues. Kraljevic et al. [92] developed an approach
of text extraction to enable large scale clinical analysis and show the transferability of
their method between hospitals. In the same way Nuthakki et al. [130] demonstrates
the effectiveness of a deep learning model, ULMFiT, in predicting medical codes
from unstructured clinical notes, achieving high accuracy and showing potential to
improve efficiency and reduce errors in the healthcare industry. On a more pathology
focused objective, Hong et al. [76] highlights the use of an attention-based deep
learning model to identify cognitive concerns from electronic medical records, more
particularly on Dementia, hardly diagnosed, with crucial information frequently hidden
in unstructured clinician notes. Their method outperforms baseline models that rely
solely on structured diagnosis codes and medication data.

2.5.1.2 Textual Health Data and Federated Learning

To overcome the issue of too small or too biased dataset due to the impossibility to
share sensitive information inside the medical system, an alternative may be the use of
Federated Learning which mitigates the privacy risks for the patients. Peng et al. [134]
study the performance of deploying a large language model with Federated Learning in
comparison to learning on an individual database. Their approach outperforms their
comparative baseline, is faster and more resilient. Nonetheless, they do not study
the impact on privacy and consider that the Federated Learning is private by itself.
Similarly, Shohman et al. [147] explore the deployment of BEHRT, a large language
model from BERT and specialized on EHR and are comparing the impact on text
prediction performance of an already trained model. Once again, the positive privacy
impact is announced but not evaluated.

2.5.1.3 Synthetic Textual Health Data

To publish privacy-preserving data, generating synthetic data and sharing it instead
of the sensitive, real data appears to be a promising alternative. Guan et al. [6I]
investigate whether generated EHR text can be as informative as real EHRs. They
highlight that synthetic data can retain similar information to the original text while
maintaining a consistent structure, unlike real EHRs, and effectively protecting privacy.
On a similar yet different direction, text-generative IA such as ChatGP to perform
text mining has been used on EHR by Tang et al. [I57]. They highlight the privacy
risks associated with sharing sensitive information with third parties, such as OpenAl,

2h‘c'cps ://www .openai.com/chatgpt
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as well as the lack of performance in traditional text mining approaches using this
method. To address these issues, they propose using ChatGPT to generate new data
that can be leveraged by a local model to enhance learning and improve performance
in classical text mining tasks, such as named entity recognition and relation extraction.
This approach significantly boosts the text mining performance of the model on EHRs

2.5.2 Applications on Genomic Data

With recent advancements in accelerating and reducing the cost of sequencing methods,
genomic data has become an invaluable component of health data. It encompasses
DNA sequences and related information, which can be utilized to understand genetic
predispositions to diseases such as cancer.

2.5.2.1 Genomic Data and Classical Machine Learning

Libbrecht et al. [I03] explore the applications of genomic data in conjunction with
machine learning, underlining its potential for medical diagnostics and personalized
treatment plans. Kim et al. [88] investigate how deep learning can predict the
behavior of AsCpfl guide RNAs, which are crucial in genetic modification and gene
editing technologies. Gurovich et al. [64] demonstrate the use of deep learning to
identify syndromes of genetic disorders through facial recognition, illustrating another
innovative application of machine learning in genomics.

Nevertheless, the highly informative nature of genomic data prevents it from
being shared without consent because it would violate privacy policies, a consent
surely hard to obtain as genomic data may reveal tendencies to grievous disease.
This limitation poses significant challenges for collaborative research and data-driven
medical advancements. To overcome such limitations alternative to directly publishing
sensitive genomic data have been studied

2.5.2.2 Federated Learning on Genomic Data

Both Alvarellos et al. [7] and Raimondi et al. [I37] propose the deployment of
Federated Learning over decentralized genomic data to better respect privacy policies.
The second one study how a federated approach can match the performance of a
centralized approach to detect the Crohn’s Disease and with respect of privacy. Yet,
none evaluate the privacy risk of using Federated Learning and are considering it
privacy preserving because the sensitive data do not leave the participants storage.
Literature on attacks on unprotected federated is pointing out the opposite as it will
be shown further in this thesis. In a different direction, Chen et al. [28] proposed
a more privacy oriented Federated Learning with trusted computing to detect rare
disease from genomic datasets such as Kawasaki disease and compared their solution
to other privacy preserving approaches.

2.5.2.3 Synthetic Genomic Data

Oprisanu et al. [I3I] study how useful genomic synthetic data can be for genomic
research and what risks it still holds. It evaluates six state-of-the-art models for
generating synthetic genomic data, finding that while some models produce high-
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utility synthetic data, privacy issues persist, drawing attention to the need for careful
assessment of synthetic data before deployment.

2.5.3 Applications on Image Data and Magnetic Resonance
Imaging

Health data also cover images, such as X-rays, CT scans, and Magnetic Resonance
Imaging (MRI). MRI, in particular, is used for detecting diseases in a non-invasive
way, such as Alzheimer’s disease, cancers, or sclerosis, to name a few. Despite that, its
slow acquisition process and high cost limit its utilization. In recent decades, interest
has focused on accelerating image capture to reduce the cost of using such equipment.
Machine learning techniques have been employed to reconstruct incomplete images.
Nonetheless, their clinical adoption has been limited due to slow computation times
and the creation of unnatural-looking images [123]. While promising, these methods
need improvements in evaluation practices, training datasets, and model reliability [85].

Overcoming the problem of a small dataset of MRIs is a challenging task due to the
cost of constructing such images and the impossibility of sharing sensitive information
between clinics and hospitals. One approach could be transfer learning [96], where
sharing a model between actors instead of sharing data reduces the privacy risk.

Similar to approaches explained in detail later in this thesis, alternatives to personal
MRI data sharing include Federated Learning on MRI data [43] and Synthetic MRI
generation. With Federated Learning, a model is shared between multiple actors to
learn a common pattern or task such as image reconstruction [49] or cardiovascular
disease detection [104], but it is not limited to these types of diseases.

Clinics could also benefit from using synthetic data to share their data for open
science objectives, as seen in [132], 115, and with less privacy risk in [53] because the
patients were rats.

2.5.4 Applications on Time Series and Wearable and Sensor Data

Data collected from wearable devices and sensors include vital signs, physical activity
levels, and other health metrics. This real-time data supports chronic disease
management and proactive health interventions as described by Vijayan et al. [164]. A
large quantity of information can be gathered in real time to potentially rise alerts about
body dysfunctions: An unusual electrocardiogram may be the sign of a heart failure, a
high temperature on the thermometer can be a sign of a fever, sudden variations on an
accelerometer may indicate that the patient fell, etc... Such information is extremely
sensitive and rich and holds further challenges: as the sensors often have a limited
memory and battery, the machine learning on the device is an unreasonable choice so
the data is very likely to be communicated on another device that can perform both
data exploitation and storage.

Banaee et al. [14] reviews the methods and algorithms for analyzing data from
wearable sensors, focusing on common data mining tasks like anomaly detection,
prediction, and decision making, and highlights the challenges for data mining
methods in health monitoring systems which is critical for disease and health issues
detection. On a more privacy focused track, Ahmed et al. [4] explores Wireless Sensor
Networks (WSNs) for monitoring and data transmission, studying their applications in
healthcare, national security and disaster management. It also examines data privacy
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challenges in WSNs, discussing encryption, authentication, and the adoption of privacy-
enhancing technologies.

MotionSense: Malekzadeh et al. [110], 109] and MobiAct: Vavoulas et al. [163] are
both about Human Activity Recognition. Data has been gathered on multiple patients
by using both accelerometer and gyroscopic time series data by patient smartphones.
Both datasets are a viable setup to deploy Federated Learning. On [109], Malekzadeh
et al. also propose a sanitation approach to remove the impact of a meta information
such as gender passively encoded on patient walking signals for a better protection of
patients’ privacy.

Lange et al. [95] introduces a method using Generative Adversarial Networks
(GANs) and Differential Privacy (DP) safeguards to create privacy-aware synthetic
health data, to improve data availability and model performance in stress detection
tasks, showing significant boosts in F'1-scores while maintaining data integrity. Dahmen
et al. [38] introduce SynSys, a machine learning-based synthetic data generation
method that uses hidden Markov models and regression models trained on real datasets
to produce more realistic synthetic time series data, validated against a real smart
home dataset and demonstrating improved activity recognition accuracy using semi-
supervised learning.

As real-time health monitoring data is closely linked to communication, there
appears to be a heightened focus on securing communications and protecting user
privacy. This increased emphasis contrast with other fields oh health care data where
privacy guarantees are less present in the literature.

2.5.5 Applications on Tabular Health Data

The last type of data is one of the most common in data science: tabular datasets.
Here the information is encoded on continuous or categorical variables in form of data
records (or row) that contain for every variable (or column) a value. Large clinical
trials reuniting cohorts of patients can be encoded in a tabular form describing health
information about participants. This help to drive large statistical approaches to
determine how different factors are impacting the evolution of a disease or what is
the impact of a treatment on the survival or remission of patients.

Several studies have been conducted to structure large datasets and utilize them
in classical machine learning experiments. The Medical Expenditure Panel Survey
(MEPS) [3] 35] collects data on healthcare use, payments, and insurance coverage of
Americans, supporting policy-relevant research. This dataset is used by research and
governance actors to analyze healthcare delivery and financing in the U.S. for informing
healthcare policies and practices, with ongoing efforts to enhance its accuracy and
utility for research and policy analysis. The Wisconsin Breast Cancer dataset [168] is
about breast cancer prediction: it is used to distinguish between benign and malignant
breast cytology samples based on 11 cytological characteristics, with nine showing
significant differences and was acquired from the University of Wisconsin Hospitals,
Madison. On a similar direction, the ACTG 175 trial (AIDS [65]) was a randomized,
double-blind, placebo-controlled study that compared monotherapy and combination
therapy involving zidovudine, didanosine, and zalcitabine and how they impact the
development of the HIV. Those data records include participants from multiple clinical
sites across the U.S. and Puerto Rico. This dataset is rich in sensitive attributes such
as the gender, the race, the sexual orientation and the use of injection drugs.
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Similarly tabular data from electronic health records (EHR) [106] can be effectively
used in machine learning models to predict heart disease stages. These models analyze
structured data to identify key features and improve the accuracy of heart disease
diagnosis and monitoring, showcasing the relevancy of machine learning application in
tabular health data.

To provide a privacy preserving approach on tabular health data, Kerkouche et
al. [86] propose to deploy Federated Learning with Differential Privacy applied on the
gradients and also focus on reducing the bandwidth cost in communication by only
communicating the sign of each weight instead of its complete value: the server then
only aggregates the sum of small steps values multiplied by the sign of each clients.

As presented in previous sections, synthetic data generation also extend to tabular
data and therefore has an application in health tabular data. Mendelevitch et al. [117]
introduces a framework to assess the statistical fidelity and privacy preservation of
synthetic datasets, which is prevalent for sharing useful and privacy preserving health
data. To evaluate the quality of the synthetic health data, they use various approaches
such as data visualization to validate that both original and synthetic data looks the
same, they also use summary and comparative statistics between datasets and then
confirm the clinical consistency on the synthetic data to ensure that similar results can
be found on synthetic data instead of using the original one. They also evaluate the
impact on privacy of sharing synthetic data instead of the real one such as membership
and attribute inference attacks presented in 2.7 Similarly Yale et al. [171] also focus
on generating synthetic health data with GAN (HealthGAN) while maintaining a high
utility /privacy trade-off.

In a similar direction, both Hernandez et al. [71] and Murtaza et al. [124] are
publishing overviews highlighting that despite the rising number of contributions using
synthetic tabular data, there is no generalization or common ground between papers
to evaluate correctly the quality of synthetic data. Murtaza et al. provide further
incentives by classifying the usefulness of metrics for synthetic data in healthcare.

Azizi et al. [12] explores the challenges and solutions associated with sharing
health data for research across international jurisdictions, focusing on privacy concerns.
Their study compares Federated Learning deployment and synthetic data generation,
evaluating their relative strengths and weaknesses. The research aims to assess
differences between several countries (Canada and Austria) in the role of sex on
cardiovascular health using a combined dataset. They indicate that deploying synthetic
data was more efficient than federated making it a better alternative to open sensitive
health data and provided significant statistics about population while guarantying
privacy following their evaluation.

2.5.6 On the difficulty to centralize Health Data

As explained earlier in this thesis, health data are crucial for public good but are
compromised to be gathered across health data holders such as hospitals without
deploying great means to protect the individual’s privacy. Nonetheless, there are some
examples where large actors such as states have undertaken this project. The SN DSﬂ
(Systéme National des Données de Santé¢), which is France’s National Health Data
System is a large data repository that contains health records covering over 99% of the
French population, making it one of the most extensive health data systems globally.

3ht:'cps ://www.cnil.fr/fr/snds-systeme-national-des-donnees-de-sante
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Established by the modernization law of January 26, 2016, and expanded by
subsequent legislation, the SNDS integrates multiple datasetsﬂ including the SNIIRAM
(Systéme National d’Information Inter Régimes de [’Assurance Maladie), PMSI
(Programme de Médicalisation des Systémes d’Information), and BCMD (Base de
Causes Médicales de Décés). These databases collectively contain information on
healthcare usage, hospital stays, prescription drugs, medical procedures, and causes
of death, all while ensuring the pseudonymization of personal identifiers to protect
individual privacy.

The main objective of the SNDS is to sustain medical researchf| and public health
in a secure and centralized way. Researchers and public health officials can request
access to the SNDS to use this data to improve patient care, track health trends, and
evaluate medical treatments. This access is strictly regulated by the CNIL, ensuring
that sensitive health information is protected while still being available for use research
purposes restricting its use to a strict and defined framework on secure repositories. To
centralize and secure sensitive health data is still a difficult task, however governments
and institutions are recognizing the value of large-scale health data in advancing
medical research and improving public health outcomes. In this direction the SNDS
is a model for how health data can be managed to balance accessibility with stringent
data protection standards.

2.6 Evaluating the Effectiveness and Applicability of
Privacy-Enhancing Machine Learning

During this section, we study how to control the information shared and used to build
machine learning model on health data to limit the privacy leakage, yet this generally
comes with a reduction of prediction performance of such model. To measure the
trade-off between privacy and utility it is therefore central to assess how to evaluate
the impact on utility.

2.6.1 Impact of Federated Learning on Utility

Evaluating the impact on utility of Federated Learning is a trivial task if the evaluation
of the original model is already known. Federated Learning slightly reduce the models
performance in comparison to centralized approaches, the main reason is that: the
model being unable to process all the data in one centralized place, the model has
more difficulty to converge. Hannemann et al. [67] are providing a comparison
centralized /decentralized on health data showing that Federated Learning comes with a
cost of model utility. Another issue that comes usually with real decentralized datasets
is that the data distribution among clients may be unbalanced in size and highly
non-identically distributed. This means that models that provide the best prediction
results are not the same among the clients. Milasheuski et al. [II§] compare different
methods of FL to tackle heterogeneous data on health data split between clients. They
also evaluate that in the case of decentralized data, FL provides better results than no
federation at all.

4https ://drees.solidarites-sante.gouv.fr/sources-outils-et-enquetes/le-systeme-national-des-donl[...]
5https ://ecosysteme-snds.health-data-hub.fr/
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To handle unbalanced distributions among the clients personalization methods in
FL aims to provide each clients a model that can learn generalities from the federation
of clients and specificity from each individual clients to provide a performing model
when a consensus model from the original FL approach might provide poor results.
Arivazhagan et al. [10] are describing and evaluating personalization layers in FL where
first layers of the model are aggregated with the FL process so feature extraction is
common among the clients, and last layers are not aggregated so the client keep the
specificities of its data. This approach found an application with the MELLODY
project [73] where pharmaceutics properties of molecules were found by federating the
feature extraction.

Then providing supplementary privacy enhancing techniques to FL participate to
further deteriorate model’s utility, Choudhury et al. [32] measured that Differential
Privacy on FL reduces utility on health data.

On the first hand, evaluating impact of Federated Learning is simple as the
evaluation task is already define as every classical machine learning application. On
the other hand, with synthetic data generation, as the task is not as clearly defined,
such evaluation becomes difficult and therefore lacks of generalization in the literature.

2.6.2 Applicability and Quality of Anonymized and Synthetic Health
Data

When it comes to anonymous as well as synthetic data, the evaluation of the impact
on quality is a non-trivial task, in a perfect world, we would like to have the same
results for every learning task performed on anonymized data or the original one but
without leaking any sensitive information about individuals. Comparing how much
two datasets (the original and the anonymized one) have in common might be hard.
A first approach is to compare empirically performance differences on a specific task
such as disease prediction on a dataset about strokes: we split the original data into a
learning data set and a control data set, the first set is used to generate synthetic data
and then two models are trained (a first one on the learning set, the second one on
the synthetic data) then we compare both prediction performances of models on the
control set. Nevertheless, this evaluation is task dependent so results may vary and
generally no specific task is given so this evaluation might be impossible or meaningless
to deploy. On a more general and statistical approach, there is distances that allows to
compute gaps between uni-variate data distributions such as the Wasserstein Distanceﬁ
(or Earth Mover Distance - EMD) which are for example used in WGAN [63],
GANs with Wasserstein Distance, to evaluate similarity between real and synthetic
samples and therefore through convergence generate better samples. Another general
approach is the one proposed by Patki et al. [133] with their contribution Synthetic
Data Vault (SDV) that aims to provide tools[]. To evaluate quality between two
datasetf], they compare first the similarity between original and synthetic columns:
a correlation similarity is used for quantitative columns, a contingency similarity is
used for qualitative columns. Second, they compare cross correlation between original
and synthetic columns, when columns are of the same type, they use the same approach
as described before and when the pair of compared columns are of different types (one

6https://en.wikipedia.org/wiki/Wasserstein_metric

7https://sdv.dev/
8https://docs.sdv.dev/sdmetrics/reports/quality-report/whats-included
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is qualitative, the other is quantitative) they discretize the quantitative variable and
apply a contingency similarity. By both scores they compute first the "Column Shapes"
(direct comparison) and then the "Column Pair Trends" (paired comparison). The
overall quality score of the synthetic data, in comparison to its original real dataset, is
the mean of those two scores.

To provide a better evaluation of health synthetic data, El Enam et al. [48] publish:
Seven ways to evaluate the utility of synthetic data, and brings a framework for
assessing its utility.

1.

Replication of Studies: The utility of synthetic data may be validated by
replicating analyses performed on real data and ensuring that similar conclusions
are drawn from both datasets, as presented earlier in this section.

. Subjective Assessment by Domain Experts: Experts evaluate synthetic

data by assessing it as real or synthetic based on its plausibility.

General Utility Metrics: Automated metrics are used to compare
distributions, correlations, and statistical properties between real and synthetic
data. SDV Metrics are an example.

. Bias and Stability Assessment: Repeatedly generating synthetic datasets

helps assess the bias and variability across different generations.

Structural Similarity: This ensures synthetic data has the same format,
variable types, and metadata as the real data, allowing analysts to run the same
code on both datasets.

Comparison With Public Aggregate Data: In cases like COVID-19 data,
comparing synthetic data with publicly available aggregate statistics provides
insight into utility.

Comparison With Other Privacy-Enhancing Technologies (PETs): This
allows the evaluation of synthetic data against methods like federated analysis
and homomorphic encryption to determine the best approach for data privacy.

They underline that utility assessments should be performed every time synthetic
data is generated as well as a focus on balancing privacy and data utility otherwise
further analyses might be meaningless.

In a similar direction of statistical evaluations, Alaa et al. [5] propose 3 metrics
inspired from recall and precision for classification in their paper:

* The a-Precision to measure the fidelity of synthetic data to the original one:

how much the generated data resembles to real data samples, depending on their
presence in the original data.

» The -Recall to evaluate the diversity of synthetic data: how much the synthetic

data cover the real data variability.

* The Authenticity to assess the overfitting on synthetic data on real one: how

much synthetic data has memorized the original data instead of generating new
samples.
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In regard of those metrics, the authors audit models to improve post generation
synthetic data by removing low-quality of over-fitted generated samples and therefore
improving both utility and privacy.

Dankar et al. [4I] presents an in-depth comparison of synthetic data generation
methods. It categorizes utility metrics into four key dimensions:

» Attribute Fidelity: Measures how well attributes in the synthetic data resemble
the original data. This measure is a Hellingerﬂ distance which is a metric of the
utility conservation between two uni-variate distributions. This provides insight
that data structure and uni-variate distribution are similar in both datasets. This
metric is a direct comparison and provide an information coherent to the first
part of the SDV quality score.

* Bi-variate Fidelity: Evaluates the correlations between attribute pairs to
maintain the information encoded between variables by computing the pairwise
correlation distance. This metric is a paired comparison and provide similar
information to the second part of the quality score of SDV.

* Population Fidelity: Assesses the overall distribution of the synthetic data
compared to real data, ensuring large-scale statistical properties are similar.
Metrics like propensity score are used here to gauge how distinguishable real
data is from synthetic data by computing the propensity of synthetic data in the
real data, if the propensity is not balanced then the Population Fidelity lowers.

» Application Fidelity: Focuses on the performance of synthetic data when used
in machine learning tasks, such as classification. It assesses whether models
trained on synthetic data can achieve similar accuracy when tested on real data
and rejoin the task-oriented metric described in the introduction of this section.

Through a large experimental field, they conclude that SynthPop provide the
highest utility score, a results similar to our evaluation in our contribution about
synthetic data. Evaluating utility is crucial to determine whether a privacy enhancing
machine learning model is relevant. Nonetheless, this is only a half of the evaluation
to assess plenty its performance, its privacy impact needs to be studied in parallel.

2.7 Privacy Risks Associated with Health Data

The GDPR defines private data as any information that can be linked to an individual.
As such, if data is classified as private, it cannot be shared without the explicit consent
of the individual concerned. Federated Learning and Synthetic Data Sharing are often
considered outside the scope of the GDPR, as no personal information is directly
shared. In Federated Learning, only the model is shared, and in synthetic data sharing,
the synthetic information can be considered a form of anonymization since no direct
personal information is shared. However, the literature shows that neither solution is
without risk: in Federated Learning, the communicated models can leak information,
and servers can be curious, potentially inferring sensitive information about clients
participating in the learning process [44]; with synthetic data, information about the
original data it mimics can also be inferred [I53]. In this section we provide further

9ht:'cps ://en.wikipedia.org/wiki/Hellinger_distance
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information on how to evaluate empirically the privacy impact of such protection
methods and what is the remaining risk.

2.7.1 Privacy Risk for Machine Learning

The rising utilization of machine learning to build models and solve complex tasks is
also rising privacy concerns about the data records such model are training on. Can
a model leak sensitive information about the data it used to learn? To measure such
vulnerability, privacy metrics have a critical role to assess the impact on information
leakage of a mechanism (privacy preserving or not). Yet, the diversity and complexity
of privacy metrics in the literature make it challenging to select appropriate measures,
often leading to the development of new metrics and complicating the comparability of
privacy studies. There exists no strict definition of what a privacy risk is as there exist
a mathematical definition for a circle: the reason is because the subject is too complex
to be simply defined. Wagner and Eckhoff [165] provide a comprehensive survey of over
80 privacy metrics, categorizing them based on the aspects of privacy they measure
and their deployment requirements. In this section we will focus on two main privacy
risks evaluated on machine learning: Membership and Attribute Inference Attacks.

2.7.1.1 Membership Inference Attack

One of the most popular privacy risks currently in the machine learning and privacy
domain is the membership inference risk. As explained during the introduction chapter,
the current research paradigm is to collect as much data as possible and to train a
model with the best predictive performance on a given task. It is current that in
such approach the model is left to learn every possible information to provide the best
predictive performance (to reduce its training loss the lowest possible). This method
leads to overfitting where the model learns specificity about the data it was trained on
and therefore have significant predictive performance differences on data seen during
the training and other unseen data. This is membership risk for machine learning. First
introduced by Shokri et al. [148], a membership inference attack seeks to determine,
given a data record and a machine learning model, whether this record was part of the
model’s training data. More formalized:

Given a machine learning model M trained on a dataset Diain, a Membership
Inference Attack (MIA) aims to determine whether a specific data point x belongs to
Dyyain. Formally, the attacker seeks to infer the binary membership status m,, of a data
point x where:

]- f D rain
R (2.3)
0 if 2 ¢ Dgyain

The attacker typically has access to the model M and can query it with the data
point x to obtain the model’s output M(x), which includes the predicted label and
possibly the confidence score or probability distribution over all classes. The attacker’s
goal is to build an inference function A(M(z)) such that:

AM(z)) = m,

Where A(M(x)) is the decision rule or classifier that the attacker uses to predict the
membership status of z. The effectiveness of the attack is measured by the accuracy



CHAPTER 2. BACKGROUND AND RELATED WORK 32

of A in correctly predicting m,.
Depending on authors, there is a taxonomy on context where MIA is deployed.
Here is a general description that fit their global interpretation in the literature:

* White Box: The attacker has access to the model and their parameters. This
set provide the highest level of information and is for example a usual set in the
basic setting of Federated Learning when the adversary is the server.

* Grey Box: This setting is uncommon and designate a limited access to a
restricted part of the model and its parameters.

* Black Box: The Adversary has no access to the model but can still request it.
This happens when requesting an online service with data.

* No Box: There is no access to the model. This setting is usual when attacking
a synthetic dataset as the generating model might not be shared (for a better
privacy control).

As explained upper, Yeom et al. [I73| are pointing a correlation between over
fitting to the training data and membership inference as well as for attribute inference
presented in the following subsection. This contribution provides as well a link between
both risk which help to lift some criticisms made about the membership inference risk.
Generally, the link for this risk to a real privacy concern is often difficult to make and
this risk is usually evaluated in unrealistic scenarios to point out an upper bound of
privacy for a protection mechanism. However, establishing connections with attribute
inference, which is directly identified as a privacy risk by both GDPR and HIPAA and
will be explained in the following, underline that evaluating membership risk is relevant
to assess a privacy concern in machine learning.

Yet, Song and Mittal [I52] are pointing out that the membership risk is often
under evaluated in the literature and are proposing a more accurate approach that
is not using Neural Networks but rather the information entropyF;U] of the predicting
model. They also insist on: privacy risk is not uniform on the dataset, some records
hold higher risks. Additionally, they demonstrate that early stopping, that ends the
learning process when the model shows signs of overfitting, is more effective to reduce
privacy risks than most complex defense methods.

2.7.1.2 Attribute Inference Attack

The other most popular privacy risk is the sensitive attribute inference. According to
Article ﬂof the GDPR, these sensitive attributes include any "personal data revealing
racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade
union membership, and the processing of genetic data, biometric data for the purpose
of uniquely identifying a natural person, data concerning health or data concerning a
natural person’s sex life or sexual orientation". Removing the sensitive information in
a data record can be a difficult task as it can be also coded even partially in other
features: for example, removing the gender from a record might not be enough as it
can still be inferred from the age and the weight /size of an individual.

1 Ohttps ://en.wikipedia.org/wiki/Entropy_(information_theory)
" https://gdpr-info.eu/art-9-gdpr/
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As well as for membership inference, there is a link between over fitting or overfitting
and sensitive attribute inference as studied by Song et al. [I5I] which is still for
the same reason as stated before: the more the model will learn specificity from its
training data instead of learning generalities, the more it will leak sensitive information
about those training records. Finally, Yeom et al. [I73] also establish this link and
also similar behavior between attribute inference risk and membership inference risk.
Nevertheless, Zhao et al. [I79] underline an opposite direction by demonstrating that
even with models sensitive to membership inference, attribute inference fails to provide
convincing results and are therefore infeasible.

2.7.1.3 Outliers and population with higher risks

The privacy risk is not uniform among the records and as stated by several privacy
articles from the literature, outliers tend to be more at risk than the general population.
Nonetheless, there is no clear and universal definition of what an outlier is. Smiti
proposes a survey [150] analyzing several publications about outliers’ definition and
their field of application. Here are the main families of approaches presented in this
thesis but this list is not exhaustive.

» Statistical-based Methods: These methods assume an underlying distribution
(parametric or non-parametric) and detect outliers as points that deviate
significantly from this distribution. Gaussian-based methods, such as boxplots
and regression-based approaches are a classical approach of it. Their
implementation does not hold any difficulty, their evaluation is fast and they
handle qualitative data. Yet, their deployment is compromised with high-
dimensional datasets and unknown distributions which are usual with real data
applications.

* Distance-based Methods: These approaches detect outliers by evaluating
the distance between data points and their neighbors. Examples include the
Solving Set approach, ABOD (Angle-Based Outlier Detection), and LDOF
(Local Distance-based Outlier Factor). Distance-based methods work well with
multivariate datasets and are easy to understand but are less effective in high-
dimensional spaces due to the curse of dimensionality'?} Datasets with a large
number of dimensions tend to have longer computation time for calculus such as
the distance and tend to have vast empty areas. They also meet difficulties to
handle data stream as every distance to the other records should be recomputed
each time a point is added.

* Density Based Methods: These techniques calculate the density around a
data point and compare it to that of its neighbors to identify outliers. The LOF
(Local Outlier Factor) method is a classic example. These methods are effective
in identifying local outliers than the two previous type of approaches and are
agnostic of data distribution but are computationally expensive and struggle with
large datasets. Nonetheless, they tend to be the approach providing the records
with higher risk with machine learning. As an insight, as the model often adjust
their parameters depending on the data located in an area, the less point there
is, the less the area contains general information about the distribution locally
and will provoke model overfit.

1 2https ://en.wikipedia.org/wiki/Curse_of_dimensionality
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* Clustering-based Methods: These methods detect outliers by clustering data
and identifying points that do not belong to any cluster or are far from other
points in a cluster. Algorithms like DBSCAN (Density-Based Spatial Clustering
of Applications with Noise) and ODC (Outlier Detection and Clustering) fall
under this category. They are unsupervised approaches that are robust to data
types. Nevertheless, clustering methods are sensitive to parameter choices but
are well-suited for noise identification but they tend to have large computation
time. Outlier-ness here is also considered as a binary property which may lack of
subtlety in practice.

Following those definitions, exploratory research should be deployed on the data
to verify what characteristics and properties might lead to identify areas with higher
privacy risks.

As pointed out during this section, not handling the overfitting problem of machine
learning or not controlling what information is extracted during the learning process
leads to privacy concerns. To handle such problem several solutions have emerged
to both reduce the sensitive information directly present in the training data (known
as anonymization) or to directly limit the learning of the model, such as Differential
Privacy. Even if sharing synthetic data or using decentralized approaches such as
Federated Learning reduce the privacy risks because the original and sensitive data is
not directly shared, there is still some residual risk for privacy for those methods and
they will be presented below.

2.7.2 Federated Learning Privacy Risks

As pointed out in previous sections of this chapter, Federated Learning without
protections share similar risk to Neural Network model’s attacks: even if the data is not
shared, Federated Learning still holds privacy risks for the clients. The clients sending
their model update to the server, this last one could use this protocol or information
to provoke privacy leakage from their clients. The server can be malicious and send
fake updates to the clients to maximize information leakage in the clients’ response. It
can be honest but curious and still perform some attribute or membership inference
attacks on clients’ updates. Secure aggregation [2I] presented earlier cancel the risk
that a server could infer sensitive information by being honest but curious. If the
communication is not protected, a server can still deploy classical machine learning
attacks on updates communicated by the clients such as membership or attribute
inference attack as demonstrate following articles from the literature.

Nasr et al. [126] analyzes the privacy risks of deep learning models, focusing on
white-box membership inference attacks in both centralized and Federated Learning.
They show that through exploiting models’ parameters they can effectively perform
membership inference, even in well-generalized models. The study also introduces
active attacks in Federated Learning (this is the malicious server case), where
adversaries manipulate training to increase inference accuracy of their attack. In a
similar direction Melis et al. [I16] show similar results and are also indicating that
attribute inference risks rise similarly with active attacks from the server.

Zhang et al. [178] highlights privacy risks in collaborative learning, showing that
sensitive attributes not used in model training are still at risk to be inferred by
adversaries through model outputs. The authors propose a novel attack using shadow
models to predict the distribution of sensitive attributes from other participants’
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datasets, even with black-box access. Their results show vulnerabilities for learning
models to those attacks. They also underline that a sensitive information that is
absent or removed from training data is not guaranteed to be protected as it can still
be coded in other combination of variable.

All those three articles share a same conclusion: Federated Learning is not private
by design; it needs a systematic privacy impact assessment and additional privacy
preserving mechanism.

2.7.3 Anonymization and Synthetic Data Privacy Risk

As stated in previous sections, generating synthetic data may be considered as an
anonymization protocol. Bellovin et al. [18] explores the potential of synthetic data to
protect privacy while preserving the utility of datasets, particularly in the legal context
(HIPAA). The article evaluates whether synthetic data can effectively substitute real
data in research while guaranteeing privacy standards.

They conclude that synthetic data generation has an interesting privacy-utility
trade-off but is not a perfect solution, especially in a sensitive field like healthcare; it
requires further development and refinement, both legally and technologically, to be
fully effective.

Privacy risks exist on a spectrum and must be evaluated even with anonymized
or synthetic data, as true anonymity is rarely achieved. According to the G29
Working Party{f], the CNIL identifies three primary privacy threats associated with
anonymization: Singling Out, Linkability, and Attribute Inference [33]. Giomi et
al.[57] implemented an evaluation framework to assess the extent of privacy protection
achieved during the anonymization process. In addition to these three risks, we will also
discuss and describe Re-identification and Membership Inference. By addressing these
criteria, we aim to balance the necessary confidentiality with the utility of the data,
ensuring that anonymization processes do not excessively compromise data usefulness.

2.7.3.1 Risk of singling out an individual

Despite efforts to anonymize data, there remains a potential risk that an individual
can be singled out. This occurs when specific characteristics or patterns within the
anonymized data have been directly copied from the original data, allowing the isolation
of a marginal individual with a unique combination of features. Such an attack might be
performed by iteratively searching for identifying combinations of variables. However,
the implementation proposed in [57] is not time-efficient, as every combination has to
be verified sequentially.

2.7.3.2 Risk of linking records related to an individual

There remains the possibility of linking different records that belongs to the same
individual. Even if data is anonymized, subtle correlations or unique identifiers might
allow an attacker to connect separate datasets, effectively re-identifying the person
behind the separated data. The implementation proposed in [57] relies on nearest
neighbors’ identification with Gower’s coefficients [59].

13https ://www.cnil.fr/sites/cnil/files/atoms/files/wp260_guidelines-transparence-fr.pdf
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2.7.3.3 Risk of Inferring Attribute about an Individual

There is also a risk that sensitive or personal information can be inferred about an
individual based on the available anonymized data (containing information about
this sensitive attribute). Even if the data is anonymized or synthetic, correlation
or distance-based methods techniques might predict removed (or hidden) sensitive
information about individuals. The implementation in [57] is similar to the one for
linkability: nearest neighbor attack for original data in the synthetic one allows to
infer an obfuscated sensitive attribute.

To protect against attribute inference in synthetic data, Ping et al. [135] propose
DataSynthesizer. This tool generates privacy-preserving synthetic datasets by adding
noise to attribute distributions, ensuring that sensitive attributes are protected while
limiting utility degradation. As some attributes are by definition of the CNIL more
at risk than other, voluntarily removing the risk from the data generation is relevant.
DataSynthesizer operates in three modes: correlated, independent, and random to
control the privacy-utility trade-off depending on the needs. Additionally, it uses
Differential Privacy techniques, such as Laplace noise, to further increase privacy and
Bayesian Networks to ensure that correlation between variables are kept.

2.7.3.4 Risk of Re-identification

The re-identification risk exists when the anonymization mechanism is a one-to-one
mechanism: this happens when for one original record there is one linked anonymized
record like in K-anonymity. In contrast, machine learning approaches like Generative
Adversarial Networks (GANs) or Variational Autoencoders (VAEs) generate synthetic
data that do not have a one-to-one mapping to the original data, removing the re-
identification risk.

Re-identification refers to the process of matching anonymized or pseudonymized
data back to the individuals to whom they originally pertained. Even when explicit
personal identifiers such as names, social security numbers, or addresses are removed
from a dataset, the remaining information—such as demographic details, behavioral
patterns, or aggregated statistics—can sometimes be combined with other data sources
or analyzed in ways that enable the identification of specific individuals.

It is important to note that re-identification risk might be related to other privacy
risks presented above, such as linkability and singling out. There is ongoing debate as
terminologies are not always the same in the literature. Re-identification, linkability,
and singling out are interconnected, as they all involve the potential to associate
data with specific individuals: Sweeney’s example (explained in section where
combined linkability and singling out techniques were used to re-identification attack.

2.7.3.5 Risk of Membership Inference

As presented earlier, membership inference risk refers to the potential for an attacker to
determine whether a specific individual’s data was included in a dataset, even if the data
has been anonymized or synthesized. In the context of anonymized or synthetic data,
this risk arises when patterns or statistical properties of the data inadvertently reveal
information that allows for such inferences. For example, even if direct identifiers are
removed, subtle differences between the synthetic data and the general population data
might allow an attacker to guess with high confidence whether a particular individual’s
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information was used to generate the dataset. For example, if an anonymization process
leaves to much information, an unusual but similar anonymized record to another
original record might indicate that the second one belonged to the original dataset.

An extension to this attack that is typically made for machine learning approaches
can be made only by comparing both synthetic/anonymized data to a non-anonymized
one. However, if there is access to a model that generates synthetic data, it is
also possible to perform membership inference attack. Chen et al. [27] highlight
vulnerabilities on GAN models whether an attacker has access to the generator or
discriminator models, Hayes et al. [69] shows also similar results.

To evaluate whether a given real data belonged to the original data that led to the
generation of a given synthetic dataset (MIA on synthetic data), Hilprecht et al.[74]
propose a Monte Carlo Black-Box MIA based on density for tabular data. Their
attack relies on the hypothesis that the attacked dataset is split in half: member/non-
member which is an unrealistic assumption, and on the insight that synthetic data
records are closer (denser) in the member data than in the non-member data. This is
a threshold attack based on the distance between a real record and its neighbors in the
synthetic data. They also propose a reconstruction attack MIA based on how well a
VAE will reconstruct a data record used during training based on threshold decision
and demonstrate that those models are at risk of privacy leakage.

Hyeong et al. [78] explore the vulnerability of tabular data synthesis models
to MIA. It evaluates four models, including CTGAN and TableGAN, under both
black-box and white-box attack scenarios. Their results indicate that models are
particularly susceptible to white-box attacks (as this is the most permissive scenario),
with the Earth Mover’s Distance serving as a strong predictor of attack success.
Differential Privacy techniques like DP-GAN provide some defense against MIAs, but
they come with a trade-off in data utility. On a similar direction Stadler et al. [I53]
evaluates the privacy and utility trade-offs of synthetic data, assessing its protection
against privacy attacks. They show that synthetic data is not inherently safer than
traditional anonymization, particularly against linkage (formalized as membership
inference in their contribution) and attribute inference attacks. Outliers remain
especially vulnerable in synthetic datasets, as they are more easily re-identified because
of their uncommon characteristics. Their evaluation of differentially private synthetic
data generation (PrivBayes and PateGan) shows that it mitigates these risks but
significantly reduces data utility, similarly to the rest of the literature. Both articles
share a similar conclusion: Synthetic data alone is not a reliable solution for privacy-
preserving data sharing and it requires additional techniques to balance privacy and
utility. Moreover, Stadler et al. [I53| also provide an important metric in terms of
methodological evaluation, the privacy gain: the impact on privacy of sharing synthetic
data should always be compared to the privacy risk of sharing the unprotected original
information.

Kuppa et al. [93] proposes a new metric: the Privacy Score to evaluate the risk
of privacy leakage in synthetic data. The Privacy Score calculates a memorization
coefficient for each synthetic records, indicating the probability that a model has
memorized that record, indicating a vulnerability to membership inference. Their
approach is agnostic of model utilized: it can be applied to any synthetic data model
(No-Box scenario) as the attack is directly performed on the synthetic data. They
finally also underline the difficulty to balance privacy with data utility and suggest
that further research is needed.
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Even if sharing synthetic data instead of sharing the original one is reducing privacy
risks, the privacy of the original data is not guaranteed by default. By constructing
realistically efficient privacy attacks and by defining correctly what is a risk and a
sensitive information, one can evaluate methodically the privacy risks that last when
using anonymization mechanism such as synthetic data. This evaluation is difficult
because the risks evaluated are always depending on an attack and as the attackers
become more efficient, new privacy risks are appearing and what is protected today is
not guaranteed to be protected tomorrow. The same approach has to be applied to
every privacy enhancing mechanisms and Federated Learning and Synthetic data as
well should follow this direction.

2.8 Synthesis of Key Concepts

During this section, we provided background knowledge on privacy-enhancing machine
learning applied to health data. Key points include:

* Understanding Classical Machine Learning Convergence: It’s crucial to
comprehend how classical machine learning models converge to provide good
prediction performance. This understanding helps identify potential privacy
leaks.

» Privacy Leaks from Model Behavior: From the convergence behavior of
machine learning models, privacy leaks can emerge and need to be handled when
models are applied to sensitive data like health records.

Improving the compromise between privacy and utility is at the heart of the
problematic of the thesis overview (Figure . Having a deep understanding of how
to evaluate both aspects of machine learning on health data is central to the research
work we provided with our following contributions to improve Federated Learning and
synthetic data generation.
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Machine Learning (ML) has emerged as a core technology to provide learning
models to perform complex tasks such as their application on medical data which
is critically sensitive by nature. Boosted by Machine Learning as a Service (MLaaS),
the number of applications relying on ML capabilities is ever increasing. However, ML
models are the source of different privacy violations through passive or active attacks
from different entities, even with Federated Learning (FL) where the sensitive data
is not gathered. In this section, we present MixNN a proxy-based privacy-preserving
system for Federated Learning to protect the privacy of participants against a curious
or malicious aggregation server trying to infer sensitive information (membership and
attribute inferences). MixNN receives the model updates from participants and mixes
layers between participants before sending the mixed updates to the aggregation
server. This mixing strategy drastically reduces privacy leaks without any trade-off
with utility. Indeed, mixing the updates of the model has no impact on the result
of the aggregation of the updates computed by the server, facilitating therefore they
deployment on decentralized health data. We report on an extensive evaluation of
MixNN using several datasets and neural networks architectures to quantify privacy
leakage through membership and attribute inference attacks as well the robustness of
the protection. This chapter is an extension of our paper published at Middleware 2022
[99].

We show that MixNN significantly limits both the membership and attribute
inferences compared to a baseline using model compression and noisy gradient (well
known to damage the utility) while keeping the same level of utility as classic Federated
Learning, answering the problematic illustrated in Figure [I.1] we aim to improve the
utility /privacy trade-off in a Federated Learning scheme in enhancing privacy.

3.1 Introduction

As presented in the beginning of this work of research, the collection of personal data
is a subject firmly grounded in public debates and even more when it comes to health
data, classified as critical by the CNIL. The growing awareness of the population on
privacy issues led to stronger regulations on data protection (e.g., GDPR, HIPAA) and
contributed to the appearance of new services making privacy an incentive vector such
as privacy-based search engine (e.g., Duckduckgo, Qwant), web browsing (e.g., Web
Proxy, Tor, Brave), or mailing (e.g., Protonmail). These services rely on infrastructures
setup and maintained by companies, nonprofit organizations promoting privacy, or are
fully peer-to-peer involving devices of end-users.

However, personal and private data is still the fuel of all desires given the large
domain of applications and promising results data-driven approaches are allowing. In
this context, Machine Learning (ML) has emerged as a core technology to analyze and
provide learning models from large volumes of data and to perform complex tasks such
as classifications, predictions or clustering providing powerful tools to help healthcare
professionals to provide personalized medicine. The success of ML has driven different
providers to launch Machine Learning as a Service (MLaaS) engines to make ML
operation easier for anyone, without the cost and time to build in-house infrastructures.
As already demonstrated in Section [2.5] these new services has led to an ever increasing
number of new applications or services relying on ML capabilities in different domains
such as computer vision, health analytic and speech recognition to name a few , while
leaking information about the data used for training them [54, 152 179]. The fact
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that many applications using this technology involve the collection and processing of
personal and sensitive data has raised privacy concerns [37].

As presented in Section 2.7 the memorization of training data by a ML model is
the source of different privacy violations such as membership, property and attribute
inference through passive or active attacks [143| , which retain their deployment on
health data. Membership inference [120], 8] refers to the capacity of an adversary to
identify if a data point (or the data of an individual) has been used to train the target
model. This attack has a serious privacy implication if the model is training with
sensitive information (e.g., data from people with certain health status). Property
inference [55, 78], in turn, corresponds to the inference by an adversary of the
properties of training data such as the features that characterize each class. This
property inference can also concern a subset of the training inputs. This ability to
learn from training data is desired if the inference is directly related to the main task
of the model. By contrast, attribute inference [I16] corresponds to the fact that an
adversary is able to infer an unintended and undesired attribute not correlated to class’s
characteristic feature. Root causes related to these attack surfaces as well as the link
between utility (e.g., through model overfitting [I51, [I73]) and privacy are not well
understood.

With the recent development of Federated Learning, hospitals can securely
collaborating in the learning process, allowing all participants to benefit from shared
medical insights while maintaining patient privacy. It can also include networks of
smaller devices or sensors that monitor patient health metrics, sharing their learning
to enhance personalized treatments and support patient recovery. This new ML
scheme has attracted many attentions these last years, not only from the research
community but also from major Internet companies, suggesting future deployments.
For instance, Google already exploits FL for next-word prediction in a virtual
keyboard for smartphones [68]. While the FL scheme is a clear step forward towards
enforcing users’ privacy, it still suffers from a large ML-based attack surface including
membership, property and attribute inference from participants or from the server.
Different protection mechanisms to limit inference capabilities of an adversary have
been proposed [125] and still have a cost in utility, all these solutions are reducing the
accuracy of the model and its capacity to converge [107) [175].

For instance, some solutions [162, [I75] are based on perturbation in order to
reveal only a noisy information to the server, such as Differential Privacy. However,
these solutions significantly damage the accuracy of the model and its capacity to
converge [I58]. Secure aggregation relying on a cryptographic scheme has been also
proposed [17, 20, 21]. Similar to MixNN, this solution ensures that the server is only
aware of the aggregate of all models, keeping the model of each participant (and the
associated inference) private. Although the overhead of this solution remains low,
the underlying cryptographic scheme requires the participation of the server in the
protection. We argue that such solutions are not deployed in practice. Indeed, few
companies accept to afford the additional cost of the protection. For instance, Private
Information Retrieval (PIR) protocols which follow similar cryptographic scheme to
protect the profile of users are not widely adopted in practice. Moreover, a curious or
malicious server trying to infer information from participants will certainly not adopt
such a protection. While hospitals may have the influence and resources to demand
privacy protocols such as secure aggregation, networks of individual patients using
smartphones to track their physical activities might not prioritize requesting additional
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privacy enhancements from the server.

In this chapter, we present MixNN, a new privacy-preserving service for FL against
inference attacks from a curious aggregation server. To achieve that, MixNN relies
on a proxy mixing the layers of the model updates (also named parameter updates)
among participants before sending them to the aggregate server. Like Mixnets to
ensure anonymity in information routing [25], mixing the layers of the participants’
updates of neural network prevents inference attacks (both membership and attribute
inference attacks) without decreasing the accuracy of the aggregated model. This
solution, albeit simple, leads to drastically improving the privacy without any trade-off
with utility , which is critical for an application on health data. In addition, MixNN is
transparent to the FL service, participants only need to configure a web proxy for the
associated traffic. To make the deployment of MixNN easier by anyone (e.g., operate by
an individual or non-profit organizations willing to protect privacy) and possibly on an
untrusted infrastructure, the proxy mixing the neural network layers is running inside
an SGX enclave ensuring confidentiality and attestation on its behavior. Interestingly
enough, the behavior of the proxy can be adapted according to the expected security
and privacy guarantees. For instance, the proxy can aggregate itself the model updates
or can adopt another aggregation scheme to improve the robustness against model
poisoning or backdoor attacks [I3] by replacing averaging with robust estimators such
as geometric median. In this case, the utility-privacy-performance trade-off can change.

To illustrate the capability of MixNN to protect privacy while maintaining the
same level of utility, we implemented MixNN and experimentally evaluated it with
several datasets (two with real medical application and two others) and neural network
architectures. We also implemented both membership and attribute inference attacks
to quantity and compare privacy leakage of MixNN against classical Federated Learning
scheme, a model compression scheme, and a baseline using perturbation (noise) to
protect the model updates (widely used in Differential Privacy). We show that
MixNN drastically reduces the membership inference compared to other baselines (on
average up to 73.9%, 73.8%, and -0.2% less inference against a classical FL, model
compression and LDP, respectively), and limits the attribute inference (on average up
to 13.8%, 14.6%, and 12.9% less inference against a classical FL, model compression
and LDP, respectively) without decreasing the accuracy of the global aggregated model.
Moreover, we show that reconstructing the update of a participant (by identifying the
layers of an individual among the mixed updates) is costly and a difficult task which
gives poor accuracy. Finally, we show that the MixNN proxy is scalable and introduces
only a small latency on the model updates. The source code of MixNN as well as the
experiments and datasets are publicly available EI

The remainder of this chapter is organized as follows.

* Section [3.2] presents background, Section [3.3] defines the problem and the threat
model,

Section explains the design and the implementation of MixNN,

Section presents our evaluation setup,
* Section [3.6] reports the evaluation of MixNN,

* Section reviews related work,

'https://gitlab.inria.fr/abaud/mixnn
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Figure 3.1: Operating flow of Federated Learning.

« Section [3.8] concludes this chapter.

3.2 Background for our Contribution

In this section, in completion to sections of the background Section about Neural
Networks, we provide a short reminder about Federated Learning and its privacy
risks and we review background related to Mixnet and Intel SGX[3.2.3]

3.2.1 Privacy Risks in Federated Learning

This Section provide a summary of Federated Learning functioning[2.4.1and evaluation
2.6.1] as well as privacy risks evaluations applied on FL [2.7.2]

Federated Learning is a collaborative learning scheme to train an ML model [114],
22]. In such a scheme, personal data never leaves the device of participants. Instead,
devices train a ML model locally and interact with a central server to build a global
learning model.

The iterative-based operating flow of classical FL is depicted Figure 3.1 Each
iteration contains three steps. First, the aggregation server disseminates a global
model to participants (step @ in the figure). Each participant then trains and refines
this model with its own data stored locally (step @). After this local training, each
participant holds its own variation of the model sent by the server. Participants then
send their updated model parameters to the aggregation server. Finally, the server
aggregates all these updates to generate a new global model (step ®) which will
be disseminated to participants in the next iteration. Iteratively, the global model
maintained on the server converges without requiring access to the personal data of
participants.
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By keeping locally data of the users on their device, FL improves privacy by design.
However, FL can disclose sensitive information via model updates that are based on the
training data. Indeed, any useful ML model reveals something about the population
from which the training data was drawn. Indeed, a classifier model for instance may
reveal the features that characterize a given class or help construct data points that
belong to this class. The first privacy violation is property inference: identification of
the features that characterize each class, making it possible to construct representatives
of these classes through model inversion attacks [54]. Another privacy violation is
attribute inference [I51]: the leak of personal and unintended information (properties
that hold for certain subsets of the training data, but not generically for all class
members). The last privacy violation in our setting is membership inference [14§]:
given an exact data point, determine if it was used to train the model.

Memorization of training data by deep neural networks enables an adversary to
conduct all these privacy violations. Firstly, this memorization usually combined
with overfitting of the model are exploited by an adversary to conduct a membership
inference attack in order to discriminate if a user has been part of the training or
not [126]. This attack has a serious privacy implication especially if the learning model
is related to sensitive information (e.g., presence of a certain pathology). Secondly,
as deep-learning models come up with separate internal representations of all kinds of
features, some of which are unpredictable and independent of the task being learned,
the memorization of the training data can be leveraged by an adversary to infer a
sensitive attribute [I16]. In addition, due to the distributed nature of FL, passive and
active inference attacks can be conducted by any participant or by the server.

Introducing Differential Privacy in the Stochastic Gradient Descent (DP-SGD) [2]
125] has been proposed to reduce the inference capability of an adversary, however
this solution significantly damages the accuracy of the model and its capacity to
converge [107, 175]. In addition, the noise calibration and the management of the
privacy budget is not trivial. Other defenses propose to reduce the overfitting [143]
but inherently decrease the utility. Secure aggregation relying on a cryptographic
scheme has been also proposed [17, 20, 21]. Although the overhead of the underlying
cryptographic schemes tends to be reduced, the management of this overhead and the
participation of the server raises questions.

3.2.2 Mixnets

The concept of mixing information to make them indistinguishable or unlinkable is not
new. Mix networks (Mixnets) [25] uses this concept to provide a proxy-based anonymity
system. This system aims to provide unlinkability between the message sent by a user,
and the message received by the destination. More precisely, to prevent traffic analysis
attacks, Mixnets route each message of the user through a set of anonymity servers
called mixes. Mixes collect and shuffle (or mix) many messages before to route then
to the destination. A variety of mixnets have been proposed including Aqua [97],
Riffle [94], and Mixminion [40] addressing differently the trade-off between anonymity,
latency and bandwidth.

The limitation of these systems is similar to Tor, it is difficult for a user to determine
which edge is uncompromised and powerful adversaries controlling both ends of the
circuit can still deanonymize clients.
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Figure 3.2: MixNN introduces a proxy which receives the parameter updates from
each participant, shuffle them to remove attribute footprint before to route them to the
aggregation server.

3.2.3 Intel SGX

The MixNN proxy relies on a Trusted Execution Environment (TEE), which leverages
custom microprocessor zones, to enforce isolation, confidentiality and integrity of code
and data. Specifically, we use Intel Software Guard Extensions (SGX) [36] 8] which
defines the concept of enclave. The memory of an enclave is encrypted and cannot be
directly accessed by other system software even by privileged code (e.g., the operating
system or hypervisor). Enclaves can be attested to prove that the code running in the
enclave is the one intended, and that it is running on a genuine Intel SGX platform.
Once attested, enclaves can be provisioned with secret data by using authenticated
secure channels. Moreover, enclaves can persist secret data outside the trusted zone by
using a sealing mechanism. However, such protection comes with resource constraints.
More precisely, only 96 MB out of the 128 reserved for the enclave can be used by
applications. Although virtual and dynamic memory support is available [29] 28, [111],
it incurs significant overheads in paging (the sealing and unsealing operations used an
encryption key derived from the CPU hardware). However, [12I] evaluates the usage
of TEEs on mobile devices and reports a small system overhead at the client-side.

3.3 System and adversary model

Before presenting MixNN, we describe our assumptions and the considered threat model.
The operating flow of MixNN involves three premises with different level of trust, namely:
(i) the client machine; (ii) the MixNN proxy; and (iii) the aggregation server.

First, we assume that the client machine is trusted. This includes the training data
and all the computations performed locally. We do not consider malicious users trying
to poison the model or to introduce backdoors.
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Second, we assume that the MixNN proxy is running inside an Intel SGX enclave
on an untrusted node. An adversary is thus not able to compromise the behavior or
the data of the proxy. In addition, the remote attestation provided by Intel allows any
participants to control that the MixNN proxy conforms to the expected behavior and
has not been tampered with, and that it is running securely within an enclave on an
Intel SGX enabled platform. However, an adversary can monitor the node where the
MixNN proxy is deployed, possibly physically (e.g., monitoring network traffic, power
consumption or memory access patterns). Consequently, an adversary can leverage
side channel attacks [24] to infer information. We assume that the SGX enclave has
generated a public and private key pair (kpu, and kp.,). As this keys generation is
part of the proxy behavior and can be verifiable by the remote attestation, we do not
assume collusion between the enclave and any party (e.g., the aggregation server).

Lastly, we consider an honest but curious aggregation server. This server builds
a model for a main classification task through a Federated Learning scheme but also
aims to infer membership and sensitive attributes from participants. This aggregation
server conducts passive attacks. Specifically, it passively follows the FL operational
flow and exploits auxiliary knowledge to infer sensitive information from participants.
We consider an adversary with two types of auxiliary knowledge. First, we consider an
adversary able to collect or to use a public dataset with similar raw data and statistical
properties (including the sensitive attribute). This auxiliary knowledge allows the
adversary to train a model to infer the sensitive attribute from the model updates sent
to the aggregation server by each participant. Second, we also consider an adversary
able to collect raw data from each participant. This second auxiliary knowledge, in
turn, is used by the adversary to evaluate each received model update through the
data of each participant in order to link a model update to a specific participant. More
details about the inference attacks are described in Section Finally, we consider
protected exchanges between participants and the MixNN proxy (parameter updates are
encrypted by using the public k., of the SGX enclave).

3.4 Contribution: The MixNN Framework

In this section, we first present an overview of the MixNN (Section [3.4.1]), the equivalence
in terms of utility with a classical FL (Section [3.4.2)), and then give implementation
details (Section [3.4.3)).

3.4.1 Overview

To avoid inference attacks during the learning process of a service using a Federated
Learning scheme, MixNN operates as depicted in Figure 3.2 To use MixNN, users have
only to configure its system to use a proxy for the associated traffic (e.g., through the
configuration of its browser). As such, users seamlessly get protected without changing
their habits. More precisely, compared to the classical FL pipeline (Figure [3.1), all
parameter updates will be sent to the MixNN proxy instead of the aggregation server.
To secure these updates, they are encrypted with the public key of the enclave (k) to
ensure that only the MixNN proxy is able to read and process them. Once loaded in the
enclave, the proxy decrypts and stores the parameter updates of each layer in different
lists. The proxy then picks at random one update for each layer in the associated list
to generate the message containing the parameter updates to send to the aggregation
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Figure 3.3: Implementation and data-flow of the MixNN proxy.

Encrypt update

server. Note that the proxy needs to initialize first each list with k& updates before
sending updates to the aggregation server.

The rest of the workflow remains unchanged compared to the classical one. The
server aggregates the parameter updates to generate a global model which will be
disseminated to all participants. Participants will then refine this model locally with
their personal data before sending the parameter updates to the MixNN proxy.

The accuracy of the global model remains unchanged with or without using MixNN.
Indeed, whether mixed or not, the aggregation of parameter updates of each layer is
identical. In contrast, the privacy leakage through the footprint of parameter updates
returned by participants is drastically reduced. Specifically, by receiving an update
mixing information from different users (breaking potential footprints), the aggregation
server is not able to infer any sensitive information. Consequently, MixNN is able to
drastically improve privacy without compromising the accuracy of the system (no trade-
off between utility and privacy). Indeed, by design, MixNN provides the same utility
than a classical FL scheme. It is worth mentioning that the behavior of the proxy can
adopt another strategy. For instance, the proxy can aggregate itself batch of model
updates through averaging scheme or more robust estimators against model poisoning
or backdoor attacks [I3] such as geometric median. In this case, the utility-privacy-
performance trade-off can change.

3.4.2 Utility Equivalence

By design, MixNN provides the same utility than a classical FL scheme. In this section,
we prove this equivalence.

Let C' be the number of participants sending their updates to the proxy. We show
in this section that whether the participants use MixNN or not, the resulting aggregated
model is the same. We assume that the considered MixNN proxy has enough information
to send L updates to the server. Then the proxy creates a sequence (M;;) such that
\V/(jl,jg) S {]., ce ,TL}Z with jl 7é jg and Vi € {]_, ce ,L} Mij1 7& Mijg- And also such
that V(i1,42) € {1,---, L}? with 4y # iy and Vj € {1,--- ,n} M, ; # M,,;.

According to previously defined notation for the nodes of a neural network, we
define the t-th layer of the c-th participant of the proxy by (6.1)°. In the following
matrix, each line is a model sent by the proxy. We remark that each combination
of participant /layer appears once and only once in the matrix. This is a fundamental
assumption regarding the equality of accuracy level between traditional FL. and MixNN .
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Now, with the regular FL procedure, the information sent by the participant is:
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We note Agr : M(C x n) — M(1 x n) the aggregation function which makes the
mean of the columns. We show that Agr(A) = Agr(B).

L

AgT(A) = <% Z (@})Mu 7 % Z (9..2)Mi2 o % Z (0%)M1n>

i=1 =1

We make the additional assumption that L. = C' which means that the MixNN proxy
waits for the C' participants to send their updates before mixing. Which gives us that:

Agr(A) = Agr(B) <—

[W et 1} EC: (0™ = ZC: (9"l)c]

c=1 c=1

Which is true since our assumption on (M;;) gives us that ¢ : {1,--- ,C} —
{1,---,C} ¢+ M, is a bijective mapping.

3.4.3 Implementation

MixNN is implemented inside an Intel SGX enclave to protect its behaviors and
confidentiality even if it is deployed on an untrusted node. In our implementation,
the SGX enclave first generates an RSA key pair including a private and a public key
of 4,096 bits, and parameters update is encrypted by participants using the public key
of the enclave with AES-256-GCM algorithm, ensuring only the enclave could access its
content. The data-flow of the MixNN proxy is depicted Figure A web-server is used
as a front-end of our proxy, receiving parameter updates from participants and saving
them on disk. To improve performance, these updates are sent in a binary format.
The SGX enclave then scans the file system for new updates. Each new update is
decrypted and split by cutting the binary block into pieces corresponding to the size of
each layer. The parameters associated to each layer are then stored in different lists.
The size of these lists (noted k) and the memory allocation according to the considered
neural network models are initialized at the creation of the enclave. Once k parameter
updates are received, those lists are full and each subsequent update will generate a
mixed update, picking one random layer from each list. This generated update can then
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be forwarded to the aggregating server. Also, our implementation takes advantage of
the multi-threaded capabilities of Intel SGX with each thread processing one incoming
parameter update and generating a mixed update if necessary.

To avoid side-channel attacks against SGX [24], the cost (the execution time) to
process an update is constantly the same. Depending on the considered model, the size
of a model can be important and not fit into the memory limit of the enclave (96MB),
requiring encrypted storage outside the enclave. To avoid side-channel attack based
on memory access, ORAM mechanisms (e.g., ZeroTrace [144]) can be adopted to carry
out secure and oblivious access of data. The associated overhead is negligible in our
context where updates are sent only periodically.

3.5 Evaluation Setup

In this section we presents the experimental setup used to evaluate MixNN, which
includes datasets (Section [3.5.1]), metrics (Section [3.5.2)), baselines we compared against
(Section [3.5.3)), and the considered methodology (Section [3.5.4)).

3.5.1 Dataset

We used two image recognition benchmark datasets (CIFAR10 and LFW) and two
motion datasets for activity recognition (MotionSense and MobiAct), that are our real
case application on health data, to assess MixNN.

CIFARI10 is a major image classification benchmarking dataset where the data
records are composed of 60,000 32x32 RGB images where each record is mapped to
one of 10 classes of common objects such as airplane, bird, cat, dog. There are 50,000
training images and 10,000 test images. The main task is the classification of the
images. We artificially define 20 participants split into three groups with different
preferences. We define 3 types of preference which corresponds to specific and non-
overlapping categories of images. The dataset is slightly balanced, two groups gather
6 participants and the last one gathers 8 participants. The profile of the participant is
composed of 80% of images corresponding to its preferred classes, and the remaining
20% is composed of random images from other classes. The sensitive attribute is the
preferences of the user.

MotionSense [I38] contains data captured from an accelerometer (acceleration
and gravity) and gyroscope at a constant frequency of 50Hz collected with an iPhone
6s kept in the front pocket. Overall, a total of 24 participants have performed six
activities (going downstairs, going upstairs, walking, jogging, sitting and standing)
during 15 trials in the same environment and conditions. The main classification task
is the activity detection and the sensitive attribute is the gender of the users.

MobiAct [163] records the motion data from 58 subjects during more than 2,500
trials, all captured with a Samsung Galaxy S3 in the front pocket. This dataset includes
signals recorded from the accelerometer and gyroscope at 20Hz. We only used the trials
corresponding to the same activities as MotionSense in order to do the evaluation with
the same settings. Similar to MotionSense dataset, the main classification task is the
activity detection and the sensitive attribute is the gender of the users.

Labeled Faces in the Wild (LFW) [77] contains face images for face recognition
with 13,233 total samples with images for 5,749 people. The dataset additionally
has attributes such as age, race, gender, smile, facial hair, glasses etc. The main
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Figure 3.4: MixNN provides the same utility than a standard FL scheme, noisy gradient
however decreases significantly the utility and slows down the convergence.

classification task is smile’s detection and the sensitive attribute is the gender of the
users.

For CIFAR10, MotionSense and MobiAct datasets, we use a neural network
composed of two convolutional layers and three fully connected layers for the
classification task. For LFW, in turn, we use a more complex architecture provided
by Facebook, named Deep Face [156]. This neural network is composed of multiple
convolutional, locally connected, maxpooling, and fully connected layers.

3.5.2 Evaluation Metrics

We evaluate MixNN through three complementary dimensions: utility, privacy and
system performance.

To evaluate the utility of the target model, we consider the classification accuracy
for the main task (e.g., the activity detection), noted Model Accuracy, measuring the
ratio of number of correct predictions over the total number of predictions made.

To assess the privacy, we implemented both a membership and an attribute
inference attack. First, we revisit the membership inference attack to compute an
upper-bound of the risk of linkability between a model update and a participant.
We consider here an adversary with an auxiliary knowledge about each participant
(some raw data). The adversary (the aggregation server) is thus able to evaluate a
received model update with the auxiliary data of each participant in order to link
this (anonymous) model update to a specific participant. Specifically, the adversary
predicts the link between a participant and the participant for which its auxiliary
data produced the lowest loss. We report the Linkability Accuracy measuring the
precision of this linkability. As an update produced by MixNN is composed of layers
from different participants, we report an upper-bound by counting a good prediction
if the most sensitive participant (the layer with the lowest loss) included in the update
is linked with the correct participant.
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Figure 3.5: Most of the participants have an accuracy with noisy gradient smaller than
MixNN for all datasets.

Second, for the attribute inference attack, we train a random forest classifier to infer
the sensitive attribute from the parameter updates. This classifier leverages auxiliary
knowledge, specifically the raw data and the sensitive attribute of few participants (3
males and 3 females in our case). To increase the number of model updates used for
the training of this random forest classifier, each received model update is refined with
each auxiliary data. More precisely, a model update received at one learning round
by the adversary (the aggregation server in our case) is refined with the raw data of
each participant part of the auxiliary knowledge and labeled with the same sensitive
attribute. We report the success of the attribute inference, noted Inference Accuracy.
This value indicates a data leakage according to the number of classes. For instance,
with a balanced dataset over the gender, an accuracy different than 50% indicates that
the adversary is able to identify the gender of a participant with an accuracy higher
than random guess.

To evaluate the behavior of MixNN from a systems perspective, we consider the end-
to-end latency which is the time spent by the proxy to route the parameter updates to
the aggregation server.

3.5.3 Baselines

We compare the utility and privacy provided by MixNN against different comparative
approaches. Firstly, we consider an approach using noisy gradient widely used in
Differential Privacy studies [125, [182].

We use an implementation based on an introduction of Gaussian noise to the
updates computed through a classical local training such as using in local Differential
Privacy [125].

Secondly, we consider an model compression scheme using Pruning. Pruning
the network results in reducing the format of the parameters of the neural network
(e.g., from 32 bits to 16 bits). A compressed format reduces the overall memory
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Figure 3.6: MixNN better prevents the membership attack compared to a classical FL and
a pruning strategy.

bandwidth [66]. Lastly, we also consider a classical Federated Learning scheme.

3.5.4 Methodology

The dataset is split between training and testing, with 5/6 of trials used for training and
validation and 1/6 for testing. For CIFARI10, the Federated Learning model is trained
on 3 local epochs for a size of data batch of 32 samples on each learning rounds, the
server aggregates 20 users on each of the 40 learning rounds. For MotionSense (and
MobiAct), the training is (respectively) done on 2 (and 3) local epochs for batches of
256 samples for each of the 40 learning rounds, and the server aggregates 24 users for
MotionSense and 58 users for MobiAct. For LEFW, the training is done on 2 local epochs
for batches of 8 samples for each of the 40 learning rounds, and the server aggregates 62
users. For every dataset, we use the "Adam" optimizer proposed by Tensorflow. We use
3-fold cross-validation in which the testing set is randomly generated from 1/3 of the
users. Reported results correspond to average over 3 repetitions of each experiment.
The experiments have been computed on Grid500. The noise introduced consists
on adding a Gaussian noise N(0,0.1) on each scalar of the neural network weights.
Finally, MixNN has been implemented within the SGX enclave of an Intel 15-8500 CPU.

3.6 Evaluation

We now report the results in terms of utility (Section [3.6.1]) and privacy (Section [3.6.2)
provided by MixNN under the considered experimental setup (Section [3.5). We also
analyze the robustness of MixNN against an aggregation server trying to defeat the

2ht'cps ://www.grid5000.fr/w/Grid5000 : Home
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Figure 3.7: With MixNN, most participants benefit from a protection comparable to that
provided by the use of a noisy gradient against a membership inference attack.

protection. (Section as well as its performance from a systems perspective
(Section [3.6.4)).

Our results show that MixNN efficiently reduces the information leakage through
both a membership and an attribute inference attack without compromise on the
accuracy of the model. We also show that MixNN introduces a negligible end-to-end
latency.

3.6.1 No compromise with utility

In this section, we evaluate the capacity of MixNN to protect privacy without
compromising the utility. We compare the accuracy performance for the main
classification task provided by MixNN against a classic FL scheme (without
MixNN proxy), a baseline using noisy gradient such as using in local Differential Privacy
and a pruning strategy. Figure|3.4|reports the accuracy according to the learning round
for all datasets. First, the results show that the same level of accuracy is provided by
a standard FL scheme and MixNN with an accuracy growing according to the learning
rounds. This result is expected due to the aggregation equivalence of both approaches.
Second, the results show that noisy gradient provides 10% lower accuracy on average
and slows down the convergence. Noisy gradient even breaks the learning capability in
the case of the LFW dataset. Other approaches based on pruning slightly deteriorate
the model’s accuracy.

Figure reports the cumulative distribution of the accuracy over the population
of participants at the learning round 40. Results show that most of the participants
have an accuracy with noisy gradient smaller than MixNN for all datasets (on average
0.67 for noisy gradient against 0.78 for MixNN).

In practice, node churn (some participants do not participate to all learning
rounds) results by the reception of fewer number of updates than expected. As the
MixNN proxy waits the reception of k updates before to prepare the mixed updates
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Figure 3.8: MixNN better prevents sensitive attribute leakage compared to using noisy
gradient.

(Section , lists of updates (split by layer) maintained in the MixNN proxy can
gather information from different learning rounds, and might slow the convergence of
the learning. However, this effect has only a limited impact (e.g., with 20% of updates
missing at each round, a slowdown in convergence was observed only on the LFW
dataset).

3.6.2 Prevent information leakage

In this section, we evaluate the privacy leakage through both a membership and a
sensitive attribute inference attack.

3.6.2.1 Membership inference attack

For the membership inference attack, Figure reports for all datasets the accuracy
of the linkability between an update and a participant for MixNN, a classical FL, a
pruning strategy using 16 and 8 bits and noisy updates according to a growing number
of learning rounds. In all datasets, the pruning approaches and the classical Federated
Learning provide roughly the same poor results: the updates are successfully linked to
the correct participant (around 100% of accuracy), except for LFW with an accuracy
around 70%. This means that the gradient vector returned by participants can be
exploited to provide an efficient footprint to re-identify the associated participant.
Our approach MixNN and the noisy gradient provide a near perfect protection (close
to a random guess) for all datasets except for CIFAR10 which slightly reduce the
linkability accuracy. Figure reports the cumulative distribution of the accuracy
of the linkability over the population of participants. Results show that with MixNN,
most participants benefit from a protection comparable to that provided by the use of
a noisy gradient against a membership inference attack. However, this protection does
not come at the cost of the utility as shown in the previous section.
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Figure 3.9: Reconstruction of the model updates is costly and gives a poor accuracy.

3.6.2.2 Attribute Inference Attack

For the attribute inference attack, the Figure reports for all datasets the accuracy
of the inference for MixNN, a classical FL, pruned updates at 16 and 8 bits and noisy
updates according to a growing number of learning rounds. This attribute inference
attack trends to provide better accuracy on fully converged models, so we evaluate
the attack between the rounds 80 and 100 of the Federated Learning process. For all
datasets, the accuracy of the attack for MixNN is closer to the random guess (the attacker
is unable to learn the sensitive attribute) compared to other baselines approaches. The
other comparative baselines, in contrast, fail to protect the sensitive attribute inference
(e.g., the classical Federated Learning update leaks up to 52% of the client’s gender in
comparison to the random guess). For CIFAR10, MixNN provides the best protection
and fits to the random guess. The attack provides poor results, the reason is that the
clients have artificial data distribution: there is model weights that can be optimal on
every client’s dataset. The retrain on the auxiliary data is then useless and the random
forest classifier fails to learn such pattern on the sensitive attribute.

3.6.3 Robustness of the protection

MixNN shuffles model updates sent by participants. A malicious aggregation server could
then attempt to break the protection by enumerating all possible combinations of the
shuffled update items (a layer-by-layer brute force approach) in order to reconstruct
the update of origin. We evaluate a worst-case scenario where the aggregation server
holds participants data and is able to learn a learning model for each of them. The
malicious server then exploits these models to evaluate layer by layer the received pieces
of update. More precisely, for each participant and for each layer of the model learned
with auxiliary data, the server replaces the layer with each element received at this
layer and selects the one which gives the lowest loss on it to build back the model. We
evaluate then how accurate the server was in this rebuilding process. In the best case,
this process fails in more than 80% of the participants across all datasets (Figure [3.9)).
Breaking the mixing strategy of MixNN seems to be difficult to achieve and is very
costly in computation time.
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Figure 3.10: Time spent by MixNN to process the updates is linear according to the
number of updates.

3.6.4 System performance

We implemented MixNN proxy inside an SGX Enclave to evaluate its system
performance. As described Section [3.4.3] this MixNN proxy receives the update
parameters as an encrypted binary file, decrypts inside the enclave each layer and stores
them in the trusted memory of the enclave before to prepare new updates with mixed
layers and sends them to the untrusted aggregation server. Figure depicts the time
spent by the MixNN proxy to process a growing number of updates. We compare the
scalability of MixNN against three comparison baselines. Specifically, these comparison
baselines include a federated average aggregation (the enclave receives and decrypts
the updates and then does an average of all received updates and send all updates
with the averaged values to the untrusted server), a decryption only proxy (the enclave
decrypts the received updates and forwards them to the aggregation and untrusted
server), and a simple proxy (the proxy sends every received update to the aggregation
and untrusted server without passing them to the enclave). Results show that time
spent by MixNN to process the updates is linear according to the number of updates.
As the learning round of classical FL scheme is usually not conducted at high rate
(e.g., only when the device is plugged in and has a WiFi connection), this short delay
introduced by MixNN is negligible. In addition, the constant processing time over all
updates for a given model (the MixNN proxy waits to receive a constant number of
model updates before mixing them) reduces the surface for side channel attacks.

This experiment uses a model designed for activity recognition (MotionSense
dataset), with two convolutional layers and four fully connected layers. Each update
of this model uses 3.3MB inside the enclave, 4.4MB while encrypted.

3.7 Related work

The incentive behind using FL is to collectively build a learning model with better
accuracy than if each user trained a model with their own data. The goal is to
improve the accuracy as much as possible but several dimensions have an influence.
The standard FL scheme [I14] learns one global model and replicates it locally on
every client. However, heterogeneity of data across user devices can severely degrade
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performance of standard federated averaging for ML learning applications, especially
for atypical users. Indeed, one unique model cannot cope with the heterogeneity of data
and provide the best utility for all users [23]. To address this data heterogeneity, several
approaches have been proposed such as local adaptation [175], [10] and clustering [145].
Specifically, the clustering mechanism proposed in [145] also leverages a similarity
metrics between the model updates sent back by participants (similar to MixNN) to
cluster the population.

Nasr et al. [126] designs passive and active inference algorithms for Federated
Learning. However, this work only targets membership inference. In addition, while
this attack also exploits the privacy vulnerabilities of the SGD algorithm, authors used
a neural network to classify if a participant is a member of the training data or not a
member. Zhu et al. [I82] also exploits the gradient exchange to infer private training
data of participants. To do that, authors iteratively optimize "dummy" inputs and
labels to minimize the distance between dummy gradients and real gradients. Once the
optimization finished, the dummy data is close to the private training data. Jagielski
et al. [80], in turn, investigates the guarantees of differentially private SGD but via
data poisoning attacks.

Running MixNN in an Intel SGX enclave improves trust and confidentiality through
an isolated execution environment. However, this TEE is still vulnerable to side
channel attacks [24] [161]. The most common countermeasure is to use data oblivious
algorithms. The objective of this technique is to eliminate the link between the nature
of data inputs and the execution of the program (e.g., through the execution time
or memory footprints). To achieve that, the obfuscation technique consists to hide
potential patterns by making them all uniform regardless of the considered data. To
reduce its inherent cost, the considered data oblivious algorithm needs to be chosen
carefully according to the application [6].

3.8 Conclusion

We presented MixNN, a proxy-based privacy-preserving framework to prevent both
membership and sensitive attribute inference attacks conducted from a curious
aggregation server exploiting the model updates. MixNN breaks the footprint leaked
in the model updates by mixing layers between multiple participants. As this mixing
strategy does not impact the result of the model aggregation performed by the server,
the privacy improvement of MixNN does not compromise the utility of the model learned
collaboratively. We experimentally evaluated MixNN with different benchmark datasets,
including real-world healthcare applications with connected sensors, and compared it
against a state-of-the-art baselines using local Differential Privacy, a pruning strategy
and a classical FL. Results show MixNN provides the same model accuracy than a
classical FL scheme (the same utility) while providing a better protection (a better
privacy) compared to other baseline approaches, allowing the deployment of a protected
Federated Learning approach on health data where both good utility and high privacy
are critical.

This conclude our contribution to better protect Federated Learning against a
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curious aggregation server. The next chapter will present our contribution about
Synthetic Data generation: M-Avatar.
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Anonymization is crucial for the sharing of personal data in a privacy-aware manner
yet it is a complex task that requires to set up a trade-off between the robustness of
anonymization (the privacy level provided) and the quality of the analysis that can be
expected from anonymized data (the resulting utility). Synthetic data has emerged as
a promising solution to overcome the limits of classical anonymization methods while
achieving similar statistical properties to the original data.

In this domain, projection-based synthetic data methods [I1], 105, [84], 26] are a
specific type of synthetic data generation that rely on local stochastic simulation
modeling for data generation. For example, Avatar [62] (Section protocol
specifically generates an avatar for each original record depending on its local
neighborhood. While these approaches have been used in healthcare, their attack
surface is not well documented and understood. In this chapter, which is an extension of
our paper currently in publication [98], we address this issue by providing an extensive
assessment of such approaches and comparing them against other data synthesis
methods and standard anonymization schemes such as k-anonymity. Our empirical
analysis using various datasets show that avatar-generated data are subject to the
same utility and privacy trade-off as other data synthesis approaches with a privacy
risk more important on the edge data, which correspond to records that have the fewest
alter egos in the original data. Finally, we propose an improvement, M-Avatar (section
based on local modeling, which leads to significant decrease in the attacks’ success
rates while maintaining high quality of generated synthetic data; responding to our
problematic on Figure : Improving the utility /privacy trade-off of Synthetic Data
generation as a privacy enhancing method.

4.1 Introduction

As presented earlier in this thesis, the collection of personal data has grown to a
tremendous proportion and is done through diverse sources such as credit cards, medical
records, digital photographs, emails, websites, social media, Internet of Things (IoT),
smartphones, wearable technologies, to name a few 149, [122] [164]. All of this data
has enormous value for improving the understanding of human behavior and creating
useful societal applications, but it also raises serious privacy concerns. For instance,
healthcare generates massive amounts of data whose sharing and re-using is essential
for accelerating research and to develop robust machine learning algorithms methods
that can be deployed in clinical settings. Specifically, this health data can be used
to improve the quality of care and knowledge of the health system, identify disease
risk factors, assist in diagnosis, monitor of the effectiveness of treatments, deliver
personalized healthcare value, etc [T0I]. However, this data is very sensitive and must
be anonymized before it can be used beyond the purpose of its initial collection.
Anonymization is a complex task that requires calibrating a trade-off between the
privacy guarantees (e.g., robustness to privacy attacks) and the remaining usefulness of
anonymized data, which is difficult to control and depends on the data and the analysis
considered. Thus, in practice, a high privacy protection often results in a limited utility.
To overcome this limitation, the use of synthetic data that resemble the real data (which
preserves global statistical properties and task-specific performance) is increasingly
recognized as a promising way to enable such reuse while addressing personal data
privacy concerns [3I]. For example, some projections predict that synthetic data will
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completely eclipse real data in Al models by 203([] However, there is still no consensus
on a standard approach to systematically and quantitatively assess the privacy gain
and residual utility of synthetic data, which slow their adoption.

Nonetheless, to shed some light on the real guarantees of synthetic data and help
hospitals position themselves on this new technology, some papers have started to
assess the privacy [9] and utility [160] of synthetic data for medical data analyses.

Recently, new approaches based on local projection have attracted attention for
generate synthetic patient-data [62]. For each individual observation, this approach
identifies the k nearest neighbors in a latent space and leverages this neighborhood
to generate an avatar through a local stochastic modeling. While appealing these
projection-based approaches lack a proper privacy assessment [82]. To overcome this
limitation, in this chapter we present an extensive utility and privacy assessment of
avatar data based on a wide variety of metrics using multiple real-world datasets. More
precisely, we quantify the privacy of synthetic data through criteria used to evaluate
anonymization schemes according to the GDPR, namely singling out, linkability and
inference. In addition, we have also implemented a re-identification attack (mapping a
synthetic data record to a close raw data record) and a membership inference attack
(inferring data records leveraged to generate a synthetic dataset). These two metrics
might be related to the criteria established by the Article 29 Working Party (G29)
on data protection. Specifically, re-identification can be aligned with the concept of
linkability as it allows the association of synthetic and raw data, while membership
inference may resemble a form of inference as it potentially reveals sensitive information
about belonging to the original dataset. Moreover, we evaluate the utility through
an extensive set of different metrics, and compared the avatar approach to different
synthetic data generation methods as well as anonymization schemes. Our main
objective is to provide a comprehensive assessment of the utility and privacy of avatar
data to subsequently facilitate their use in the medical field under the best conditions.
We also discuss the main limits of this approach and propose an improvement to
overcome them. Specially, this improvement is based on local modeling in the latent
space, depicts utility and privacy trade-off better aligned with the state-of-the-art.

The outline of this chapter is as follows.

* Section we describe the Avatar approach as well as our solution M-Avatar,
* Section present our experimental setup,
* Section [4.4] present our evaluation and the associated results,

» Section conclude our contribution.

4.2 Avatar Data: Limitations and Improvement

In this section we will first present the Avatar model and then our contribution
M-Avatar. The notions of PCA, FAMD and KDE are needed to understand the
following models and will not be deeply explained in this thesis as they are basic
yet complex. However here is a short description:

1 https://www.gartner.com/en/newsroom/press-releases/2022-06-22-is-synthetic-data-the-future-of-ai
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. PCAE] (Principal Component Analysis) is a dimensionality reduction technique
that transforms data into a set of uncorrelated variables called principal
components and ordered following the quantity of information they hold.

« FAMDF| (Factor Analysis for Mixed Data) extends PCA to datasets containing
both categorical and continuous variables.

« KDHY (Kernel Density Estimation) is a non-parametric method used to estimate
the probability density function of a random variable. For M-Avatar we use it
to transform a data distribution into a continuous function to sample it with a
Monte Carlo approach: by generating uniformly a floating number between 0
and 1, we can generating its corresponding value in the original distribution by
inverting its KDE function.

4.2.1 The Avatar Approach

The Avatar method [62] has been designed for biomedical analysis from tabular data.

The original dataset is composed of n entries of p variables. Each entry represents
an individual and each variable can be continuous, categorical, Boolean or represent
a date. The Avatar method aims to create a new dataset of n synthetic observations
and p variables with consistent yet different values compared with those of the original
dataset. The Figure (similar to the Figure 5 in the article [62]) and its following
pseudo-code deeply describe its functioning.

Input Data Avatar Method Scheme Output Data

o Original Data

© Avatar Data
p columns p columns

n rows > %/ o® > @ nrows

\ 4

1) Projection in SAIPH Space, 2) For each records, avatar generation by random
Original Data neighbors identification averaging of neighbors: Avatar protocole Avatar Data

Figure 4.1: Avatars are generated for each record through stochastic averaging of its
neighborhood.

To achieve this, Avatar relies on three main steps:

1. Each individual’s data record is projected from the original space into a latent
space using a factor analysis technique (e.g., PCA, FAMD))

2https ://en.wikipedia.org/wiki/Principal_component_analysis

3https ://en.wikipedia.org/wiki/Factor_analysis_of_mixed_data

4ht:'cps ://en.wikipedia.org/wiki/Kernel_density_estimation
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2. Using the first d dimensions of this space, pairwise Euclidean distances are
calculated between all projections associated with the individuals’ data to find
the k nearest neighbors.

3. for each individual, a single avatar is created by pseudo-stochastically weighting
the attributes of its k£ nearest neighbors and is then de-projected from the latent
space to the original one.

4. Synthetic data (all avatar data) are then shuffled to change the order between
the original individuals and the avatars.

More precisely, here are the mathematical expression of the Avatar process,
following the equations wrote in [62]:

FOI'Z-G{l,...,]{]},PZ':DiXRiXCi (1)
Where:

* D; is the inverse of the distance between O and its i-th neighbor V; in the latent
space.

* R; ~ (1) is a random weight following an exponential distribution with A = 1.

« C; = 2% is a contribution, where j is the value at the i-th index of the randomly
shuffled vector [1,2, ..., k.

Each weight is then normalized using the following equation:
P’i
ST
Zj:l J

Where W; is the normalized weight for the i-th nearest neighbor.
The avatar A of the original record O of neighborhood Ve[ 4 is then:

i

k
A=) VixW,
j=1

It is important to note that the neighborhood is chosen on the first d axis, but all
the calculus are done on all the axis afterward, especially for de-projection part in step
3.

Avatar is not the only method exploiting the neighborhood as for instance the Local
Linear Embedding (LLE) [30] first computes the nearest neighbors before doing the
projection in an embedding. Also, similarly to Avatar Chawla et al. [26]: introduce
the SMOTE (Synthetic Minority Over-sampling Technique) algorithm that generates
synthetic samples to address class imbalance in datasets, particularly for the minority
class. The steps for generating a synthetic instance are as follows:

1. Randomly select a minority class observation, called the “initial" observation.

2. Identify its k nearest neighbors among the minority class observations (where k
is a user-defined parameter).

3. Randomly select one of the k nearest neighbors.
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4. Generate a random coefficient @ between 0 and 1 (excluding 1).

5. Create a new synthetic instance between the initial observation and the selected
nearest neighbor using the value of a. For example, if @ = 0.5, the new synthetic
instance will be located halfway between the initial observation and the selected
nearest neighbor.

This technique helps create new, diverse synthetic instances by interpolating
between minority class data points, effectively addressing class imbalance issues.

Although the Avatar method depicts an interesting trade-off between utility and
privacy, several issues remain. More specifically, the evaluation of privacy is carried out
globally and with ad-hoc metrics, which does not make it possible to properly capture
the real risk for certain atypical and vulnerable individuals. To improve the utility and
privacy trade-off, the value of k could also be dynamically defined according to the
context of each data point to adapt the utility and privacy trade-off for each of them
and thus limit the degradation for profiles which are already well protected because
they are located in a dense area. The most limiting aspect of Avatar is the fact that
the input data has the same size as the output data and that each avatar comes from
a single raw data and its neighborhood.

This bijective nature opens up the risk of re-identification (mapping an avatar to a
raw data), which is not the case when a model is build and then exploited to generate
synthetic data of arbitrary size.

sample #1 04 Distribution sample #1

bucket #1 Distribution sample #2
sample #2
035 bucket #2

0.3

0.2

Distribution
Distribution

0.1

0.0

-4 -3 =2 -1 0 1 2 3 4 =75 -5.0 =25 0.0 25 5.0 75 10.0
Dimension 1 Dimension 2

Figure 4.2: To generate synthetic data of arbitrary size, M-Avatar conditionally samples
in each of the first d dimensions of the latent space.

Figure illustrates a toy example created using a dataset based on two
conditionally generated Gaussian noises: (X}, X?)ieq1,.1000- Here, X! ~ N(0,1)
and X? ~ X!+ N(0,1). This toy example helps to better illustrate the functioning of
our new approach M-Avatar, which is presented below.

4.2.2 Our Contribution: The M-Avatar Model

To overcome the limitations of Avatar, we propose an alternative method, called
M-Avatar, which builds a global model that makes it possible to generate synthetic
data on-demand, while removing the constrains of producing one avatar data for each
original profile. To achieve this goal, we:
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1. First, we construct the data distribution of the projections in the first d
dimensions of the latent space and then we use Kernel Density Estimation (KDE).

2. Afterwards to generate synthetic data, we first sample a value in the distribution
of the first dimension of the latent space (Figure before building the
conditional distribution to this sample in the second dimension (we consider
a bucket gathering 10% of data around the sample) and sample again a value
in this distribution. This operation is then repeated for the first d dimensions.
This conditional construction of the distribution makes it possible to preserve the
neighborhood information (local modeling) in the first dimensions that contain
the most information by sampling in dimension d; a value consistent with the
sample chosen in dimension d; — 1.

3. For dimensions greater than d, the quantity of data respecting the constraints
of previous sampling being considerably reduced, sampling from a distribution
that is too sparse would reduce the utility too much. To avoid this, we randomly
choose a value among the projection values of the original data at the considered
dimension. This random choice makes it also possible to mix the influence of
different data while maintaining a good level of utility.

The closest state-of-the-art method is Local Resampler [84], which samples locally
from the original data distribution (compared to M-Avatar which conditionally samples
from each dimension of the latent space) to create an avatar data.

4.3 Evaluation Setup

4.3.1 Datasets

We consider seven real-world datasets covering broad application domains. To improve
the readability, results are illustrated only through the AIDS and WBCD dataset.
However, our evaluation results are presented in tabular format in the annex (see
. These also include the min-max performance range for each method, along with
their median values (Tabular , providing an overview of the overall performance of
each method.

The datasets considered in our study are covering several fields: healthcare
(MEPS, AIDS, and WBCD), criminal justice (COMPAS), income prediction (ADULT), school
admission (LAW), and credit card (CREDIT).

« Medical Expenditure Panel Survey (MEPS) contains 15,830 samples with 138
features of different patients using medical services by capturing the trips made
to clinics and hospitals [35].

* Acquired Immunodeficiency Syndrome (AIDS) gathers 2,139 patients and 26
variables for HIV-infected patients who participated in a clinical trial published
in 1996 in the New England Journal of Medicine [65]. This dataset contains
highly sensitive information such as the race, the gender, the homosexuality and
the use of injection-drugs for its patients.

« Wisconsin Breast Cancer Diagnosis (WBCD) comprises 683 observations and 10
variables computed from a digitized image of a breast cancer sample [168)].
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* Recidivism dataset (COMPAS) containing the criminal history, jail and prison time,
demographics and COMPAS risk scores for defendants in Florida from 2013 and
2014. This dataset contains 6,172 criminal entries with 7 attributes [15].

« US adult income dataset (ADULT) comprises 30,940 data records with 95 attributes
about individuals from 1994 US Census data. These attributes include marital
status, education, occupation, job hours per week among others [16].

« Law school dataset (LAW) contains four attributes on 21,790 law students such
as their entrance exam scores, their grade-point average collected prior to law
school as well as their first-year average grade. The data was collected based on
a survey conducted by Law School Admission Council across 163 law schools in
the United States [167].

« UCI Credit Card dataset (CREDIT) is from the UCI Machine Learning dataset
repository and contains information about different credit card applicants. The
dataset contains 30,000 records with 24 attributes for each profile [I72].

4.3.2 Evaluation metrics

There are numerous ways to evaluate synthetic data [48] 42l 5] such as utility metrics
that measure the quality of synthetic data and its ability to faithfully reproduce the
original data as well as privacy measures, which quantifies the leakage of personal
information. More precisely, to evaluate the utility, we considered the SDV quality
score [133], which captures the overall assessment of synthetic data’s quality, combining
various aspects like statistical similarity, data characteristics, and correlations between
pairs of attributes. We also considered the predictive balanced accuracy of the
synthetic data by examining the performance of a learning model trained with original
data or trained with the synthetic data, this is the Task Accuracy (see specification
below). In addition, for the AIDS dataset we considered the survival curve, which is a
healthcare metric adapted for this dataset.

The classification tasks considered for the Task Accuracy depend on the dataset:
AIDS is about predicting if patients have immune deficiencies, for WBCD is about
determining if there are malignant cells for breast cancer, MEPS is about predicting the
need for medical expenditures, COMPAS is about predicting recidivism, ADULT is about
salary prediction, LAW is about predicting if students will obtain their law diploma, and
CREDIT is about predicting if clients will have credit defaults.

4.3.2.1 Anonymeter Metrics

To assess the privacy guarantees, we leverage on Anonymeter [57|, a statistical
framework to jointly quantify different types of privacy risks in synthetic tabular
datasets (Section [2.7.3] provides further attacks description). This framework includes
attack-based evaluations for the singling out, linkability, and inference risks, which
are the three key indicators of factual anonymization according to data protection
regulations (e.g., GDPR).

« Singling out attack determines whether attributes (or combinations thereof) that
are rare or unique in the synthetic data might also be rare or unique in the
original data.
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» The inference attack determines whether the synthetic dataset can be exploited
to make inferences about attributes of target original records. In practice, this
attack infers the value of the attribute to the value associated with the closest
avatar data.

* Finally, the linkability attack captures whether the synthetic dataset can be
leveraged to determine whether or not two disjoint sets of original attributes
belong to the same individual. In practice, this attack can be used to test if the
avatar data is the closest to the two disjoint set of original data associated with
the same individual.

For all these three attacks, the risk assessment quantifies whether an adversary has
an advantage in attacking a person that participated in the construction of the synthetic
data (leads to a leak of personal information) compared to attacking a person from the
general population (control dataset).

4.3.2.2 Membership and Re-ldentification Metrics

Finally, to complete the privacy evaluation, we have also implemented a re-
identification and a membership inference attack. For each avatar data, a re-
identification is inferred with the original data whose projection in the latent space
is closest to the avatar’s projection.

For Avatar, we designed an attack to better highlight the membership inference of
the method. We perform SAIPH (we perform a PCA or a FAMD depending on data
type) on the synthetic data, reducing it to five principal components (same as Avatar),
and project both the real data (members and non-members) and the synthetic data
onto this latent space. For each synthetic data point, we identify its ¢ nearest real
data points (c, also known as ’Filter Size’, varying from 1 to 20 based on distance
quantiles) and increment their MIA risk scores by 1. Finally, we predict the top 50% of
real data points with the highest risk scores as members and the rest as non-members.
We simulate other avatar generations to determine the best ¢ value depending on the
quantile. In other words, the c original data whose projections are closest to an avatar’s
projection are inferred as members. The value of ¢ varies depending on the data density
from 1 (as for re-identification) for dense data, to 20 for edge data.

4.3.3 Comparative baselines

To place it in relation with other state-of-the-art approaches, we evaluate the M-Avatar
model against Avatar (thanks to the API provided by Octopize) as well as the following
alternatives:

. SAIPHE} First, in order to evaluate only the impact of the latent space used
by Avatar (without exploiting nearest neighbors to generate avatar data), we
consider a solution that projects the original point into a low-dimensional latent
space (SAIPH type, like the one used by Avatar, with a dimension limited up to
20) and reconstruct the data point in the original space from this projection.
Indeed, passing through this latent space and keeping only the n first axis
compresses the information and induces a loss of utility. However this comparison

5https ://github.com/octopize/saiph
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is limited as Avatar keeps all the dimension when de-projecting unlike our use
of SAIPH here.

The MST [II3Jf algorithm came first in the 2018 NIST Differential Privacy
Synthetic Data Competition[]. It consists of three steps: (1) select a collection of
low-dimensional marginals, (2) measure these marginals with an additional noise
(we considered for our experiments € = 3) and (3) generate synthetic data that
preserve well the noisy marginals.

SynthPop [129F generates data from the conditional distributions. Variables are
synthesized one-by-one using sequential regression modeling and are conditioned
on the original variables that are earlier in the synthesis sequence.

CT-GAN [I70]] uses a conditional generative adversarial network to generate
synthetic tabular data that contains a mix of discrete and continuous columns.

K-anonymity [I55[7 is not a data generation scheme but rather a data
anonymization technique that is used to protect individuals’ privacy in a dataset.
More precisely, a dataset is considered k-anonymous when, for every combination
of identifying attributes in a dataset, there are at least £ — 1 other people with
the same attributes (we considered k = 20 as the number of considered neighbors
in Avatar paper [62]).

4.3.4 Methodology

To conduct the experiments, we followed the protocol outlined below.

1. First, we have split the data into two equal-sized sets (50-50). We perform this

split 25 times to obtain a statistical representation. The first set, referred to
as “original data”, is used to generate a synthetic dataset of the same size while
the second set, the “control data” is kept aside to compute the baseline metrics.
Thus, the creation of synthetic data is not influenced by the control data.

. Then we generate the synthetic data with each pair of (generative method,

original data).

. For both utility and privacy, the control data is used to ensure that we are

exclusively evaluating the impact of the synthetic data generation method.

. Each metric result represents the average of 25 evaluations on different

original /control splits for a given generation method of synthetic data.

We used the API of Octopize to generate avatar data| with k = 20 and d = 5

which are the parameters used in the original article of the method [62].

Each other generative method (CT-GAN, SynthPop, MST) are used from their

respective libraries, the SATPH approach is available on the git repository of Octopize.
As for Octopize, all method parameters have been left to their default values for fair
evaluation.

6

https://docs.smartnoise.org/synth/synthesizers/mst.html

7https://www.nist.gov/ctl/pscr/open—innovation—prize—challenges/past—prize—challenges/2018—dif[...]

8https://cran.r—project.org/web/packages/synthpop
9https://github.com/sdv—dev/CTGAN

10

https://github.com/Nuclearstar/K-Anonymity

11https://www.octopize.io/
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Figure 4.3: The long tail in the distribution of the distance to barycenter highlights the
presence of few data at the edge which is more marked on AIDS.
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Figure 4.4: Avatars tend to be near their original data.

4.4 Evaluation

4.4.1 Understanding the data topology

In this section, we first aim at analyzing the topology and the relationship between
both the original and the avatar data. To achieve this, we measure the distance of
each original and avatar data to the barycenter of the data, focusing in particular our
attention on the edge data. We consider the Gower and the Euclidean distance for the
original and the latent space, respectively. Figure depicts for the AIDS dataset the
distribution of the data centroid (the barycenter) of the original data as well as the
avatar data. We can observe that both distributions are similar and contain a long tail
showing that only a few data that are far from the barycenter.

Additionally, Figure [£.4] also highlights for both AIDS and WBCD datasets that the
data at the edge in the original data tends to remain at the edge in the avatar data,
and vice versa (result similar on all datasets). For instance, 44% of the original data for
AIDS (and 36% for WBCD) that are the farthest from the barycenter are also the farthest
from the barycenter in the avatar data. Moreover, the matrix clearly shows that the
distance to the center is generally preserved for all data. However, focusing on edge
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data, it can be observed that they are easily distinguishable and in small numbers,
which makes them more vulnerable to re-identification (Section [4.4.3)).

Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. 672 .662 .603 .685 571 .651 .608 .518
SDV Score 1. .803 .627 T77 .700 .804 .748 .560
Linkability 974 191 .006 .006 .004 .007 .005 .003
Singling Out  .992 .042 .007 .013 .015 .014 .013 .010
MIA 751 .558 .502 .501 .501 .498 .504 .501
AlA Risks

Gender .970 .205 .019 .022 .021 .026 .022 .035
Race .975 191 .029 .028 .030 .037 .028 .020

Table 4.1: Median Values of Utility and Privacy Metrics Across Datasets

4.4.2 Quantifying the utility loss

Afterwards, we have evaluated the quality of the synthetic data. First, we assess
the impact of the size of the latent space for SAIPH on the utility. As described in
Section [4.3.3] our application of SAIPH only involves projecting the original data point
into a latent space, keeping n axis and removing the last ones and then projecting back
to its original space. This baseline to better understand Avatar: they choose only the
5 first axis in SAIPH to build the neighborhood of each record, which will be largely
different (wider) as a neighborhood evaluated on all axis, see the information reduction.
Figure depicts for the AIDS dataset, the survival curve according to a growing size
of the latent space, from 2 to 20 over the 26 dimensions of the original data. The
results show that the larger the size of the latent space, the closer the survival curve is
to the one from the original data.
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Figure 4.5: Survival curves: the Figure 4.6: The survival curve provided
faithfulness of results is correlated to by SynthPop and M-Avatar are very
the size of the latent space of SAIPH, close to the one obtained with the
the larger, the better. original data.

We have also compared the survival curve from the avatar data against the data
from other comparative baselines (Figure . The results obtained show that both
SynthPop and M-Avatar produce a survival curve that closely matches the one from the
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original data. Conversely, the results show that the data from CT-GAN and K-anonymity
provide survival indicators that are not usable. Similarly, MST also strongly deteriorates
the survival rate. The survival curve from the avatar data and from the SAIPH latent
space is slightly impacted with the difference between these two curves coming from the
exploitation of local neighbors for the generation of avatar data. Taking advantage of
this neighborhood improves the fidelity of the survival curve compared to the original
data.
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Figure 4.7: The statistical properties of the original data (captured by the SDV score)
are preserved by all synthetic data generation schemes, except for K-anonymity which
degrades significantly the data.

To evaluate the impact on statistical properties (e.g., statistical similarity, data
characteristics and correlations between attributes), we then compute the SDV average
quality score. Figure reports for the AIDS dataset this quality score for the avatar
data and for the other comparative baselines. The results show that apart from
K-anonymity, which clearly deteriorates the statistical properties of the data, all other
approaches maintain an SDV quality score close to 0.7, in which a score of 0.95 is
achieved with data close to the original data. We find similar results on WBCD and on
other datasets in the annex.

Finally, to evaluate the impact of synthetic data on predictive tasks, we compare
the accuracy of the classification on a test data of a Random Forests model trained from
original data compared to one trained on synthetic data, which we call Task Accuracy
(tasks of predicting if patients have immune deficiencies and determining if there are
malignant cells for breast cancer for AIDS and WBCD as described in Section [4.3.2)). In
both evaluations, the test was the same, distinctly separated from the training data
that served to generate the synthetic data.

Figure displays the balanced accuracy of the classifier trained from all the
considered synthetic data generation schemes in the case of the AIDS dataset. Results
show that the balanced accuracy provided by MST is close to the accuracy from the
original data, however those results are exceptional on the AIDS dataset and are not
present on other dataset like WBCD and the other datasets. The Avatar approach is
just behind with a balanced accuracy slightly higher than 0.8, followed by the other
methods. The general order of baselines (Tabular in term of utility are generally
Avatar, M-Avatar and SynthPop with comparative performances on SDV and Task
Accuracy, then the order is MST, CT-GAN- SAIPH and finally K-anonymity.
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Figure 4.8: The balanced accuracy of a prediction task trained from synthetic data varies
according to the method used: MST and the avatar-based approach provide the best
performance.

4.4.3 Measuring the privacy gain

In this section, we evaluate the privacy gain brought by synthetic data methods.
Specifically, we quantify the privacy risk associated with the disclosure of synthetic data
against a singling-out, linkage, attribute inference, re-identification and membership
inference attack. Figure depicts the risk of inference for AIDS. The solution that
displays the highest risk is the Avatar approach (privacy risk around 0.3 for the Sexual
Orientation and Gender Inference). We believe that the high risk for the avatar data
comes from the fact that both Avatar and the implementation of the attack exploit
neighborhood information. The other baselines display a similar inference risk level
below 0.1 for the Sexual Orientation or around 0.15 for Gender. We did not display
WBCD here as it does not contains sensitive attributes.
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Figure 4.9: The risk of attribute inference is slightly higher for avatar data on AIDS than
for other synthetic data.

Figures and [£.11], in turn, displays respectively for the AIDS dataset the risk of
singling out and the risk of linkability. The results show that the risk of singling out
remains very low for all baselines, which means that all these baselines significantly
reduce the uniqueness of synthetic data compared to the original data which are highly
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Figure 4.10: The risk of singling out is very low for all synthetic data generation schemes.

unique, except for Avatar on WBCD, which depicts a privacy risk around 0.2, on all
datasets (Tabular the risk for avatar is usually 4 times higher than any other
baselines. The results also show that the risk of linkability remains very limited for all
baselines except for Avatar, which depicts a privacy risk around 0.3 and usually near
20 times higher than other baselines. The high risk for this approach comes from the
fact that this attack (as Avatar) leverages the closest neighbors to infer the linkability.
The risk for M-Avatar is higher on WBCD however this is an exception as it is not the
case on other datasets.
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Figure 4.11: The risk of linkability is generally greater for avatar data than for synthetic
data from other methods.

Then, we evaluate the risk of re-identification according to the distance of the avatar
data to the barycenter (Figure . As explained in Section , the original data
which is at the edge tends to remain at the edge also in the avatar data. The results on
AIDS show that the avatar’s edge data is more likely to be re-identified than the data in
the center of the point cloud. More precisely, the edge data in the last quantile (more
distinguishable) exhibits a risk close to 30% while data belonging to the densest part
(less distinguishable) displays a re-identification risk of 8%. As it is easy to identify
edge data, an average risk of re-identification (here the dotted line close to 10%) does
not sufficiently reflect the real risk of re-identification. Figure also depicts the risk
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of re-identification for SAIPH, which is much more important than Avatar (up to 60%
for edge data). Similar tendencies can be found on WBCD but less marked.
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Figure 4.12: The risk of re-identification is much more important for avatar data at the
edge.

A complementary result on the re-identification is assessing whether a given record
is more likely to be re-identified between multiple iterations of the Avatar process.
Through 25 runs we compute the probability to be re-identified for each record.
Figure highlights that even the outlier population with the highest chance of
re-identification, this risk is rarely over 0.5 (a record is re-identified half of the time),
underlying that this risk is stochastic.
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Figure 4.13: No record is re-identified on each generation on AIDS.

On the figure [4.14] we illustrate the impact of k, referred to here as 'Filter Size,’
in relation to the distance from the data center. For better attack performance on
the AIDS dataset, k must be increased as the data becomes less dense. By learning
the optimal k£ based on the data topology from other Avatar datasets, we manage to
achieve a uniform risk across the entire dataset. However, the results differ for the WBCD
dataset, as this attack depends on the topology, and has only categorical variables, the
data distribution is inherently different.

Finally, we evaluated the risk of membership inference. Figure depicts for
the AIDS dataset the balanced accuracy depending on the position of the avatar data
relative to the barycenter, with the results showing that the membership inference is
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Figure 4.14: The risk of membership inference for Avatar is homogeneous for all AIDS
data.

homogeneous for all data, around 0.6. Figure compares the risk of membership
inference for all synthetic data generation methods for the AIDS and WBCD datasets.
The results demonstrate that only Avatar and SAIPH introduce a risk, while the others
including M-Avatar significantly reduce this risk. The other takeaway from this figure
is that while our attack (tailored to target projection-based synthetic data approaches
such as Avatar) is ineffective against the other baselines, this does not imply that the
other baselines are fully protected against membership inference attacks.
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Figure 4.15: M-Avatar reduces the risk of membership inference compared to Avatar.
(Here 0.5 represent the null risk).

4.5 Conclusion

In this chapter, we have conducted an in-depth utility and privacy assessment of
the projection-based synthetic data approaches. We have found that edge data in
the original data tends to remain at the edge in the avatar data, which favors the
probability of being re-identified compared to data that is less distinguishable. We also
propose an alternative method (called M-Avatar) based on conditional sampling in
the latent space, which allows synthetic data to be generated on-demand. Specifically,
by removing the bijective nature of avatar data (a raw data produces an avatar, a
constraint that only concerns certain use cases), M-Avatar can generate synthetic data
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of arbitrary size. Finally, in terms of utility and privacy compromise, MST, SynthPop,
and the proposed M-Avatar solution comes out on top in our comparison.
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5.1 Thesis Contributions

In this research, my goal was to assess and enhance the protection offered by privacy-
enhancing mechanisms for health data, such as Federated Learning and Synthetic
Data generation, and without compromising their performance to answer our research
problematic (Figure [I.I): how to improve privacy on privacy enhancing technologies
without harming their usefulness.

To reach this goal, we introduced two important contributions: MixNN and
M-Avatar.

Firstly, we developed MixNN , a proxy integrating a secured enclave positioned
between the clients and the aggregating server for Federated Learning. MixNN enables
clients to enhance their privacy independently of the server by encrypting the updates
exchanged between the enclave and the clients. The enclave then decrypts these
updates using secure computation techniques and without having access to the original
communication. By mixing the updates at a layer level, MixNN returns them to
the server while maintaining the model’s performance and with low execution times.
MixNN improves privacy by reducing the risk of sensitive information leakage of model
updates from a curious aggregation server.

To quantitatively demonstrate MixNN ’s ability to protect privacy while preserving
utility, we implemented the method and experimentally evaluated it using datasets
relevant to healthcare applications and neural network architectures. We performed
membership and attribute inference attacks to quantify and compare the privacy
leakage of MixNN against traditional Federated Learning schema, a model compression
approach, and a baseline using perturbation (noise) as in Differential Privacy.
Our results show that MixNN reduces membership inference attacks compared to
other baselines—on average, up to 73.9%, 73.8%, and -0.2% less inference against
classical Federated Learning, model compression, and Local Differential Privacy,
respectively—and limits attribute inference—on average, up to 13.8%, 14.6%, and
12.9% less inference against the same baselines—without decreasing the accuracy of
the globally aggregated model.

Secondly, we proposed M-Avatar, a novel synthetic data generation method focused
on local modelling to better capture relationships between variables in healthcare
datasets. To handle high dimensionality and complex data distributions, we first reduce
the dimensionality using dimension reduction mechanism (PCA, FAMD) to create a
latent space. In this latent space, we generate the first coordinate randomly and then
conditionally generate the subsequent dimensions based on the previous ones. Once
generated, the synthetic samples are mapped back to the original space. As well as
the representation provided by the reduction mechanism retains meaningful structure,
this method allows us to generate complex distributions through local distribution
extrapolation. M-Avatar achieves a balance between statistical representation and
reduce sensitive information leakage in the synthetic data.

We evaluated M-Avatar on several healthcare datasets, as well as on other more
general. We measured both the utility and privacy of the generated synthetic data,
comparing M-Avatar against other baselines including Avatar, SynthPop, MST, and
others. Our results show that M-Avatar enhances data utility without compromising
privacy. Specifically, M-Avatar achieved a median Task Accuracy of 0.685, surpassing
other baselines such as Avatar (0.662), SynthPop (.651) and MST (.608), which shows
that models trained on M-Avatar’s synthetic data retain predictive performance close
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to models trained on the original data. In term of statistical properties conservation,
M-Avatar has among the highest median SDV score of all baselines (0.777) and is
competitive with the highest median values such as Avatar (0.803) and SynthPop
(0.804). In terms of privacy, M-Avatar remove the re-identification risk in comparison
to Avatar as it is an on-demand mechanism. The median membership inference risk is
nearly removed between Avatar (0.558) and M-Avatar (.501, 0.5 being the best result).
For Inference Attacks (AIA) on sensitive attributes like Gender and Race, M-Avatar
significantly lowers the inference risks. The median AIA risk for Gender on M-Avatar
(.022) is ten times lower than Avatar (0.205), other baselines hold similar results.
These results indicate that M-Avatar effectively enhances data privacy by significantly
lowering the risks associated with re-identification and sensitive attribute inference,
without decreasing the accuracy of machine learning models trained on the synthetic
data. Compared to ongoing methods such as Avatar, the trade-off between privacy
and utility is greatly improved and reach the state of the art such as SynthPop. Our
contributions are applicable to healthcare data systems, where privacy concerns are
critical due to the sensitive nature of personal health information. We provide our
codes in open access to guarantee the reproducibility of our results and facilitate the
evaluation of privacy risks as their evaluation should be systematic. By integrating
MixNN into Federated Learning processes, healthcare institutions can collaboratively
train models without exposing individual patient data. Similarly, M-Avatar enables
the sharing of synthetic healthcare datasets that maintain utility for research and
analysis while protecting patient privacy.

5.2 Privacy Challenges and Future Directions in
Healthcare Al

While our work made progresses on enhancing privacy in machine learning for
healthcare, we also considered different directions for future research to keep improving
privacy protections and address emerging challenges. In this section, we will discuss
both short-term and long-term perspectives.

5.2.1 Short-Term Perspectives
5.2.1.1 Enhancing MixNN with Additional Protections

To further secure MixNN , we plan to integrate Differential Privacy (DP) mechanisms.
By adding calibrated noise to the updates within the enclave, we can provide formal
privacy guarantees while controlling the impact on model performance. The DP could
be deployed with different modes: on client side or on enclave side depending on the
level of protection desired (a general one or a targeted one). Furthermore, it would allow
us to provide a more refined baseline compared to our LDP, which merely adds noise
to the updates and drastically reduces model performance. Additionally, combining
MixNN with secure aggregation techniques can offer stronger protection against potential
server-side adversaries.

We also aim to extend MixNN to handle client poisoning and backdoor attacks.
Although MixNN is compatible with aggregation strategies that mitigate such attacks
(e.g., median-based aggregation), we will explore the possibility to deploy adaptive
mechanisms within the enclave to detect and counteract malicious updates.
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Moreover, we are considering implementing mixing at the bit level (0-1) on updates,
greatly improving privacy without compromising utility but might have a performance
issue. Depending on the level of mixing, protecting against malicious behavior might
become more difficult and should be evaluated. Handling client collusion with the
server scenarios is another aspect we plan to investigate, ensuring that MixNN keeps
its robustness even when multiple clients and the server attempt to compromise the
system collaboratively.

5.2.1.2 Further Testing and Validation

Evaluating MixNN ’s performance in real-world healthcare applications is also to study,
particularly in scenarios with asynchronous updates, client selection strategies, and
highly imbalanced data distributions to still verify its applicability. This will help
us understand practical applications and their difficulties and optimize MixNN for
deployment in an already existing system and in diverse healthcare settings.

Additionally, we will investigate whether certain data distributions may still result
in data leakage despite the use of MixNN , aiming to strengthen its robustness against
various types of privacy attacks. Further exploration of the impact of different
parameters on MixNN ’s performance and privacy guarantees will enhance its generality
and applicability.

5.2.1.3 Extending M-Avatar’s Capabilities

For M-Avatar, we intend to generalize the method by exploring automatic selection of
parameters to optimize the quality and privacy of the synthetic data.

Integrating Differential Privacy into M-Avatar is another short-term goal. By
incorporating DP mechanisms during the data generation process by adding calibrated
noise before mapping back the data, we can provide formal privacy guarantees for
the synthetic data. This will enhance M-Avatar’s suitability for sensitive healthcare
applications where strict privacy assurances are required.

We also hope to collaborate further with industry partners like Octopize to refine
Avatar and facilitate its adoption in real-world healthcare data sharing scenarios by
assuring it’s risks are rigorously estimated.

5.2.2 Long-Term Perspectives
5.2.2.1 Federated Synthetic Data Generation

Combining Federated Learning with synthetic data generation presents a relevant long-
term research direction. We envision developing methods for generating synthetic
data in a federated manner, where institutions collaboratively create synthetic datasets
without sharing raw data. This approach could enhance privacy and facilitate large-
scale healthcare data analyses. The key to deploy M-Avatar with Federated Learning
would be to study the deployment of dimension reduction such as PCA and FAMD
as explained in section [£.2.2] PCA with Federated Learning has been proposed by
Grammenos et al. [60] and Federated FAMD is still to be explored but should be
reachable as FAMD is a generalization of PCA.

Deploying M-Avatar in a secure Federated Learning environment using MixNN can
further protect sensitive information during synthetic data generation. This integration
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would involve adapting MixNN to handle the generation process and ensuring that
the synthetic data is securely shared among participating institutions. However as
Federated Learning and Synthetic Data are both reducing the utility of potential which
could represent a serious limitation.

5.2.2.2 Addressing Adversarial Behaviors

Detecting and mitigating adversarial behaviors, such as client poisoning or backdoor
attacks, might be difficult. In the context of privacy-preserving models, where
individual updates are obscured, traditional detection mechanisms may be less effective.
Future research will focus on developing robust strategies to identify and counteract
malicious activities without compromising privacy.

For MixNN , detecting malicious updates should become more difficult depending
on the granularity of the mixing. However instead of detecting, protection mechanism
such as Federated Median Aggregation are still deployable.

For and as well for Synthetic Data, detecting the consequence of poisoned records in
a model and in generated data are two different tasks. To correct a poisoned synthetic
data model, the field of Machine Unlearning [127] could have some interesting direction
to explore. Letting the model forget the impact of a poisonous data record should
remove its impact. For an already generated synthetic data the solution might be less
evident. Studying whether a synthetic data record represent a true outlier data or
a poisonous data should be similar as in regular data: this domain is still open and
usually outlier detection methods are used to detect poisonous data and except from
expert review it seems compromised to different.

5.2.2.3 Bridging Theoretical Gaps in Privacy-Preserving Machine Learning

Machine Learning, particularly in privacy-preserving contexts, often lacks strong
theoretical foundations for predicting performance and understanding privacy risks.
Developing formal models and theoretical frameworks that define the limits and
capabilities of methods like Differential Privacy in specific use cases (e.g., Federated
Learning or synthetic data generation) is essential. This will provide clear guarantees
and help generalize risk evaluations beyond specific attack models.

On the MixNN side, studying the impact of applying Differential Privacy either on
the client or on the enclave is the first step to assess de empirical epsilon. This could
help to further protect the global model against privacy leakage which MixNN do not
handle. This direction is in development and scripts to deploy it are ready.

On the side, adding Differential Privacy have been less studied. A first direction
could be to add noise on generated data in the latent space before de-projecting them.
The noise variance should be a new parameter to increase the privacy and reduce utility.
The empirical epsilon of such approach can be assessed afterward.

5.2.2.4 Expanding Privacy Metrics

To comprehensively evaluate privacy risks, we aim to expand our set of privacy metrics
and propose a general framework for privacy evaluation, building upon tools like
Anonymeter [57]. This framework will help standardize privacy assessments across
different methods and datasets, providing clearer insights into the effectiveness of
various privacy-preserving techniques. Federated Learning and Synthetic Data are
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generally improving privacy but one of the key messages of this thesis is to always
assess privacy risks. This is where a generalized framework to evaluate utility and
privacy of models and dataset is relevant. Providing further metrics should be done
through regular study of the state if the art. To achieve this, we would pay a particular
attention to the simplicity of its deployment: for data analysis, the input should only
be a csv file for example (case of tabular data). This framework should continually
evolve as new attacks and vulnerabilities are discovered: protections that are effective
today may not be sufficient against tomorrow’s threats.

5.2.2.5 Regulatory Compliance and Ethical Considerations

With evolving regulations like the GDPR and the EU Al Act, aligning our methods
with legal requirements is crucial. Future work will focus on integrating compliance
mechanisms into the design of privacy-preserving algorithms. Additionally, addressing
ethical considerations, such as fairness and transparency, will be essential to ensure
that our methods are not only legally compliant but also socially responsible.

There is often a gap between the legal and scientific aspects of privacy. While the
legal side focuses on identifying the victims and determining responsibility, data science
concentrates on evaluating metrics to quantify information leakage. Bridging these two
perspectives can be difficult, as translating legal requirements into technical measures
and demonstrating compliance is often complex.

5.3 Conclusion

Our research focused on preserving privacy while maintaining utility in machine
learning models applied to healthcare data. Federated Learning and synthetic data
generation offer relevant alternatives to centralized learning models but come with their
own privacy challenges. Through our contributions, MixNN and M-Avatar, we aimed
to provide practical solutions to enhance privacy protections without compromising
performance.

However, privacy issues in healthcare Al are not solely technical problems; they
encompass regulatory, ethical, and societal dimensions. Ensuring robust privacy
requires interdisciplinary collaboration among researchers, healthcare professionals,
policymakers, and legal experts. By acknowledging this broader context, we emphasize
that advancing privacy-preserving Al in healthcare is a collective effort.

Looking ahead, there is still progress to be done in developing comprehensive privacy
protections, understanding the theoretical foundations of privacy risks, and creating
frameworks that balance utility and privacy. Our future work is to keep improving
our contributions to develop privacy preserving Al for modern healthcare systems and
personalized medicine.

Long-term collaboration among stakeholders is essential to sustain innovation in
healthcare and Al while safeguarding sensitive data. By continuing to develop and
refine privacy-preserving technologies, we can enable the benefits of Al in healthcare
without compromising individual privacy rights.
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Appendix A

Annexes

Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop  MST K-anon.

Task Acc. .542-.997 .560-.947 .512-932  .609-.952 467-.723  .546-.950 .503-.930 .500-.576
SDV Score 1. .706-.917  .554-789  .653-.885 .6563-.841  .728-.935 .610-.878  .377-.705
Linkability .111-.999 .011-.306  .003-.114  .005-.207 .002-.020 .002-.068 .003-.024 .001-.017
Singling Out  .991-.993 .020-.190  .004-.063  .007-.177 .009-.021  .012-.032 .006-.021  .006-.023
MIA .735-.881 .542-656  .499-553  .494-570 492-512  .489-.509 499-526  .499-.512
AIA Risks

Gender .378-.996 .071-.322  .008-.127  .011-.160 .013-.050 .010-.091 .015-.059  .020-.049
Race .360-.994 .065-.260 .000-.088 .016-.057 .013-.065 .022-.048 .014-.062 .012-.032

Table A.1: Min-Max Values of Utility and Privacy Metrics Across Datasets

Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .672 .662 .603 .685 571 .651 .608 .518
SDV Score 1. .803 .627 T77 .700 .804 .748 .560
Linkability 974 191 .006 .006 .004 .007 .005 .003
Singling Out  .992 .042 .007 .013 .015 .014 .013 .010
MIA .751 .558 .502 .501 .501 .498 504 .501
AlA Risks

Gender .970 .205 .019 .022 .021 .026 .022 .035
Race 975 191 .029 .028 .030 .037 .028 .020

Table A.2: Median Values of Utility and Privacy Metrics Across Datasets
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Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .997 .820 .640 727 .501 .637 930 .533
SDV Score 1. 917 .789 .853 .830 .935 .836 .584
Linkability .987 .306 .036 .048 .010 .027 .024 .015
Singling Out .992 .020 .007 .021 .017 .032 .009 .006
MIA 751 .593 .551 .536 492 .498 502 .501
AIA Risks

Gender .935 322 27 .160 .038 .091 .059 .045
Race 975 231 .088 .052 .065 .037 .062 .026
Homosexuality .957 .295 .075 107 .023 .074 .042 .043
Drug Use .959 .270 .076 .085 .055 .083 .048 .059

Table A.3: AIDS - Utility and privacy metrics comparison between the different baselines.

Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .954 .947 932 .952 467 .950 914 576
SDV Score 1. .908 .706 .818 .653 .883 822 377
Linkability .528 194 114 .207 .020 .068 .024 .017
Singling Out  .993 .190 .063 A77 .012 .013 .011  .023
MIA .735 .656 .553 570 .503 .489 526 .512
AlA Risks

Attributes .756 231 111 .235 .036 .061 .061 .049

Table A.4: WBCD - Utility and privacy metrics comparison between the different
baselines.

Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .542 .560 512 .609 .575 .546 505 .500
SDV Score 1. 719 .594 .653 .664 728 .706 .616
Linkability .999 191 .003 .005 .002 .007 .003 .003
Singling Out  .992 .027 .010 .012 .019 .012 .015 .008
MIA 770 .558 .505 494 498 .509 .509 .500
AlA Risks

Gender .996 .188 .014 .011 .013 .033 .019 .032
Race .992 191 .038 .057 .030 .048 .028 .015

Table A.5: LAWS - Utility and privacy metrics comparison between the different
baselines.
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Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .759 729 .602 723 723 .765 .608 .569
SDV Score 1. 774 .585 T77 .700 792 .748 513
Linkability .680 114 .004 .006 .005 .007 .004 .001
Singling Out  .992 .095 .004 .013 .009 .015 .016 .012
MIA .881 .570 .500 507 .502 .496 499 .501
AIA Risks

Gender .945 222 .024 .039 .050 .028 .026 .049
Race .951 182 .000 .022 .025 .042 032 .012

Table A.6: FEWADULT - Utility and privacy metrics comparison between the different

baselines.
Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .654 .644 .603 .619 571 .651 .631 .508
SDV Score 1. .706 .554 .692 .680 .738 .610 .551
Linkability 974 .181 .011 .006 .004 .006 .006 .003
MIA .758 .542 .502 .501 .501 .506 504 .501
AlA Risks

Gender .995 176 .029 .022 .014 .010 .016 .025

Table A.7: CREDIT - Utility and privacy metrics comparison between the different

baselines.
Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. .588 .591 .586 .614 523 .602 557 .518
SDV Score 1. .803 .627 776 .728 .804 727 .560
Linkability A1 .011 .003 .006 .003 .002 .005 .003
Singling Out  .992 .032 .007 .008 .021 .023 .021  .009
MIA .744 .545 .500 499 512 499 .508 .499
AlA Risks
Gender .378 .071 .008 .019 .022 .024 .036 .038
Race .360 .065 .000 .016 .013 .022 .014 .020

Table A.8: COMPAS - Utility and privacy metrics comparison between the different

baselines.
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Orig.Data Avatar SAIPH M-Avatar CT-GAN SynthPop MST K-anon.

Task Acc. 672 .662 .658 .685 .658 .664 503 .504
SDV Score 1. .902 771 .885 841 .904 .878 .705
Linkability 979 .223 .006 .009 .002 .005 .005 .002
Singling Out  .991 .053 .007 .007 .014 .014 .006 .011
MIA .746 .545 499 .495 .501 .495 501 .501
AlA Risks

Gender .994 .246 .013 .023 .021 .023 .015 .020
Race .994 .260 .029 .028 .035 .032 .024 .032

Table A.9: MEPS - Utility and privacy metrics comparison between the different
baselines.
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