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Chapter 1

INTRODUCTION

This chapter introduces the context and importance of the interstellar medium (ISM)
in astrophysics in section 1.1, detailing its composition, phases, and role in star formation
and galaxy evolution. It will then focus on the field of astrochemistry in section 1.2, em-
phasizing the significance of observations, laboratory experiments, and theoretical mod-
eling in understanding the chemical processes within the ISM. Furthermore, section 1.3
discusses the state of the art of collisional excitation methodologies and the challenges
of such theoretical calculations, from heavy molecules to reactive systems. Finally, the
outline of the thesis is presented in section 1.4, highlighting its focus on investigating
collisional excitation in reactive systems involving open-shell molecules in the ISM.

1.1 The interstellar medium

1.1.1 Composition and role of the interstellar medium

A galaxy can be approximately defined as a self-gravitating astrophysical object com-
posed of a large number of stars. Its composition in mass is mostly made of dark matter
while baryonic matter represents only about 10% of the total mass in galaxies like ours
[1]. The interstellar medium (ISM) defines the baryonic matter present between stars of
a galaxy and accounts for ∼1% of its total mass. As the study of the Solar composition
is an important key for understanding the formation and evolution of the Solar System,
spectroscopic studies of stellar atmospheres like the Sun [2] or early B-type stars, inter-
esting because they preserve their pristine abundances [3], enabled the determination of
present-day atomic cosmic abundances in the Milky Way and consequently in the ISM.
The most abundant atomic elements are hydrogen (H, 80%) and helium (He, ∼20%).
Following these are oxygen (O), carbon (C), neon (Ne), iron (Fe) and nitrogen (N) that
are about 103 − 104 times less abundant than hydrogen. Heavier elements are present as
traces. This composition is also distributed in the ISM as 99% of gas and about 1% of dust.

Even though the gas phase is the main state of matter in the ISM, dust remains an
essential component for star formation and thermodynamic properties of the ISM [4].

7



Introduction

Dust grains are formed at the end of a star’s evolution through gas jets or stellar winds
in the case of red giants [5]. Dust formation results in the extinction of starlight, first
noted by Trumpler in 1930 [6]. Extinction usually involves a reddening of the light due to
scattering when it interacts with grains. Observational spectra have shown that extinction
varies with wavelength, revealing the chemical composition of the grains. Additionally,
the larger attenuation of blue and shorter wavelengths constrains the size and distribution
of the grains. Among the possible type of grains, the three main extinction peaks have
been identified as (for a complete review, see e.g. Draine [4]):

— Graphites: These correspond to an absorption peak at 271.5 nm with a spher-
ical shape [7]. Polycyclic aromatic hydrocarbons (PAH) smaller than 5 nm also
contribute to such absorption.

— Ices: Usually present on grains as mantles, these are attributed to the 3.1 µm O-
H stretching mode of H2O, often observed in dense molecular clouds. Additional
spectral features of CO, NH3 or CH3OH complicate the determination of their
composition [5].

— Silicates: These amorphous grains show absorption peaks for 9.7 and 18 µm [8].
They are attributed to the Si-O and O-Si-O stretching modes, respectively.

Despite a small mass contribution to the galaxy, the ISM plays a crucial role in the
evolution of galaxies and the universe. Interstellar matter can condense locally and,
through gravitational collapse, lead to stars formation. During their existence, stars create
heavier chemical elements through thermonuclear fusion in their cores, which are ejected
into the ISM as stellar winds. At the end of their evolutionary cycle, stars disappear as
supernovae, enriching the ISM with matter and causing significant energetic phenomena,
making complex the dynamics of the ISM.

1.1.2 Phases of the ISM

Since the ISM is dynamic, the matter is found in a wide range of densities and tem-
peratures, known as phases that coexist in a complex way. Early work like McKee &
Ostriker proposed a three-phases model of the ISM in 1977 [9] including a hot, warm and
cold medium. More recent works include a more detailed description of the composition
of the phases of the ISM, where we summarize the main aspects (see Table 1.1), mostly
referring to Draine [1] and Snow & McCall [10].

— The Hot Ionized Medium (HIM): Also referred as "coronal gas" due to its similar
physical conditions as the corona of the Sun, this component is heated from temper-
atures up to 106 K and is collisionally ionized, notably containing O5+ absorption
lines [11]. Coronal gas has typical dimensions of ∼20 pc and is very tenuous, with
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Phase Density Temperature Observations
(cm−3) (K)

Hot Ionized Medium (HIM) 10−3 − 10−2 > 106 UV and X-rays
Warm Ionized Medium (WIM) 0.3 − 104 few 103 Optical
Warm Neutral Medium (WNM) ∼0.6 few 103 21cm, Optical, UV
Cold Neutral Medium (CNM) ∼100 10 – 100 21cm, Optical, UV

Molecular Clouds 103 − 106 < 50 IR, mm

Table 1.1 – Phases of the interstellar medium (from Draine [1]).

densities as ∼ 10−3 − 10−2 cm−3.
— The Warm Ionized Medium (WIM): This component results from the photoion-

ization of atomic hydrogen by UV photons from stars, also referred as HII regions
(or planetary nebulae, when photoionization is due to ejected gas from late stage
evolution of stars of ∼1–8M⊙). This phase can reach temperatures about 5000 K
and densities about 0.3–104 cm−3, with about half of the ionized gas distributed
within 500 pc of the galactic disk midplane.

— The Warm Neutral Medium (WNM): Mostly composed of atomic gas, this phase
fills ∼40% of the galactic disk. The gas is heated by photoelectrons from dust up
to ∼5000 K and is very diluted, about 0.6 cm−3.

— The Cold Neutral Medium (CNM): Covering temperatures from 10 to 100 K, this
phase consists of atomic and molecular clouds within the WNM. The external
part of this phase is characterized by diffuse atomic clouds which are the most
exposed to UV radiations and cosmic rays. These rays photodissociate most of
molecules present in the gas. Diffuse atomic clouds are the warmest part of the
CNM, with temperatures from 30 to 100 K and with low density conditions (∼10–
100 cm−3). Then come diffuse molecular clouds, where external radiations are
less energetic than the dissociation energy of H2, allowing their formation but still
photodissociating molecules like CO. These gas usually reach densities of 100–500
cm−3 and temperatures of 30–100 K. When these gas are sufficiently shielded,
molecules like CO can form, enabling more complex chemistry. However, these
type of clouds still suffers of lack of comprehension due to disagreement between
astrophysical models or lack of observations. Finally, dense molecular clouds are
the coldest (∼10–50 K) and densest part of the local ISM (with densities larger
than 104 cm−3). They are characterized by a large extinction 1 (AV > 5–10), with
observations conducted in the infrared (IR) or millimeter wavelength range. Due
to their opacity to external radiation field, molecular formation is facilitated, and

1. The extinction represents the quantity of radiation absorbed by interstellar gas and dust.
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Type of cloud Density Temperature AV (min) Observations
(cm−3) (K)

Diffuse Atomic 10–100 30–100 0 UV, Optical, 21cm
Diffuse Molecular 100–500 30–100 ∼0.2 UV, Optical, IR, mm
Dense Molecular > 104 10–50 ∼5–10 IR, mm

Table 1.2 – Phases of the interstellar medium (from Snow & McCall [10]).

most of the atomic carbons turn into CO. Table 1.2 displays a summary of the
composition of the CNM.

It should be noted that the description of the ISM is not strictly linear, as these phases
coexist together and can only be locally separated. Of course these components of the
ISM are also present in other galaxies and we can assume that the intergalactic medium
is subject to the sames processes as the ISM. It makes the ISM far from thermodynamic
equilibrium, with permanent energy and mass exchange through strong radiations from
supernovae or cosmic rays. It is clear that the ISM is a unique territory where completely
different physical and chemical processes occur compared to Earth. Temperatures vary
from ultra cold (less than 10 K) to ultra hot (∼106 K), and densities being at least 12
orders of magnitudes than typical terrestrial atmosphere.

1.1.3 Star formation

Stars are inherited from the collapse of a molecular cloud through its self-gravitation
[12]. But all clouds are not yet star-forming regions, as e.g. the Taurus Molecular Cloud
1 (TMC-1) [13]. The stability criterium of an astrophysical object is driven by the virial
theorem:

1
2 Ï = 2T + Ω (1.1)

where Ï, T and Ω are the second derivative of the total moment of inertia, the kinetic
energy, and the gravitational potential energy of the system, respectively. The equilibrium
condition is satisfied for Ï = 0, leading to:

2T + Ω = 0 (1.2)

In a simple example, for a spherical and homogeneous perfect gas, isolated, isothermic
and without any macroscopic motion, the thermic energy and the gravitational potential
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energy can be written as:

Tth = 3
2MkBT ; Ω = −3

5
GM2

r
(1.3)

where M is the total mass of the object, kB is the Boltzmann constant, T is the
temperature, G is the gravitational constant, and r is the radius of the object. Then, for
these conditions, we can define that a cloud is unstable if its mass is larger than a critical
mass Mcr (also referred as the Jean’s mass):

Mcr =
(5kBT

2G

)3/2(4
3πn

)−1/2
(1.4)

where n is the density of the gas. Various factors, including magnetic, turbulence or
thermal pressures, coupled to its geometry, density and velocity structures, play a role in
the stability of a molecular cloud and complefixy Eqs (1.3) and (1.4). A comprehensive
review on this field of research is provided by McKee and Ostriker [14]. For instance, in
presence of an external pressure pext and a magnetic field B, Eq. (1.2) is modified to:

3MkBT − 4πr3pext − 1
r

(3
5GM2 − 1

3r4B2
)

= 0 (1.5)

Then, the critical mass Mcr becomes:

Mcr = c3
153/2

48π2
B3

G3/2n2 (1.6)

with c1 is some factor taking in to account the structure of the object [15]. Early
models proposed by Lizano & Shu [16] suggested that for magnetic clouds 2 possessing a
mass M < Mcr, the gas compression is only possible through the distribution of the mag-
netic field by ambipolar diffusion, where ions are coupled with the magnetic field. This
process involves ion-neutral collisions and is slow [15]. If magnetic pressure exceeds ther-
mal pressure, the cloud may fragment and form low mass stars. Conversely, if M > Mcr,
the magnetic field cannot prevent the condensation of the cloud by external pressure,
leading to rapid collapse along the main component of the magnetic field and formation
of massive stars.

2. A magnetic cloud designates here a molecular cloud subject to magnetic field effects contributing
enough to its (un)stability.
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Figure 1.1 – Illustration of the stellar and planet formation in the ISM. Credit: Majken
Brahe Ellegaard Christensen.

One way to classify the Sun-like star formation from an observational point of view
is to identify the evolutionary stages of young stellar objects (YSOs), as they form from
molecular clouds toward main-sequence stars. Such classification is based on the slope α

of the spectral energy distribution (SED), defined as:

α = d log(λSλ)
d log(λ) (1.7)

with Sλ defined as the flux density at wavelength λ [17]. YSOs are considered as Class
I sources for α ≥ 0.3, Class II for -1.6 ≤ α < -0.3, and Class III for α < -1.6. An additional
Class 0 source is added for YSOs that were not able to be detected in near-infrared [18].
Fig. 1.1 shows an illustration of the process of star and solar formation (and enumerated
based on Caselli & Ceccarelli [19]), beginning with (A) a dense cloud where regions of gas
and dust undergo gravitational collapse to form a dense structure as a prestellar core (B).
This core is the precursor to a protostar (C), the early stage of a forming star. During the
collapse, a circumstellar disk forms around the central protostar due to the conservation
of angular momentum. Simultaneously, bipolar jets and outflows are launched along the
poles. This is the Class 0 stage, where the protostar is deeply embedded in its envelope,
and the bulk of its energy is emitted at submillimeter and far-infrared wavelengths [18].
This stage is approximately about 105 years. As the system evolves into the Class I
stage, the envelope begins to dissipate, but the gas continues to accrete onto the disk and
the protostar. When the surrounding envelope has dissipated significantly, the system
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transitions into the T Tauri star stage (D), corresponding to the Class II stage, a typical
age about few 106 years. The young star becomes optically visible, and is surrounded
by a protoplanetary disk. Over several million years, the star evolves into a pre-main
sequence star (E), which corresponds to the Class III stage. By this stage, most of the
circumstellar material has dispersed. Planetary formation from the residual material is
typically well underway, leading to a future solar system. Finally, the star transitions into
a main sequence star (F), where nuclear fusion in the core maintains its luminosity.

1.2 Astrochemistry

This thesis work takes place in the context of astrochemistry. This is a research field fo-
cused on studying interstellar chemical processes to trace their origins and understand the
chemical stages from star evolution to planet formation. Understanding the abundance of
chemical elements in astrophysical environments helps to determine their characteristics,
such as density, temperature, and dynamics. In situ measurements in the ISM are not
possible and one can only rely on the interpretation of observational spectra. Analyzing
these observations requires an accurate knowledge of molecular energy transfer mecha-
nisms between a given molecule and its environment, as well as its intrinsic spectroscopic
properties. This makes astrochemistry at the interface between astrophysics and physical
chemistry.

1.2.1 Importance of observations

The first proof of the presence of chemical species in the ISM was attributed to Hart-
mann in 1904 who detected fixed Ca2+ absorption lines in the spectrum of the atmosphere
of the double star δ Orionis, in which the lines change periodically their position [20]. In
the 1940s, observations counted three molecules: CH, CH+[21], and CN [22], detected
using UV absorption bands. This was a first surprising result, as the scientific community
suggested that the low interstellar density and radiation fields coming from stars would
proscribe the formation of molecules [23]. The emergence of radio astronomy in the 1960s,
spanning wavelengths from centimeter to the infrared range, allowed detections of rota-
tional transitions (or vibrational transitions for condensed molecules in ice mantles) [24]
and permitted notably the first detection of OH [25] and the firsts detections of poly-
atomic molecules as NH3 [26] and H2O [27].
Thanks to technological advancements, the number of dected molecules drastically in-
creased over the past decades (see Fig. 1.2). All ground-based telescopes and satellites
developed and notably the Herschel satellite [28], the Atacama Large Millimeter Array
(ALMA) interferometer [29], the Yebes 40 m radio telescope [30], the IRAM 30 m tele-
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scope and the James Webb Space Telescope (JWST) [31] allowed to detect more than
300 molecules to date. Improvement of instruments induced unprecedented spectral res-
olution of the order of 1 kHz, depending on the frequency, resolving fine and hyperfine
multiplets of rotational transitions [32]. The sensitivity achieved by the new instruments
led to many detections of complex organic molecules (COMs) (≥ 6 atoms) like methanol
(CH3OH) [33], long carbon-chains molecules as HC7N [34] and HC9N [35], acetaldehyde
(CH3COOH), or propyne (CH3CCH) [36], among all. A complete description of all de-
tected interstellar species is reported for example in The astrochymist website. Databases
such as CDMS [37] report many molecular detections through their rotational spectrum,
spectroscopic data which are useful for line assignment or modeling.

1940 1960 1980 2000 2020
Year

0

50

100

150

200

250

300

C
um

ul
at

iv
e

N
um

be
r

o
f

D
et

ec
te

d
M

o
le

cu
le

s 1968-2005: 3.5 detections/year
2005-2020: 5.7 detections/year
2020-2024: 19.5 detections/year

Total: 298

N
R

A
O

3
6

-f
o

o
t

(1
9

6
8

)

Nobeyama (1982)

IR
A

M
(1

9
8

4
)

G
B

T
(2

0
0

1
)

A
L

M
A

(2
0

1
1

)

Y
eb

es
(2

0
0

7
)

Figure 1.2 – Evolution of the number of cumulated detected molecules with years. This
figure is generated using the astromol package from McGuire [24].

1.2.2 Importance of experiments

Low density conditions of the ISM allow exotic species like radicals to be maintained
long enough to be detected. Their study is interesting as they react fastly in terrestrial
conditions and are then hardly synthesized in laboratory. This leads to a complex and
diverse chemistry in the ISM. Studying reaction processes occurring in the gas phase or
at the grain surfaces is one of the aims of laboratory astrophysics. Particularly to the gas
phase, molecular reactions can result in multiple products quantified by branching ratios
for all possible channels. Such branching ratios are important to infer molecular forma-
tion pathways, for example to understand the formation of COMs at low temperatures
[38]. Several challenges come naturally when studying reactions involving radicals, as one
has to follow with precision the time evolution of concentration of unstables species. Low
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temperature regime especially promotes quantum effects and then unpredictable behav-
ior of the efficiency of the reaction, characterized by the rate coefficient, leads to large
uncertainties in experimental measurements [39]. Among possible techniques to measure
molecular reactions we can mention crossed beam experiments. Two molecular beams
are crossing each other at a given angle and velocity in a way to follow single-collision
conditions. Identification of products can be done through detection techniques as mass
spectrometry or laser-based spectroscopic techniques (see Herman [40] for further read-
ing). Also, mass spectrometry experiments have a broad range of applications, and some
low temperature measurements have been done coupled to a CRESU 3 apparatus [42].
Finally, reaction products can be analyzed by rotational spectroscopy techniques, requir-
ing however a great sensitivity. In this context, the Chirped Pulse Fourier-Transform
MicroWave (CPFTMW) has been developed for a large frequency range to cover multiple
product formations [43].
Crossed beam experiments can also be applied for low collisional energy transfer processes.
Among possible methods, Stark and Zeeman deceleration are powerful techniques for pro-
ducing slow beams of cold molecules possessing electric and magnetic dipole moments,
respectively. For example, it allows to study state-to-state inelastic scattering resonances
with high accuracy, as shown in studies for the OH–He [44] or NH–He [45] collisional
systems (see e.g. Hogan et al. [46] for more details).

1.2.3 Importance of modeling

The extreme physical conditions of the ISM make it difficult to replicate experiments
on Earth. Consequently, understanding observed spectra relies on radiative transfer mod-
eling, which aims to theoretically reproduce these spectra. This requires precise knowledge
of the abundance of the studied molecules, specifically the distribution of their energy lev-
els. Such distributions are driven by the energy transfer mechanisms between the molecule
with its environment. One necessitates to understand the physicochemical processes in-
volved. There are two main exchange mechanisms occurring in the gas phase of the ISM
(see Fig. 1.3):

— Radiative processes: These involve the (de)excitation of an energy level by emission
or absorption of a photon, universally described by Einstein coefficients Aul, Bul

and Blu.
— Collisional processes: These involve the (de)excitation of an energy level through

kinetic or internal energy exchange with a collision partner. From a molecular

3. French acronym for Cinétique de Réaction en Écoulement Supersonique Uniforme. This was origi-
nally developed by Rowe and Marquette [41]. This is a remarkable technique, able to reproduce interstellar
temperatures down to ∼10 K.
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scattering code, the collisional rate coefficient, which is the efficiency of a transi-
tion, can be deduced and characterizes the transition probability from one state to
another.

Figure 1.3 – Illustration of excitation processes participating in the population of two
given energy levels Eu and El. Radiative coefficients are described by Aul, Bul and Blu.
Here J corresponds to the average profile of the radiation field. Collisional coefficients
are characterized by Cul and Clu.

When collisions are dominant, the population of energy levels can be described by a
Maxwell-Boltzmann distribution, and physical conditions are determined assuming Lo-
cal Thermodynamic Equilibrium (LTE) conditions. However, low density conditions en-
countered in interstellar clouds are insufficient to reach equilibrium through collisions
[47]. Consequently, a competition between radiative and collisional processes has to be
explicitely taken into account in non-LTE modeling. Most of the time, non-LTE condi-
tions result in subthermalization of the energy levels and physical conditions determined
through LTE assumptions are, at best, an upper limit of the true parameters and, at
worst, completely fail to reproduce observations (see e.g. Fig. 1.4).

Figure 1.4 – Observational and model spectra of methanimine 110 → 111 transition at 5.29
GHz toward Sgr B2(N) [48].

This is why quantifying excitation mechanisms as precisely as possible is primordial.
On one hand, Einstein coefficients are computed through spectroscopic measurements of
the transition frequencies of the molecule and its dipole moment. These are known for a
wide range of molecules. In this thesis, we will use radiative data available on spectro-
scopic databases such as CDMS [37]. On the other hand, collisional rate coefficients are
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specific to each collisional system and their determination involves solving coupled dif-
ferential equations for each state using quantum mechanics formalism. Such calculations
are a true methodological and computational challenge, and collisional data are described
only for ∼70 collisional systems involving H, He and H2 as main partners for the ISM.
However, these data are sometimes incomplete due to limitations in temperature range,
accuracy or the difficulty of including the structure of the collisional partner. Most of
rate coefficients are available in the most active collisional databases as LAMDA [49],
EMAA and BASECOL [50]. In this thesis, we will focus especially on the determination
of state-to-state rate coefficients through theoretical calculations.

The determined abundance of a molecule can be compared to predictions made by
chemical models. These rely on the initial composition, the temperature, the density of
the gas, the cosmic-ray ionization of H2, elemental abundances and reaction rate coef-
ficients. The abundance of molecules can then be simulated as function of time. The
set of reaction rate coefficients considered is called a chemical network and each rate is
determined through experiments and theoretical calculations. Efforts have been made to
expand networks to include as many processes as necessary, such as incorporating grain
surface processes into gas phase networks to explain the formation of molecular hydrogen
[51]. Besides ion-molecule reactions at low temperatures, experiments including CRESU
technique have shown the importance of neutral-neutral reactions involving one radical
and one stable species (see e.g. [52]). Finally, the multiplication of detected molecules
over the years requires more and more reactions to be included in astrochemical model-
ing. KIDA [53] and UMIST [54] are among the main databases compiling most of the
known rate coefficients for application to the ISM. Chemical models are essential tools
for understanding molecular formation, the importance of physical processes in play, and
tracing the evolution of astrophysical environments (see Agundez & Wakelam [55] for
more details).

1.3 Collisional excitation

1.3.1 General considerations about collisional processes

Several cases can occur during a collision between two molecules A and B in a given
rovibrational state (v1, j1) and (v2, j2), respectively:

A(v1, j1) + B(v2, j2) →

 A(v′
1, j′

1) + B(v′
2, j′

2) inelastic
C(v′

3, j′
3) + D(v′

4, j′
4) reactive

(1.8)
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The first case involves an exchange of energy for A and B, known as an inelastic
collision (see section 2.4 for more details). The second case leads to the destruction of
the reactants to form new products C and D in rovibrational states (v′

3, j′
3) and (v′

4, j′
4),

respectively. This is known as a reactive collision. There are two types of reactions: ab-
straction reaction (or direct reaction) and insertion reaction, illustrated in Fig. 1.5. Direct
reactions involve breaking the bond of one reactant to form products without forming an
intermediate complex AB. These reactions exhibit a reaction barrier that requires activa-
tion energy Ea, making them less likely at low temperatures. Insertion reactions, on the
other hand, proceed through the formation of an intermediate complex AB by creating
bonds between reactants. Then the complex breaks down into products. Some of these
reactions are barrierless and exothermic, meaning they do not require additional energy
and can occur in cold interstellar environments. For such reactions, it is possible to form
products also in rovibrationally excited levels.

(a) Exothermic direct reaction (b) Endothermic direct reaction

(c) Exothermic insertion reaction (d) Endothermic insertion reaction

Figure 1.5 – Illustration of reactive processes.

1.3.2 State of the art

The most accurate way to describe the collisional excitation of a target molecule by a
projectile at low temperatures is by solving the quantum Time Independent Schrödinger
equation (TISE). However the exact solution stands only for the description of the hydro-
gen atom, i.e. for one proton and one electron. Over the past 60 years, scattering studies
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have focused on overcoming this challenge to provide collisional data for astrophysical
purpose. Arthurs & Dalgarno [56] were the first to develop the theory for the rotational
excitation of a rigid diatomic molecule by a structureless particle using the close-coupling
(CC) method. In such approach, the description of a molecular system relies on the
interaction potential between the two colliders, expressed in internal coordinates in the
space-fixed frame (SF). This approach is based on the Born-Oppenheimer approximation
[57], considering nuclear and electronic motions separately. Quantum chemistry calcu-
lations are then performed to quantify the electronic interactions in a molecular system
characterized by a potential energy surface (PES). The CC equations are finally solved
for the nuclear motion based on this PES. This results in the extraction of the S-matrix
from which state-to-state cross sections and consequently the rate coefficients can be de-
termined. These aspects are given with more details in chapter 2.

Such approach is the most accurate to perform scattering calculations. However, it
requires the inclusion of both open and closed channels (Nchan, see section 2.4), defined as
the number of possible configurations satisfying the conservation of energy and angular
momentum. As the computational time evolves as N3

chan, high temperature calculations
or even low temperatures involving heavy systems can be significant. A collisional system
is considered heavy when it involves too many energy levels to use the CC method in
a reasonable time. To address this challenge, physical arguments can be used to reduce
computational time. For inelastic collisions at low temperatures, one can assume that
vibrational motions will have a negligible impact and focus only on collisional excitation
through rotational motions. The molecule studied can be considered a rigid rotor with
fixed internuclear distances at equilibrium. This approach has shown good agreement with
experimental results, such as the state-to-state collisional cross sections of CO induced by
H2 measured by Chefdeville et al. [58].
Even using the rigid rotor approximation, a system is heavy when both colliders have
an energetic structure, even when their rotational constant is high. This leads to a large
number of energy levels and then a large number of transitions to converge accurately.
Therefore, theoretical studies focused on the most abundant molecules in collision with
the main partners in the ISM (H, He and H2). These species have the advantage to
be structureless or with a large space between energy levels. We can notably mention
the works done from the 1970s to the 1990s on molecules like H2 [59], [60], NH3 [61],
H2O [62] or CO [63]. However, even calculations involving molecular hydrogen remained
challenging, and it is customary to use He as a proxy for H2. This is because para-H2(j2=
0) and He have both two valence electrons and a spherical shape. Then, cross sections are
considered equal and rate coefficients only differ by the reduced mass µ of the collisional
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system. Hence, one can quantify rate coefficients k(T ) for H2 collisions by considering
collisions with He as:

kX–para-H2
(T ) ∼

 µX–He
µX–para-H2

1/2

kX–He(T ) (1.9)

where X is a given targeted species. This approach was found to be accurate within
a factor of 2 for systems like HC3N [64], moderate for H2O [65], H2CO [66], CO [67], CN
[68], HCN or HNC [69] within a factor ∼1–3, but completely fails for ions [70]–[73] , where
deviations between factors 2–100 have been observed. Of course this alternative is still
used to provide data to cover astrophysical needs for very complex molecules like CH3CN
and CH3NC [74].
In parallel, approximations like coupled states (CS), which neglects the centrifugal terms
during a collision, or infinite order sudden (IOS), which ignores the rotational structure
during a collision, can be used for heavy systems. These methods were employed in the
1970s for symmetric and asymmetric tops like NH3 or H2CO in collisions with atoms
[75], [76]. More recent calculations have been performed for example for the SiS [77] or
H2O [78] molecules in collision with H2, employing more accurate PESs and for higher
temperatures when the structure of H2 cannot be ignored anymore. These approaches are
usually accurate within ∼30–50% with respect to CC. They are implemented in scattering
codes such as molscat [79] and hibridon [80].
When molecules possess a non vanishing electronic spin S and/or nonzero nuclear spins
I, the presence of (hyper)fine structures introduces significant challenges, making CC cal-
culations rarely feasible. Due to the weak coupling of the electronic spin to the rotation
during a collision, Corey & McCourt [81] described interactions between 2S+1Σ molecules
and atoms using recoupling angular momentum algebra. This approach allows the com-
putation of state-to-state fine structure cross sections based on accurate determination of
the rotational scattering matrices. Alexander & Dagdigian extended this method for hy-
perfine calculations [82]. This method is implemented in the hibridon suite of programs
for both closed- and open-shell molecules in collision with a molecule. Faure & Lique [83]
reported on the impact of recoupling, IOS and statistical methods compared to CC for
hyperfine treatment. The recoupling approach is found to be the most reliable for low
temperatures, although the computational cost is large.

Attention has been given also on studies of scattering collisions in reactive systems, for
example the comprehension of the early universe chemistry [84], [85]. The complexity for
such collisional processes is even harder to handle than for non-reactive collisions as the
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description of reactive state-to-state transitions necessitates the inclusion of all degrees
of freedom of the molecular system. Even if the description of H+H2 reactions has been
done with full-dimensional CC approach by Schatz & Kuppermann in 1976 [86], molecular
reaction studies are still hardly achievable for systems with more than three atoms. Low
temperature applications can be performed for example with the ABC code [87]. For
collisions proceeding through abstraction reactions, cases occur where activation energy
can be overcome and lead to a competition between inelastic and reactive processes. For
endothermic reactions as the HD + H → D + H2, results have shown that the impact
of reactive and exchange channels in inelastic rate coefficients cannot be neglected over
300 K [88], [89]. For exothermic reaction like the HeH+ + H → He + H+

2 , inelastic
channels are found to be negligible at low temperatures, whereas competing with reactive
channels for higher temperatures [90]. For higher temperature regimes, methods based
on the solution of the Time Dependent Schrödinger equation (TDSE) are preferable. In
these methods, collision processes are described via a wavepacket (WP) propagation over
the PES [91]. Usually, WP methods are best suited for fast reactions but can also be
performed for insertion reactions [92]. These methods have often shown good agreement
with experiments and classical methods for very high temperature regimes as quantum
effects have less and less importance [93].

1.4 Outline of the thesis

This thesis focuses on the excitation of open-shell molecules induced by collisions with
molecular hydrogen in low temperature astrophysical environments. Interstellar hydrides
(containing a single heavy atom and one or more hydrogen) and hydrocarbons are par-
ticularly interesting. They are important intermediate species to the formation of more
complex and stable molecules like H2O, NH3 [32] or long carbon-chain molecules [13] and
they are widely observed in various astrophysical sources like diffuse molecular clouds
[10], strongly UV-irradiated gas like photodissociation (PDR) regions [94], shocks and
turbulent regions [95] or cold dark clouds [19]. Studying such key species is fundamental
to determine physical conditions of their detected sources. They can be used to probe
the molecular hydrogen fraction or the cosmic-ray ionization rate (see e.g. Indriolo et al.
[96]). Despite their simple chemical composition, light hydrides can be complex due to
intrinsic properties like a non-vanishing electronic spin, leading to a fine structure and a
larger amount of transitions in scattering calculations. Additionally, the presence of the H
atom also involve a weak (however observed) coupling of its nuclear spin to the rotational
motion, leading to a hyperfine splitting of the energy levels. The first aspect of this thesis

21



Introduction

will focus on the collisional excitation of radical molecules. We will explore state of the
art methods for treating the fine structure of these molecules. Then we will test the limits
of these approaches and strategies to handle the hyperfine structure treatment to provide
collisional data for astrophysical applications. The C2H and NH radicals will be used as
test cases. We will also explore the impact of the isotopic substitution on rate coefficients
and simple radiative transfer applications.

Another complexity of light hydrides is their reactivity, as collisions with H2 can result
in exothermic and barriereless reactions. It means that reactive processes should domi-
nate at low temperature and compete with inelastic processes for all temperature regimes.
However, nowadays methods still hardly manage bimolecular reactions that account for
both inelastic and reactive channels at low temperatures, resulting in limited collisional
data for such collisional systems. The second aspect of this thesis aims to overcome this
lack of data. We will base this work on recent implementation of a statistical method for
non-reactive systems [97]. This method has been benchmarked with five collisional sys-
tems (OH+–H, OH+–He, CN−–H2, CO–He and CO–H2) against CC calculations including
rotational excitation. This method have shown good agreement with the CC approach
for strongly bound cases. This benchmark has been extended to rovibrational excitation
and has been done for the H2–H+, HD–H+, SH+–H and CH+–H collisional systems [98].
We will specifically explore the impact of such approach on the fine structure treatment
of open-shell molecules using the OH+–H collisional system as a test case through non-
reactive collisions and will be compared to pure CC calculations. Then we will propose
a strategy to investigate the reactive behavior using this method and quantify the con-
tributions of both reactive and non-reactive effects in rate coefficients. The exothermic
OH+ + H2 → H2O+ + H reaction will be used as a case study.

This manuscript is organized as follow. In chapter 2, we will describe the theoretical
framework of a molecular system. We will summarize the methods used to determine the
interaction potential and will give a brief description of spectroscopic notions used over
this manuscript. Then we will especially focus on the formalism for collision dynamics.
Then notions about radiative transfer will be introduced for astrophysical applications.
Chapter 3 will focus on results about both fine and hyperfine structure treatment for
the studied non-reactive systems. The impact of these collisional data will be explored
in simple radiative transfer modeling. Chapter 4 will present the strategies and results
for reactive systems. Finally, conclusion and perspectives of this thesis will be drawn in
chapter 5.
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Chapter 2

THEORY AND METHODOLOGY

This chapter provides an overview of the theoretical methods and numerical tools
employed in this thesis. It begins in section 2.1 with a general introduction to molecular
systems and the quantum mechanical formalism used to describe them, including the
Born-Oppenheimer approximation and its implications for the study of collisional systems.
Next, the principal techniques for studying potential energy surfaces are introduced in
section 2.2. An overview of molecular spectroscopy is provided in section 2.3, focusing on
the molecules of interest in this work. The chapter then moves into the details of dynamical
calculations in section 2.4, which form the core of this thesis. Finally, the formalism of
radiative transfer modeling is presented in section 2.5, highlighting its application to
astrophysical scenarios.

2.1 The time-independent Schrödinger equation

2.1.1 Molecular system

A molecular system is composed of an ensemble of nuclei (protons and neutrons) and
electrons, maintained together by electrostatic forces. An accurate treatment of the prop-
erties of a molecular system must be done using the quantum mechanics formalism. The
observables defined by the energy and the wave function of the system can be determined
by solving the time-independent Schrödinger equation:

Ĥ(q, Q)Ψ(q, Q) = EΨ(q, Q) (2.1)

with Ĥ(q, Q) the hamiltonian operator of the system, E is the total energy of the sys-
tem and Ψ(q, Q) is the molecular wave function. These functions depends on the internal
coordinates (q,Q) of the electrons and nuclei respectively in the laboratory frame, where
quantities in bold text are written in a vectorial notation.

Let us consider a molecular system of n electrons with coordinates q = (q1, ..., qn)
and N nuclei with coordinates Q = (Q1, ..., QN). The molecular hamiltonian operator
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has the following form:

Ĥmol(q,Q) = V̂el−el(q) + V̂nuc−nuc(Q) + V̂el−nuc(q,Q) + T̂el(q) + T̂nuc(Q) (2.2)

where:
— V̂el−el(q) =

n∑
i′>i

e2

||qi − qi′ ||
is the electrostatic repulsion term between electrons

— V̂nuc−nuc(Q) =
N∑

j′>j

ZjZj′

||Qj − Qj′ ||
is the electrostatic repulsion term between nuclei

— V̂el−nuc(q,Q) = −
N∑
j

n∑
i

Zje
2

||Qj − qi||
is the electrostatic attraction term between

electrons and nuclei
— T̂el(q) = − ℏ2

2m

n∑
i

∆i is the kinetic term associated to electrons

— T̂nuc(Q) = −
N∑
k

ℏ2

2Mk

∆k is the kinetic term associated to nuclei

e2 = q2

4πε0
, ε0 is the vacuum permittivity, q is the elementary charge, Zj is the atomic

number of the j-th nucleus, ℏ = h
2π

is the reduced Planck constant, ∆ = ∂2

∂X2 is the lapla-
cian operator (and X being one of the coordinates of Q or q), m is the mass of the electron
and Mk is the mass of the k-th nucleus. These are the most common terms appearing in
the molecular hamiltonian.

The solution of Eq. (2.1) can be done exactly only for the case of the hydrogen atom,
having only one nucleus and one electron. In general, this equation cannot be solved
analytically for a system with 3(n + N) degrees of freedom. Then, it is necessary to
employ approximations to extract the observables of the system.

2.1.2 The Born-Oppenheimer approximation

Both nuclei and electrons are subject to the same electrostatic interactions. Based on
the conservation of the impulsion, electronic and nuclei impulsions are of the same order
of magnitude

pel ∼ pnuc → vel ∼ M

m
vnuc

but since the mass of the nucleus is much larger than the mass of the electron (M
m

∼
1836), electrons move much faster than nuclei (vel ≫ vnuc). We can consider in first
approximation that nuclear motion can be neglected compared to the motion of electrons.
It means that we can treat the electronic motion for fixed geometries of the nuclei. Born
and Oppenheimer were the first to implement these ideas in order to separate nuclei and
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electrons motions [57]. They expanded the molecular hamiltonian in terms of the ratio

x =
m

M

1/4

where the exponent is here to keep the natural order of magnitude of energy contributions.
We can write the nuclear kinetic term as a function of x:

T̂nuc(Q) = −x4 ℏ2

2m

N∑
k

µk∆k

= x4Ĥ1(Q) (2.3)

where µk = M
Mk

, and M is an average value of the Mk. One can rewrite the molecular
hamiltonian such that:

Ĥ(q,Q) = Ĥ0(q;Q) + x4Ĥ1(Q) (2.4)

where Ĥ0(q;Q) ≡ Ĥel(q;Q) = V̂el−el(q) + V̂nuc−nuc(Q) + V̂el−nuc(q,Q) + T̂el(q) is the
electronic hamiltonian for a given coordinate Q now considered as a parameter.

Then the Schrödinger equation becomes:

{
Ĥ0(q;Q) + x4Ĥ1(Q) − E

}
Ψ(q,Q) = 0 (2.5)

where E is an eingenvalue. To solve the Schrödinger equation we can expand the
molecular wave function using nuclear functions φi(Q) and electronic functions ϕi(q;Q)
as:

Ψ(q,Q) =
∑

i

φi(Q)ϕi(q;Q) (2.6)

This adiabatic basis set follows the orthonormal rules:

⟨φn(Q)|φj(Q)⟩ = δnj ⟨ϕm(q;Q)|ϕi(q;Q)⟩ = δmi (2.7)

By setting x = 0 in Eq. (2.5), we obtain the Schrödinger of the 0th order in x and we
see that the nuclear contribution drops, the electronic hamiltonian remains so that only
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ϕi(q;Q) are solutions of the equation:

{
Ĥel(q;Q) − Ei(Q)

}
|ϕi(q;Q)⟩ = 0 (2.8)

where Ei(Q) is defined as the potential energy surface (PES) for all coordinates Q.
When projecting Eq. (2.8) over electronic states ⟨ϕm(q;Q)|, it is possible to use the
adiabatic approximation to drop all potential couplings. It turns out:

⟨ϕm(q;Q)|Ĥel(q;Q)|ϕi(q;Q)⟩ = δmiEi(Q) (2.9)

Using (2.9), one can project Eq. (2.5) over electronic states:

∑
i

⟨ϕj(q;Q)|
{

Ĥ0(q;Q) + x4Ĥ1(Q) − E
}

|φi(Q)⟩|ϕi(q;Q)⟩ = 0

⇒
∑

i

{
Ei(Q)|φi(Q)⟩ + x4⟨ϕj(q;Q)|Ĥ1(Q)|φi(Q)⟩|ϕi(q;Q)⟩ − E|φi(Q)⟩

}
= 0

Here we can replace Ĥ1(Q) by Eq. (2.3):

∑
i

{
Ei(Q)|φi(Q)⟩ + x4 ℏ2

2m

N∑
k

µk⟨ϕj(q;Q)|∆k|φi(Q)⟩|ϕi(q;Q)⟩

+ x4 ℏ2

2m

N∑
k

µk⟨ϕj(q;Q)|∇k|φi(Q)⟩∇k|ϕi(q;Q)⟩

+ x4 ℏ2

2m

N∑
k

µk⟨ϕj(q;Q)|∆k|ϕi(q;Q)⟩|φi(Q)⟩ − E|φi(Q)⟩
}

= 0

Within the Born-Oppenheimer approximation, the non-adiabatic kinetic coupling terms
drop and we can write:

⟨ϕj(q;Q)|∆k|ϕi(q;Q)⟩ ∼ 0 ; ⟨ϕj(q;Q)|∇k|ϕi(q;Q)⟩ ∼ 0

The Schrödinger equation simplifies to

{
x4Ĥ1(Q) + Ei(Q) − E

}
|φi(Q)⟩ = 0 (2.10)

One can see that the PES Ei(Q) in Eq. (2.10) can be regarded as a potential term
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in the solution of the Schrödinger equation for the nuclei |φi(Q)⟩. In a typical collisional
system study, one has to proceed in two steps:

1. Use the Born-Oppenheimer approximation to uncouple electrons and nuclei mo-
tions. This leads to determine first the PES for electrons for each nuclear geometry.
The solution of the Schrödinger equation for electrons can be undertaken through
ab initio 1 methods since it only depends on fundamental constants and properties
of the collisional system. These methods will be briefly presented in section 2.2.

2. Then, it is necessary to determine the analytical representation of the PES so
that it can be used as a parameter to solve the Schrödinger equation for nuclei
and determine its observables. The state of the art methods to treat molecular
collisions will be introduced and discuss in section 2.4.

It should be noted that the Born-Oppenheimer approximation is valid only for distinct
electronic states as it breakdown for close or degenerate electronic states.

2.2 Potential energy surface

The purpose of this chapter is to give a general introduction to the state of the art ab
initio methods used to solve the Schrödinger equation (2.8). For the following discussions
it is worth to introduce atomic units to simplify notations. This can be highlighted by
expressing the Schödinger equation for the hydrogen atom as dimensionless (where q
→ λq’ and λ ∈ R) [99]:

{
− ℏ2

2mλ2
∂2

∂q′2 − q2

4πϵ0λq′

}
ϕ′ = Eϕ′

⇒ ℏ2

mλ2

{
− 1

2
∂2

∂q′2 − q2mλ

4πϵ0ℏ2q′

}
ϕ′ = Eϕ′ (2.11)

The factor in front of the zero-th order term can be normalized if mq2λ
4πϵ0ℏ2 = 1. Then

λ = 4πϵ0ℏ2

mq2 ≡ a0. This defines the Bohr radius and represents the most probable distance
of the electron from the proton in a hydrogen atom. This was first introduced by Bohr
and Rutherford in their description of the atom model in 1913. One can see in Eq. (2.11)
that ℏ2

mλ2 = E ≡ Eh which defines the hartree unit of energy, and the Schrödinger equation
can be written:

{
− 1

2
∂2

∂q′2 − 1
q′

}
ϕ′ = E ′ϕ′

1. Ab initio is a latin locution meaning "from the beginning".
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with E ′ = E
Eh

. For the following, the prime notation will be dropped, assuming all
terms in atomic units.
In the case of a molecular system, the electronic hamiltonian turns to:

Ĥel(q;Q) =
n∑

i′>i

1
||qi − qi′||

+
N∑

j′>j

ZjZj′

||Qj − Qj′ ||
−

N∑
j

n∑
i

Zj

||Qj − qi||
− 1

2

n∑
i

∆i (2.12)

2.2.1 Ab initio calculations

The orbital approximation

In the electronic hamiltonian (2.12), the electron-electron repulsive term takes into
account the correlation between electrons. Then, the electronic wave function ϕi(q) (now
assumed that the Q coordinate is implicit) is multielectronic which means that it describes
the probability of presence of one electron depending on the position of the others. This
correlation makes the Schrödinger equation not easy to solve. One way to simplify the
notation is to employ the orbital approximation, where ϕi(q) can be expanded as a linear
combination of atomic orbitals (LCAO, see e.g. [100]) χj(qj) (or basis functions) such
that:

ϕi(q) =
+∞∑

j

cijχj(qj) (2.13)

where ϕi are called molecular orbitals and cij are their expansion coefficients. These
functions should be able to describe electronic orbitals around the nucleus and can be
classified as the known s, p, d, f, g... orbitals according to their angular momentum. Since
electrons are treated as identical particles, they must respect the Pauli exclusion principle
stating that fermions cannot occupy both the same state with the same spin. Then,
molecular orbitals should be antisymmetric with respect to change of coordinate. The
molecular orbital can be written as a Slater determinant [101], [102]:

Φ =
√

1
n!

∣∣∣∣∣∣∣∣∣
ϕ1(q1) ϕ2(q1) · · · ϕi(q1)

... ... . . . ...
ϕ1(qn) ϕ2(qn) · · · ϕi(qn)

∣∣∣∣∣∣∣∣∣
where

√
1
n! is a normalization factor to avoid repetitions. The solution of the electronic

Schrödinger equation using these defined molecular orbitals can be achieved by constrain-
ing the cij coefficients and the parameters related to the basis functions χj(qj) through
the application of the variational principle, as done in the Hartree-Fock theory. Also a
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wise choice of the basis functions must be done for the sake of simplicity of calculations.

Basis sets

Molecular orbitals defined by Eq. (2.13) are obtained from known functions χj(qj).
To perform an exact calculation, an infinite number of functions should be used, which
is not doable in practice. A restriction of the number Mbasis of functions is imposed to
the basis set since the computational cost scales as t ∝ M4

basis [103]. In practice, any
type of function can be used but there should have a balance between choosing the ones
which best reproduce physical conditions for a quick convergence and choosing the ones
to be mathematically easy to treat. There are two main types of functions used in the
literature: Slater Type Orbitals (STO) and Gaussian Type Orbitals (GTO):

STO → χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)rn−1e−ζr

GTO → χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r2n−2−le−ζr2

where here N is a normalization factor, Yl,m(θ, φ) is a spherical harmonic function,
n, l, m are the quantum numbers for electrons, and ζ is a parameter optimized by the
variational principle and expressed as a function of the size of the basis when it becomes
large [104]. For this discussion, the j-th electron is represented in spherical coordinates
qj = (rj, θj, φj). STOs are a priori a better choice of functions to ensure a rapid con-
vergence because they better reproduce the physical behavior of the wave function; and
a calculation would require a lower number of functions than GTOs. However, STOs are
very hard to integrate and an analytic integration become quickly inappropriate. On the
other hand, the dependence of the exponential term of the GTOs is ∝ r2 whereas the
STOs is ∝ r. This makes that the description of the behavior of the electron close to
the nucleus is poorer with GTOs, since these functions tend to zero quicker than STOs.
The advantage of GTOs is that their mathematical treatment is easier and compensates
this lack of accuracy and they are universally used in most computational programs for
quantum calculations. It has been shown that a STO can be represented by a linear
combination of GTOs (see Jensen [103]).
The purpose of these functions is to model the behavior of electronic orbitals around the
nucleus for each atom in a molecular system. Orbitals can be interpreted as two sorts:
core orbitals for the inner-shell electrons region of the wave function, and valence orbitals
for the outer part of the wave function. On one hand, core orbitals are energetically im-
portant in the minimization of the wave function when applying the variational principle,
while valence orbitals are considered as energetically unimportant since they represent
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electrons far from the nucleus. On the other hand, chemical interactions depend much
more on valence orbitals than core ones. Then, the number of functions and the way
of minimizing the cij coefficients must be optimized as much as possible. For example,
core orbitals participate in majority in the minimization of the electronic energy and an
important number of functions N core is required. However, the cij related to these func-
tions do not change that much and are not necessary to be optimized. One can expand
a contracted basis over primitive GTOs where core orbitals possess constant expansion
coefficients ai as:

χcore =
k∑
i

aiχ
prim
i with k < N core

This decreases the accuracy of the energy but is compensated by the lower comput-
ing time. Also, there is a minimal number of functions to take into account to describe
molecular orbitals but it is generally not enough to provide accurate result. It is cus-
tomary to multiply the number of valence functions since it describes better the electrons
distribution in different directions. These sizes of basis sets are denoted as VXZ for Va-
lence X Zeta, where X ≡ Double (D), Triple (T), Quadruple (Q), ... and Zeta refers to
the exponent parameter in GTOs. Dunning [105] introduced the notion of correlation
consistent basis set for the recovery of the correlation of electrons. This is treated so
that the minimization of the correlation energy is consistent with the size of the basis
while reducing the number of primitive functions to use. It is also possible to introduce
polarization functions to the basis set which are functions with high angular momentum
to carry out correlated electrons far from each other. The basis can finally be augmented
by adding diffuse functions, which are atomic orbitals with small exponents. For the
PES used in this thesis and more generally in the literature, the basis sets employed will
be labeled as aug-cc-pVXZ for augmented-correlation-consistent-polarized Valence X Zeta.

Finally, one important effect to take into account is the Basis Set Superposition Error
(BSSE). This comes from the fact that the electronic density from one molecule can be
described by orbitals of another molecule. It makes an artificial additional minimization
of the energy which underestimates the true energy value. A way to compensate this error
is the counterpoise (CP) method, first introduced by Boys and Bernardi [106] in 1970.
For a molecular system in a given geometry (AB)∗ defined by two monomers A and B,
one first has to make the difference between the energy of the whole molecular complex
and energies of individual optimized molecules as:

∆Ecomplex = E(AB)∗
ab − E(A)a − E(B)b
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where a and b represent the basis sets designed for calculating the energy of A and B,
respectively. To determine the CP correction, one can calculate the energy of A with the
ab basis separately from B and vice versa. Since this basis has a larger size than just a

or b, these energies will be lower than the ones determined with their own designed basis
set. It is then subtracted by the energy of A and B in the geometry of the complex:

∆ECP = E(A)∗
ab + E(B)∗

ab − E(A)∗
a − E(B)∗

b

The electronic energy is then approximately corrected of the BSSE by applying ∆Ecomplex−
∆ECP.

The Hartree-Fock approximation

The Hartree-Fock (HF) method, introduced by Hartree and Fock [107], [108] between
1928 and 1930, proposes a way to derive a solution to the electronic Schrödinger equa-
tion (2.8). This goes by the minimization of the HF electronic energy EHF through the
variational principle using a Slater determinant as a trial function ϕ̃. The idea is to find
the good function ϕ̃ so that its variation by a infinitesimal amount δϕ̃ gives EHF as a
minimum. The presentation of the method is taken from the Szabo & Ostlund [99]. The
variation of EHF can be written as:

EHF = ⟨ϕ̃ + δϕ̃|Ĥel|ϕ̃ + δϕ̃⟩

= ⟨ϕ̃|Ĥel|ϕ̃⟩ + δEHF + . . . (2.14)

where we look for the condition δEHF = 0.
Taking the molecular wave functions (2.13) as a trial function ϕ̃ → ∑

i ciϕi, one can use
the method of the Lagrange multipliers to minimize the following functional:

L = ⟨ϕ̃|Ĥel|ϕ̃⟩ − λ(⟨ϕ̃|ϕ̃⟩ − 1)
= ⟨ϕj|Ĥel|ϕi⟩ −

∑
ij

λij(⟨ϕj|ϕi⟩ − δij) (2.15)

where λij are the Lagrange multipliers. The first term of (2.15) contains the description
of the correlations between electrons that we can explicit:

⟨ϕj|Ĥel|ϕi⟩ =
∑

i

⟨ϕi|ĥi|ϕi⟩ +
∑
ij

(Ĵij − K̂ij) + V̂nuc−nuc (2.16)

31



Part , Chapter 2 – Theory and methodology

We defined the mono-electronic hamiltonian ĥi for the ith electron, the Coulomb op-
erator Ĵij representing the repulsion between the ith and jth electron, and the exchange
operator K̂ij representing the anti-symmetry of the wave function with respect to the
exchange between 2 electrons:

ĥi = −1
2∆i −

N∑
k

Zk

||Qk − qi||
Ĵij = ⟨ϕi(1)ϕi(1)|q−1

12 |ϕj(2)ϕj(2)⟩
K̂ij = ⟨ϕi(1)ϕj(1)|q−1

12 |ϕj(2)ϕi(2)⟩

where q−1
12 ≡ 1

||q1−q2|| is written as this for simplicity. We can write the variation
δL = 0 using (2.16):

δL =
∑

i

⟨δϕi|ĥi|ϕi⟩ + ⟨ϕi|ĥi|δϕi⟩


+

∑
ij

⟨δϕiϕi|q−1
12 |ϕjϕj⟩ + ⟨ϕiδϕi|q−1

12 |ϕjϕj⟩ + ⟨ϕiϕi|q−1
12 |δϕjϕj⟩ + ⟨ϕiϕi|q−1

12 |ϕjδϕj⟩

− ⟨δϕiϕj|q−1
12 |ϕjϕi⟩ − ⟨ϕiδϕj|q−1

12 |ϕjϕi⟩ − ⟨ϕiϕj|q−1
12 |δϕjϕi⟩ − ⟨ϕiϕj|q−1

12 |ϕjδϕi⟩

− λij

(
⟨δϕi|ϕj⟩ + ⟨ϕi|δϕj⟩

) = 0 (2.17)

We can factorize δL by ⟨δϕi| to obtain

δL =
∑

i

⟨δϕi|

ĥi|ϕi⟩ +
∑

j

(
⟨ϕi|q−1

12 |ϕjϕj⟩ − ⟨ϕj|q−1
12 |ϕjϕi⟩ − λij|ϕj⟩

)+ · · · = 0 (2.18)

The factorization is to highlight that ⟨δϕi| is arbitrary so that the term in brackets
should be zero for all i. By refining the Coulomb and exchange operators as

Ĵj|ϕi⟩ = ⟨ϕj|q−1
12 |ϕjϕi⟩

K̂j|ϕi⟩ = ⟨ϕi|q−1
12 |ϕjϕj⟩

we can rewrite the term in brackets of (2.18) to obtain the Hartree-Fock equation:
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ĥi +
∑

j

(
Ĵj − K̂j

)|ϕi⟩ =
∑

j

λij|ϕj⟩ (2.19)

where the term on the left hand side is the Fock operator F̂ . However this equation
is not diagonal. To consider this, we can apply an unitary transformation to the ϕi

functions to obtain ϕ′
i as ϕ′

i = ∑
j Ujiϕj where U is the unitary operator so that UU* =

1. It is always possible to find an unitary transformation to get the canonical Hartree-Fock
equation:

F̂ |ϕ′
i⟩ = λ′

i|ϕ′
i⟩ (2.20)

This is the main starting point equation to compute the Hartree-Fock energy. There
are two main known ways to solve this equation: the restricted Hartree-Fock (RHF)
and unrestricted Hartree-Fock (UHF). The RHF procedure states that molecular orbitals
possess the same spatial function for both spin orientation α(ω) (spin up) and β(ω) (spin
down) whereas orbitals in the UHF procedure possess their own spatial and spin functions:

ϕRHF
i =

 χj(q)α(ω)
χj(q)β(ω)

ϕUHF
i =

 χα
j (q)α(ω)

χβ
j (q)β(ω)

The solution of these equations allows to find the best trial wave function to recover
99% of the total electronic energy. However, since electronic interactions have been de-
scribed in terms of mono-electronic orbitals, all correlations between electrons have been
omitted which can be chemically important. In the following, we will introduce config-
uration interactions and coupled clusters methods that has been used to compute the
PESs used in this thesis to take into account the electronic correlation energy. These
were mainly taken from the Jensen [103].

Multi-Reference Configuration Interaction

The Hartree-Fock method is able to determine one single Slater determinant which
recover 99% of the electronic energy. One way to improve the accuracy of this energy is
to use a reference determinant ΦREF (usually obtained through the HF procedure) as a
starting point to construct a multi-determinant as a new trial function:
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ΦCI = a0ΦREF +
∑

i

aiΦi (2.21)

with Φi being the ith excited HF determinant. Correlations methods focus on the
quantification of the ai coefficients through the variational principle, requiring that the
energy is minimum, and the Φi functions represent the excited determinants. This pro-
cedure is known as Configuration Interaction (CI). By using the Lagrange multipliers
method:

L = ⟨ΦCI|Ĥel|ΦCI⟩ − λ
(

⟨ΦCI|ΦCI⟩ − 1
)

(2.22)

The variation δL leads to the solution of the following CI matrix equation

(Hel − EI)a = 0 (2.23)

where E are the CI energies which are the lowest values of the CI matrix, a is the
matrix containing ai coefficients in front of excited determinants. The number of possible
excited determinants is limited by the size of basis functions employed in a calculation.
Ideally, the use of an infinite basis set (Full CI) would lead to the inclusion of all electronic
correlation and then an almost exact solution of the Schrödinger, but time calculations
would become prohibitive. Usually, the determinant of reference comes from a Hartree-
Fock calculation and would require a lot of excited functions to recover the electronic
correlation. In order to solve this issue, several methods have been employed to optimize
the determinant of reference ΦREF. A suitable linear combination of determinants is called
Configurational State Functions (CSF) and can reduce the number of CI matrix elements
in calculations. Then the combination of optimizing the ai coefficients with the variational
principle and the use of CSF functions is called the Multi-Configuration Self-Consistent
Field (MCSCF) method. Finally, the Multi-Reference Configuration Interaction (MRCI)
uses ΦREF obtained with the MCSCF method and truncates the multi-determinant to
singly (S) and doubly (D) excited basis functions. A use of larger number of excited
functions is in practice computationally prohibited. The MRCI function ΦMRCI is then
written as:

ΦMRCI = a0ΦREF +
∑
S

aSΦa
REF +

∑
D

aDΦab
REF (2.24)
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and can be used to solve the CI matrix equation (2.23). Such method, while compu-
tationally expensive, can take into account up to 99% of the electronic correlation.

Coupled Clusters

Where CI methods are based on variational formalism, the Coupled Clusters (CC)
method is an alternative approach, including corrections to the reference determinant up
to infinite order, firstly proposed by Čížek [109]. These corrections are applied by defining
an excitation operator T̂ as:

T̂ = T̂1 + T̂2 + T̂3 + · · · + T̂N (2.25)

Such operator is applied to the reference HF determinant Φ0 to generate the excited
determinants:

T̂1Φ0 =
∑

i

∑
a

ta
i Φa

i

T̂2Φ0 =
∑
i<j

∑
a<b

tab
ij Φab

ij (2.26)

where ti are the expansion coefficients of the excitation operator, similar as the ai

coefficients in CI methods. This operator is expressed in terms of Taylor’s expansion as:

eT̂ = 1 + T̂ + 1
2 T̂ 2 + 1

6 T̂ 3 + · · · =
∞∑

k=0

1
k! T̂

k (2.27)

Finally, the wave function under the CC approach can be written as:

ΦCC = eT̂ Φ0

= Φ0 + T̂1Φ0 +
(

T̂2 + 1
2 T̂ 2

1

)
Φ0 +

(
T̂3 + T̂2T̂1 + 1

6 T̂ 3
1

)
Φ0 + . . . (2.28)

We can identify from Eq. (2.28) that the first term represents the reference function
(0th order), the second term generates singly excited states (1st order). First and second
parenthesis generate doubly and triply excited states (2nd and 3rd orders). A term like T̂2

can be interpreted as 2 electrons interacting with each other whereas a product like T̂ 2
1

corresponds to a non-interacting electron pair. The inclusion of all orders is equivalent of
constructing the wave function with a CI procedure. In practice, one has to truncate at
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Figure 2.1 – Representation in Jacobi coordinates for two types of collisional systems.
Left: linear–linear molecules, Right: asymmetric top–atom.

a certain order to keep balance between accuracy and computational time. It has been
shown that the inclusion of the excitation operator up to the 3rd order (CCSDT) is too
much time consuming, however necessary to reproduce the correlation energy. Then, the
3rd order is implemented perturbatively, showing reasonable computational time and can
be applied for many molecular systems. Such method is often seen in the literature as
CCSD(T) and was initially proposed by Pople et al. [110]. A further treatment is required
for open-shell molecules, since their wave function employs unpaired orbitals which are
not eigenfunction of the spin operator Ŝ2 anymore. This problem has been tackled by
using of RHF functions as reference through the RCCSD(T) approach [111]. In general,
Coupled Clusters methods are very time demanding as e.g. CCSD and CCSDT implying
a computational effort scaling as M6

basis and M8
basis, respectively. Then, these are only

applicable for systems with ∼ 100 electrons. All presented ab initio methods are widely
used for potential calculations in computational programs as molpro [112].

2.2.2 Analytical representation for potential energy surfaces

There are many ways to extract the mathematical function fitting the PES for all
geometries from ab initio points, e.g. reproducing kernel Hilbert space (RKHS) [113],
interpolating moving least squares (IMLS) [114] or permutation invariant polynomial-
neural network (PIP-NN) [115]. I will only focus on methods used in this thesis.
The description of motions of a collisional system must be done in an ad-hoc coordinate
frame to be suitable for quantum dynamical calculations. The Jacobi coordinates are by
far the best reference for time-independent calculations as illustrated in Fig. 2.1.

During this thesis, we focus on interactions between two linear molecules AB–CD and
also between an asymmetric top ABC with an atom D. The restriction to the atom-
molecule case, also studied here, will come directly from the simplification of the linear-
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linear molecules interaction. Jacobi coordinates are described by the following variables:
• For linear–linear molecules interactions:

— The vector R characterizing the intermolecular distance between colliders. This
usually joins the centers of mass the the two molecules.

— θ1 is the angle between the target AB and the intermolecular distance.
— θ2 is the angle between the projectile CD and the intermolecular distance.
— ϕ is the dihedral angle between the (AB,R) plane and the CD axis.

• For asymmetric top–atom interactions:
— The vector R characterizing the intermolecular distance between colliders.
— θ is the rotation of the atom D around the molecule ABC in the xz plane of

the laboratory frame.
— ϕ is the rotation of the atom D around the molecule ABC in the xy plane of

the laboratory frame.
Electronic interactions have to be described in the same coordinate system for nu-

merical implementation reasons and optimized computational time. Usually, ab initio
calculations are performed over a grid of points for several geometries. The number of
angles chosen vary from [0°,180°] for a number of radial distances which cover the short,
intermediate and long ranges of the PES. It is possible to take advantage of the symmetry
properties of the system to avoid computing useless geometries, for example in the case
of a homonuclear collider, orientations can be considered up to a rotation of 90° instead
of 180°.
Scattering calculations require then an analytical representation of the PES for all geome-
tries. It is customary to expand the angular dependence PES in terms of combinations of
spherical harmonics, particularly adapted for scattering calculations, as these functions
describe the best a non-reactive collision between two colliders. In the case of linear–linear
molecules interactions the functional of the PES is written as:

V (R, θ1, θ2, ϕ) =
∑

λ1λ2λ

vλ1λ2λ(R)A(θ1, θ2, ϕ) (2.29)

A(θ1, θ2, ϕ) =
√

2λ + 1
4π

 λ1 λ2 λ

0 0 0

Pλ10(θ1)Pλ20(θ2)

+ 2
min(λ1, λ2)∑

m=1

 λ1 λ2 λ

m −m 0

Pλ1m(θ1)Pλ2m(θ2) cos(mϕ)
(2.30)

Here Pλm denote associated Legendre polynomials, (. . . ) represent 3j-Wigner symbols.
λ1, λ2 and λ are chosen such that |λ1 − λ2| < λ < λ1 + λ2 and vλ1λ2λ(R) are the expansion
coefficients of the potential. There are several ways to constrain these coefficients, usually
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by spline interpolation methods. For the long range of the potential, a way to find
expansion coefficients is to express them as a function of optimized coefficients an(λ1λ2λ)
as:

vλ1λ2λ(R) =
∑

n

an(λ1λ2λ)/Rn (2.31)

where the coefficients an(λ1λ2λ) are optimized using least-square fitting to ab initio
points.
In the case of asymmetric top–atom interactions, the analytical representation of the
potential is:

V (R, θ, ϕ) =
∑

λ,µ≥0
vλµ(R)(1 + δµ0)−1[Y µ

λ (θ, ϕ) + Y −µ
λ (θ, ϕ)] (2.32)

where here the Y µ
λ are spherical harmonics.

Ab initio calculations for the PESs considered in this thesis were not conducted by me.
However, I contributed in the representation of the potentials to enable the treatment of
isotopologues and reactive systems.

2.3 Notions of spectroscopy

Spectroscopy is an important field of physics that studies absorption or emission of
electromagnetic radiation by matter in interaction with its environment. This allows to
trace composition of matter. The signature of a molecule is represented by a molecular
spectrum, which is a decomposition of its radiative flux (represented by peaks of intensity)
into an energy range. Each peak corresponds to a transition between two energy levels.
A molecule can be subject to several types of transitions:

— Electronic transitions: these are very energetic transitions (about a few eV) and
occur in the optical and UV range. They could occur in very hot phases of the
ISM (T > 105 K).

— Vibrational transitions: these are about 10−3–10−1 eV which is related to the in-
frared range, for typical temperatures about 100–104 K. Some heavy and non-linear
molecules can possess low frequency vibrational transitions due to their vibrational
modes.

— Rotational transitions: these are weakly energetic transitions, about 10−4 eV. In
this case it is customary to use the wavenumber unit (cm−1) when refering to
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such transitions. These occur in the cold phases of the ISM (T ≤ 100 K), which
corresponds to far-infrared and millimetric frequency ranges.

In this thesis, we focus on rotational transitions, adapted to cold astrophysical envi-
ronments. We will briefly summary how rotational energy levels are defined for linear and
asymmetric top molecules. Specific properties of open-shell molecules will be highlighted
and how couplings coming from electronic and nuclear spin to the molecular rotation
affect a rotational spectrum. Most of these information are taken from [116], [117].

2.3.1 Rotational structure

Linear molecules

The most simple case to present is the diatomic molecule, assumed to be a rigid rotor,
with its internuclear distance set in the equilibrium geometry. In a classical analogy, it
can be defined by the masses M1 and M2 of the two atoms, separated by their internuclear
distance r1 and r2 according to the center of mass CM as in Fig. 2.2.

Figure 2.2 – Representation of a diatomic molecule in the rigid rotor model

The classical angular momentum of a rigid rotor is J = Iω. Here ω is the angular
velocity and I is the moment of inertia defined as

I = M1r
2
1 + M2r

2
2 ≡ µr2

e (2.33)

Here in the right hand side of Eq. (2.33) we define a fictive particle of reduced mass
µ = 1

M1
+ 1

M2
moving at a distance re, similarly to the classical two-body problem. The

rotational energy is then given by:

Erot = 1
2Iaω2

a + 1
2Ibω

2
b + 1

2Icω
2
c

= J2
a

2Ia

+ J2
b

2Ib

+ J2
c

2Ic

(2.34)

The subscripts a, b, c in (2.34) refer to the principal axis of inertia of the molecule. In
the case of a diatomic, we have Ia = 0 and Ib = Ic ≡ I. The quantum equivalent of the
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rotational energy (2.34) is written as:

Ej = Bj(j + 1) (2.35)

where B = 1
2I

is defined as the rotational constant of the diatomic and j is the rota-
tional quantum number, taking integer values as j = 0, 1, 2, . . . . This quantum number is
the equivalent of the classical J angular momentum, and the eigenvalues of ĵ2 are j(j +1).
This implies that quantum rotational energy levels are discrete and proportional to the
rotational constants. They can be represented in the simplest way as in Fig. 2.3.

Figure 2.3 – Representation of a rotational energy levels diagram

The assumption of a fixed internuclear distance re is justified for low energies. The
rigid rotor model becomes less and less true as contribution of centrifugal forces increases
with energy levels. It is then necessary to take it into account as a correction to rotational
enery levels. The expression for the centrifugal is given by the derivative of the nuclear
kinetic energy [39]:

Fc = − d

dr

j(j + 1)
2µr2 = j(j + 1)

µr3 = krex; x ≡ (r − re)/re (2.36)

with k a constant of the force Fc. The contribution of Fc modifies the rotational energy
(2.34):
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Erot = j(j + 1)
2µr2 + 1

2k(r − re)2 = Bj(j + 1)
(1 + x)2 + 1

2kr2
ex2 (2.37)

where we can see that (1 + x)2 = (r/re)2. From (2.36), we can see that for r = re:

x = j(j + 1)
kµr4

e

= 2B2j(j + 1)
ω2 (2.38)

where ω =
√

k/µ is the classical vibrational frequency of the harmonic oscillator. x

being small, we can use that

1
1 + x

x→0= 1 − x + x2 + · · · + (−1)nxn + o(xn)

to write Eq. (2.37) in series of x truncated at the first order:

Erot ≃ Bj(j + 1)(1 − 2x) = Bj(j + 1)
(

1 − 4B2j(j + 1)
ω2

)
= Bj(j + 1) − Dj2(j + 1)2 (2.39)

and D ≡ 4B3/ω2 is the centrifugal constant of the molecule. We usually have D ≪ B

so that this contribution is negligible for the lowest energy levels, and become more
important for higher energies due to its dependence in j2.

Asymmetric top molecules

An asymmetric top is a molecule possessing three different moments of inertia (Ia ̸=
Ib ̸= Ic, see Fig. 2.4) contrary to symmetric tops, having two identical moments of inertia
(Ia = Ib ̸= Ic or Ia ̸= Ib = Ic).

For such molecule, the quantification of its energy levels is not simple as for the
diatomic case. The rotational hamiltonian is written as:

Ĥrot = Aĵ2
a + Bĵ2

b + Cĵ2
c (2.40)

with A = 1
2Ia

, B = 1
2Ib

and C = 1
2Ic

which define the rotational constants of an
asymmetric top. The solution of the Schrödinger equation for the hamiltonian (2.40)
is not easily solvable since the components j2

a, j2
b and j2

c dot not present eigenvalues
of angular functions. The strategy is to expand the asymmetric top wave function in
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Figure 2.4 – Representation of the moments of inertia of an asymmetric top.

terms of symmetric top basis functions (the case with one moment of inertia lies along
the molecular axis of symmetry) and solve the Schrödinger equation for the expansion
coefficients and molecular energies.
In this thesis, we will just highlight the conventions used in the literature and that will be
applied to collisional systems. Usually, moments of inertia are defined so that Ia < Ib < Ic,
implying that A > B > C. From this, it is often seen to compare an asymmetric top
according to the oblate or prolate symmetric top limit. If Ib → Ic, the prolate symmetric
top is approach (like a cigar). On the other hand, if Ib → Ia, the oblate symmetric top
is approached (like a lens). The position of the asymmetric top in one of these limits can
be described by the κ parameter:

κ = 2B − A − C

A − C
(2.41)

This parameter can vary from -1 to +1, corresponding to prolate and oblate limit,
respectively. The case where κ = 0 is a "pure" asymmetric top. The rotational levels are
labeled as jkakc where ka and kc are the projections of the angular momentum according
to the a and c axis. An energy levels diagram can be illustrated for the first quantum
numbers j as in Fig. 2.5.

2.3.2 Fine structure

Open-shell molecules, by their denomination, possess unpaired electrons. These in-
volve a nonzero electronic spin S which gives rise to a magnetic dipole moment
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Figure 2.5 – Illustration of energy levels of an asymmetric top. The prolate and oblate
limits are added with κ varying from -1 to +1.

µS = −gSµBS (2.42)

where gS is the free electron g-factor and µB is the Bohr magneton. This will couple
to the rotational motion and affect the molecular spectrum. The consequence of the
fine structure is a splitting of rotational energy levels and will depend on the number of
unpaired electrons and the strength of the coupling of S to the other angular momenta of
the system. The classification of these different couplings are referred as Hund’s coupling
cases [118] which are idealized to understand interactions in play. In this thesis we focus
on open-shell molecules described in their 2S+1Σ electronic state and can be understand
in the Hund’s case (b). In this description, the electronic spin will couple to the rotation
through a weak magnetic field and result in the following coupling scheme:

ĵ = N̂ + Ŝ

where N̂ is the electronic spin-free rotational quantum number (similar as j for the
case of closed-shell molecules), and ĵ is the angular momentum including the electronic
spin. This can be illustrated in Fig. 2.6.

For a molecule described in the Hund’s case (b), a spin-rotation term will contribute
to the molecular hamiltonian as:
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Figure 2.6 – Illustration of coupling vectors for molecules in Σ state described in the
Hund’s case (b).

ĤSN = γ(Ŝ.N̂) :spin-rotation (2.43)

where γ is defined as the spin-rotation constant. For molecules having more than one
unpaired electron, an additional spin-spin interaction term is involved in the hamiltonian
as follow:

ĤSS = 2
3λ(3Ŝ2

z − Ŝ2) :spin-spin (2.44)

with λ being the spin-spin constant. Quantum numbers are varying for N ∈ N,
|N − S| ≤ j ≤ N + S and the usual convention is to label fine structure energy levels as
Nj.

2.3.3 Hyperfine structure

When the nucleus of a molecule possesses a non vanishing nuclear spin I, more complex
interactions start to play a role in the molecular spectrum. We call hyperfine structure
the splitting of rotational/fine structure energy levels by the coupling of the nuclear spin
to the angular momentum j. First, from the presence of I arises a magnetic moment
given by
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µI = −gIµNI (2.45)

where gI is the nuclear g-factor and µN is the nuclear magneton. For the case where
there is only one nuclear spin, the coupling to the rotation will follow the coupling scheme:

F̂ = ĵ + Î

where |j − I| ≤ F ≤ j + I is the rotational angular momentum including the nuclear
spin, and a hyperfine energy level is labeled by NjF . The coupling vector can be repre-
sented similarly as in Fig. 2.6. From the emergence of the hyperfine magnetic moment
µI , several couplings are involved in the definition of the effective hyperfine hamiltonian
from magnetic interactions: nuclear spin-rotation (ĵ.Î), and the Fermi contact and dipole
interactions (Î .Ŝ) for open-shell molecules:

ĤjI = c(ĵ.Î) :spin-rotation
ĤF = bF (Ŝ.Î) :Fermi contact

Ĥdip =
√

6gSµBgNµN
µ0

4π

 Î .Ŝ

r3 − 3(Î .r̂)(Ŝ.r̂)
r5

 :dipole (2.46)

Here c is the nuclear spin-rotation constant, bF is the Fermi contact constant, µ0 is
the magnetic constant. As for the fine structure, a spin-spin interaction (Î1.Î2) should
exist when there are more than one nonzero nuclear spin. However it is very small and is
often neglected in gas phase studies.
One last type of interaction occuring in hyperfine structure phenomena is coming from the
electric quadrupole moments of the nuclei. The nuclear quadrupole interaction stands only
for nuclei possessing a nuclear spin I ≥ 1. This is due to the asymmetry of distribution
of the charge of the nuclear spin about the nucleus and arises an electric field gradient.
This type of interaction can be represented by the term:

ĤQ = eQq

2j(2j − 1)I(2I − 1)

3(Î .ĵ)2 − 3
2(Î .ĵ) − Î2ĵ2

 (2.47)

Overall, the molecular hamiltonian for an open-shell molecule including all its spec-
troscopic properties will be described as:
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Ĥmol = Ĥrot + ĤSN + ĤSS + ĤjI + ĤF + Ĥdip + ĤQ (2.48)

showing a complex energetic structure. Especially, hyperfine couplings are about three
orders of magnitude weaker than fine structure ones. The precision of spectroscopic
instruments in laboratory or in telescopes are often sufficient to resolve spectra up to the
MHz or kHz, which is able to describe hyperfine transitions.

2.4 Scattering theory

Within the Born-Oppenheimer approximation, we can use the PES as an input for
quantum dynamical calculations. The typical case occuring during a collision between
two molecules AB and CD is:

AB(j1) + CD(j2) → AB(j′
1) + CD(j′

2) (2.49)

resulting in an energy transfer between internal states (j1, j2) of the colliders without
breaking none of the molecules. We call this an inelastic collision. A change toward a
higher internal energy level than the initial state is an excitation where the contrary is a
de-excitation.
In this thesis, we focus on both reactive and non-reactive collisions for low temperature
applications. In the following, we will introduce the treatment non-reactive collisions
through quantum scattering approaches and some useful approximations when accurate
methods become prohibitive in terms of computational time. Arthurs and Dalgarno were
the first to propose a quantum scattering description of a rigid rotor by a structureless
atom [56]. This formulation can be extended to the case of two linear molecules. The
approach for two closed-shell molecules will be presented based on the work of Launay
[119]. Details about collisions involving open-shell molecules will be given in section 3.2.

2.4.1 Collisional excitation of 1Σ molecules induced by collisions
with 1Σ molecules

Wave function and S-matrix

The description of collision between two molecules has to be done in a suitable frame.
In the literature, it is general that a collisional system is described in the space-fixed (SF)
or the body-fixed (BF) frame. In the SF frame, the origin of the coordinate axis is chosen
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Figure 2.7 – Polar coordinates of two colliding diatomic molecules represented in the
space-fixed frame. The xyz axis takes its origin in the center of mass (CM) of the target
AB. The xyz represented on the projectile CD is to show the orientations of its coordinates
for schematic view.

to coincide with the center of mass of the target. In the BF frame, the coordinate axis is
chosen to coincide with the center of mass of the collisional complex and is rotating with
the system by applying Euler angles. Even if these representations should be equivalent,
the BF frame is not suitable for scattering calculations because the apparition of quantum
numbers related to centrifugal forces are dominating at high distances which still couple
equations. Then a transformation to the SF frame would be required to uncouple them.
However, the representation of the coupled equations in the BF frame are in a simpler
form when treating about approximations such as the Coupled States (CS) approach or
the Infinite Order Sudden (IOS) limit. In the following, we will restrict the description
of the equations in the SF frame. An schematic view of the SF can be seen in Fig. 2.7.

We are looking for the solution of the Schrödinger equation (2.1) for collisions between
two linear molecules, where we drop now the electronic coordinates q. The molecular
hamiltonian has the form:

Ĥmol(Q) = − 1
2µR

∂2

∂R2 R + L̂2

2µR2 + ĵ2
1

2I1
+ ĵ2

2
2I2

+ V̂ (Q) (2.50)

where now Q ≡ (R, θ1, θ2, ϕ) the coordinates describe the nuclear motion of the molec-
ular system (see Fig. 2.7), j1, j2 are the rotational angular momenta of the two molecules,
L is the orbital angular momentum of the collisional system. These quantum numbers
will couple with each other to form a new basis of angular momenta:

ĵ12 = ĵ1 + ĵ2; Ĵ = ĵ12 + L̂
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Usually, spherical harmonics |jm⟩ ≡ Yjm are eigenfunctions of the operators ĵ2
1 , ĵ2

2 and
l̂2 but not for Ĵ2. However, the use of the rules of addition of angular momenta can give
the following eigenfunction:

|αJLM⟩ =
∑
(m)

Cj1j2j12
m1m2m12Cj12LJ

m12mLM |j1m1⟩|j2m2⟩|LmL⟩ (2.51)

where α ≡ j1j2j12 and the (m) mentions that the summation is done over all projec-
tions of the quantum numbers involved, and M is the projection of J . The C coefficients
are Clebsh-Gordan coefficients defined as:

Cabc
def = (−1)a−b+f [c]1/2

 a b c

d e −f

 (2.52)

with [x] ≡ (2x+1) and (. . . ) is a 3j-Wigner symbol. These symbols contain the
information about the coupling between quantum numbers. The angular functions (2.51)
satisfy the orthogonality rules:

⟨α′JL′M |αJLM⟩ = δαα′δLL′ (2.53)

These form the basis set of angular functions in which we can expand the solutions of
the Schrödinger equation, namely:

ΨJ
αL(Q) =

∑
α′L′

F J
αL,α′L′(R)

R
|α′JL′M⟩ (2.54)

This wave function is decomposed for each total angular momentum J . The F J
αL,α′L′(R)

function contains the radial dependence of the system. We can now implement the wave
function (2.54) and the molecular hamiltonian (2.50) into the Schrödinger equation (2.1).
Solutions of this equation for the radial part are obtained by doing an average over the
angles, so by integrating over ⟨α′′JL′′M | we obtain:
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⟨α′′JL′′M |

− 1
2µR

∂2

∂R2 R + L̂2

2µR2 + ĵ2
1

2I1
+ ĵ2

2
2I2

+ V̂ (Q)
ΨJ

αL(Q) = ⟨α′′JL′′M |EΨJ
αL(Q)

⇒
∑
α′L′

− 1
2µR

∂2

∂R2 R + L′′(L′′ + 1)
2µR2 + j′′

1 (j′′
1 + 1)
2I1

+ j′′
2 (j′′

2 + 1)
2I2

F J
αL,α′L′(R)

+
∑
α′L′

⟨α′′JL′′M |V̂ (Q)|α′JL′M⟩F J
αL,α′L′(R) = EF J

αL,α′L′(R) (2.55)

Multiplying each side by 2µ and defining the wave vector :

k2
j′′

1 j′′
2

= 2µ

E − j′′
1 (j′′

1 + 1)
2I1

− j′′
2 (j′′

2 + 1)
2I2

 (2.56)

we can rewrite the system of equations (2.55) as:

 ∂2

∂R2 + k2
j′′

1 j′′
2

− L′′(L′′ + 1)
R2

F J
α′′L′′,αL(R) =

2µ
∑
α′L′

⟨α′′JL′′M |V̂ |α′JL′M⟩F J
α′L′,αL(R) (2.57)

The set of coupled equations (2.57) are called the close-coupling (CC) equations. These
depend on the potential V -matrix elements ⟨α′′JL′′M |V̂ |α′JL′M⟩. V -matrix elements are
system dependent. For the case of two linear molecules, we use the potential interaction
(2.29) and combined with angular functions (2.51), we obtain [59]:

⟨α′′JL′′|V̂ |α′JL′⟩ = (4π)−3/2 ∑
λ1λ2λ

vλ1λ2λ(R)[λ][λ1λ2j
′
1j

′′
1 j′

2j
′′
2 j′

12j
′′
12L

′L′′]1/2

× (−1)J+j′
1+j′

2+j′′
12

×

 λ1 j′′
1 j′

1

0 0 0

 λ2 j′′
2 j′

2

0 0 0

 λ L′′ L′

0 0 0



×

 L′′ L′ λ

j′
12 j′′

12 J




j′′
12 j′′

2 j′′
1

j′
12 j′

2 j′
1

λ λ2 λ1

 (2.58)

Knowing the asymptotic behavior of the radial function, one can extract the S-matrix
as:
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F J
α′L′,αL(R) ∼

R→∞
δαα′δLL′e−i(kj1j2 R− Lπ

2 ) −
√√√√kj1j2

kj′
1j′

2

SJ
α′L′,αLe

i(kj′
1j′

2
R− L′π

2 )

F J
α′L′,αL(R) ∼

R→0
0 (2.59)

where SJ
α′L′,αL is a scattering-matrix element for a given total angular momentum J

and a given channel 2. The S-matrix is linked to the transition matrix as T = 1 - S.

Cross section and rate coefficient

The scattering and transition matrices define the cross section which is the observable
of interest to extract from the CC equations. It characterizes the probability that a
transition occurs from an initial state to a final one. The state-to-state cross section is
resolved for each J as:

σJ
j1j2→j′

1j′
2

= π

[j1j2]k2
j1j2

[J ]
∑

j12j′
12LL′

|⟨α′L′|T J |αL⟩|2 (2.60)

where [x] ≡ (2x + 1). The total cross section for a given transition is the summation
of all partial ones:

σj1j2→j′
1j′

2
=
∑

J

σJ
j1j2→j′

1j′
2

(2.61)

In astrophysical environments, usually out of LTE, collisional processes are competing
with radiative processes and we use the rate coefficients to quantify the efficiency of a
transition, which means how fast a transition participates in the (de)population of a given
energy level. The rate coefficient depends on the cross section and is determined for a
given kinetic temperature T by integrating the cross section over a Maxwell-Boltzmann
distribution:

kj1j2→j′
1j′

2
(T ) =

(
8

πµ(kBT )3

)1/2 ∫ ∞

0
σj1j2→j′

1j′
2
(Ec)Ece

−Ec/(kBT )dEc (2.62)

2. A channel is a combination of the angular momenta satisfying the conservation of the total angular
momentum as e.g.

α + L = J = α′ + L′
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where µ is the reduced mass of the collisional system, Ec is the collisional energy and
kB is the Boltzmann constant. The rate coefficient (2.62) assumes that collision energies
are in LTE.
Because the S-matrix is diagonal, the transition probabilities satisfy the micro reversibility
which allows to write the equality:

[j′
1j

′
2]e

−(Ej′
1

+Ej′
2

)/(kBT )
kj′

1j′
2→j1j2(T ) = [j1j2]e−(Ej1 +Ej2 )/(kBT )kj1j2→j′

1j′
2
(T ) (2.63)

This equation represents the detailed balance. One can re-write a de-excitation rate
coefficient as a function of the excitation one:

kj′
1j′

2→j1j2(T ) = [j1j2]
[j′

1j
′
2]

e∆E/(kBT )kj1j2→j′
1j′

2
(T ) (2.64)

with ∆E = Ej′
1

+ Ej′
2

− Ej1 − Ej2 .

2.4.2 Approximations

The solution of the CC equations would imply to use an infinite number of channels
to describe cross sections. In practice, cross sections can be converged for a reasonable
truncation of the number of coupled equations to consider, even though the CC equations
require the inclusion of closed states for a proper convergence. However, the computational
time being proportional to the cubic of the number of channels (t ∝ M3

chan [120]), the
computation of the S matrices can become very intensive and prohibitive when the number
of energy levels is large. There are some alternatives to compute cross sections.
A way to lighten the computational cost of the CC equations is to neglect couplings to
some angular momenta. Such neglect is called a sudden approximation. In this thesis, we
used the Infinite Order Sudden (IOS) limit, which consist in two sudden approximations:

1. The centrifugal sudden approximation. For systems dominated by short range
interactions, one can replace the centrifugal terms by an average value L(L+1)/R2.
This reduces the dimensionality of the equations by block diagonalization of the
V -matrix elements [81]. This approximation is also called coupled states (CS) and
has been developed by Pack [121] and McGuire [122].

2. The energy sudden (ES) approximation. When the collisional energy is much
larger than the space between energy levels, it is possible to ignore the rotational
structure during a collision. It means that we assume a fast enough collision to
state that the target is not rotating during the process. One can replace the wave
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vector by an average value k
2 ∼ 2µE in the CC equations. This was first employed

by Secrest [123].

Overall, the CC equations within the IOS approximation are completely uncoupled
and have the form:

 ∂2

∂R2 + k
2 − L(L + 1)

R2 − 2µV (R, θ)
F J(R, θ) = 0 (2.65)

where θ are averaged angles. Now the S matrices SL(θ) depend parametrically on the
angles. The S-matrix can be expanded with the same angular dependence as the PES, so
the S-matrix elements will have a similar form:

⟨α′j′
12L

′|SL(θ)|αj12L⟩ = (4π)−3/2 ∑
λ1λ2λ

[λ][λ1λ2j1j
′
1j2j

′
2j12j

′
12LL′]1/2

× (−1)J+j1+j2+j12

×

 λ1 j′
1 j1

0 0 0

 λ2 j′
2 j2

0 0 0

 λ L′ L

0 0 0



×

 L′ L λ

j12 j′
12 J




j′
12 j′

2 j′
1

j12 j2 j1

λ λ2 λ1

SL
λ1λ2λ (2.66)

The rotational IOS cross section can be written as:

σIOS
j1j2→j′

1j′
2

= π

k2[j1j2]
∑

Jj12j12′
LL′

[J ]|⟨α′j′
12L

′|T J |αj12L⟩|2

= π

k2[j1j2]
∑

Jj12j12′
LL′

[J ](4π)−3 ∑
λ1λ2λ

[λ]2[λ1λ2j1j
′
1j2j

′
2j12j

′
12LL′]

×

 λ1 j′
1 j1

0 0 0

2 λ2 j′
2 j2

0 0 0

2 λ L′ L

0 0 0

2

×

 L′ L λ

j12 j′
12 J


2


j′
12 j′

2 j′
1

j12 j2 j1

λ λ2 λ1


2

|T L
λ1λ2λ|2 (2.67)

Eq. (2.67) can be simplified by seeing that
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∑
J

[J ]
 L′ L λ

j12 j′
12 J


2

= 1
[λ] and

∑
j12j′

12

[j12j
′
12]


j′

12 j′
2 j′

1

j12 j2 j1

λ λ2 λ1


2

= 1
[λ1λ2]

and the cross section can be written

σIOS
j1j2→j′

1j′
2

= [j′
1j

′
2]
∑

λ1λ2λ

 λ1 j′
1 j1

0 0 0

2 λ2 j′
2 j2

0 0 0

2

σλ1λ2λ (2.68)

σλ1λ2λ = π

k2

∑
LL′

(4π)−3[λLL′]
 λ L′ L

0 0 0

2

|T L
λ1λ2λ|2

We want to express the IOS cross section in terms of transitions out of the fundamental
level. If we set j1 = 0 and j2 = 0, we can see that the 3j symbols are nonzero only for
j1′ = λ1 and j2′ = λ2. The relation (2.68) can be re-written:

σIOS
00→λ1λ2 = [λ1λ2]

 λ1 λ1 0
0 0 0

2 λ2 λ2 0
0 0 0

2

σλ1λ2λ (2.69)

We can see that:

[λ1]
 λ1 λ1 0

0 0 0

2

= 1; [λ2]
 λ2 λ2 0

0 0 0

2

= 1

which simplifies σλ1λ2λ = σIOS
00→λ1λ2 that we can report in Eq. (2.68) to have:

σIOS
j1j2→j′

1j′
2

= [j′
1j

′
2]
∑
λ1λ2

 λ1 j′
1 j1

0 0 0

2 λ2 j′
2 j2

0 0 0

2

σIOS
00→λ1λ2 (2.70)

It should be noted that the transition out of the fundamental can be replaced by the
ones obtained with the CC method. This formula stands also for rate coefficients and
is similar that the one found in [124]. It is also possible to use the detailed balance to
express the IOS cross section as a function of de-excitations:

σIOS
00→λ1λ2 = [λ1λ2]σIOS

λ1λ2→00 (2.71)
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Here there is no exponential dependence since ∆E = 0 within the IOS approach.

2.4.3 Statistical Adiabatic Channel Model (SACM)

The previous presented approximations are based on quantum approaches for non-
reactive collisions. However, calculations involving a large number of atoms cannot be
achieved with quantum methods mainly coming from the large number of degrees of
freedom. In the past decades, statistical approaches have been developed to propose al-
ternatives for dynamical calculations. The general idea of statistical methods is to assume
that the well depth of a potential is sufficiently deep to not only form a intermediate com-
plex but a long-lived one. The long meta-stability of the complex induces the assumption
that no coupling exists between the initial (α) and final (α′) state of the collisional sys-
tem anymore. The system "forgets" its initial conditions and the probability to decay in
a given channel of products is statistically distributed.
Such methods were developed in the 1950s for nuclear physics and adapted to molecular
collisions in the 1960s [125]–[127]. In this thesis, we will use the Statistical Adiabatic
Channel Model (SACM) [97] and we present here the general features. This method is
based on the approach developed by Quack & Troe [128] in 1975. In this approach, the
CC equations are solved excluding the kinetic term ∂2/∂R2 of Eq. (2.57). Then, the
molecular hamiltonian (2.50) is diagonalized for each total angular momentum and CC
equations are simplified as:

∑
α′

〈
α′
∣∣∣∣ ĵ2

1
2I1

+ ĵ2
2

2I2
+ V̂ + L̂2

2µR2

∣∣∣∣α〉F J
α (R) = 0 (2.72)

This results in a set of adiabatic curves or adiabats as illustrated in Fig. 4.5.
Adiabats represent a given channel and the asymptotic value is associated to an inter-

nal energy level of the collisional system. The transition probability will depend on the
number of open channels for a given total energy E and a total angular momentum J . In
the SACM, a channel is considered as open if the long range of the adiabat, including the
maximum value of the centrifugal barrier V max

i , is below E (V max
i < E, with i labelling

a given adiabat) and is considered closed on the contrary (V max
i > E). For example in

Fig. 4.5, channels a and b are open whereas c and d are closed. Then, each S-matrix
elements have an equal probability for each open channel and zero otherwise:

|⟨α′|SJ(E)|α⟩|2 =


1
Ntot(E,J) open channels
0 otherwise

(2.73)
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Figure 2.8 – Illustration of adiabats as a function of the distance. The total energy
threshold is shown by the dashed line. Channels a and b are considered open whereas c
and d are closed. This figure is taken from [97].

where Ntot(E, J) is the total number of open channels for a given tuple (E, J). The
total collisional cross section is determined as:

σSACM
α→α′ = π

k2[j1j2]
∑

JLL′
[J ]|⟨α′|SJ(E)|α⟩|2 (2.74)

Summations over the orbital angular momenta L and L′ give directly the number of
channels for the reactants and the products, respectively, and allow to write the collisional
cross section as:

σSACM
α→α′ = π

k2[j1j2]
∑

J

[J ]Nα(E, J)Nα′(E, J)
Ntot(E, J) (2.75)

2.4.4 Validity of the methods

The CC method is the most accurate quantum approach, only based on the Born-
Oppenheimer approximation, which has never ceased to prove its efficiency for treating
collisional excitation between two species. However, this method becomes prohibitive in
term of computational time for heavy collisional systems. The interest of the presented
approximations is to save computational resources but this degrades somehow the cross
sections accuracy. Judging quantitatively the precision of an approximation is not easy,
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especially when experimental data are missing. The most theoretical confident way is
to compare it with CC calculations which is not always achievable. Based on physical
arguments, one can estimate qualitatively the relevance of an approximation.
The IOS approximation assumes that the target do not rotate during the collision. It
means that the rotational structure is neglected and the collision depends parametrically
on the orientations of the system. The CC equations within the IOS approximation be-
come uncoupled, saving a lot of computational time. This method has proven to reproduce
quite well CC calculations for high collisional energy (or high temperatures). However,
when the collisional energy is the same order of magnitude than the space between energy
levels, this assumption become non relevant and cross sections at very low energy may
not be reliable. A consequence is that this approximation might be efficient for heavy
systems, which means systems with a high moment of inertia and then a small rotational
constant, leading to a close space between energy levels.
The SACM consists in an identical statistical distribution of the transition probability
over all channels during a collision based on a long-lived intermediate complex. This re-
quires a deep well depth. A consequence is that this approximation can be reliable for low
temperatures and not anymore at high temperatures since the collision is occurring too
fast and the intermediate complex is not expected to live long enough. It should be noted
that this method ignores quantum effects due to the couplings between initial and final
states. Then, it may not be highly applicable for extremely low temperatures (T ≤ 10K)
since the number of channels involved is small, and the statistical distribution may be not
reliable to reproduce these strong quantum effects at these temperatures.

2.4.5 Scattering softwares

The most known scattering programs used to perform non-reactive collisions are
molscat [79] and hibridon [80]. These softwares solve the CC equations using prop-
agator algorithms that we will introduce. In this thesis, we computed fine structure
inelastic cross sections in the CC level of theory for all collisional systems studied with
the hibridon code. We describe below the main steps to perform a typical collisional
study.

Implemention of the PES

Independently of the type of collisional interaction (referred here as a basis type),
hibridon asks the radial coefficients vλ(R) of the PES expansion as an input file (where
λ is a general notation but include any combination of indexes according to the collisional
system). One must specify coefficients for each λ index and several radial points. The
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program will determine the missing ones through 3rd degree polynomial interpolation. The
values of the radial coefficients are used to determine the V -matrix elements. It should
be noted that a careful attention must be taken when constructing the PES involving an
asymmetric top molecule in order to properly match the axis of quantization with the
quantum dynamical program. Here, we adapted the PES for the H2O+–H complex where
the a inertial axis is an axis of the C2 symmetry (details of this implementation is done
in section 4.3.1).

Scattering calculations

The hibridon scattering package of programs got its name through the use of hybrid
propagator algorithms: the log-derivative [129] and Airy [130] propagators. First we can
re-write the CC equation under a matrix form:

[
1 d2

dR2 + W(R)F(R)
]

= 0 (2.76)

where 1 is the identity matrix and W(R) is a matrix written as:

W(R) = k2 − L2 − 2µV(R) (2.77)

Here, k and L are diagonal matrices representing the wave vector and the orbital
angular momentum. To reach numerical stability [131], it is more suitable to propagate
the logarithmic derivative of the solution matrix F(R) rather than the solution itself

Y(R) = F′(R)F(R)−1 (2.78)

The advantage of the Airy propagator is its ability to increase the propagator steps
for the long range. Overall, the log-derivative matrix is propagated at a large enough
R so that the potential becomes negligible compared to the wave vector. Finally, the
propagated matrix Y(Rend) must match with the same asymptotic conditions (2.59) as
F(R):

lim
R→∞

F(R) = h(2)(R) − Sh(1)(R) (2.79)

where S is the S-matrix, and with h(1)(R) and h(2)(R) being diagonal matrices defined
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as:

h
(1,2)
ii = k

−1/2
i

(
jl(x) ± iyl(x)

)
(2.80)

and jl, yl are spherical Bessel functions [132]. Then cross sections are computed as
Eq. (2.60).

Numerical parameters

A scattering calculation relies on several parameters that must be constrained to reach
convergence of cross sections. The presented parameters below are independent and have
been constrained for all collisional systems to reach a convergence of ∼ 1% of error on
inelastic cross sections per parameter, the elastic ones being out of interest for astrophys-
ical applications and hard to converge anyway. We introduce the numerical parameters
asked in input by hibridon.

— N1MAX/J2MIN/J2MAX: These represent the basis size of the two colliders
and are related to the number of rotational levels to include. For a given total
energy E, one must include additional closed channels to reach convergence. These
parameters must be adapted for each energy range of calculation, since the increase
in energy leads to additional open levels to consider.

— JTOT1/JTOT2: These parameters are associated to the total angular momen-
tum. This parameter increase also with the total energy since it regulates the
number of channels involved.

— RSTART/RENDLD/RENDAI: RSTART is the starting point of the propaga-
tion of the wave function. This depends on the definition of the radial part of the
potential. Usually for neutral reactions, the propagation starts around 3.75 − 4a0.
However, for ionic species, the minimum of the PES can be at very small distances
and propagation must start at distances lower than 3a0. RENDLD is the ending
point of the log-derivative propagator. Then it switches to the Airy propagator,
ending with the value given by the RENDAI parameter.

— SPAC: This is the step of the grid used for the log-derivative propagator. This
parameter usually do not affect the computational cost and can be safely put as a
low value.
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2.5 Radiative transfer

The determination of the physical and chemical conditions in the ISM relies on astro-
nomical observations. These are based on the exploitation of molecular spectra. Knowing
the distribution of its lines in the frequency range informs on the nature of the molecule,
which is most of the time known through experimental measurements prior to observa-
tions. However, the intensity of the line is directly related to the influence of the physical
conditions of the medium on the molecular distribution of energy levels. A precise knowl-
edge of the molecular energy transfer mechanisms is required to interpret observations
properly. On one hand, radiative processes are defined by the absorption or emission of
a photon emitted by another molecule or through the irradiation of the continuum. The
molecule can also spontaneously emit radiation. On the other hand, collisions of given
species with the surrounding gas can contribute to change the number of molecules in a
given state. We present below general idea about the formalism used to perform radiative
transfer calculations and quantities related to the evolution of the molecular population
of energy levels. Most of the information has been taken from Rutten [133] and Draine
[1].

2.5.1 Radiative transfer equation

The main equation describing the change in energy dEν of a radiation interacting
with the environment is the radiative transfer equation. The transported energy through
a surface area dA, in a time interval dt, a frequency range dν and over a solid angle dΩ
is defined by:

dEν ≡ IνdAdtdνdΩ (2.81)

with Iν being the specific intensity (W/m2/Hz/ster). When interacting with mat-
ter, the absorption of a specific intensity element can be defined by the monochromatic
extinction coefficient αν(s) (m−1):

dIν(s) ≡ −αν(s)Iν(s)ds (2.82)

At the opposite, photons emitted within a volume dV in the propagation direction of
the radiation can be defined by the monochromatic emissivity jν(s) (W/m3/Hz/ster):
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dIν(s) ≡ jν(s)ds (2.83)

In the case where there is only extinction over a distance D, the specific intensity is
written as:

Iν(D) = Iν(0)e−τν(D) (2.84)

which defines the opacity (or optical thickness) of the medium:

dτν(s) ≡ αν(s)ds (2.85)

This represents the fraction of the absorbed radiation through the medium. It means
that photons have a probability e−τν to travel over an optical path. The whole process of
interaction of the radiation with the medium can be illustrated as in Fig. 2.9.

Figure 2.9 – Variation of the specific intensity Iν along a path length element ds and
opacity element dτ .

Combining absorption (2.82) and emission (2.83) we obtain:

dIν(s) = Iν(s + ds) − Iν(s) = jν(s)ds − αν(s)Iν(s)ds (2.86)

By introducing the source function Sν ≡ jν/αν and using the definition (2.85), we can
rearrange the terms in Eq. (2.86) to obtain the general radiative transfer equation:

60



2.5. Radiative transfer

dIν

dτν

= Sν − Iν (2.87)

The general solution of Eq. (2.87) can be found by multiplying each side by eτν . We
get:

eτν dIν = (Sν − Iν)eτν dτν ⇒ d(eτν Iν) = Sνeτν dτν (2.88)

Then, integrating each side gives:

Iν(τν) = Iν(0)e−τν +
∫ τν

0
Sν(x)ex−τν dx (2.89)

where dx is an element of integration over the optical path. Eq. (2.89) is not easily
solvable because of the spatial dependence of the function source to the structure of
the medium and different opacity with the frequency. The simplest approximation is to
assume a homogeneous medium, in which Sν does not vary with space. For a propagation
over a distance D, Eq. (2.89) simplifies to:

Iν(D) = Iν(0)e−τν(D) + Sν(1 − e−τν(D)) (2.90)

The specific intensity is then described by the contribution of the continuum Iν(0)
and the source function Sν . From Eq. (2.90), two extreme cases can be highlighted. The
opacity can be used as an indicator of the thickness of a medium, being optically thick if
τν ≫ 1 (no photon can escape from the medium):

Iν(D) ∼ Sν (2.91)

and optically thin if τν ≪ 1 (a photon can escape and be detected):

Iν(D) ∼ Iν(0) + (Sν − Iν(0))τν(D) (2.92)

These cases can be summarized in Fig. 2.10. When τν ≫ 1, no photon can escape
from the object and intensity is only given by the surface temperature of the gas which
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is not exploitable from the observer point of view. When the object is optically thin, we
can observe lines in emission or in absorption whether the continuum is weaker than the
source function Iν(0)) < Sν or stronger than the source function Iν(0)) > Sν . If the object
is optically thick at the frequency of the line, the absorbed or emitted line can saturate
to Iν ∼ Sν .

Figure 2.10 – Different cases of spectral intensities for a homogeneous medium. This
figure is taken from Rutten [133].

2.5.2 Statistical equilibrium equations

The distribution of the number ni of energy levels of a molecule by volumic units
is driven by its interactions with radiation fields and by collisional processes with other
partners. The balance of these interactions is summarized as the statistical equilibrium
equations. This equilibrium implies that level populations are independent of time:
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dni

dt
=
∑
j ̸=i

nj(Rji + Cji) −
∑
j ̸=i

ni(Rij + Cij) = 0 (2.93)

where Rij and Cij are the radiative and collisional rate, respectively. The radiative
rate is determined by the balance between emission and absorption of a photon:

Rij = Aij + BijJ
χ

ν0 for Ei > Ej (2.94)

where J
χ

ν0 is the profile-weighted average of the radiation field. The Einstein coefficient
Aij (s−1) is the transition probability for spontaneous de-excitation from a state i to a state
j per second per particle. This quantity relies on intrinsic properties of the molecules, as
radiative transitions occur through coupling of the electric dipole moment µ̂ with states
µ2

ij = |⟨j|µ̂|i⟩|2:

Aij = 64π4

3hc3 ν3
ijµ

2
ij (2.95)

The Einstein coefficient Bij is the number of induced radiative de-excitations from a
state i to a state j per second per particle, and Cij ≡ ncolkij is the collision rate from a
state i to a state j per second and depends on the density of the collider ncol and the rate
coefficient kij defined by Eq. (2.62). Einstein coefficients can be coupled by the Einstein
relations:

Bji

Bij

= gi

gj

; Aij

Bij

= 2hν3

c2 (2.96)

where g is the degeneracy of a given energy level.
We can rewrite the extinction coefficient αν and the emissivity jν in terms of the Einstein
coefficients:

αν = hν

4π
(njBji − niBij)

jν = hν

4π
niAij (2.97)

We can report coefficients (2.97) into the source function, and using the relations
(2.96):
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Sν = niAij

njBji − niBij

=
Aij

Bij

njBji

niBij
− 1

= 2hν3

c2
1

njgi

nigj
− 1 (2.98)

Eq. (2.98) is the general expression for the line source function. What matters is how
ni and nj are computed.

2.5.3 Line profile

A molecular line is not a single peak at the frequency rest of the transition and several
processes participate in its broadening. The mathematical function characterizing such
broadening is called a line profile. First, the line possess an intrinsic profile represented
by a Lorentz function:

ϕintr.
ν = 4γij

16π2(ν − νij)2 + γ2
ij

(2.99)

where νij ≡ (Ei − Ej)/h. This is called intrinsic because it does not depend on the
thermodynamic properties of the object but only on the spectroscopic aspects of the
molecule. Especially, this broadening is due to the Heisenberg’s indeterminacy principle
related to the lifetime of the energy levels i and j compared to the transitions of the others.
The quantity γij and the intrinsic full width at half maximum (FWHM) are defined as:

γij ≡ γji =
∑
k<i

Aik +
∑
k<j

Ajk; (∆ν)intr.
F W HM = γij

2π
(2.100)

Another type of perturbation is the Doppler broadening related to the thermal motion
of the molecules in the object. These can be described by their velocity distribution
approximated by a gaussian function:

χtherm
ν = 1√

2π

1
σv

e−(ν−ν0)2/(2σ2
v); (∆ν)therm

F W HM = σv

√
8ln(2) (2.101)

and σv ≡
√

kBT/m is a one dimensional velocity dispersion with m is the mass of the

64



2.5. Radiative transfer

molecule. For a precise spectroscopic study of transition lines, the natural and thermal
broadening must be convolved to form a Voigt line profile. Also, pressure broadening
(or collisional broadening) due to collisions between other particles in the medium can
participate in the alteration of the line profile. Such effect is also described by a lorentzian,
however rather negligible because of the low density conditions encountered in the ISM.

2.5.4 Approximations

The line intensity is described by fluctuations of the emitted photons by interactions
with radiative fields, depending themselves on the molecular composition of the object and
its spatial distribution. Then, the radiative transfer and statistical equilibrium equations
(2.87) and (2.93) must be solved simultaneously. Several approaches are proposed to
simplify the treatment of these equations.

Local Thermodynamic Equilibrium (LTE)

The simplest approach to consider is to assume that the object is in LTE. This means
that the thermodynamic properties of the gas of the object (density, temperature, pres-
sure, chemical composition) reached locally in their equilibrium value. In this approach,
collisions between components of the gas occur frequently enough compared to radiative
processes to follow a Maxwell-Boltzmann distribution of energy and population:

Cji

Cij

= ni

nj

= gi

gj

e−(Ei−Ej)/(kBTkin) (2.102)

where kB is the Boltzmann constant. The thermal distribution (2.102) gives the
population ratio of a transition at a given kinetic temperature Tkin, describing the random
thermal motion of the degrees of freedom of molecules with an energy of kBT/2 per degree
of freedom.
Using (2.102), it is interesting to see that the source function (2.98) becomes similar to a
black-body described by a Planck function:

[
Sν

]
LTE

= 2hν3

c2
1[

njgi

nigj

]
LTE

− 1

= 2hν3

c2
1

ehν/(kBTkin) − 1 ≡ Bν(Tkin) (2.103)

From the Planck function, we can define the brightness temperature TB which is the
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temperature of a black-body for the same measured line intensity. In the LTE assumption
and for a homogeneous object, we can rewrite Eq. (2.90) in terms of temperatures:

Bν(TB) = Bν(Tbg)e−τν + Bν(Tkin)(1 − e−τν ) (2.104)

where Tbg is the background temperature.

Rayleigh-Jeans approximation

The Rayleigh-Jeans approximation states that for a specific frequency regime hν ≪
kBT , we can can expand ehν/(kBT ) ∼ 1+hν/(kBT ) and the Planck function can be simplied
as:

Bν(TB) ≡ Iν = 2hν3

c2
1

ehν/(kBTB) − 1 ∼ 2ν2

c2 kBTB (2.105)

Then the brightness temperature can be re-written within the Rayleigh-Jeans approx-
imation:

TB = c2

2kBν2 Iν (2.106)

This approximation is useful in the way that the brightness temperature is directly
proportional to the specific intensity. It depends also on the temperature and is valid for
ν ≪ 200 GHz in cold environments. We can rewrite Eq. (2.104) as:

TB = Tbge−τν + Tkin(1 − e−τν ) (2.107)

Escape probability

There are often situations where non-LTE effects appear in interstellar objects. One
way to uncouple radiative transfer equation from the statistical equilibrium one through
non-LTE calculation is to consider the escape probability approach, first introduced by
Sobolev [134] in 1960. The principle is to introduce a probability β that a photon escapes
from the object at a given position toward the observer. Such probability is defined for
different types of geometry of the object:
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β = (1 − e−τ )
τ

for an expanding sphere

β = 1 − e−3τ

3τ
for an homogeneous slab

β = 1.5
τ

[
1 − 2

τ 2 +
(2

τ
+ 2

τ 2

)
e−τ

]
for a uniform sphere (2.108)

The escape probability applied for an expanded sphere is widely used in resolution
methods of radiative transfer as the Large Velocity Gradient (LVG) method. The principle
is to state that the velocity gradient of the medium is much larger than the thermal
broadening of the spectral lines. This method assumes that the density of the object is
uniform and that the gradient dv/dr is independent of the distance r for an expanding
sphere.

2.5.5 Quantities of interest

Critical density

The critical density nu
crit(T ) represents the gas density from which an upper state u can

be (de)populated equally by collisions or by radiations, ∑i<u Aui = ∑
u̸=i Cui(T ). This can

be considered as an indicator of the departure from the LTE regime. For ngas ≪ nu
crit,

collisional processes are less efficient than radiative ones and the upper state is sub-
termalized. For ngas ≫ nu

crit, we consider that the density of the collider si large enough
for collisions to be dominant and the LTE is reached for this upper state. The critical
density can be computed as follow for a multilevel system:

nu
crit(T ) =

∑
i<u Aui∑

u̸=i kui(T ) (2.109)

The critical density strongly depends on the intrinsic properties of the molecule since
the Einstein coefficient Aij ∝ ν3µ2. On one hand, the dependence on µ2 involves selection
rules due to coupling of the angular momenta to the line strength. On the other hand,
the dependence in ν3 implies a sensitivity to the heaviness of the molecule. The value
of the frequency is directly related to the moment of inertia of the molecule since it is
inversely proportional to the rotational constant of the molecule and then how the energy
levels are structured. Molecules with a low moment of inertia will show non-LTE effects
in very high density objects (ncrit ∼ 106 − 108 cm−3), whereas radiative and collisional
processes of heavy molecules can compete at lower densities (ncrit ∼ 102 − 103 cm−3).
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It should be noted that rate coefficients can have a large impact on the values of the
critical density since no strict selection rule govern collisional processes. All transitions
participate to the (de)population of an upper level (an illustration of such example can
be found in Fig. 2.11). Moreover, the dependence of rate coefficients to the temperature
can change the critical density by orders of magnitude, especially when incorporating
homonuclear molecules like H2, showing a strong dependence to the ortho-to-para-H2

with the temperature.

Figure 2.11 – Illustration of population and de-population of the 3rd level by radiative
(red) and collisional (blue) processes for a system with five energy levels.

Excitation temperature

Eq. (2.102) supposes that all transitions are described by the same kinetic temperature
Tkin in LTE. In a general case, each transition is represented by the excitation temperature
Tex (and we can replace Tkin → Tex in Eq. (2.102)). Such quantity do not have a physical
meaning but one can use it as an indicator of departure from LTE for a given transition.
Restricting Eq. (2.93) for two levels i > j for simplicity we have:

nj(BjiJ + Cji) = ni(Aij + BijJ + Cij) (2.110)

with J ≡ 8πhν3

c3
1

e
hν/(kBTbg)−1

. By neglecting the background temperature (hν ≫ kBTbg),
we have J ∼ 0 and Eq. (2.110) can be simplified. We can write:
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ni

nj

gj

gi

= e−hν/(kBTex) = e−hν/(kBTkin) 1
Aij

Cij
+ 1

(2.111)

We can isolate Tex by rearranging the terms to have finally:

Tex = hν/kB

hν/(kBTkin) + ln(1 + Aij

Cij
)

(2.112)

We can see from Eq. (2.112) that for Cij ≫ Aij, we have Tex ≡ Tkin and the transition
is in LTE. If Tex < Tkin, we say that a transition is sub-thermalized. On the contrary, if
Tex > Tkin, the transition is supra-thermalized. These regimes are specific for non-LTE
effects.

Column density

The column density is a fundamental quantity representing the number of molecules
along a line-of-sight toward the object. The expression for a given level is:

Ni =
∫

nids (2.113)

and we can express it as a function of the total column density Ntot:

Ni

Ntot

= gi

Q(Tex)e−Ei/(kBTex); Q(Tex) =
∑

i

gie
−Ei/(kBTex) (2.114)

with Q(Tex) being the partition function which is the sum of all the micro-states.
Within the optically thin assumption, we can express the column density as a function of
the opacity. First, we can use Eqs. (2.85) and (2.97) to rewrite the opacity:

τν =
∫

αν(s)ds = hν

4π

∫ (
nj(s)Bji − ni(s)Bij

)
ds = hν

4π

∫
ni(s)Bij

(
nj(s)Bji

ni(s)Bij

− 1
)

ds

(2.96)= hν

4π

∫
ni(s)Bij

(
nj(s)gi

ni(s)gj

− 1
)

ds
(2.102)= hν

4π
Bij

(
e−hν/(kBTex) − 1

) ∫
ni(s)ds

(2.113)= hν

4π
Bij

(
e−hν/(kBTex) − 1

)
Ni (2.115)

Then, by using relations (2.96) and (2.114), we can rearrange the terms to express
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Ntot:

Ntot = 8πν2

c3
Q(Tex)
giAij

eEi/(kBTex)

ehν/(kBTex) − 1τν (2.116)

Then, information coming from one transition enable to derive the total column den-
sity (2.116) of the detected molecule.

The quantities introduced here will be used in section 3.4 to assess the reliability of
the computed collisional data during this thesis.
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Chapter 3

COLLISIONAL EXCITATION IN

NON-REACTIVE SYSTEMS

In this chapter, we present the results of the collisional excitation studies for the non-
reactive systems explored in this thesis. Section 3.1 provides an overview of the radicals
investigated in this work. Section 3.2 introduces the theoretical framework for collisional
excitation including the treatment of fine structure, followed by the corresponding results.
Section 3.3 focuses on the hyperfine structure treatment of these systems, emphasizing
the applicability of the methods and the outcomes. Finally, Section 3.4 discusses the
application of the newly computed collisional data in radiative transfer modeling.

3.1 Molecules of interest

3.1.1 Objectives of this work

Radical molecules are chemical species possessing one or more unpaired electron.
These molecules are highly unstable, allowing possibility to react easily with other col-
liders. However, radicals are widely detected in the ISM [47] showing that they are
maintained long enough before being destroyed but also they are subject to collisional
excitation processes. Their unpaired electrons lead to the presence of a fine structure,
complexifying its energetic structure and the description of collisional excitation mecha-
nisms. Such description is enhanced by the possible presence of nuclear spins, also in the
case of isotopologues, leading to a hyperfine structure in their energy levels. Such spec-
troscopic properties involve methodological and numerical challenges to provide accurate
collisional data for these molecules. Especially when colliding with molecular hydrogen,
the internal structure of the projectile has an impact on the collisional excitation of neutral
radicals and it is important to take into account its structure in the scattering calcula-
tions. We will face these challenges using the C2H and NH molecules as test cases. These
are not only good candidates for testing (hyper)fine excitation by molecular hydrogen but
also present high astrophysical interests. The objectives of this work are the following:

1. To investigate the fine structure excitation of C2H and NH and their isotopologues
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induced by collisions with H2.

2. To explore the impact of approximations for quantifying the hyperfine excitation
for these collisional systems when the most precise methods are not applicable.

3. To provide new state-to-state rate coefficients for the C2H–H2, C2D–H2, 13CCH–
H2, C13CH–H2, NH–H2 and ND–H2 collisional systems.

3.1.2 The C2H molecule

The ethynyl radical C2H is one of the most abundant hydrocarbon in the ISM. It was
one of the first radicals to be detected in space in the 1970s [135]. Then, many rotational
lines have been widely detected over the past decades in cold environments [136]–[141],
protoplanetary disks [142] or photodissociation regions (PDRs) [143]–[146]. C2H is an
important intermediate in the chemistry of carbon and in the formation pathway of long
carbon-chains molecules [13]. Its formation mostly comes from electron recombination
reactions [13], [137]:

C2H+
3 + e− → C2H + H2 (3.1)

C2H+
2 + e− → C2H + H (3.2)

or by neutral-neutral reaction [147]:

CH2 + C → C2H + H (3.3)

The destruction of C2H by H2 proceeds as:

C2H + H2 → C2H2 + H (3.4)

which is an exothermic reaction with an activation barrier of ∼1600 K [148], [149].
Then, we will assume it to be non-reactive for low temperature applications. Recent work
on similar type of reactions have shown that inelastic collisions are dominant at low tem-
peratures and reactive processes can be safely neglected [88], justifying our choice.
The first (hyper)fine resolved rate coefficients for the C2H radical was provided by Spielfiedel
et al. [150] where collisions with He as a proxy for H2 were considered. Later, Najar et
al. [151] determined fine structure resolved rate coefficients for C2H–para-H2 collisions up
to 100 K, excluding the rotational structure of H2. Based on the PES computed by these
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authors, Dumouchel et al. [152] were able to extend calculations to take into account
the hyperfine structure of C2H, up to 80 K. More recently, Dagdigian [153] included the
internal structure of H2 to provide hyperfine resolved rate coefficients for C2H in collision
with both ortho- and para-H2, up to 300 K, based on a new PES computed by Dagdigian
[154].

3.1.3 The NH molecule

The NH radical belongs to the family of interstellar hydrides, possessing one heavy
atom and one hydrogen and is an intermediate to the formation of important species
such as ammonia NH3 [32]. Nitrogen-bearing molecules are useful tracers of the physical
conditions as for example the inversion lines of ammonia tracing the temperature of dense
ISM [155]. Nitrogen is also present in many types of molecules, including COMs that are
observed in star-forming regions [156]. Then a precise determination of the abundance of
these molecules is important to understand the nitrogen chemistry and its reservoirs, still
a topic of ongoing exploration [157].

NH is observationally challenging to detect, due to its low moment of inertia, lead-
ing to a large rotational constant and a fortiori high frequency transitions from the
sub-millimeter to far-infrared range (∼1 THz). This makes rotational transitions hardly
detectable from ground-based instruments. Then, its first detections have been done in
the UV range in absorption toward ζ Per and HD 27778 diffuse clouds [158]. Later de-
velopment of instruments permitted infrared detections toward molecular clouds [159],
[160], protostars [161], [162], star-forming regions [163], nebulae [164] and PDRs [165].
However, from the first detection of NH to now, large discrepancies between abundances
from spectral interpretations and from chemical modeling were observed [166].

The NH molecule can be mainly formed in cold molecular clouds through the following
electron recombination reactions [167]:

NH+
2 + e− → NH + H (3.5)

NH+
3 + e− → NH2 + H (3.6)

→ NH + H + H (3.7)

Dislaire et al. [168] suggested an additional path to the formation of NH by the electron
recombination reaction of N2H+ to explain the observed abundances:
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N2H+ + e− → N2 + H (3.8)
→ NH + N (3.9)

This process has been corroborated through ion storage ring measurements [169],
showing a branching ratio of 93% for products (3.8) and 7% for products (3.9). Recently,
Goicoechea & Roncero [165] investigated the unfavorable reaction

N + H2 → NH + H (3.10)

by computing reactive rate coefficients through quantum wave packet and quasi-
classical methods, showing enhancement of the column density of NH by a factor ∼25 in
diffuse clouds when considering the reaction of N with highly vibrationally excited H2.

Finally, the NH + H2 → NH2 + H abstraction reaction is highly endothermic by ∼5700
K [170], so we can safely assume that inelastic collisions will be dominant in astrophysical
media.
Up to now, a few studies about collisional excitation of NH have been done using He
as a projectile. Toboła et al. [171] computed fine structure resolved rate coefficients up
to 350 K based on the PES computed by Cybulski et al. [172]. These calculations were
extended by Dumouchel et al. [173] to provide hyperfine resolved rate coefficients up to
150 K. More recently, fine structure rate coefficients based on a 3D PES for the NH–He
collisional system including vibrational motion [174] has been used for studying differential
and integral cross section measurements with crossed molecular beam apparatus combined
to Zeeman decelerator [45].

3.1.4 The interest for isotopologues

Usually, the abundance of a molecule necessitates the determination of its column den-
sity. As this quantity scales linearly to the opacity for a given transition (see Eq. (2.116)),
a molecule which is found to be highly abundant can have optically thick lines. Then,
photons cannot escape from the medium and the intensity of the line is given by the tem-
perature of the surface of the object, and the column density cannot be easily derived.
Then, attention has been pushed to infer physical conditions of the ISM through the ob-
servation of isotopologues, being less abundant than the parent molecule, and then less
affected by opacity effects. On one hand, they can be used to determine the abundance
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of parent species [137]. On the other hand, they can be used as tracers of molecular
formation of isotopic species.
For example, it has been observed that the abundance ratio between a deuterated molecule
and the hydrogenated one can be significantly different from the elemental distribution
[D]/[H] ∼ 2 × 10−5 [175] in a given medium, showing high deuteration degree in the ISM
[176]–[178]. This deuteration fractionation is a useful tool to trace the evolution stages
of star-forming regions [139]. In this sense, the quantification of collisional excitation of
C2D and ND by H2 is interesting to study the origin of the chemical diversity.
Similar attention is paid to 13C isotopologues species. It is common to find deviations
between the galactic elemental ratio [12C]/[13C] ∼ 60 [179] and those derived by model-
ing for a given source. Also, abundance anomalies between the two 13C carbon-bearing
isotopologues 13CCH and C13CH have been reported in many astrophysical environments
varying as [C13CH]/[13CCH] ∼ 1.2–2.2 [137], [140], [145], [180]–[182]. This may be due
to different excitation mechanisms between the two species that can involve different line
intensities, or by non-equivalent pathway formations [183]. This why it is interesting
to provide accurate collisional data for these isotopologues in collision with molecular
hydrogen to explore the impact of collisional processes to this abundance anomaly.

3.1.5 Rotational spectroscopy

C2H and its isotopologues are linear molecules in their 2Σ+ ground electronic state,
and 3Σ− ground states for NH and ND. All systems being open-shell molecules, they
possess nonzero electronic spin S, and its coupling to the rotational quantum number N

is described in the Hund’s case (b) as

j1 = N + S

This involves the emergence of a fine structure with a molecular hamiltonian described
by formulae mentioned in section 2.3.2. In the case of C2H and isotopologues, S = 1/2
and the fine structure hamiltonian is only characterized by a spin-rotation term given by
Eq. (2.43). Each rotational level is splitted in two fine structure components.
In the case of NH and ND, S = 1 and an additional spin-spin term is added to the
effective hamiltonian (see Eq. (2.44)). Then, each rotational level is splitted into three
fine structure components and the wave function can be written in the intermediate
coupling scheme [116]:
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|F1j1m1⟩ = cos(θ)|N = j1 − S, j1m1⟩ + sin(θ)|N = j1 + S, j1m1⟩

|F2j1m1⟩ = |N = j1, j1m1⟩ (3.11)
|F3j1m1⟩ = − sin(θ)|N = j1 − S, j1m1⟩ + cos(θ)|N = j1 + S, j1m1⟩

which can be compacted to the following form:

|Fij1m1⟩ =
N=j1+S∑
N=j1−S

cj1
NFi

|NSj1m1⟩ (3.12)

with θ is a mixing angle coming from the diagonalization of the molecular hamilto-
nian (2.48). We will label energy levels by Nj1 used for a pure Hund’s case (b) (θ → 0)
with the simplification

F1 → j1 = N + S

F2 → j1 = N (3.13)
F3 → j1 = N − S

where only the notation for F1 and F3 labels in (3.13) will stand for the energy levels
of 2Σ molecules. We present the first 25 fine structure energy levels of C2H, C2D, NH
and ND in Tables 3.1 and 3.2, computed using the experimental spectroscopic parameters
given in Tables 3.3 and 3.4.

These molecules possess also one or more nonzero nuclear spins due to the composition
of their nucleus. For C2H and C2D, the presence of the nuclear spin of the hydrogen atom
I1(H) = 1/2 or the deuterium I1(D) = 1 that will couple to the rotation and the electronic
spin through interactions described in section 2.3.3, giving the following scheme

F = j1 + I1

leading to a splitting of each fine structure level into two and three hyperfine energy
levels, respectively, that are labeled as Nj1F .
In the case of 13CCH, C13CH, NH and ND, the energetic structure is even more compli-
cated due to the addition of the nuclear spin from the isotopic carbon I2(13C) = 1/2 or
the nitrogen I2(N) = 1. In the case of two nuclear spins, the coupling to the rotation will
take the following scheme
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Level N j1 E (cm−1)
C2H C2D

1 0 0.5 0.000 0.000
2 1 1.5 2.913 2.405
3 1 0.5 2.916 2.408
4 2 2.5 8.739 7.217
5 2 1.5 8.744 7.221
6 3 3.5 17.479 14.434
7 3 2.5 17.486 14.441
8 4 4.5 29.132 24.058
9 4 3.5 29.142 24.067
10 5 5.5 43.699 36.088
11 5 4.5 43.711 36.099
12 6 6.5 61.180 50.525
13 6 5.5 61.194 50.537
14 7 7.5 81.575 67.367
15 7 6.5 81.591 67.381
16 8 8.5 104.883 86.616
17 8 7.5 104.901 86.632
18 9 9.5 131.105 108.271
19 9 8.5 131.125 108.288
20 10 10.5 160.240 132.332
21 10 9.5 160.262 132.351
22 11 11.5 192.289 158.799
23 11 10.5 192.314 158.820
24 12 12.5 227.252 187.672
25 12 11.5 227.278 187.696

Table 3.1 – The first 25 fine structure energy levels of C2H and C2D.

F1 = j1 + I1; F = F1 + I2

Then, each hyperfine level will be labeled as Nj1F1F . Spectroscopic parameters for the
structure of the molecules of interest are summarized in Tables 3.3 and 3.4.

We can see from spectroscopic constants in Tables 3.3 and 3.4 that the spacing between
fine structure energy levels is about 10–100 times smaller compared to rotational levels
for the first quantum numbers and by a factor of 1000–10 000 for hyperfine energy levels.
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Level N j1 E (cm−1)
NH ND

1 0 1 0.0000 0.0000
2 1 0 31.5706 16.4114
3 1 2 32.5046 17.4163
4 1 1 33.3556 18.2195
5 2 1 97.5646 52.1941
6 2 3 97.7164 52.4632
7 2 2 98.6736 53.3458
8 3 4 195.5071 105.0954
9 3 2 195.6137 105.0304
10 3 3 196.5477 106.0353
11 4 5 325.7409 175.3010
12 4 3 326.0268 175.3625
13 4 4 326.8546 176.2879
14 5 6 488.2485 263.0751
15 5 4 488.6854 263.2354
16 5 5 489.4297 264.1037
17 6 7 682.8220 368.4156
18 6 5 683.3961 368.6614
19 6 6 684.0674 369.4826
20 7 8 909.2134 491.3213
21 7 6 909.9170 491.6451
22 7 7 910.5208 492.4247
23 8 9 1167.1341 631.7917
24 8 7 1167.9624 632.1888
25 8 8 1168.5020 632.9299

Table 3.2 – The first 25 fine structure energy levels of NH and ND.

3.2 Fine structure excitation of 2S+1Σ molecules by 1Σ
molecules

3.2.1 Close-Coupling approach

The representation of a molecule in a 2S+1Σ electronic state can be done in the Hund’s
case (b). The coupling of the electronic spin S to the rotational quantum number N gives
the coupling scheme:

ĵ1 = N̂ + Ŝ

The set of angular functions describing the system in these scheme is given by:
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Parameters (MHz) C2H [184] C2D [185] 13CCH[186] C13CH[186]
B0 43674.542(6) 36036.035(14) 42077.462(1) 42631.383(1)
D0 0.1076(8) 0.068(7) 0.09813(4) 0.10157(6)
γ0 -62.647(4) -55.84(3) -60.080(6) -61.073(8)

bF (H) 40.54(20) 44.42(3) 44.75(4)
c(H) 12.26(26) 12.17(5) 12.64(5)

bF (D) 6.35(7)
c(D) 1.59(26)

eQq(D) 0.21(9)
bF (13C) 900.7(6) 161.63(10)
c(13C) 142.87(3) 64.07(5)

Table 3.3 – Spectroscopic parameters for C2H and its isotopologues. Parenthesis represent
errors of last significant digits.

Parameters (MHz) NH [187] ND [188]
B0 489959.0768(40) 263265.4735(45)
D0 51.05111(33) 14.62876(74)
γ0 -1644.4860(72) -883.4853(70)
λ0 27577.848(11) 27545.194(12)

bF (H) -66.131(15)
c(H) 90.291(28)

bF (D) -10.0724(82)
c(D) 13.986(37)

eQq(D) 0.295(47)
bF (N) 18.830(10) 18.9172(64)
c(N) -67.9224(96) -67.873(23)

eQq(N) -2.883(62) -3.210(17)

Table 3.4 – Spectroscopic parameters for NH and ND. Parenthesis represent errors of last
significant digits.

|NSj1⟩ =
∑

mN mS

CNSj1
mN mSm1|NmN⟩|SmS⟩ (3.14)

where CNSj1
mN mSm1 is a Clebsch-Gordan coefficient defined by Eq. (2.52), and mN , mS

and m1 are the projections of the N , S and j1 quantum numbers. The projectile is
characterized by its rotational quantum number j2 and arise a new coupling scheme:

ĵ12 = ĵ1 + ĵ2; Ĵ = ĵ12 + L̂

with J and L being the total angular momentum and the orbital angular momentum,
respectively. The set of angular functions describing the collisional system is:
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|αj2j12⟩ =
∑

m1m2

Cj1j2j12
m1m2m12 |NSj1⟩|j2m2⟩

|αj2j12LJM⟩ =
∑

m12mL

Cj12LJ
m12mLM |αj2j12⟩|LmL⟩ (3.15)

Here (m) are the projections of their corresponding quantum numbers in the SF frame,
and α ≡ NSj1. We can now define the total wave function in the same manner as in
Eq. (2.54):

ΨJ
αj2j12L(Q) =

∑
α′j′

2j12L′

F J
αj2j12L,α′j′

2j′
12L′(R)

R
|α′j′

2j
′
12L

′JM⟩ (3.16)

where Q ≡ (R, θ1, θ2, ϕ) the coordinates of the collisional system, that will be detailed
in section 3.2.2. Similarly to Eq. (2.57), we can write the CC equations for describing
collisions between 2S+1Σ molecules with 1Σ molecules as:

 ∂2

∂R2 + k2
α′′ − L′′(L′′ + 1)

R2

F J
α′′j′′

2 j′′
12L′′,αj2j12L(R) =

2µ
∑

α′j′
2j′

12L′

⟨α′′j′′
2 j′′

12L
′′JM |V̂ |α′j′

2j
′
12L

′JM⟩F J
α′j′

2j′
12L′,αj2j12L(R) (3.17)

with k2
α′′ = 2µ(Etot −ENj1 −Ej2). As mentioned in section 2.3.2, Hund’s cases are ide-

alized couplings of the angular momenta and some of open-shell species like 3Σ molecules
must be described by an intermediate coupling, as given by Eq. (4.5) for NH and ND. In
the following, we will restrict the presentation of the approaches only for a pure Hund’s
case (b) even though CC calculations have been done in the intermediate coupling for NH
and ND.

The analytical representation of the potential describing the electronic interaction be-
tween two molecules is given by Eq. (2.29). The V -matrix elements ⟨α′′j′′

2 j′′
12L

′′JM |V̂ |α′j′
2j

′
12L

′JM⟩
are described for a given J . Also, the potential is independent of the electronic spin, which
gives the simplification

⟨α′′j′′
2 j′′

12L
′′JM |V̂ |α′j′

2j
′
12L

′JM⟩ = δJJ ′δMM ′δSS′δmSm′
S
⟨α′′j′′

2 j′′
12L

′′J |V̂ |α′j′
2j

′
12L

′J⟩ (3.18)

where we omitted now M . The V -matrix elements will have the form (see Ap-
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pendix A):

⟨α′′j′′
2 j′′

12L
′′J |V̂ |α′j′

2j
′
12L

′J⟩ = (4π)−3/2 ∑
λ1λ2λ

vλ1λ2λ(R) [λ]
[S] [λ1λ2N

′N ′′j′
1j

′′
1 j′

2j
′′
2 j′

12j
′′
12L

′L′′]1/2

× (−1)N ′+j′
1+S+L′+N ′′+j′′

1 +j′′
12+L′′+J

×

 N ′′ λ1 N ′

0 0 0

 j′′
2 λ2 j′

2

0 0 0

 L′′ λ L′

0 0 0



×

 j′
1 N ′ S

N ′′ j′′
1 λ1


 j′′

12 L′′ J

L′ j′
12 λ




j′
1 j′′

1 λ1

j′
2 j′′

2 λ2

j′
12 j′′

12 λ

 (3.19)

The functions F J
α′j′

2j′
12L′,αj2j12L(R) are following the same asymptotic conditions (2.59)

which allows to extract the S-matrix elements SJ
α′L′,αL and compute the cross section

similarly to Eq. (2.60).

3.2.2 Results

Potential energy surface

In this thesis, we used existing PESs to perform scattering calculations and adapted
them for the treatment of isotopologues. We remind here the principal features of the
NH–H2 [189] and C2H–H2 [154] PESs.

Figure 3.1 – Jacobi coordinates for the NH–H2 (unprimed) and the ND–H2 (primed)
complexes.

The most suitable coordinates for inelastic scattering calculations for non-reactive
systems are the Jacobi coordinates, as illustrated in Fig. 3.1. These are defined by an
intermolecular vector R lying in the centers of mass of NH and H2, along the z-axis of
the SF frame. The angle θ1 is related to the orientation of NH with respect to the vector
R. The orientation of H2 is defined by the angles (θ2,ϕ). The PES is then described by
four degrees of freedom. Since the activation energy of the NH + H2 reaction is Ea ∼
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4000 cm−1 [170], reactive processes can be neglected and we can consider both NH and
H2 as rigid rotors and fixing their internuclear distances in their ground vibrational state
as rNH = 1.958a0 and rHH = 1.449a0 [190].
Ab initio calculations were performed considering NH and H2 in their ground electronic
state using the RCCSD(T)-F12/aVTZ method [111] with the molpro software [112]. The
BSSE correction was taken into account using the Boys and Bernardi counterpoise scheme
[106], as presented in section 2.2.1. Calculations included 33 516 ab initio geometries.
The analytical representation of the PES was done in terms of bispherical harmonics as
in Eq. (2.29). Radial coefficients vλ1λ2λ(R) were chosen so that λmax

1 = 10, λmax
2 = 4 and

|λ1 − λ2| < λ < λ1 + λ2, leading to 86 coefficients.
The global minimum of the PES was found for R = 6.30a0 in a linear geometry (θ1,θ2,ϕ) =
(180°,0°,0°) and a well depth De = 149.10 cm−1, where H2 is pointing toward the nitrogen
end. A local minimum was also found for R = 7.9a0 for a T -shaped geometry (θ1,θ2,ϕ) =
(0°,90°,0°) and a well depth De = 109.52 cm−1, where the hydrogen end is pointing toward
the H2 moiety. This PES has been validated through comparisons between bound states
calculations and experimental measurements done by Fawzy et al. [191]. The procedure
for this validation can be found in Pirlot Jankowiak et al. [189].
Since isotopologues possess the same electronic structure, it is possible to use the PES of
the parent molecule to determine the one for the isotopic substituted species. The only
difference will be in the placement of the center of mass. The two molecules have also the
same bond length within the rigid rotor approximation. The change from NH to ND gives
rise to a shift of the center of mass by δr = rND - rNH = -0.1149a0 toward the deuterium
end. The transformation of coordinates from the NH–H2 to the ND–H2 PES (R, θ1, θ2, ϕ)
→ (R′, θ′

1, θ2, ϕ) is given by:

R′ =
√

R2 + δr2 + 2Rδr cos(θ1)

θ′
1 = cos−1

(
R cos(θ1) − δr

R′

)
(3.20)

where we neglected the transformation over (θ2, ϕ) as it did not have any impact on
scattering calculations. The determination of the radial coefficients vλ1λ2λ(R) for the ND–
H2 PES have been extracted using a Gauss-Legendre quadrature for 588 geometries, using
λmax

1 = 10, λmax
2 = 4.

Fig. 3.2 shows contours plots for the two PESs at the distance corresponding to the
NH–H2 global minimum R = 6.30a0. We can see that both PESs are very anisotropic with
respect to θ1 and θ2 orientations but show small relative differences. The most noticeable
difference in the potentials is for the repulsive behavior for θ1 = 0° and for θ2 = 90°. The
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Figure 3.2 – Contour plots of the NH–H2 (left) and ND–H2 (right) PESs for an inter-
molecular distance R = 6.30a0 and ϕ = 0°.

well depth of the potential being small, we do not expect that collisional cross sections
and rate coefficients will be strongly impacted by the shift of the center of mass. However,
the energetic structure of ND is about two times denser than the one of NH which will
have influence on scattering calculations, as demonstrated by Dumouchel et al. [173].

Figure 3.3 – Jacobi coordinates for the C2H–H2 complex and its isotopologues. The
displacement of the center of mass is exagerated for clarity.

The C2H–H2 PES is also described in Jacobi coordinates (see Fig. 3.3) in the rigid
rotor approach, since its reaction with H2 requires an activation energy of ∼1600 K.
Internuclear distances for H2 was chosen as rHH = 1.449a0 [190] and for C2H, rCC =
2.299a0 and rCH = 1.968a0 [192]. Ab initio calculations were performed considering the
two partners in their ground electronic state. The RCCSD(T)/aVQZ method [111] was
employed using the molpro program [112] and applying a counterpoise correction [106].
Overall, the total number of geometries computed for the potential was 43 165.
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The interaction potential was also fitted using Eq. (2.29) for λmax
1 = 12, λmax

2 = 6, leading
to 174 expansion coefficients vλ1λ2λ(R). A global minimum was found for an intermolecular
distance R = 7.82a0, corresponding to a T -shaped geometry (θ1,θ2,ϕ) = (180°,90°,0°),
where the hydrogen end of the C2H collider points toward the center of mass of H2. This
results in a well depth of De = 133.4 cm−1.
The treatment of the isotopologues was done using the same procedure as for the NH–H2

and ND–H2 PESs. We used Eq. (3.20) to transform the C2H–H2 interaction potential
into C2D–H2 (δr = 0.1157a0), 13CCH–H2 (δr = -0.049a0) and C13CH–H2 (δr = 0.039a0)
PESs. We used a Gauss-Legendre quadrature over 686 geometries, with λmax

1 = 12, λmax
2

= 6 for the PES expansion.
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Figure 3.4 – Radial cuts of the firsts expansion coefficients for the C2H–H2 PES and its
isotopologues. Solid lines correspond to C2H, dashed lines for 13CCH, dotted lines for
C13CH, and crossed lines for C2D. Summation of the coefficients has been done over λ for
clarity.

It is interesting to look at the differences between these PESs. Fig. 3.4 shows the
radial dependence of several expansion coefficients for all C2H isotopologues. We can
see that the isotopic substitution has negligible effect on even λ1 radial coefficients. The
largest differences can be seen for odd anisotropies, especially for λ1 = 1 where v

13CCH
λ1λ2 >

vC2H
λ1λ2 > vC13CH

λ1λ2 > vC2D
λ1λ2 . This trend can be understood by the shift of the center of mass

toward the carbon end in the case of 13CCH, leading to larger anisotropies than for the
other isotopologues, where the displacement of the center of mass tends to be close to the
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center of the molecule. Contrary to NH and ND, we expect that the principal differences
in cross sections and rate coefficients will come from the changes in the PES, since their
rotational structures are very similar, especially for the 13C substitution.

Scattering calculations

The following results have been published in four peer-reviewed articles that can be
found in appendix C. We summary here the most important findings.
Fine structure transitions have been computed within the CC approach, using the hi-
bridon suite of programs [80], where a summary of the propagation procedure can be
found in section 2.4.5. We remind here that the total energy grid must be very dense for
very low total energies in order to describe quantum effects (resonances) promoted in this
energetic regime. The total energy step can increase more and more with the energy, as
cross sections tend to have a monotonic behavior. All scattering parameters have been
chosen to converge collisional cross sections within 1% of accuracy per parameter. Cal-
culations included the first 25 energy levels of NH and ND for temperatures up to 300 K;
and the first 41 levels of C2H up to 500 K, the first 31 levels of C2D up to 200 K and the
first 25 levels of 13CCH and C13CH up to 100 K. Details about the optimized parameters
can be found in appendix C for the 13CCH–H2 and C13CH–H2 systems [193], the C2H–H2

and C2D–H2 systems [194]; and the NH–H2 and ND–H2 systems [195]. All scattering cal-
culations have been performed including the ortho-H2(j2= 1) and para-H2(j2= 0) forms,
except for the treatment of 13CCH–H2 and C13CH–H2 where we restricted to collisions
with para-H2(j2= 0) as it will be explain in section 3.3.4. Overall, calculations required
up to ∼2000 channels per energy point for the treatment of NH and ND and up to ∼7000
channels for C2H and its isotopologues which can be handled by nowadays facilities with
the CC method. This required ∼100 000 CPU hours for NH–H2 and ND–H2 calculations
and less than 300 000 CPU hours for C2H–H2 and isotopologues calculations using the
cluster Physix of the IPR and the TGCC (Très Grand Cluster de Calcul) supercomputer.

Influence of the projectile

Fig. 3.5 presents several fine structure cross sections for NH excitation by ortho- and
para-H2. We can first notice the presence of shape and Feshbach resonances, attributed
to some peaks of intensity in cross sections at low collisional energies. These are related
to the formation of an intermediate complex during a collision. When the collisional en-
ergy is matching with one of the bound states of the complex, the system is temporary
trapped to form one of these states before dissociating [196]. These are pure quantum
effects that can be hardly described by approximate methods and are usually important
in the determination of rate coefficients at low temperatures.
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Figure 3.5 – Comparison between fine structure cross sections for NH in collision with
para-H2 (solid) and ortho-H2 (dashed). For initial levels: 67 (top), 66 (middle) and 65
(bottom). For final levels: N ′

N ′+1 (left), N ′
N ′ (middle) and N ′

N ′−1 (right).

Secondly, we can see that the magnitude of cross sections depends on the initial and final
energy level. We call that propensity rules and they are system specific. A general trend
observed in the literature is that cross sections decrease with increasing ∆N . This can
be explained by a tendency of the system to minimize the angular momentum transfer
and the energy gap during a collision. In the case of open-shell molecules in a 3Σ− elec-
tronic state, we can see that transitions preserving the fine structure label (∆N = ∆j1)
are larger than those changing the fine structure label (∆N ̸= ∆j1). As pointed out
by Alexander & Dagdigian [197] and Corey et al. [198], since the interaction potential is
independent of the electronic spin S, a collision cannot affect directly the orientation of
S. Then, a change in a fine structure label transition is only possible through a reorien-
tation of the nuclear rotational quantum number N and a change of axis of quantization
of S, indirectly affecting the rotational quantum number j1. Consequently, as shown in
Fig. 3.5, the system tends to preserve the orientation of the angular momenta during a
collision and the magnitude of transitions is described as NN±1 ↔ N ′

N ′±1 > NN ↔ N ′
N ′±1

> NN±1 ↔ N ′
N ′∓1.

Finally, it clearly appears that collisions are different whether ortho- or para-H2 is in-
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volved. Most of ortho-H2 transitions are larger than those for para-H2 by a factor 3-10.
This is attributed to the exploration of more anisotropies in the potential for colliders with
j2 > 0, as it is the case for ortho-H2. This is a general trend observed for neutral-neutral
collisions [199], [200]. More specifically, we can see that collisions involving ortho-H2 col-
lider are larger than those for para-H2 for odd ∆N transitions. All this discussion stands
also for collisions with ND and rate coefficients follow the same trends.
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Figure 3.6 – Comparison between fine structure cross sections for C2H in collision with
para-H2 (solid) and ortho-H2 (dashed) for fine structure conserving transitions (left) and
fine structure changing transitions (right).

Almost the same rules are applied for C2H collisions, except that larger collisions are
observed for even ∆N transitions when involving ortho-H2 than for para-H2, as shown
in Fig. 3.6. This type of effect cannot be predicted easily and a strict calculation of the
potential should be done to observe this. It is worth noting that C2H–H2 transitions show
much more resonances than for NH–H2 transitions. This is related to the presence of
much more bound states in the C2H–H2 well depth than in the NH–H2 one. It can be
intuitively understand that the denser the rotational structures of the colliders are, the
denser the energetic structure of the complex will be.

It is common to use He as a proxy for para-H2 when collisional data involving molecular
hydrogen are not available. Rate coefficients between the two colliders are assumed to be
the same, only different by the ratio of the reduced mass of the collisional system and
computed as:

kX–para-H2
(T ) ∼

 µX–He
µX–para-H2

1/2

kX–He(T ) (3.21)

where X is a given target. We compare our sets of data for NH–H2 and C2H–H2
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Figure 3.7 – Systematic comparison between fine structure rate coefficients for NH (left)
and C2H (right) in collision with He and para-H2. Dashed lines represent deviations within
a factor of 5.

with those provided by Dumouchel et al. [173] for NH–He and by Spielfiedel et al. [150]
for C2H–He. Such comparison can be seen in Fig. 3.7 1. Most of rate coefficients are
different up to a factor of 5 for C2H collisions and even up to an order of magnitude for
NH collisions. In both cases, this is due to a large difference in the interaction potential
with He and H2. First, both interaction potential with He are two dimensional and then
much less anisotropic than PESs involving H2. The well depth of the C2H–He PES is
also smaller than the 4D PES for C2H–H2 by a factor of ∼5. As well, the depth for the
NH–He PES computed by Cybulski et al. [172] is smaller than the 4D PES for NH–H2

computed by Pirlot Jankowiak et al. [189] by a factor of ∼7. We show that caution must
be taken when using He as a prototype collider for H2.

Impact of the isotopic substitution

It is interesting to explore the impact of the isotopic substitution on rate coefficients.
For the case of NH and ND, Fig. 3.8 shows large differences for both H2 colliders, within
a factor 3–5. We saw in section 3.2.2 that the shift of the center of mass between NH–H2

and ND–H2 frames is minor. Then, these discrepancies can be explained by the large
difference between the rotational structures of the targets, with the rotational constant of
ND being almost twice smaller than the one of NH as B0(NH) = 16.343 cm−1 [187] and
B0(ND) = 8.782 cm−1 [188]. This results in lower space between energy levels for ND
which can impact the magnitude of cross sections.
In the case of C2H and C2D, their rotational constants are similar and the main differ-
ences are coming from the displacement of the center of mass in the C2H–H2 interaction
potential. However, differences are found to be less than a factor of 2 between the two
targets. Even the largest rate coefficients almost match perfectly between each other. We

1. This has been already discussed by Dagdigian [153] for the case of C2H.
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Figure 3.8 – Systematic comparison between fine structure rate coefficients for C2H and
C2D collisions (left), NH and ND collisions (right) with ortho-H2 (top) and para-H2 (bot-
tom).

can mention that C2H rate coefficients are systematically larger than those with C2D.
This can be understood by a displacement of the center of mass toward the middle of
the target, which reduces the anisotropies of the PES (see Fig. 3.4, where the v10(R)
expansion coefficients is the lowest for the C2D–H2 PES).

This can be also visible by seeing the 13C substitution in Fig. 3.9. Differences between
13C isotopologues rate coefficients are not more than 30%, even less with respect to C2H.
Transitions involving 13CCH are however the largest among the targets due to the closest
center of mass position to the edge of the molecule, leading to the largest anisotropies in
the PES.

Finally, even if the deuterium is twice heavier than hydrogen, its isotopic substitution
is found to be more significant on the rotational structure when the parent molecule is
light than on the PES and when the parent molecule is heavy. The effect becomes more
and more negligible when the isotopic substitution occurs with a heavier atom.
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Figure 3.9 – Evolution of fine structure rate coefficients of C2H–sph-H2 (solid), 13CCH–
sph-H2 (dashed) and C13CH–sph-H2 (dotted) with the temperature.

3.3 Hyperfine structure excitation

3.3.1 Close-coupling approach

To solve the Schrödinger equation to describe collisions between a linear open-shell
molecule presenting two non-zero nuclear spins I1 and I2; and a linear closed-shell molecule
presenting a rotational structure j2, the coupling scheme for defining the angular functions
used in the CC approach is given as:

N̂ + Ŝ = ĵ1; ĵ1 + ĵ2 = ĵ12; ĵ12 + Î1 = F̂1; F̂1 + Î2 = F̂ ; F̂ + L̂ = Ĵ

where the F1 and F labels correspond to the quantum numbers describing the coupling
of I1 and I2 to the rotation, respectively. The corresponding basis set of angular functions
is |NSj1j2j12I1F1I2FL, J⟩ ≡ |αβj2j12L, J⟩, with α = NSj1 and β = I1F1I2F regroup all
quantum numbers related to the rotational/fine structure and hyperfine structure of the
target, respectively. These functions depends on the angular functions (3.15) where we
add the couplings of the nuclear spins:

|αβj2j12L, J⟩ =
∑

mF mL

CF LJ
mF mLM |αβj2j12⟩|LmL⟩ (3.22)

|αβj2j12⟩ =
∑

mF1 mI2
m12mI1

CF1I2F
mF1 mI2 mF

Cj12I1F1
m12mI1 mF1

|αj2j12⟩|I1mI1⟩|I2mI2⟩ (3.23)

|αj2j12⟩ =
∑

m1m2

Cj1j2j12
m1m2m12|j1m1⟩|j2m2⟩ (3.24)
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The total wave function can be defined with the new angular functions:

ΨJ
αβj2j12L(Q) =

∑
α′β′j′

2j′
12L′

F J
αβj2j12L,α′β′j′

2j′
12L′(R)

R
|α′β′j′

2j
′
12L

′, J⟩ (3.25)

The CC equations for the radial dependence will have the form:

 ∂2

∂R2 + k2 − L′′(L′′ + 1)
R2

F J
α′′β′′j′′

2 j′′
12L′′,α′β′j′

2j′
12L′(R)

= 2µ
∑

α′β′j′
2j′

12L′

⟨α′′β′′j′′
2 j′′

12L
′′|V̂ |α′β′j′

2j
′
12L

′⟩Fα′β′j′
2j′

12L′,αβj2j12L(R) (3.26)

with k2 = 2µ(Etot − ENj1F1F − Ej2). The CC equations must be solved according to
the asymptotic conditions (2.59).

The problem is that the inclusion of the electronic spins and the two nuclear spins lead
to a large number of energy levels to consider in the scattering calculations. The addition
of the structure of the projectile, even light, involve too many coupled equations to be
solved with nowadays computational resources. That is why we need to find alternative
methodologies to compute hyperfine resolved rate coefficients for the C2H–H2 and the
NH–H2 collisional systems, including their isotopologues in order to provide accurate
collisional data for astrophysical modeling.

3.3.2 Recoupling approach

Corey & McCourt [81] pointed out that the interaction potential is independent of the
spins involved in collisions. Then, we can consider than I1 and I2 are spectators during
a collision. In the case of hyperfine calculations, we mentioned in section 2.3.3 that the
coupling of the nuclear spin with other angular momenta is very weak, resulting in a very
small hyperfine splitting of energy levels. The order of magnitude of a hyperfine coupling
constant is usually ∼ 10−6 − 10−4 cm−1, much lower than couplings arising from the fine
structure (∼ 10−3 − 100) cm−1. It can be safely assumed that collisional energies involved
are much larger than the space between hyperfine energy levels and these can be consid-
ered as degenerated. Thus, it is possible to compute hyperfine resolved collisional cross
sections using the S matrices determined with the CC approach for the fine structure.
We follow the approach of Offer et al. [201], extended to two non-vanishing nuclear spins.
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We change the coupling scheme of the angular momenta of the collisional system so
that the nuclear spins are uncoupled from the rotational momenta:

N̂ + Ŝ = ĵ1; ĵ1 + ĵ2 = ĵ12 ĵ12 + L̂ = Ĵ Ĵ + Î1 = F̃1 F̃1 + Î2 = ĴT

with now J and JT being the nuclear spin-free total angular momentum and the total
angular momentum, respectively. This gives the set of angular functions |αj12LJF̃1, JT ⟩.
We use the same procedure as Offer et al. [201] to simplify the coupling scheme by intro-
ducing a perturbing angular momentum jR such that:

ĵ2 + L̂ = ĵR; N̂ + Ŝ = ĵ1; ĵ1 + Î1 = F̂1; F̂1 + Î2 = F̂ ; F̂ + ĵR = ĴT

giving the basis |αjRF1F, JT ⟩.
Now we can express the |αjRF1F, JT ⟩ recoupling basis as a function of the |αj12LJF̃1, JT ⟩
basis by using an unitary transformation [202]:

|αjRF1F, JT ⟩ =
∑
j12

⟨j12|jR⟩
∑

J

⟨J |F1⟩
∑
F̃1

⟨F̃1|F ⟩|αj12LJ, JT ⟩

The coefficients in brackets are given by [202]:

• ⟨j12|jR⟩ = (−1)j1+j2+l+J [j12jR]1/2

 j1 j2 j12

L J jR


• ⟨J |F1⟩ = (−1)jR+j1+I1+F̃1 [JF1]1/2

 jR j1 J

I1 F̃1 F1


• ⟨F̃1|F ⟩ = (−1)jR+F +I2+JT [F̃1F ]1/2

 jR F1 F̃1

I2 JT F


Then the T -matrix elements can be written as:

⟨α′j′
RF ′

1F
′, JT |T JT |αjRF1F, JT ⟩ =

∑
Jj′

12j12F̃1

[j12j
′
12jRj′

RFF ′F1F
′
1]1/2[F̃1][J ]

× (−1)j2+j′
2+L+L′+F +F ′

×

 j1 j2 j12

L J jR


 jR j1 J

I1 F̃1 F1


 jR F1 F̃1

I2 JT F


×

 j′
1 j′

2 j′
12

L′ J j′
R


 j′

R j′
1 J

I1 F̃1 F ′
1


 j′

R F ′
1 F̃1

I2 JT F ′


× ⟨α′j′

12L
′J, JT |T J |αj12LJ, JT ⟩
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where now the T -matrix elements are expressed as a function of nuclear spin-free
matrices, and the nuclear spins dependences only appear in the 6j symbols. We get the
hyperfine resolved cross section:

σrec
αF1F,j2→α′F ′

1F ′,j′
2

= π

k2
αF1F [Fj2]

∑
JT

[JT ]
∑

LL′jRj′
R

|⟨αj′
RF ′

1F
′, JT |T JT |αjRF1F, JT ⟩|2

= π

k2
αF1F [Fj2]

∑
JT

[JT ]
∑

LL′jRj′
R

∑
j12j′

12

∑
JJ ′F̃1F̃ ′

1

[j12j
′
12jRj′

RFF ′F1F
′
1F̃1F̃

′
1JJ ′]

×

 jR F1 F̃1

I2 JT F


 jR F1 F̃ ′

1

I2 JT F


 j′

R F ′
1 F̃1

I2 JT F ′


 j′

R F ′
1 F̃ ′

1

I2 JT F ′


×

 jR j1 J

I1 F̃1 F1


 jR j1 J ′

I1 F̃ ′
1 F1


 j′

R j′
1 J

I1 F̃1 F ′
1


 j′

R j′
1 J ′

I1 F̃ ′
1 F ′

1


×

 j1 j2 j12

L J jR


 j1 j2 j12

L J ′ jR


 j′

1 j′
2 j′

12

L′ J j′
R


 j′

1 j′
2 j′

12

L′ J ′ j′
R


× ⟨α′j′

12L
′J, JT |T J |αj12LJ, JT ⟩⟨α′j′

12L
′J ′, JT |T J ′ |αj12LJ ′, JT ⟩∗ (3.27)

3.3.3 Infinite Order Sudden limit

As mentioned in section 2.4.2, the Infinite Order Sudden approximation (IOS) relies
both on an average of the centrifugal terms in the CC equations and ignoring the rotation
of the system during a collision [203]. It is then expected to be accurate at high collisional
energies. Following the discussion in section 2.4.2, the S matrices depend parametrically
on the angles and can be expanded with the same angular dependence as the PES. In the
case of collisions between a linear open-shell molecule in a 2S+1Σ state and a closed-shell
molecule in a 1Σ state, it would give:

⟨α′j′
2j

′
12L

′|SL(θ)|αj2j12L⟩ = (4π)−3/2 ∑
λ1λ2λ

[λ]
[S] [λ1λ2NN ′j1j

′
1j2j

′
2j12j

′
12LL′]1/2

× (−1)N ′+j′
1+S+L′+N ′′+j′′

1 +j′′
12+L′′+J

×

 N ′ λ1 N

0 0 0

 j′
2 λ2 j2

0 0 0

 L′ λ L

0 0 0

 (3.28)

×

 j1 N S

N ′ j′
1 λ1


 j′

12 L′ J

L j12 λ




j1 j′
1 λ1

j2 j′
2 λ2

j12 j′
12 λ

SL
λ1λ2λ

The fine structure IOS cross section can be written as:
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σIOS
Nj1j2→N ′j′

1j′
2

= π

k2[j1j2]
∑

Jj12j12′
LL′

[J ]|⟨α′j′
2j

′
12L

′|T J |αj2j12L⟩|2

= π

k2[j1j2]
∑

Jj12j12′
LL′

[J ](4π)−3 ∑
λ1λ2λ

( [λ]
[S]

)2
[λ1λ2NN ′j1j

′
1j2j

′
2j12j

′
12LL′]

×

 N ′ λ1 N

0 0 0

2 j′
2 λ2 j2

0 0 0

2 L′ λ L

0 0 0

2

(3.29)

×


j1 j′

1 λ1

j2 j′
2 λ2

j12 j′
12 λ


2 j′

12 L′ J

L j12 λ


2 j1 N S

N ′ j′
1 λ1


2

|T L
λ1λ2λ|2

Eq. (3.29) can be simplified by seeing that

∑
J

[J ]
 j′

12 L′ J

L j12 λ


2

= 1
[λ] and

∑
j12j′

12

[j12j
′
12]


j1 j′

1 λ1

j2 j′
2 λ2

j12 j′
12 λ


2

= 1
[λ1λ2]

and the cross section can be written

σIOS
Nj1j2→N ′j′

1j′
2

= [NN ′j′
1j

′
2]

[S]2
∑

λ1λ2λ

 N ′ λ1 N

0 0 0

2 j′
2 λ2 j2

0 0 0

2 j1 N S

N ′ j′
1 λ1


2

σλ1λ2λ

σλ1λ2λ = π

k2

∑
LL′

(4π)−3[λLL′]
 L′ λ L

0 0 0

2

|T L
λ1λ2λ|2 (3.30)

From this point, the fine and hyperfine resolved cross section within the IOS approxi-
mation is system dependent and we will present the specific case for the treatment of NH
and the 13C isotopologues of C2H separately.
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3.3.4 Results

Selection of a suitable method for computing hyperfine resolved collisional
data

13CCH–H2 and C13CH–H2

The recoupling method is currently the most accurate approach for hyperfine treat-
ment. However, the inclusion of two nuclear spins leads to ∼4–6 more times channels
depending on the system, and the inclusion of the structure of the projectile even only
for j2 = 1 would imply ∼3 times more channels to consider in scattering calculations,
making this recoupling method not doable in terms of computational time and memory.
Moreover, interference terms in Eq. (3.27) prevent to perform calculations for one given
total angular momentum and the full grid must be included in the calculation of a given
total energy. Then, we need to test several approaches to overcome this computational
challenge. We decided to test two possibilities:

— Restrict the use of the recoupling approach to an interaction of a molecule with a
structureless atom, i.e. neglecting the structure of H2.

— Use the IOS approximation including the two nuclear spins of the target and the
structure of molecular hydrogen.

To estimate the accuracy of these tests, comparisons will be done with respect to the
recoupling method including one nuclear spin and the structure of H2. The C2H–H2 col-
lisional system will be our reference for testing these methods.

In the case of 13CCH and C13CH, we can take advantage that they are detected mostly
in cold astrophysical environments (∼10 K) so that eventually, only the para-H2(j2= 0)
rotational state will be significantly populated compared to excited states. The reduction
of the dimension of the system goes by restricting the degrees of freedom of the 4D PES
to 2D (see Fig. 3.10).

To mimic a 2D PES from a 4D one, we start from the analytical representation given
by Eq. (2.29) that we can re-write as:

V (R, θ1, θ2, ϕ) =
∑

λ1λ2λ

vλ1λ2λ(R)
∑
(m)

Cλ1λ2λ
mλ1 mλ2 mYλ1mλ1

(θ1, 0)

×Yλ2mλ2
(θ2, ϕ)Y ∗

λm(Θ, Φ) (3.31)

where the Yαβ are spherical harmonics and (Θ, Φ) are the relative angles of the molec-
ular complex (see Fig. 2.7). We set j2= 0 so that only terms with λ2 = 0 will remain.
Then, we will have λ1 ≡ λ and:
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Figure 3.10 – Illustration of the dimensional reduction of the 4D PES for the C2H–H2
collisional system.

• Y ∗
λm(Θ, Φ) → Y ∗

λm(0, 0) = [(2λ + 1)/(4π)]1/2δm0 (see Green [59])
• Cλ1λ2λ

mλ1 mλ2 m → Cλ0λ
000 = 1

• Yλ1mλ1
(θ1, 0) → Yλ0(θ1, 0) = [(2λ + 1)/(4π)]1/2Pλ(cos θ1)

• Yλ2mλ2
(θ2, ϕ) → Y00(θ2, ϕ) = 1/(4π)1/2

We can see that the dependence in (θ2, ϕ) drops and the analytical formula for a 2D
PES becomes:

V (R, θ1) =
∑

λ

vλ0λ(R)(2λ + 1)
(4π)3/2 Pλ(cos θ1)

≡
∑

λ

vsph
λ (R)Pλ(cos θ1) (3.32)

Then, one has to multiply the expansion coefficients vλ0λ(R) from the 4D PES by
(2λ + 1)/(4π)3/2 to obtain the form of the 2D PES. In practice, it makes that only 13
out of the 174 expansion coefficients for the 4D PES of the C2H–H2 collisional system
will be used in scattering calculations, reducing drastically the computational time. For
dynamical calculations, one can substitute I2 = 0 in section 3.3.2 to obtain hyperfine rate
coefficients for the case with one nuclear spin with the 4D PES (k4D−rec

Nj1F (T )) (see also
Offer et al. [201]) and also j2 = 0 for the case of a molecule/atom interaction with the 2D
PES (k2D−rec

Nj1F (T )) (see also Daniel et al. [204]).
In the case of the IOS approximation, we used the formula developed by Alexander [205]
in the Hund’s case (a) and generalized to hyperfine transitions by Faure & Lique [83]:
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kIOS
Nj1F →N ′j′

1F ′(T ) = [j1][j′
1][F ′]

∑
λ

[λ]
λ + 1

×

 j′
1 λ j1

−1
2 0 1

2

2 j1 j′
1 λ

F ′ F I(H)


2

× 1
2[1 + ϵ(−1)j1+j′

1+λ]kCC
0, 1

2 →λ,λ+ 1
2
(T ) (3.33)

where ϵ is the parity index, I(H) is the nuclear spin of the hydrogen and |j1 − j′
1| < λ <

j1 + j′
1. Here we replace IOS transitions by those of CC out of the fundamental level

Nj1 = 01/2. To prevent too many deviations at low temperatures, we can apply a scaling
relation proposed by Neufeld & Green [206] as:

kNG
Nj1F →N ′j′

1F ′(T ) =
kIOS

Nj1F →N ′j′
1F ′(T )

kIOS
Nj1→N ′j′

1
(T ) kCC

Nj1→N ′j′
1
(T ) (3.34)

This scaling relation satisfies the following condition

∑
F ′

kNG
Nj1F →N ′j′

1F ′(T ) = kCC
Nj1→N ′j′

1
(T ) (3.35)

It should be noted that Eq. (3.34) necessitates elastic rate coefficients (with N = N ′

and j1 = j′
1) to compute hyperfine quasi-elastic transitions (with N = N ′, j1 = j′

1 and
F ̸= F ′). However, these are usually hard to converge and we will not provide them.
Quasi-elastic transitions will be then computed through Eq. (3.33).
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Figure 3.11 – Systematic comparison of hyperfine rate coefficients for the C2H–H2 colli-
sional system between recoupling approach in reduced dimension of the PES (left) and
IOS approximation (right) with respect to recoupling method including the 4D PES.
Dashed lines represent deviations by a factor of 2.
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Results of these tests appear in Fig. 3.11. We can see that both methods seem to be
consistent with respect to the reference method. This can be highlighted by computing
the Weighted Mean Error Factor (WMEF) [97] which quantifies deviations according to
the magnitude of the rate coefficients. This is defined as:

WMEF =
∑

i k4D−rec
i ri∑

i k4D−rec
i

(3.36)

where the index corresponds to the ith transition. ri = max(k4D−rec
i /k

2D/NG
i ,k2D/NG

i /k4D−rec
i )

so that ri ≥ 1. In both cases, the WMEF is of the same order of magnitude (deviations
within 20% for most of transitions) and both methods could be applicable for data pro-
duction for 13CCH–H2 and C13CH–H2. In particular, IOS calculations perform very well
even at low temperatures, probably due to the low space between energy levels and to the
NG correction. It should be noted that some transitions deviate by more than a factor of
2. These are attributed to the quasi-elastic transitions, provided without the NG correc-
tion. Finally, we decided to choose the reduced dimension approach with the recoupling
method for the treatment of the 13C isotopologues. In fact, this is the method in which
only one approximation was done, and also because differences are quasi systematically
overestimating the 2D calculations. We do not retain the IOS approach here because of
the inconsistency in the calculations between quasi-elastic transitions and others.

NH–H2 and ND–H2

Contrary to 13CCH and C13CH, the NH molecule is detected both in cold and warm
environments (T > 100 K), and ignoring the structure of H2 would probably involve
significant errors in astrophysical modeling, since ortho-H2(j2 = 1) is expected to be pop-
ulated in these temperature regimes. Then, the IOS approach would probably remain a
correct alternative. However, formalism describing hyperfine resolved transitions through
the IOS approximation for a 3Σ molecule in collision with a projectile with j2 ̸= 0 was
not available in the literature. Then, we decided to propose a formulation for such type
of systems. From Eq. (3.30), we will write the fine structure cross section σIOS

Nj1j2→N ′j′
1j′

2

expressed as a function of the transition out of the initial level Nj1 = 10. Then, for the
projectile we will distinguish two cases: para-H2 by setting j2 = 0 and in parallel ortho-H2

with j2 = 1.

Considering para-H2, we set N = 1, j1 = 0, S = 1 and j2 = 0 in Eq. (3.30) and we
label the cross section for para-H2 with the superscript IOS-p. It simplifies to:
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σIOS−p
100→N ′j′

1j′
2

= [N ′j′
1j

′
2]

3
∑

λ1λ2λ

 N ′ λ1 1
0 0 0

2 j′
2 λ2 0
0 0 0

2

×

 0 1 1
N ′ j′

1 λ1


2

σλ1λ2λ (3.37)

The 3j and 6j symbols are together nonzero for j′
1 = λ1, N ′ = λ1 + 1 and N ′ = λ1 − 1.

For the next steps, we will only keep the case where N ′ = λ1 + 1. For the collider, the
non cancellation corresponds to j′

2 = λ2. Eq. (3.37) gives

σIOS−p
100→λ1+1,λ1λ2 = [λ1 + 1][λ1λ2]

3

 λ1 + 1 λ1 1
0 0 0

2 λ2 λ2 0
0 0 0

2 0 1 1
λ1 + 1 λ1 λ1


2

σλ1λ2λ

σλ1λ2λ =
3 × σIOS−p

100→λ1+1,λ1λ2

[λ1 + 1][λ1λ2]
 λ1 + 1 λ1 1

0 0 0

2 λ2 λ2 0
0 0 0

2 0 1 1
λ1 + 1 λ1 λ1


2 (3.38)

It is possible to replace Eq. (3.38) into Eq. (3.30) such that

σIOS−p
Nj1j2→N ′j′

1j′
2

= [NN ′j′
1j

′
2]

[S]2
∑

λ1λ2λ

 N ′ λ1 N

0 0 0

2 j′
2 λ2 j2

0 0 0

2 j1 N S

N ′ j′
1 λ1


2

 λ1 + 1 λ1 1
0 0 0

2 λ2 λ2 0
0 0 0

2 0 1 1
λ1 + 1 λ1 λ1


2

×
3 × σIOS−p

100→λ1+1,λ1λ2

[λ1 + 1][λ1λ2]
(3.39)

By analyzing the 3j and 6j symbols, it is possible to see that

•
1

[S]
 0 1 1

λ1 + 1 λ1 λ1


2 ≡ [λ1]

•
1

[λ1 + 1]
 λ1 + 1 λ1 1

0 0 0

2 ≡ [λ1]
λ1 + 1
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•
1

[λ2]
 λ2 λ2 0

0 0 0

2 ≡ 1

Eq. (3.39) is greatly simplified to

σIOS−p
Nj1j2→N ′j′

1j′
2

= [NN ′j′
1]
∑
λ1λ2

[λ1]
λ1 + 1

 N ′ λ1 N

0 0 0

2 j′
2 λ2 j2

0 0 0

2

×

 j1 N S

N ′ j′
1 λ1


2

σIOS−p
100→λ1+1,λ1λ2 (3.40)

We can also express the fundamental cross section as a function of the de-excited cross
section toward the fundamental level through the detailed balance

σIOS−p
100→λ1+1,λ1λ2 = [λ1λ2]σIOS−p

λ1+1,λ1λ2→100

The extension to the hyperfine structure formula is given by multiplying the fine
structure cross section by the proper statistical weights and 6j symbols [39] to obtain the
final expression:

σIOS−p
Nj1F1F,j2→N ′j′

1F ′
1F ′,j2

= [NN ′j1j
′
1F1F

′
1F

′j′
2]
∑
λ1λ2

[λ1]
λ1 + 1

 N ′ λ1 N

0 0 0

2

×

 j′
2 λ2 j2

0 0 0

2 N ′ N λ1

j1 j′
1 S


2

×

 j1 j′
1 λ1

F ′
1 F1 IX


2 F1 F ′

1 λ1

F ′ F IN


2

× σIOS−p
100→λ1+1,λ1,λ2 (3.41)

with X ≡ H or D.
Now, similarly to para-H2, we still set N = 1, j1 = 0, S = 1 but the fundamental level
of ortho-H2 will be j2 = 1. We label the following equations by the superscript IOS-o.
Reporting in Eq. (3.30) we have
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σIOS−o
101→N ′j′

1j′
2

= [N ′j′
1j

′
2]

3
∑

λ1λ2λ

 N ′ λ1 1
0 0 0

2 j′
2 λ2 1
0 0 0

2

×

 0 1 1
N ′ j′

1 λ1


2

σλ1λ2λ (3.42)

As the same as earlier, the 3j and 6j symbols are together nonzero for j′
1 = λ1,

λ1 = N ′ + 1 but this time it is also nonzero for j′
2 = λ2 + 1. With only the non vanishing

terms we simplify Eq. (3.42) to

σIOS−o
101→λ1+1,λ1,λ2+1 = [λ1 + 1][λ1][λ2 + 1]

3

 λ1 + 1 λ1 1
0 0 0

2 λ2 + 1 λ2 1
0 0 0

2

×

 0 1 1
λ1 + 1 λ1 λ1


2

σλ1λ2λ

σλ1λ2λ = 1 λ1 + 1 λ1 1
0 0 0

2 λ2 + 1 λ2 1
0 0 0

2 0 1 1
λ1 + 1 λ1 λ1


2

×
3 × σIOS−o

101→λ1+1,λ1,λ2+1

[λ1 + 1][λ1][λ2 + 1] (3.43)

It is possible to simplify Eq. (3.30) with the same analysis than the previous case.
Just here there is an additional term

1

[λ2 + 1]
 λ2 + 1 λ2 1

0 0 0

2 ≡ [λ2]
λ2 + 1

and the fine structure cross section will be

σIOS−o
Nj1j2→N ′j′

1j′
2

= [NN ′j′
1j

′
2]
∑

λ1λ2λ

 N ′ λ1 N

0 0 0

2 j′
2 λ2 j2

0 0 0

2 j1 N S

N ′ j′
1 λ1


2

× [λ1]
λ1 + 1

[λ2]
λ2 + 1σIOS−o

101→λ1+1,λ1,λ2+1 (3.44)

with the detailed balance
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σIOS−o
101→λ1+1,λ1,λ2+1 = [λ1][λ2 + 1]

3 σIOS−o
λ1+1,λ1,λ2+1→101

Finally, hyperfine cross section through the IOS approximation with ortho-H2 is

σIOS−o
Nj1F1F,j2→N ′j′

1F ′
1F ′,j2

= [NN ′j1j
′
1F1F

′
1F

′j′
2]
∑
λ1λ2

[λ1]
λ1 + 1

[λ2]
λ2 + 1

×

 N ′ λ1 N

0 0 0

2 j′
2 λ2 j2

0 0 0

2 N ′ N λ1

j1 j′
1 S


2

×

 j1 j′
1 λ1

F ′
1 F1 IX


2 F1 F ′

1 λ1

F ′ F IN


2

× σIOS−o
101→λ1+1,λ1,λ2+1 (3.45)

Eqs. (3.41) and (3.45) can be used to describe the hyperfine excitation of a molecule
in a 3Σ electronic state in collision with a linear closed-shell molecule. We tested this
approach including only one nuclear spin I(H) or I(D) using the NG correction given
by Eq. (3.34) and compared it with the recoupling approach for the NH–H2 and ND–H2

collisional systems.
Fig. 3.12 displays comparisons between these two methods. One can see that most of

transitions are in agreement within a factor of 2 between IOS and recoupling. Especially,
even cross sections with the largest magnitude match almost perfectly between the two
approximations in the two sets of collisional energies. It was expected that IOS calcula-
tions improve the agreement at high energies. The WMEF shows almost a similar order
of magnitude for all samples except for ortho-H2 collisions, showing larger discrepancies
than for para-H2 collisions. This is due to some transitions at 50 cm−1 that are deviating
by more than a factor of 2 and correspond to quasi-elastic transitions. As mentioned
earlier, these cannot be predicted with the NG correction and were computed only with
Eqs. (3.41) and (3.45). Also, the energy of the fundamental level of ortho-H2 which is
not zero and then expected to be badly predicted by the IOS approximation. It should
be noted that the derivation of this formulae has been done assuming a pure Hund’s case
(b) because the incorporation of the intermediate coupling was not easy to handle, even
though we used fine structure cross sections presented in section 3.2.2, computed in the
intermediate coupling. However, NH and ND being light molecules, we expect a weak in-
termediate coupling and that this approximation will have a minor impact on the results.
Finally, we decided to use this approach for data production, as results are in agreement
with the reference method between ∼10–50% for most of the tested transitions. Since the
coupling of the nuclear spin of the nitrogen is even weaker than the one of hydrogen or
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Figure 3.12 – Systematic comparison of two samples of cross sections for NH (top) and
ND (bottom) collisions with both ortho-H2 (left) and para-H2 (right) between NG and
recoupling calculations. Quasi-elastic transitions provided with the IOS approach are also
incorporated. Dashed lines represent deviations by a factor of 2.

deuterium, we assume that its inclusion in scattering calculations will not involve large
errors.

Scattering calculations

Scattering calculations have been done with the hibridon software [80] for the treat-
ment of C2H and its isotopologues. Hyperfine excitation of C2H and C2D by molecular
hydrogen was done using the recoupling approach without any more approximation. Scat-
tering calculations have been performed including the 38 first hyperfine levels of C2H and
the first 55 levels of C2D up to 100 K. We estimate that these calculations required less
than 500 000 CPU hours for both systems using the TGCC supercomputer. On the other
hand, calculations for 13CCH and C13CH in collision with sph-H2 included the 98 first
energy levels of the isotopologues up to 100 K. This was estimated to require ∼500 000
CPU hours between the Physix cluster and the TGCC supercomputer. Finally, hyperfine
calculations for the NH–H2 and ND–H2 collisional systems took less than five minutes on
a laptop.
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No anomaly were found in the propensity rules followed by hyperfine rate coefficients.
All rules previously described in section 3.2.2 for the fine structure discussion stand also
for hyperfine structure rate coefficients as they follow the same logic of preserving the
orientation of the rotational angular momentum and tend to minimize the transfer of
angular momentum during a collision. These rules are already discussed by Alexander &
Dagdigian [82] and are well known for many systems as e.g. for the case with one nuclear
spin [207], [208] or with two nuclear spins [173], [204].

3.4 Astrophysical modeling

Once fine and hyperfine resolved rate coefficients are computed, it is possible to test
their impact in radiative transfer modeling under non-LTE conditions. We will present
parts of applications that have been done for the NH, C2D, 13CCH and C13CH molecules
where details can be found in Pirlot Jankowiak et al. [193]–[195]. These modelings have
been done using the radex public software [209]. Discussion about the excitation of C2H
in the ISM has been done by Dagdigian [153] and will not be treated here.

3.4.1 Critical density

Because of their different spectroscopic properties, all molecules do not behave the
same to the competition between energy transfer mechanisms. This can have an impact on
the critical density, which is a rough indicator of the gas density where a given energy level
u is (de)populated equivalently between radiative and collisional processes, as explained
in section 2.5.5. When the contribution of both ortho- and para-H2 is included in rate
coefficients, the critical density is computed as:

nu
cr(T ) =

∑
i<u Aui∑

u̸=i kui(T )

=
∑

i<u Aui∑
u̸=i

[
OPR

1+OPRkortho-H2
ui (T ) + 1

1+OPRkpara-H2
ui (T )

] (3.46)

with OPR is the ortho-to-para-H2 ratio assumed to follow a thermal distribution, Aui

and kui are the Einstein and rate coefficient for a transition u → i, respectively. We
applied the Einstein coefficients for hyperfine transitions from the CDMS [37].

Fig. 3.13 displays several critical densities for hyperfine energy levels of C2H isotopo-
logues and NH. While critical densities for some of the first hyperfine components of the
N = 1 level are similar between C2H isotopologues (∼ 104 − 105 cm−3), those of NH are
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Figure 3.13 – Evolution of the critical density with the temperature for several hyperfine
transitions. Left panel: C13CH (solid) and 13CCH (dashed). Right panel: C2D including
ortho- and para-H2 collisions (solid), and only para-H2 collisions (dashed). Bottom panel:
NH including collisions with molecular hydrogen (solid) and with He (dotted).

much larger by several orders of magnitude (∼ 107 − 1010 cm−3). This is clearly due to
their different moment of inertia, leading to differences in rotational constants and then
to transitions between energy levels. As Einstein coefficients are proportional to the cubic
of the frequency, the major difference will come from these quantities, as rate coefficients
are approximately of the same order of magnitude for most of these systems. We can
note more and more discrepancies between critical densities with the temperature when
including collisions with ortho-H2. This is expected since the j2 = 1 rotational state of
H2 is more and more populated with the temperature, as shown for example in the case
of C2D. Finally, since rate coefficients for He collisions are lower than those for H2 colli-
sions, we can mention strong discrepancies in the magnitude of the critical densities for
hyperfine levels of NH, up to a factor of 10.
Of course, it is hard to estimate correctly the critical density when collisional data are
not available, but then it can serve to predict possible non-LTE behavior of transitions
that are not observed yet, and orient the interest for a given molecule.

105



Part , Chapter 3 – Collisional excitation in non-reactive systems

3.4.2 Excitation of C2H isotopologues in star-forming regions

We restrict radiative transfer modeling for cold environments in which the C2H iso-
topologues are detected as e.g. in L1521B, L134N [181], TMC-1 [137], L1527 [140] L1544
or HH211 [182]. For all systems, we will assume a kinetic temperature Tkin = 10 K, a
background temperature as the one of the Cosmic Microwave Background (CMB) Tbg =
2.73 K, a typical column density of N = 1013 cm−2 and a linewidth of 0.5 km s−1 to make
sure that all studied lines are optically thin. Einstein coefficients were taken from CDMS
[37]. We adopted a uniform sphere geometry in the use of the escape probability from
radex.
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Figure 3.14 – Evolution of the excitation temperature with the molecular gas density
n(H2) for Tkin = 10 K for hyperfine component of the N = 1 → 0 rotational line. Left
panel: For C2D with 100% of para-H2 (solid), 25% of ortho-H2 (dotted) and 75% of
ortho-H2 (crossed). Right panel: For C13CH (solid) and 13CCH (dashed).

Fig. 3.14 presents excitation temperatures for some detected lines of 13CCH and
C13CH, and for one line of C2D. From these curves, we can distinguish three regimes.
For low densities, values converge toward Tbg characterizing the radiative regime, when
the excitation is dominated by radiations. Then, for intermediate densities, we observe
Tbg < Tex < Tkin showing non-LTE behavior. Finally the excitation temperature converges
to Tkin for large densities, where collisions are dominant satisfying the LTE regime.
We can see for C2D the influence of the collider in excitation temperature. The LTE
regime is reached for lower densities when incorporating more and more ortho-H2 in the
composition of the gas kinetics. This is due to the larger rate coefficients for ortho-H2

collisions than those for para-H2 collisions, making collisions more efficient for ortho-H2

than para-H2. Of course at 10 K, the presence of molecular hydrogen in j2 = 1 state is
negligible but this serves as an illustrative example.
On the other hand, all presented transitions for 13CCH and C13CH do not present signif-
icant differences. As their spectroscopic constants are very similar and rate coefficients
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between these two molecules being different by ∼30% at worst, we cannot conclude that
each molecule has its own excitation, at least at very low temperature.

As pointed out by many authors, 13CCH and C13CH present an anomaly in their
abundance ratio of [C13CH]/[13CCH] ∼1.2–2.2 depending on the medium. This means
either that these isotopologues present significant different formation pathways, or that
their are not presenting the same excitation in the ISM. It is interesting to test the second
possibility with our new collisional data.
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Figure 3.15 – Ratio of brightness temperatures between C13CH and 13CCH hyperfine lines.
Dashed curves represent the ratio of the corresponding Einstein coefficients.

Fig. 3.15 displays the ratio of the brightness temperatures of the two isotopologues for
a given hyperfine transition. This ratio remains in agreement with the ratio of the Ein-
stein coefficient by ∼10% over the range of molecular gas kinetics. This is not enough to
assess that collisional excitation has a true impact on the brightness temperature of these
molecules. We can just mention that since rate coefficients for 13CCH–sph-H2 collisions
are almost systematically larger than for C13CH–sph-H2 collisions, leading to a tendency
to excite more 13CCH than C13CH. This would enhance the brightness temperatures for
13CCH which decreases the isotopic ratio of TB and would worsen this anomaly.

Moving to C2D, we investigated the determination of the column density N(C2D) and
the gas kinetics n(H2) with our new set of rate coefficients and compared it with the one
computed by Yoshida et al. [140] under the LTE assumption for observations of hyperfine
lines of the N = 1 → 0 (72 GHz) rotational line in L1527. To do so, we fixed Tkin = 10 K
and run radex for N(C2D) = [1012–1014] cm−2 and n(H2) = [5×105 – 3×106] cm−3. For
each tuple (N(C2D),n(H2)), we compared the computed integrated intensity for several
hyperfine transitions to observations in order to minimize the χ2 parameter:
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χ2 =
M∑

i=1

F obs
i − F calc

i

σi

2

(3.47)

where M is the number of transitions, F obs
i and F calc

i are the observed and computed
integrated intensities, respectively. σi is the uncertainty of the ith observation.
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Figure 3.16 – Contour plots of the χ2 parameter for a range of column densities (y axis)
and density of the gas (x axis) for Tkin = 10 K. The crossed dot represents the minimum
value χ2

min.

Fig. 3.16 presents values of the statistical test χ2 for different column densities and gas
densities. We can see that our procedure fails in constraining the density. The column
density best reproducing observations is found to be within N(C2D) = (3.2–4.9)×1013

cm−2 within a confidence of 99% [210]. The value corresponding to the best solution
χ2

min is N(C2D) = 3.7×1013 cm−2. An illustration of the best solution can be seen in
Fig. 3.17 2. These results are in agreement up to a factor ∼1.5 with observations, where
the LTE assumption gave N(C2D) = (4.7 ± 0.3) ×1013 cm−2. This set of rate coefficients
can be then useful for further observations in less dense regions, where non-LTE effects
should be more visible.

2. Some lines are shifted between observations and our calculations. Yoshida et al. [140] reported
differences between observed frequencies and those provided in the CDMS [37], that we used here.
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Figure 3.17 – Synthetic spectra of the observed (black) and computed (red) hyperfine
components of the N = 1 → 0 rotational line of C2D corresponding to our best estimation
(χ2

min).

3.4.3 Excitation of NH in the η Carinae binary star system

Gull et al. [164] reported detection of the fine structure transitions of the N = 1 → 0
rotational line of the NH molecule in emission toward the ejecta of the η Carinae binary
star system. They estimated the column density of NH to be N(NH) = 5 × 1015 cm−2

through non-LTE modeling based on estimation of rate coefficients when these were not
available. It is interesting to test the sensitivity of our new data in the determination of
the column density. Since the hyperfine structure of NH is not resolved in the survey,
we will use the fine structure collisional rate coefficients. It should be noted that fine
structure Einstein coefficients were not available on the CDMS so we decided to compute
them by our-self following the procedure described in appendix B. We selected a linewidth
of 188 km s−1 to ensure that the lines are optically thin. The kinetic temperature was
set to Tkin = 200 K, we used the same column density N(NH) = 5 × 1015 cm−2 as the
previous study and we set the escape probability model to be as an expansion sphere.
However, the ejecta being located close to a stellar system, the intensities of the lines can
be subject to a strong infrared continuum. So we can also compare excitation processes
when applying the continuum used by Gull et al. [164] and the CMB where Tbg = 2.73 K
and see the influence of the rate coefficients for NH–H2 and NH–He [171] on the excitation
temperature.

Fig. 3.18 displays different behaviors of the excitation temperature for models includ-
ing NH–H2 or NH–He rate coefficients. Since there was no anomaly in fine structure
excitation temperatures, we did an average ⟨Tex⟩ over these lines. We can see that radia-
tive processes have much more impact on the excitation temperature when incorporating
the modified continuum rather than the CMB. Especially for the strong continuum, tran-
sitions depart from the radiative regime for a gas density ∼ 107 cm−3 where lines present
already non-LTE behavior for n(H2) > 104 cm−3 in the case of the CMB. For model-

109



Part , Chapter 3 – Collisional excitation in non-reactive systems

104 105 106 107 108 109 1010 1011

n(H2) (cm 3)

101

102

103

T e
x

 (K
)

Tbg = 2.73 K
far-IR continuum

Figure 3.18 – Excitation temperature of fine structure components of the N = 1 → 0
rotational line as a function of the density of the gas. Solid lines stand for the NH–H2
rate coefficients. Dashed lines correspond to NH–He collisional data.

ing including H2 collisions, the difference between the two continua becomes negligible
for n(H2) > 108 cm−3. For collisions involving He, the excitation temperature displays
more variations especially including the CMB, showing supra-thermal effect. On the con-
trary, the excitation temperature departs from the radiative regime for n(H2) ∼ 108 cm−3.
This can be anticipated regarding the discrepancies in the magnitude of rate coefficients
between H2 and He collisions. In that sense, a line will be more sensitive to radiative
processes when including collisional data involving He.
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Figure 3.19 – Synthetic spectra of the 1j1 → 01 fine structure transitions of NH for the
observed (solid) and computed (dashed) line fluxes.

As illustration, we show in Fig. 3.19 a model of the line fluxes taken from observations
[164] with those computed with radex with the previous determined column density
N(NH) = 5 × 1015 cm−2. This was not enough to reproduce the two most intense transi-
tions. We re-estimated the column density that reproduces the best the three transitions
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line fluxes by satisfying the statistical test χ2 as in Eq. (3.47), fixing the density to n(H2)
= 108 cm−3. The best solution is displayed in Fig. 3.19 for N(NH) = 2.43 × 1016 cm−2.
This is increasing the precedent value by a factor of ∼5 which is not negligible for astro-
physical applications. It is hard to discuss the provenance of the main differences since
the way of estimating the rate coefficients by Gull et al. [164] is not clear. Of course this is
just an example of the sensitivity of our data into a simple approach, and precise radiative
transfer modeling are required to model such a complex medium as the η Carinae system.

To conclude, we presented the impact of the new collisional data for the C2D–H2,
13CCH–H2, C13CH–H2 and NH–H2 collisional systems into simple radiative transfer mod-
eling. We saw that the excitation of the observed lines display non-LTE effects for densities
corresponding to the media they are detected, showing the importance of incorporating
the competition between radiative and collisional processes in astrophysical applications.
When both sets of collisional data for H2 and for He were available, we saw that their
strong differences have a major impact on the excitation temperature. Moreover, the iso-
topic substitution for very similar systems like 13CCH and C13CH did not show significant
differences in their excitation temperatures and that collisional processes cannot explain
isotopic anomalies. We would expect more differences between NH and ND modeling.
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Chapter 4

COLLISIONAL EXCITATION IN REACTIVE

SYSTEMS

In this chapter, we focus on the collisional excitation in reactive systems which is the
main part of this thesis. Section 4.1 will present the system of interest for this work.
Then, theoretical approaches and procedures about the fine structure treatment will be
detailed in section 4.2. Finally, a focus on the inclusion of the reactivity of the system is
stressed out in section 4.3.

4.1 The OH+ molecule as a test case

4.1.1 Objectives of this work

Theoretical studies about collisional excitation in reactive systems is still a topic of
ongoing exploration. Especially for exothermic and barrier-less reactions, a competition
between reactivity and collisional excitation can exist at low temperatures and the inclu-
sion of inelastic and reactive channels must be considered in scattering calculations. In
this context, it becomes necessary to develop new approaches to treat the competition
between non-reactive and reactive processes to quantify state-to-state molecular collisions
for low temperatures. We will use the OH+ molecule as a test case to illustrate this work
after explaining the astrophysical relevance of this molecule. We will use the SACM to
overcome this challenge. However, prior to analyze the impact of the reactivity on the
collisional excitation, we have to investigate the use of statistical approach for considering
fine structure excitation. This chapter has then three main objectives:

1. To explore the impact of the SACM approach presented in section 2.4 on the fine
structure treatment of reactive systems for low temperature applications, which
is missing in the literature. We will perform the test on the OH+–H collisional
system.

2. To evaluate the use of the SACM when including both inelastic and reactive chan-
nels. This work will be performed on the OH+ + H2 → H2O+ + H reaction.
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3. To provide new state-to-state rate coefficients for the OH+–H2 collisional system,
taking into account the balance between inelastic and reactive processes.

4.1.2 The OH+ molecule

OH+ belongs to the family of interstellar hydrides, having one heavy atomic element
with one hydrogen. Notably, OH+ is one of the most simple oxygen-bearing molecules
and represents a key ingredient for the formation of more complex molecules such as
H2O. In the gas phase, especially in diffuse clouds, the oxygen chemistry can be well
understood in first approximation by thermochemistry parameters [32], [211]. First, the
bond-dissociation energies D0 of OH+, H2O+ and H3O+ are greater than those of H2

(D0 > 4.48 eV), then the following reactions

O+ + H2 → OH+ + H (4.1)
OH+ + H2 → H2O+ + H (4.2)

H2O+ + H2 → H3O+ + H (4.3)

are exothermic, which means that the production of these ions is very efficient at low
temperatures, requiring no activation energy. Then, the production of water can be done
by dissociative recombination with the products of reaction (4.3). Reaction (4.1) is very
efficient in cold diffuse gas but is very dependent on the fraction of H2. In dense gas, the
following reaction

O + H+
3 → OH+ + H2 (4.4)

is privileged due to a high fraction of H2 ionized by cosmic rays which will react with
H2 to form H+

3 . The study of OH+ or H2O+ is then useful for tracing the molecular
hydrogen fraction and the cosmic-ray ionization rate ζ [96].
The low reduced mass of OH+ lead to high rotational constant B0 = 492.346 GHz [212].
This has two main consequences. First, rotational transitions are reported in the sub-
millimeter frequency range which is hardly detectable by ground-based telescopes; even
though the OH+ cation has been first detected in the ISM through hyperfine components
of the N = 1 → 0 rotational line in absorption against the strong continuum source
Sagittarius B2 [213] with the Atacama Pathfinder EXperiment (APEX) ground telescope
[214]. Second, rotational transitions at high frequencies induce large spontaneous radia-
tive decay rates. It means that transition lines are highly sub-thermalized and high gas
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densities (∼ 108 − 109 cm−3) are needed to observe competition between radiative and
collisional processes. With the development of the ground-based ALMA interferometer
and the launch of the Herschel Space Observatory [28] over the last decade, OH+ has been
detected in absorption toward low redshift objects as infrared galaxy Mrk 231 [215] with
the Spectral and Photometric Imaging REceiver (SPIRE) [216], the Galactic disk of the
Milky Way [96] with the Heterodyne Instrument for the Far-Infrared (HIFI) [217], and
toward the quasar PKS 1830-211 [218] with ALMA. It has been also detected in emission
toward the Orion Bar PDR [219] with the HIFI instrument, planetary nebulae [220] with
the Photodetector Array Camera and Spectrometer (PACS) [221]. Finally, OH+ was de-
tected in low redshift galaxy as NGC 7130 [222] with the SPIRE instrument, as well as
high redshift objects like NGC 1068 [223], the quasar SDSS J231038.88+185519.7 [224]
and Hot Dust-Obscured Galaxy (Hot DOG) W0410-0913 [225].

These observations have shown that various processes are participating in the produc-
tion or excitation of OH+. Indeed, collisional excitation, chemical pumping and reactivity
play a role in the population of OH+ energy levels, as it is possible for a molecule to be
formed in an excited rovibrational state. This encouraged theoretical and experimental
studies to improve the reliability of the interpretation of observations. In the case of the
study of the formation of OH+, experiments conducted for reaction (4.1) have been inves-
tigated at low temperatures (15–300 K) by Kovalenko et al. [226] using a cryogenic 22-pole
RF ion trap (AB-22PT instrument) [227]. These measurements show a good agreement
with the Langevin rate coefficient and do not follow the same behavior than the theo-
retical rate coefficient computed by Bulut et al. [228]. Reaction (4.4) was explored by
merged-beams experiment and it was found a strong dependence of the rate coefficient
with the temperature between 10 and 1000 K, revising the common branching ratio used
in astrochemical models [229]. Gomez-Carrasco et al. [230] investigated reaction (4.1),
computed state-to-state rate coefficients using a wave packet (WP) method excluding ef-
fects from the electronic spin, in good agreement with experimental measurements [231],
[232].

Excitation of OH+ has been also extensively studied for astrophysical application in
media dominated by H, H2 and He. Gomez-Carrasco et al. [230] explored the fine structure
excitation of OH+ by He (as a proxy for H2). These results suffer of lack of experimental
and theoretical data and cannot be validated. However, we can think that the reliability
of these data is doubtful due to the nature of the OH+ + H2 exothermic and barrier-less
reaction contrary to the OH+ + He one, and caution must be taken when including these
data in radiative transfer. Overall, these data were included in a chemical model [233],
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showing that chemical pumping has a minor effect on the excitation of OH+ rotational
levels, compared to inelastic collisions. More recently, Bulut et al. [228] computed rota-
tional rate coefficients for OH+ + H collisions using WP methods. Stoecklin et al. [234]
corroborated these calculations using CC and Quasi-Classical Trajectories (QCT) meth-
ods. The extension to hyperfine calculations was done later with the IOS approximation
[235]. We detail several aspects of the OH+ + H study in section 4.2, being the starting
point of this part of the thesis work.

Finally, several authors investigated the reactivity of OH+. Reactions (4.2) and (4.3)
have been undertaken at low temperatures (15–300 K) by Tran et al. [236] using similar ion
trap instruments as Kovalenko et al. [226]. They revealed that the total rate coefficients
exhibit deviations from the common Langevin model for these reactions. Kumar et al.
[237] performed similar measurements for temperatures up to 150 K. Finally, Song et al.
[238] explored the OH+ + H2 → H2O+ + H reaction at high temperatures using WP
method within the CS approach. We will refer to their results when we will treat the
reactive aspects in section 4.3.

4.1.3 Spectroscopy of OH+

OH+ is a linear molecule in a 3Σ− electronic state. Having a vibrational frequency
ω = 3113.4 cm−1 [239] makes its first vibrational state open at T ∼ 4500 K. We can safely
neglect its vibrational structure and describe it as a rigid rotor for low and intermediate
temperature studies. The molecule possesses a nonzero electronic spin S = 1, which
couples to the rotational quantum N number as

j = N + S

where each rotational level is splitted into three fine structure components and the
wave function is expressed in the intermediate coupling scheme.

|Fijm⟩ =
N=j+S∑
N=j−S

cj
NFi

|NSjm⟩ (4.5)

As for NH, we will label energy levels by Nj used for a pure Hund’s case (b) with the
simplification
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F1 → j = N + 1
F2 → j = N (4.6)
F3 → j = N − 1

We present the first 25 fine structure energy levels in Table 4.1 computed with exper-
imental spectroscopic constants from the literature [212].

Level N j E (cm−1)
1 0 1 0.000
2 1 0 30.326
3 1 2 32.415
4 1 1 34.439
5 2 1 97.550
6 2 3 97.769
7 2 2 100.055
8 3 4 195.867
9 3 2 196.275
10 3 3 198.364
11 4 5 326.544
12 4 3 327.400
13 4 4 329.227
14 5 6 489.603
15 5 4 490.845
16 5 5 492.462
17 6 7 684.810
18 6 5 686.408
19 6 6 687.837
20 7 8 911.887
21 7 6 913.822
22 7 7 915.076
23 8 9 1170.510
24 8 7 1172.771
25 8 8 1173.858

Table 4.1 – The first 25 fine structure energy levels of OH+

The presence of the hydrogen atom involves a nonzero nuclear spin I(H) = 1/2. This
quantum number will couple to the rotation and the electronic spin giving the scheme

F = j + I

The rotational structure of the molecule becomes more and more complex with the
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splitting of each fine structure component into two hyperfine energy levels labeled as NjF .
The spectroscopic parameters describing the rotational structure of OH+ are summarized
in Table 4.2 [212].

Constant Value (MHz)
B0 492346.278(146)
D0 57.6166(52)
λ0 64246.00(55)
γ0 -4533.85(34)

bF (1H) -75.14(50)
c(1H) 126.01(87)

Table 4.2 – Experimental spectroscopic constants of OH+ [212].

4.2 Fine structure excitation of OH+ by atomic hy-
drogen

Since the OH+–H collisional system has been already studied and collisional data are
available, it is a suitable case to test the validity of SACM approach for considering fine
structure excitation. We describe below the PES we based this work on. A comparison
between CC calculations with SACM results will follow.

4.2.1 Potential energy surface

The OH+ + H interaction involves a quartet [240] and doublet [241] PESs. First, these
potentials have an endothermic reactive channel with an enthalpy of ∆H = 0.47 eV for the
quartet and 2.32 eV for the doublet. We considered these reactive channels as closed at low
collisional energies. Second, in order to compare our results to CC calculations, we needed
to consider OH+ as a rigid rotor. In the quartet PES, the O–H bond length is r(OH+) =
2.15a0 at the global minimum which is reasonably different from the equilibrium distance
re(OH+) = 1.94a0 [234], [239]. This means that the rigid rotor should be a reasonable
assumption. Finally, the global minimum of the potential is about 0.39 eV (∼3000 cm−1)
which should be deep enough to favor a statistical behavior of the collisional process, as
it is the case for the consideration of the rotational structure [97]. Then, this work will
only focus on calculations involving the quartet PES as we intented to thest the methods
and not to produce collisional data that are already available.
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4.2.2 Statistical Adiabatic Channel Model (SACM)

In the SACM approach [97], as presented in section 2.4, we compute cross sections
in two steps. The first step is to diagonalize the molecular Hamiltonian of Eq. (2.72),
excluding the kinetic term 1:

∑
α′

〈
α′
∣∣∣∣ ĵ2

1
2I1

+ V̂ + L̂2

2µR2

∣∣∣∣α〉F J
α (R) = 0 (4.7)

where here we set j2 = 0 in Eq. (4.7) to consider a linear molecule-atom interaction.
The diagonalization is done for each total angular momentum J , resulting in adiabats
where their asymptotic value corresponds to the energy level of a given channel. In the
case of a non-reactive collision, a schematic view of this process can be seen in Fig. 4.1.

Figure 4.1 – Schematic view of a non-reactive collision with the SACM approach.

The probability to transit from an initial to a final state is given from the S-matrix
elements as:

|⟨α′|SJ(E)|α⟩|2 = pJ
α(E)pJ

α′(E)∑
α′′ pJ

α′′(E) (4.8)

where the pJ
α(E) are the probabilities associated to initial and final states. For an

inelastic transition, the transition probability is given by the total number of open channels
Ntot(E, J) for a given total energy and total angular momentum (E, J). Each channel is
assigned with the same weight and the S-matrix elements are given by

1. The case molecule-molecule can be related to the molecule-atom interaction by setting j2 = 0 giving
similar result as Corey & McCourt [81].
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|⟨α′|SJ(E)|α⟩|2 =


1
Ntot(E,J) open channels
0 otherwise

(4.9)

The total cross section for a inelastic collision is similar to Eq. (2.75):

σSACM
α→α′ = π

k2
αgα

∑
J

[J ]Nα(E, J)Nα′(E, J)
Ntot(E, J) (4.10)

where gα is the degeneracy of the initial level. Then, the second step of this method
is to count properly the number of open channels. I implemented a script which follow
this procedure, as described in section 2.4.3.

4.2.3 Results

The use of the SACM for studying the rotational excitation of OH+ by H was inves-
tigated by Loreau et al. [97]. They found an excellent agreement with CC calculations
for temperatures between 50 and 1000 K. Most of rate coefficients reproduce quantum
calculations within 50% of accuracy. Moreover, rotational rate coefficients show small
deviations for ∆j = ±1 but all other propensity rules were matching between SACM and
CC. They concluded that a statistical behavior is satisfactory for describing the rotational
excitation in the OH+–H collisional system.

To estimate the validity of fine structure resolved cross sections computed with the
SACM approach, we will compare them to those determined through the CC approach
by François Lique (not published). Tests have been done for total energies in the range
Etot = 0–2300 cm−1, considering fine structure energy levels converged up to N = 6 (see
e.g. Table 4.1).
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Figure 4.2 – Comparison between fine structure cross sections computed with SACM
(solid) and with CC (dashed) methods. For initial levels: 45 (top), 44 (middle) and 43
(bottom). For final levels: N ′

N ′+1 (left), N ′
N ′ (middle) and N ′

N ′−1 (right).

Figs. 4.2, 4.3 and 4.4 present cross sections for fine structure transitions out of the N =
4, 5 and 6 levels as a function of the collisional energy. As a general comment, the SACM
set of data reproduces rather well the general behavior of the cross sections, decreasing in
magnitude as the transfer of angular momentum increases. Discrepancies become more
and more important at high energies, which is expected because the collision becomes too
fast to get a long-lived intermediate complex. More specifically, we can see that SACM
transitions out of the NN+1 level have the best agreement with CC cross sections within
a factor of 3 at low collisional energy (≤ 1000 cm−1). Disagreement between the two
methods persists for transitions out of the NN−1 level, and is worst for transitions out
of the NN level. It is interesting to see that such failing of SACM is increasing with the
rotational quantum number N .
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Figure 4.3 – Comparison between fine structure cross sections computed with SACM
(solid) and with CC (dashed) methods. For initial levels: 56 (top), 55 (middle) and 54
(bottom). For final levels: N ′

N ′+1 (left), N ′
N ′ (middle) and N ′

N ′−1 (right).

The origin of the particular disagreement of transitions out of the NN initial level
is not obvious and easy to understand but we can still investigate some aspects to at
least propose a partial cause. Fig. 4.5 shows some adiabatic curves for a given total
angular momentum J . Adiabats can be described in different regimes: a repulsive part
for R ≤ 4a0, an attractive region for R = 4–10a0, and the long range from R ≥ 10a0.
Each asymptotic value will correspond to the energy of a given channel, especially to a
fine structure energy level of the target. The number of counted adiabats will depend
on the energy threshold in which we classically consider the adiabat as open and will
have an impact on the magnitude of cross sections. The barrier appearing in the long
range results from the centrifugal distortion, increases with the total angular momentum
and will have a larger magnitude for a light collisional system. However, we can see an
additional barrier in the intermediate range, resulting from avoiding crossing between
curves. This may create miss counting of some adiabats when this barrier becomes larger
than the centrifugal one. It should be noted that the ∆E is defined according to the
difference of energy between the two barriers for the highest channel of the fine structure
components, corresponding to the NN level, showing the most differences with CC results.
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Figure 4.4 – Comparison between fine structure cross sections computed with SACM
(solid) and with CC (dashed) methods. For initial levels: 67 (top), 66 (middle) and 65
(bottom). For final levels: N ′

N ′+1 (left), N ′
N ′ (middle) and N ′

N ′−1 (right).

The difference of energy between the maxima of these two barriers becomes larger and
larger with increasing N , which is correlated to what was previously observed for the
agreement between cross sections. This may be one of the aspects explaining these fail of
the SACM for these transitions, at least participating in amplification of these deviations.

We can analyze a more systematic comparison between all rate coefficients for several
temperatures as in Fig. 4.6. In this figure, we computed the weighted mean error factor
(WMEF) as:

WMEF =
∑

i kCC
i ri∑

i kCC
i

; ri = max(kCC
i /kSACM

i , kSACM
i /kCC

i ) (4.11)

with ri defined so that we always have WMEF ≥ 1. This error factor quantifies
deviations between SACM and CC results according to the magnitude of rate coefficients.
We can see a moderate agreement for temperatures T ≥ 50 K, with a re-increasing of the
WMEF at 300 K corresponding to the bad agreement of the high energy regime. Most of
rate coefficients agree within a factor of 3, even for the most dominant transitions.
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4.2. Fine structure excitation of OH+ by atomic hydrogen

Figure 4.5 – Cuts of several adiabatic curves as a function of the distance for J = 5. The
asymptotic values correspond to fine structure components for the N = 4 (left), N = 5
(right) and N = 6 (bottom) energy level.

We can follow the overall evolution of the WMEF in Fig. 4.7 to get a rough estimation
of the validity temperature range of the SACM for the OH+ + H collisional system includ-
ing the fine structure. The best agreement with CC results would be between 100 and 250
K. Such comparisons have been done by Loreau et al. [97] for the same collisional system
for rotational transitions. They show a much better agreement of the SACM with CC for
rotational rate coefficients between 50 K (WMEF = 1.18) and 500 K (WMEF = 1.37).
The only difference is the inclusion of the fine structure and has clearly an impact on the
disagreement with CC. In a pure statistical approach, the number of adiabats should be
proportional to the degeneracy of the given energy level. This aspect should tend SACM
cross sections to be proportional to the degeneracy of the final level and independent of
the initial level. Such behavior would be similar to that of the MJ -random approxima-
tion, where the reorientation of the angular momentum is supposed to be statistically
randomized [82]. This will not be the case when employing the CC approach, where the
rotational angular momentum and electronic spin are coupled; and together with the in-
dependence of the potential to the electronic spin, will not affect the orientation of S but
create changes in the magnitude of N during a collision [81].

We can also extract some information from fine structure rate coefficients. In Fig. 4.6,
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Figure 4.6 – Systematic comparison of fine structure rate coefficients computed with the
SACM and CC approaches. Dashed lines represent deviations of a factor of 3.

some CC transitions with intensities larger than 10−11 cm3 s−1 deviate much more than
a factor of 3 at 50 K. They were identified and most of them correspond to transitions
out of the 66 and 55 energy levels or toward these levels, as expected from cross sections
in Fig. 4.4.

We can see in Fig. 4.8 the fine structure propensity rules governing rate coefficients
for 50 K and 150 K. Regardless the temperature, CC transitions follow the expected
∆N = ∆j propensity rule for an open-shell molecule, at least for NN+1 → N ′

N ′+1 tran-
sitions. Even if SACM rate coefficients mostly reproduce these tendencies, the global
magnitudes of transitions out of the NN level are not matching at all with CC results.
This effect becomes less and less visible with the temperature, but deviations increase
with the initial energy level.

We can partially conclude that SACM calculations are not in good agreement with
the CC method, because of the inclusion of the fine structure levels in the OH+ + H
collisional study. Even if most of SACM transitions reproduce CC results within a factor
of 3, we observe too many discrepancies for transitions with the largest magnitudes which
are the most important in astrophysical applications, especially at 50 K which are related
to typical interstellar clouds conditions. We have shown that SACM fails at reproducing
trend and intensities of some fine structure transitions. Of course, more studies have to be
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Figure 4.7 – Evolution of the WMEF between SACM and CC results as a function of the
temperature. The solid line represent perfect agreement between results.
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Figure 4.8 – Comparison between fine structure rate coefficients computed with SACM
(solid) and with CC (dashed) methods at 50 K (upper) and 150 K (lower).

done with other collisional systems including open-shell molecules to better understand
and quantify limits of the SACM. As an alternative, the determination of (hyper)fine rate
coefficients for such molecules can be undertaken using IOS approaches, already widely
benchmarked for many collisional systems, usually showing agreement with CC by ∼30-
50% and with more systematic deviations, which make uncertainties better quantifiable.

4.3 Reactive collisions of OH+ with H2

Here, we will explore the impact of the SACM when including both inelastic and
reactive channels using the OH+ + H2 → H2O+ + H reaction as a test case. We describe
below the features of the PES we are using, the steps of the implementation to our
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approach and comparisons with the literature. For dynamical calculations, we will only
consider the rotational structure of OH+, since we found a bad performance of the SACM
when incorporating fine structure in section 4.2.3. From these results, we will be able
to quantify the collisional excitation of OH+ by H2, including both inelastic and reactive
processes; and propose a new set of rotational state-to-state rate coefficients for this
collisional system up to 300 K for astrophysical applications.

4.3.1 Potential energy surface

The full-dimensional reactive PES for the H3O+ system was computed by Li & Guo
[242]. The molecular complex is described using internal coordinates, where each atom
is represented by an (x, y, z) set of coordinates. These authors computed up to ∼30
000 ab initio points using the Multi Reference Configuration Interaction method (MRCI)
with an aVQZ basis set using the molpro software [112]. A calculation of the harmonic
frequencies have shown a good agreement with experimental measurements [239], [243],
[244]. The analytical representation of the PES was done with the permutation invariant
polynomial-neural network (PIP-NN) approach [115] with a root-mean-square error of
∼24 cm−1. They found two potential wells for the OH+. . . H2 and H2O+. . . H complexes
with a saddle point between them. The PES has been through validation with experi-
mental measurements [245], [246] by calculation of the thermal rate coefficient at room
temperature using Quasi-Classical Trajectories (QCT) method.

The first step is to adapt the reactive PES in order to make it suitable for adiabats
calculations for the SACM application. We computed adiabats with the hibridon code
[80], requiring the PES to be described in Jacobi coordinates. We used the following
transformation coordinates from cartesians to Jacobi (see Fig. 4.9):

x1 = rOH

17 cos(θ1) ; x2 = −16
17rOH cos(θ1)

y1 = rOH

17 sin(θ1) ; y2 = −16
17rOH sin(θ1)

z1 = 0 ; z2 = 0

x3 = rHH

2 cos(θ2) + R ; x4 = −rHH

2 sin(θ2) + R

y3 = rHH

2 sin(θ2) cos(ϕ); y4 = −rHH

2 sin(θ2) cos(ϕ)

z3 = rHH

2 sin(θ2) sin(ϕ) ; z4 = −rHH

2 sin(θ2) cos(ϕ)
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4.3. Reactive collisions of OH+ with H2

(a) The OH+. . . H2 complex. (b) The H2O+. . . H complex.

Figure 4.9 – Representation of the reactants (a) and products (b) of the H3O+ reactive
PES in Jacobi coordinates.

with the sets of coordinates (x, y, z) are associated to the oxygen O(x1, y1, z1), the hy-
drogen atom of the target H1(x2, y2, z2) and the two other hydrogens of H2 as H2(x3, y3, z3)
and H3(x4, y4, z4). Here, we consider both OH+ and H2 as rigid rotors and we fix rOH

= 1.029 Å [239] and rHH = 0.741 Å [190] the internuclear equilibrium distances of the
OH+ and H2 in their respective vibrational ground state. For the H2O+. . . H complex,
the transformation coordinates used is as follow:

x1 = 0 ; x2 = r′
OH sin(α

2 )

y1 = 0 ; y2 = 0

z1 = 2
18r′

OH cos(α

2 ) ; z2 = −16
18r′

OH cos(α

2 )

x3 = −r′
OH sin(α

2 ) ; x4 = R′ sin(θ′) cos(ϕ′)

y3 = 0 ; y4 = R′ sin(θ′) sin(ϕ′)

z3 = −16
18r′

OH cos(α

2 ); z4 = R′ cos(θ′)

with r′
OH = 1.006 Å and α = 109.8° [247] are the equilibrium structures of the H2O+

molecule. We can now generate the new PESs in Jacobi coordinates and extract several
values of these potential to determine the expansion coefficients that will be used in the
scattering program.

Using a Gauss-Legendre quadrature, expansion coefficients have been extracted up to
λ1,max = 10 and λ2,max = 4, leading to a total number of 86 expansion coefficients for the
OH+–H2 PES. We found a global minimum for R = 1.75 Å, θ1 = 73°, θ2 = 0° and ϕ = 0°

127



Part , Chapter 4 – Collisional excitation in reactive systems

with a well depth De = 3815.87 cm−1. A second minimum is found for R = 2.42 Å, θ1 =
180°, θ2 = 90° and ϕ = 0° and a well depth of De = 3412.91 cm−1.
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Figure 4.10 – Contour plots of the OH+–H2 PES for geometries corresponding to the
global minimum.

We can see some features of the fitted PES by showing contour plots for geometries
related to the global minimum in Fig. 4.10. We can see on panel (a) a much more repulsive
region for linear orientations where one of the two hydrogens of H2 are pointed toward
the hydrogen end of the O–H bond. The center of mass of OH+ being close to the oxygen,
the hydrogen will be very close to H2 for θ1 = 180°. We can see also that the potential
is very abrupt when going from repulsive from attractive regime. This effect can be also
seen in panel (b) between R = 1.5–1.7 Å, where some oscillations are visible. We expect
that these features will have minor impact in scattering calculations. We notice also a
quasi-symmetry of the PES about θ2 = 90°. This should be completely symmetric due to
the homonuclearity of H2, however small deviations are observed despite developing the
potential only using even λ2 related expansion coefficients. This effect is probably due to
the transformation of coordinates.

For the H2O+–H PES, the quadrature procedure was performed to ensure extraction
of expansion coefficients up to λmax = 10, involving the index µ = [0,λ] by a step of 2
because of the symmetry of the H2O+ molecule. It results that 36 expansion coefficients
can be used to develop the PES. We found the minimum of the PES for R = 2.55 Å, θ′

= 122° and ϕ′ = 0° with a well depth of De = 1655.75 cm−1.
Fig. 4.11 displays some features of the H2O+–H PES for geometries of the minimum.

Both panels (a) and (b) are symmetric about ϕ′ = 90° due to the symmetry of H2O+.
With the reduction of the colliders to rigid rotor systems, we may loose some information
in the electronic interaction compared to the original PES. Even if comparisons between
the two configurations cannot be direct, it is interesting to look at their principal differ-
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Figure 4.11 – Contour plots of the H2O+–H PES for geometries corresponding to the
global minimum.

ences. These are summarized in Table 4.3.

Complex rOH (Å) rHH (Å) De (cm−1)
Li & Guo 2014 (OH+). . . H2 1.101 0.762 3822.86

This work (OH+). . . H2 1.029 0.741 3815.87
Complex r′

OH (Å) α (deg) De (cm−1)
Li & Guo 2014 (H2O+). . . H 0.998 109.32 1739.02

This work (H2O+). . . H 1.006 109.8 1655.75

Table 4.3 – Comparisons between the full-dimensional H3O+ PES and the rigid rotor
approximation.

It results that even when changing the equilibrium distances of the molecules for all
complexes, the well depth do not change too much between the full dimension PES and
the rigid rotor approach, even though differences of ∼5% are seen for the H2O+–H PES.
We expect minor impact on cross sections since the counting on adiabats depends most
on the description of the well and the long range.

4.3.2 Dynamical calculations

Scattering calculations for the rotational excitation of OH+ by H2 are very similar
compared to those performed in section 4.2.2 but using angular functions (2.51). We will
not develop these aspects anymore but focus on some features of the OH+ + H2 → H2O+

+ H reaction. A schematic view of this process can be seen in Fig. 4.12.
In the specific case of the OH+ + H2 → H2O+ + H reaction, the (OH+)...H2 and the

(H2O+)...H complexes are connected by a submerged saddle point. Li & Guo [242] have
shown that this barrier enhance the reactivity with the rotational excitation of OH+. In
the SACM approach, we take only into account the number of entrance and exit channels
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Figure 4.12 – Schematic view of a typical exothermic reaction by a given enthalpy ∆H.

represented by probabilities pJ
α and pJ

α′ respectively and the PES is considered deep enough
to ignore effects occurring in the complex region. Also, the reaction is exothermic by ∆H
≃ -1.02 eV [246]. It means that adiabats associated to the H2O+–H PES will be subtracted
by this value during the counting. However, such exothermicity leads to open vibrational
levels of H2O+. Since we describe this molecule within the rigid rotor approach, a first
approximation is to compute vibrational energy levels and modes νi of the molecules and
duplicate all open adiabats from the fundamental level v = 0 for the excited vibrational
states. To do so, we took into account the H2O+ harmonic frequencies ω1 = 3259 cm−1

[243], ω2 = 3212.9 cm−1 [243] and ω3 = 1401.7 cm−1 [248], and computed vibrational
energies as Ev,i = ωi(v + 1/2). We summarized the computed energies used in this work
in Table 4.4. It should be noted that we considered the zero-point energies of both OH+

+ H2 and H2O+ + H in the counting procedure. In our tests and data production, we
took into account H2O+ energy levels up to maximum ∼12000 cm−1.

v Ev,1 Ev,2 Ev,3
0 1629.5 1606.45 700.85
1 4888.5 4819.35 2102.55
2 8147.5 8032.25 3504.25
3 11406.5 11245.15 4905.95
4 × × 6307.65
5 × × 7709.35
6 × × 9111.05
7 × × 10512.75
8 × × 11914.45

Table 4.4 – Vibrational energies (in cm−1) of the H2O+ molecule.

The reaction of interest can be described as:
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4.3. Reactive collisions of OH+ with H2

OH+(j1) + (o/p)H2(j2) →


OH+(j′

1) + (o/p)H2(j′
2) inelastic

OH+(j′
1) + (p/o)H2(j′

2) exchange
(o/p)H2O+(j′

kakc
, v′) + H reactive

where (o/p) indicates if the collision involves H2 in its ortho- or para- form. For a
non-reactive process, the nuclear spin of H2 cannot change to keep exchange symmetry
properties of the wave function with respect to identical particles. However, such conver-
sion o ⇌ p is possible through a reactive process. In particular, we will consider that the
conversion is possible through the SACM assumptions. We also performed calculations
assuming all particles as distinguishable. For very low energy applications, the inclusion
of both ortho- and para-H2 channels should induce a minor error due to the much larger
expected amount of reactive channels, and increase with the energy due to more and more
contribution of inelastic channels. In the following sections, we will check the reliability
of the SACM approach in two steps:

1. Compare pure rotational inelastic cross sections between SACM and CC calcula-
tions, neglecting fine structure.

2. Then, including reactive channels and compare the total rate coefficient with ex-
perimental measurements.

4.3.3 Pure inelastic collisions

The validation of the SACM results will be performed by comparing cross sections
for several collisional energies with CC calculations. In this step, we exclude reactive
processes and will consider only rotational excitation of OH+ by both ortho- and para-H2

separately, based on the PES presented previously. For such tests, we performed cross
section calculations with these two methods in order to converge transitions for collisional
energies up to 500 cm−1.

We show in Fig. 4.13 a comparison between all converged cross sections computed
with the SACM and CC methods for three samples of collisional energies. We can see
that the most dominant transitions reproduce very well CC results and generally most
cross sections are well predicted within a factor of 2. Such results are similar to those
found by Loreau et al. [97] for the rotational excitation of OH+ by H. The inclusion of a
larger basis for molecular hydrogen did not impact the present results.
We can conclude that a pure rotational excitation of OH+ by H2 can follow a statistical
behavior for low and intermediate collisional energies. This was expected because of the
large well depth (De ∼ 3800 cm−1) of the collisional system that should favor the use of
a statistical approach.
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Figure 4.13 – Systematic comparison of rotational cross sections computed with the SACM
and CC approaches. Transitions are determined considering para-H2 collisions (left) and
ortho-H2 collisions (right). Dashed lines represent deviations by a factor of 3.

4.3.4 Inclusion of reactive processes

Now, we investigate the validity of the SACM when including reactive channels. To
do so, we will compute the rate coefficient kOH+ for the OH+ reaction with normal H2

and compare to experimental measurements [236]. In this case, we use normal H2 to be
consistent with experimental conditions. This means that the statistical population of
three-fourths of ortho-H2 and one-fourth of para-H2 at 300 K was used throughout the
temperature range (5–300 K). The reactive rate coefficient was computed as follow:

kOH+(T ) =
∑
j1

nj1(T )
∑
j2

nj2(T )
∑
α′

kj1j2→α′(T )

≡
∑

j1 [j1]e−Ej1 /(kBT )∑
j′′

1
[j′′

1 ]e−Ej′′
1

/(kBT )

3
4
∑
α′

kj1j2,odd→α′(T ) + 1
4
∑
α′

kj1j2,even→α′(T )
(4.12)

where nj1(T ) = [j1]e−Ej1 /(kBT )∑
j′′
1

[j′′
1 ]e

−E
j′′
1

/(kBT ) is the thermal distribution of the population of the

target for each temperature. Here we took rotational energy levels Ej1 up to j1 = 14.
Finally, α′ regroups all quantum numbers describing any H2O+ state as α′ ≡ j′

k′
ak′

c
, v′, ν ′

i;
and kj1j2→α′ is a state-to-state reactive rate coefficient. Calculations of the kj1j2→α′ rate
coefficients have been done up to a total energy Emax

tot of 5000 cm−1 to ensure convergence
of the 14 first OH+ energy levels and up to j2 = 0,1 for H2.

We show in Fig. 4.14 a comparison of the total rate coefficient computed with Eq. (4.12)
to results of the literature. SACM calculation is reproducing experimental measurements
of Tran et al. up to a factor ∼2 at 15 K, and shows even better agreement with those of
Kumar et al.. Experimental and computed rate coefficients show a temperature depen-
dence compared to the Langevin collisional rate kL and increase up to ∼60 K, following
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Figure 4.14 – Evolution of the temperature of the rate coefficient kOH+ for the reaction
of OH+ with normal H2. Red line represents theoretical calculation with the SACM
approach, green curve is the Langevin model of the reaction, blue dots are experimental
measurements by Tran et al. [236], purple dots are measurements from Kumar et al.
[237]. Dark data are the kj1,j2 rate coefficients from Song et al. [238] computed with a
WP method, where k0,0, k2,0 and k0,1 are in solid, dashed and dashed/dotted lines.

the same behavior. Then, the SACM rate coefficient starts to decrease at high tempera-
tures, showing also similar tendency with the measurements of Kumar et al. up to ∼150 K.
Further decreasing of the SACM rate at higher temperatures may be due to either more
and more channels of reactants opening toward high energies, promoting non-reactive
processes, or the expected fail of the SACM at high temperatures. It is interesting to
see that state specific rate coefficients computed by Song et al. [238] corroborate also
measurements within a factor of 2. A calculation of the total reaction rate would give a
similar accuracy.

We can look in more details the contribution of the initial state of OH+ to the total
rate coefficient as plotted in Fig. 4.15. All transitions follow the same behavior as in
Fig. 4.14 for the same previous reasons. On the other hand, it seems that the largest
contribution comes from the OH+ ground rotational state j1 = 0 and for j2 = 0. This is
expected since these are the most populated levels especially at low temperatures. Most
of transitions for j2 = 1 are of the same order of magnitude than those for j2 = 0. Then,
contribution to the total rate decreases with the OH+ energy level. However, this is in
contradiction with results determined in previous theoretical studies [238], [242] where
the rotational excitation of both OH+ and H2 enhance the reaction. This can be due to
the rigid rotor approximation used in this work, where we restrict internal motions of the
system and potentially miss effects related to the saddle point which should act like a
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Figure 4.15 – Evolution of SACM reactive rate coefficients with temperature. Each rate
kj1j2 is summed over products states for simplicity. Left panel shows reactions involving
para-H2(j2 = 0). Right panel stands for ortho-H2(j2 = 1).

bottleneck and have influence on the rotational excitation to enhance the reactivity.

Overall, regarding the good agreement of pure scattering calculations with CC and
reasonable match of the reactivity with experiments, we can be confident in the use
of the SACM approach for rotational excitation involving reactive processes for data
production as a reliable alternative to more accurate approaches when these cannot be
applied, especially at low temperatures.

4.3.5 Rotational state-to-state rate coefficients of OH+ induced
by collisions with H2

For data production, we performed SACM calculations up 300 K to cover environments
where OH+ is detected. This necessitated to reach a total energy Emax

tot of 5000 cm−1 and
a OH+ rotational basis of j1,max = 17 and H2 rotational basis of j2,max = 8,9 to expect
convergence of rotational cross sections involving OH+ energy levels up to j1 = 14 and j2

= 1,2.
Fig. 4.16 displays several rotational cross sections with their corresponding rate coeffi-

cients for OH+ collisions with ortho- and para-H2. Only abrupt different behavior is seen
for cross sections at high energies (Ec ≥ 1000 cm−1), reflecting the limits of the SACM.
However, this failure has a minor effect on rate coefficients since these energies do not
play an important role in the Boltzmann integration at 300 K. From similarities between
ortho- and para-H2, we cannot conclude on clear propensity rules, as seen usually for
collisions involving neutral species. Another point is the behavior of cross sections. For
low collisional energies up to ∼30-40 cm−1, the decreasing magnitudes are related to the
large inclusions of reactive channels, dominating inelastic collisions in this regime. Beyond
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Figure 4.16 – Left panel shows the evolution of cross sections of OH+ with para-H2 (solid)
and ortho-H2 (dotted) with the collisional energy for rotational transitions where ∆N =
1 (top) and ∆N = 2 (bottom). Right panel shows the corresponding rate coefficients.

40 cm−1, the magnitude of cross sections starts to increase due to larger contributions
coming from inelastic channels compared to reactive ones. For example, the total number
of JTOT parameter needed in the counting of the adiabats for reactants was JTOT = 64
(for both ortho- and para-H2) whereas only JTOT = 25 was enough to count adiabats for
products.

We can illustrate the differences between inelastic and reactive rate coefficients in
Fig. 4.17. It is clear that the reactivity dominates over the range of temperature and
still by ∼2 orders of magnitudes at 300 K, independently of the initial or the final state.
This can be attributed to the large exothermicity, resulting in a description of ∼2300
energy levels for ortho-H2O+ and para-H2O+ each; and the inclusion of a larger number
of channels for these products than those for OH+ final states. Then, the summation over
all products is naturally giving larger intensities for reactive rate coefficients than those
describing inelastic transitions.

It is interesting to look at differences between collisional rate coefficients processed
with only non-reactive channels with those computed including reactivity. Fig. 4.18 dis-
plays a very significant difference of magnitude in rate coefficients between the two sets
of data. This can go from ∼2-3 orders of magnitude at low temperature up to a factor
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Figure 4.17 – Temperature evolution of several rate coefficients for the OH+–H2 collisional
system. Blue and red lines stands for inelastic rate coefficients kj1→j′

1
involving para-H2

(solid) and ortho-H2 (dotted) including reactive channels. All black curves represent reac-
tive rate coefficients kj1,j2→α′ where α′ designates all quantum numbers for the products.
All state-to-state reactive rates have been summed over products for clarity.
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Figure 4.18 – Temperature dependence of rotational de-excitation rate coefficients of OH+

(N → N ′) with para-H2(j2 = 0) (left) and ortho-H2(j2 = 1) (right). Solid lines are related
to pure inelastic collisions whereas dotted lines stands for inelastic transitions including
reactive channels.

of 10 at high temperatures for ortho- and para-H2 collisions. Below 50 K, the number of
reactive channels dominates by orders of magnitudes over inelastic ones. For tempera-
tures beyond 50 K, energy levels for reactants start to be more and more populated; and
non-reactive channels will compete with reactive processes.

We presented the first set of rotational state-to-state rate coefficients for the OH+–H2

collisional system, including reactive processes. OH+ being detected in the ISM through
hyperfine lines, the next step will be to use this set of data to determine hyperfine resolved
rate coefficients to be useful for astrophysical applications. To do so, we project to use
IOS methods. However, unlike the case of NH, we will use rotational transitions and not
fine structure ones to perform this method so we cannot be sure of a similar agreement
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with CC; and tests must be done prior to data production. Finally, we saw that the
general order of magnitude of reactive rate coefficients are of the order of 10−9 cm−3s−1

contrary to inelastic collisions, about 10−13–10−12 cm−3s−1 below 50 K. This is much
below than typical intensities reported for the collisional excitation of OH+ by He [230]
and by atomic hydrogen (∼ 10−11–10−10 cm−3s−1) [228], [234], [249]. We can suggest that
collisional excitation induced by molecular hydrogen would be unprobable in the very cold
ISM.

137





Chapter 5

CONCLUSIONS AND OUTLOOKS

This thesis presented results for the collisional excitation of radicals by molecular hy-
drogen for astrophysical applications. This work has two main objectives: to explore state
of the art methods and their limits for non-reactive systems; and the impact of statistical
approach when including both inelastic and reactive channels in scattering calculations.

In the first part of the thesis, we used the close-coupling approach to carry out time
independent scattering calculations in order to provide fine structure resolved rate coef-
ficients for the NH–H2, ND–H2, C2H–H2, C2D–H2, 13CCH–H2 and C13CH–H2 collisional
systems. These calculations were based on the PESs that we used to derive those for
the treatment of isotopologues. We showed that the most accurate approach can be used
for such treatment including the internal structure of the projectile. Differences in rate
coefficients are found to be significant when considering ortho- or para-H2, from a factor
2 to 10 for all systems considered. We explored the impact of the isotopic substitution
on rate coefficients. It results that differences between isotopologues are very minor, up
to a factor of 2, for heavy molecules possessing similar energetic structures like C2H and
C2D. Discrepancies are even lower when the isotopic substitution is attributed to a heavy
atom, showing deviations between 13CCH, C13CH and C2H less than 30%. For light sys-
tems like NH and ND, we saw differences between a factor of 3–5, mostly attributed to
the different rotational structures of the colliders. We also corroborate the disagreement
between collisions involving He or H2 projectiles that is usually observed in the literature.
This is mostly attributed to the differences in the PESs, showing larger anisotropies for H2

collisions than for He ones and involving more contributions in cross sections. Mismatches
in propensity rules can also be observed between the two projectiles.
For the hyperfine structure treatment, the recoupling method remains the best approach.
However, the coupling of electronic spin and one or two nuclear spins to the rotation, in-
cluding the structure of the projectile is leading to a large number of channels to include in
calculations and is computationally expensive and do not permit calculations with nowa-
days facilities. For the case of 13CCH–H2 and C13CH–H2, we explored strategies to face
this challenge that we validated using the C2H–H2 collisional system as our reference. We
showed that both the dimensional reduction approximation and the IOS limit are leading
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to difference of about 20% with respect to the recoupling including one nuclear spin and
the structure of the projectile. Then, we chose the dimensional reduction approach for
data production of 13CCH–H2 and C13CH–H2 hyperfine resolved rate coefficients. In the
case of NH and ND, we implemented a description for hyperfine rate coefficients between
3Σ systems in collision with a projectile with j2 ̸= 0 using the IOS approximation. These
formulae take into account fundamental fine structure transitions that was missing in the
literature. We compared it to the reference method for both systems and found devia-
tions by less than 50% for all selected cross sections. We assumed that the inclusion of
the second nuclear spin do not involve more errors. All the computed collisional data
have been submitted to the two most active databases BASECOL [50] and EMAA.
The computed rate coefficients have been used in simple radiative transfer modeling. We
showed that the inclusion of both ortho- and para-H2 collisions can have an impact in
excitation temperatures and critical densities. For conditions similar to those of TMC-1
or L1527, the computed column density of C2D is consistent within a factor 1.5 with the
one computed by Yoshida et al. [140] assuming LTE conditions. Finally, we studied the
excitation of NH in the η Carinae binary system [164]. The present computed column
density differs by a factor of 5 with the previous value where rate coefficients were not
available and were then estimated.
The presented results for non-reactive systems leaded to four peer-reviewed articles,
namely Pirlot Jankowiak et al. [189], [193]–[195] and can be found also in appendix C.

The second part of this thesis was devoted to the calculation of collisional rate co-
efficients for reactive systems, when both inelastic and reactive channels must be taken
into account simultaneously. This work was done in two substeps. First, we explored the
validity of the SACM approach for describing fine structure transitions, where this consid-
eration is missing in the literature. We tested this method with respect to CC calculations
through inelastic collisions using the OH+–H collisional system as a test case. We showed
a moderate agreement between the two methods by a factor of 3. However, the SACM
fails to reproduce specific fine structure transitions and we doubt about its usage for data
production. Second, we explored the impact of the SACM in the rotational excitation of
OH+ by H2 when including both inelastic and reactive processes. We started by showing
that SACM successfully reproduce pure inelastic CC calculations. For the reactivity, we
compared the total reactive rate coefficient for the OH+ reaction with normal-H2 with
experimental measurements done by Tran et al. [236] and found agreement at low tem-
perature by a factor of 2. The computed inelastic and reactive rate coefficients with the
SACM were found to be significantly different by 2 orders of magnitudes, showing dom-
ination of reactive collisions for the OH+–H2 collisional system and the importance of
considering the reactive path in inelastic calculations. Also, comparisons between pure
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inelastic collisions with those including reactive channels show discrepancies up to 3 or-
ders of magnitude at 10–50 K. This suggests that the collisional excitation of OH+ by H2

is weak, contrary to H or He, being endothermic or non-reactive collisions.

For non-reactive systems, a natural extension of this work is to use the new colli-
sional data for C2D–H2 collisions to perform radiative transfer modeling for sources with
a lower density than L1527, where non-LTE effects should be more significant. In the
case of NH, it can be interesting to revise the abundance of both NH and ND. In the
study by Bacmann et al. [161], both detected have been detected in absorption towards
the IRAS16293 protostar, tracing the colder enveloppe surrounding the protostar. In this
study, the lines were fitted using the CLASS HFS method, assuming LTE conditions. In
a second study by Bacmann et al. [157], detections were reported in the prestellar core
16293E, where both NH and ND were observed. ND was detected in emission, while NH
appeared in absorption against the continuum originating from cold dust emission. The
model revealed that the ND emission and NH absorption arise from distinct layers within
the cloud, as indicated by their differing velocities. In the central region of the core, a
lower limit for the [ND]/[NH] ratio of ≥2% was established using collision data computed
by Dumouchel et al. [173] using He as a proxy for H2.

For reactive systems, the study of OH+–H2 collisions will be completed by comput-
ing hyperfine rate coefficients using the IOS approach. Validation must be done prior to
data production since we did not include fine structure transitions in SACM calculations.
These data will be provided to the BASECOL, EMAA and LAMDA databases and the
synthesis of this work will be submitted in a peer-review journal. However, the success of
this statistical method to take into account both rotational excitation and reactive pro-
cesses invite to use it for further reactive molecules like CH+ or other hydrides in collision
with H or H2, being important species for the formation of heavier molecules and even-
tually to prebiotic molecules. Also, the SACM approach saves dramatical computational
time compared to CC calculations and it can serve as a useful and promising alterna-
tive to provide collisional data for heavy polyatomic systems. Especially, the detection
of ro-vibrational transitions in the next years will be more and more significant thanks
to advancement in resolution of instruments, exact approaches will not be exploitable to
meet astrophysical needs. The SACM can be a starting point toward the development of
new theoretical methods for studying reactive and heavy systems which can have a high
impact on astrochemistry.

Finally, we expect all computed collisional data and the methodologies used in this
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thesis to be useful for future investigations, constraining the questions of astrochemistry;
and bring better knowledge about the molecular excitation in space, chemical diversity
and star formation.
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Appendix A

NOTES ON THE V -MATRIX ELEMENTS

FOR 2S+1Σ −1 Σ INTERACTIONS

By taking the form of Eqs. (3.15) and (3.31), we can open the V -matrix elements:
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Using the spherical harmonics addition theorem, terms in brackets can be written as
[250]:
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The V -matrix elements can be re-written:
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All Clebsch-Gordan coefficients can be open and expressed in term of the 3j symbols.
It is possible to take advantage of their symmetry rules and by using recoupling angular
momentum algebra we can use the identity [251]:
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j1 + j2 = J12 j3 + j4 = J34 J12 + J34 = JT

j1 + j3 = J13 j2 + j4 = J24 J13 + J24 = JT
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By taking the correspondence:
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We can replace in Eq. (A.3) to get:
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The first 3j symbol in the right hand side (RHS) of Eq. (A.4) is not present in Eq. (A.2).
But we can multiply the RHS by [202]:

∑
m1m′

1
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 j′
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2

= 1

The V -matrix elements can be simplified as:
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Eq. (A.5) can be more compacted into 6j symbols by using the identity [251]:
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and can be applied on the four first explicit 3j symbols and the four next ones, re-
spectively by writing the correspondences:
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 j′
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m′
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and taking into account the symmetry rules of the 3j symbols when applying an odd
permutation of two columns:

 J1 J2 J3

M1 M2 M3

 = (−1)J1+J2+J3

 J2 J1 J3

M2 M1 M3

 (A.9)

By reintroducing (A.7) and (A.8) into (A.5) we have:

⟨α′′j′′
12L

′′|V̂ |α′j′
12L

′⟩ = (4π)−3/2
(

[λ1λ2N
′j′

1j
′
2j

′
12j

′′
1 j′′

12L
′′]
)1/2 [λ]
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∑

λ1λ2λ

vλ1λ2λ(R)

× CN ′λ1N ′′

000 C
j′

2λ2j′′
2

000 CL′′λL′

000 (−1)A

×

 j′
1 N ′ S

N ′′ j′′
1 λ1


 j′′

12 L′′ J

L′ j′
12 λ




j′
1 j′′

1 λ1

j′
2 j′′

2 λ2

j′
12 j′′

12 λ

 (A.10)

with A = j′
1 + j′

2 + S + L′ + N ′′ + j′′
1 + j′′

12 − λ1 + λ2 + λ + J − mλ1 + m′
1 + m′′

2 + m′′
12.

The (m) coefficients are zero by using that m′
1 + m′′

1 + mλ1 = 0 and m′′
1 + m′′

2 + m′′
12 = 0.

When opening the remained Clebsch-Gordan coefficients, we obtain the final form of the
V -matrix elements:

⟨α′′j′′
12L

′′|V̂ |α′j′
12L

′⟩ = (4π)−3/2 ∑
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Appendix B

NOTES ON EINSTEIN COEFFICIENTS FOR

LINEAR OPEN-SHELL MOLECULES

The following notes are based on Sobelman [252].
For a linear open-shell molecule in the 2S+1Σ electronic state, the general expression of
the spontaneous emission of a photon given by the Einstein coefficient Aij can be written
in terms of the line strength factor S ′(NjS, N ′j′S) 1:

ANj→N ′j′ =
64π4ν3

Nj→N ′j′

3hc3
S ′(NjS, N ′j′S)

[j] (B.1)

with S ′(NjS, N ′j′S) = |⟨N ′j′S|µ̂|NjS⟩|2 and µ̂ is the dipole moment operator. Since
µ̂ commutes with Ŝ we can express the dipole moment matrix elements as [202]:

⟨N ′j′S|µ̂|NjS⟩ = (−1)S+1+N+j[jj′]1/2

 N j S

j′ N ′ 1

 δSS′⟨N ′|µ̂|N⟩ (B.2)

The 6j symbol appearing in relation (B.2) imposes selection rules in radiative transi-
tions as:

— ∆S = 0
— ∆N = ±1
We can rewrite the expression of S ′(NjS, N ′j′S):

S ′(NjS, N ′j′S) = [jj′]
 N j S

j′ N ′ 1


2

|⟨N ′|µ̂|N⟩|2 (B.3)

The term ⟨N ′|µ̂|N⟩ is the dipole moment matrix element for a closed-shell molecule,
and can be expressed as:

1. Here we explicitely express the line strength factor by a prime and systematically adding its de-
pendence to the quantum numbers as S′(NjS, N ′j′S) to avoid confusion with the electronic spin S.
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|⟨N ′|µ̂|N⟩|2 = µ2
DS ′(N, N ′) = µ2

D[NN ′]
 N ′ 1 N

0 0 0

2

= µ2
Dmax(N, N ′) (B.4)

with µD being the dipole moment of the molecule. From the selection rules imposed
to radiative transitions, we have max(N, N ′) = N . The Einstein coefficient (B.1) can be
simplified:

ANj→N ′j′ =
64π4ν3

Nj→N ′j′

3hc3 µ2
DN [j′]

 N j S

j′ N ′ 1


2

(B.5)
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Appendix C

PEER-REVIEWED ARTICLES

The following sections regroups the publications related to the work summarized in
chapter 3.
Appendix C.1 presents the 4D PES for the NH–H2 collisional system. This PES has
been computed several years before this thesis and my contribution was related to the
validation of the PES by computing bound states of the NH...H2 complex and preliminary
scattering calculations including the fine structure of NH. We provided all collisional data
for (hyper)fine resolved transitions in the article in appendix C.5. This article contains
also all the treatment about fine and hyperfine rate coefficients for the ND–H2 collisional
system using the IOS approximation. We compare the differences between the two sets of
data and also with previous data using He as a collisional partner. Finally, the impact of
the collisional data for NH–H2 is tested in radiative transfer modeling for an astrophysical
application on the η Carinae system and the Orion Bar PDR.
Appendix C.3 presents the work about C2H–H2 and C2D–H2 calculations. The PES used
was already computed and my contribution was to re-expand this potential to describe
the C2D–H2 PES. We provided the new collisional data for the C2D–H2 collisional system
including the structure of H2, and extended fine and hyperfine structure calculations for
the C2H–H2 collisional system. The impact of the C2D–H2 rate coefficients have been
checked in radiative transfer modeling.
Appendix C.2 presents the publication about the hyperfine treatment of carbon-bearing
isotopologues of C2H. We also used the 4D PES for the C2H–H2 collisional system to
determine the 13CCH–H2 and C13CH–H2 PESs. We reduced the dimension of these PESs
to exclude the structure of H2 in order to perform scattering calculations including into
account the two nuclear spins of the isotopologues. The new collisional data have been
used for radiative transfer calculation.
Finally, appendix C.4 presents an update of the BASECOL database, where the aim is
to provide accurate state-to-state rate coefficients for the astrophysical community. My
contribution was to furnish all collisional data computed in this thesis.
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C.1 Collisional excitation of NH by H2: Potential en-
ergy surface and scattering calculations
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ABSTRACT

Collisional data for the excitation of NH by H2 are key to accurately derive the NH abundance in astrophysical media. We present a new four-
dimensional potential energy surface (PES) for the NH–H2 van der Waals complex. The ab initio calculations of the PES were carried out using
the explicitly correlated partially spin-restricted coupled cluster method with single, double, and perturbative triple excitations [RCCSD(T)-
F12a] with the augmented correlation-consistent polarized valence triple zeta basis set. The PES was represented by an angular expansion
in terms of coupled spherical harmonics. The global minimum corresponds to the linear structure with a well depth De = 149.10 cm−1. The
calculated dissociation energy D0 is found to be 30.55 and 22.11 cm−1 for ortho-H2 and para-H2 complexes, respectively. These results are
in agreement with the experimental values. Then, we perform quantum close-coupling calculations of the fine structure resolved excitation
cross sections of NH induced by collisions with ortho-H2 and para-H2 for collisional energies up to 500 cm−1. We find strong differences
between collisions induced by ortho-H2 and para-H2. Propensity rules are discussed. The cross sections are larger for fine structure conserving
transitions than for fine structure changing ones, as predicted by theory. These new results should help in interpreting NH interstellar spectra
and better constrain the abundance of NH in interstellar molecular clouds.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0066161

I. INTRODUCTION

Collisional studies involving open-shell molecules are of great
interest from both theoretical and experimental points of view
as well as for applications in many fields, such as atmospheric
chemistry and astrophysics.1,2 Among the numerous existing stud-
ies, those involving the NH(X3Σ−) radical have been extensively
explored. From a fundamental point of view, owing to its large
rotational energy level spacing, NH is very useful for cold and
ultracold collisional studies. The magnetic moment of the 3Σ−
ground electronic state makes it a possible species that can be
trapped in buffer gas magnetic field environments.3 This explains
why NH–Rare gas (Rg) complexes were the object of numer-
ous energy transfer theoretical and experimental studies.4–9 Col-
lisional studies with rare gas also provide information on the

structure and internal properties of complexes and van der Waals
interactions.

Collisional studies involving NH radicals are also of great
interest from an astrophysical point of view since NH has been
observed in several regions of the interstellar medium (ISM).10–13

Collisional data are needed for molecular spectra modeling in
order to derive the physical conditions in molecular clouds, such
as density, temperature, and molecular abundance. Indeed, since
these environments do not reach local thermodynamic equi-
librium (LTE), the population of NH levels has to be mod-
eled through the competition between radiative and collisional
processes.2 Without collisional data, astrophysical models are per-
formed using the LTE hypothesis, which does not allow one
to fully exploit the highly resolved molecular spectra presently
detected.13
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In addition, the divergence between the NH abundance in
observations and chemical models is huge in diffuse molecular
clouds.10,14 Such divergences may be due to the lack of accurate
collisional data for modeling the observational spectra. Indeed, there
is still a lack of collisional data of NH with H2, the main collider in
the molecular clouds. Up to now, He was used as a proxy for scat-
tering with H2 in the ISM studies since only collisional data of NH
with He were available,4,6 but it is well established that He can be a
bad proxy for H2 in the case of collisions with light hydrides.2 To
the best of our knowledge, there is only one very recent theoretical
study of the NH–H2 collisional system15 dealing with non-reactive
collisions. These authors performed classical dynamic calculations
in order to study NH–H2 inelastic collisions. However, they did not
provide any temperature variation in the collisional data and in addi-
tion, the fine structure splitting of the NH has been neglected so that
the data cannot be used in astrochemical modeling.

In order to overcome this lack of data, we present in this paper
a new 4D potential energy surface (PES) for studying the rota-
tional excitation of NH by H2. Then, we report inelastic cross sec-
tions of the collisional system from quantum close-coupling (CC)
calculations taking into account the fine structure of NH. This
paper is organized as follow: in Sec. II, we present the new NH–H2
PES. Section III describes the bound state calculations of the col-
lisional complex in order to validate the accuracy of the new PES.
In Sec. IV, we present the inelastic cross sections obtained from
our new PES. Finally, Sec. V summarizes and concludes the present
work.

II. POTENTIAL ENERGY SURFACE

Collisions between NH and H2 molecules can be either reac-
tive or inelastic.15 The NH + H2 → NH2 + H reaction is found to be
endothermic with an activation energy of ∼4000 cm−1.16 In the low
temperature regime relevant to ISM (T < 300 K), the reactive process
can be safely neglected since the reaction rate coefficient is expected
to be completely negligible. In the following, we only focus on the
NH–H2 van der Waals complex.

Fawzy et al.17 previously studied the interaction potential
between NH and H2 molecules. They computed an abinitio PES
but only for the complex in the planar geometry. The authors per-
formed a search for minima on the PES and computed vibrational
frequencies for each minimum. The calculations were carried out
at the spin-restricted single and double excitation coupled clus-
ter approach with noniterative perturbational treatment of triples
[RCCSD(T)].18,19 The basis set for these electronic structure calcu-
lations was the augmented correlation-consistent polarized valence
double zeta (aug-cc-pVDZ)20 with and without the Basis Set Super-
position Error (BSSE) correction. They have found the global min-
imum corresponding to the linear arrangement and a secondary
minimum corresponding to the T-shaped arrangement. This PES,
in addition to being obtained at a low level of theory, cannot be used
for inelastic collision studies because the out-of-plane movements
were not considered.

In the present work, the Jacobi coordinate system presented in
Fig. 1 was used. The origin of the coordinate system coincides with
the center of mass of the NH molecule. The intermolecular vector
R connects the centers of mass of NH and H2 molecules and lies
along the z-axis. Angle θ1 defines the rotation of the NH molecule

FIG. 1. Coordinate system of the NH–H2 complex.

with respect to the z axis while the rotation of the H2 molecule is
defined by angles θ2 and φ. Thus, the mutual orientation and posi-
tion of the H2 and NH molecules are described by the intermolecular
separation, R, and the set of three angles (R, θ1, θ2, φ).

The interacting molecules are assumed to be rigid with geomet-
rical structures corresponding to the ground vibrational state for the
H2 molecule rHH = 1.449a0 and corresponding to the equilibrium
geometry for the NH molecule rNH = 1.958a0.21

The ab initio calculations of the PES of the NH(X3Σ−)–H2
(X1Σ+g ) complex in its ground electronic state were carried out at the
explicitly correlated partially spin-restricted coupled cluster with the
single, double, and perturbative triple excitations [RCCSD(T)-F12a]
method22 level of theory with augmented correlation-consistent
polarized valence triple zeta (aug-cc-pVTZ) (hereafter, aVTZ) basis
set20 using a MOLPRO 2010 package.23 The exponent in the correla-
tion factor F12 was set to 1.3. The standard auxiliary basis sets and
density fitting functions24,25 [CABS(OptRI) basis sets] were used
during calculations. The BSSE correction was taken into account
using the Boys and Bernardi counterpoise scheme.26 We note that
the RCCSD(T)-F12/aVTZ method is not size consistent due to the
inclusion of noniterative triple excitation. The interaction potential
calculated with this method has then been uniformly shifted by sub-
tracting the potential energy at the distance of R = 1000a0, which is
6.3575 cm−1.

The comparison of the radial potential energy cuts obtained
using different methods and different basis sets is presented in Fig. 2.
The energies extrapolated to the Complete Basis Set (CBS) limit
were obtained using the following extrapolation scheme of Peterson
et al.:27

EX = ECBS + Ae−(X−1) + Be−(X−1)2

, (1)

where X is the cardinal number of the aug-cc-pVXZ basis set, EX is
the energy corresponding to the aug-cc-pVXZ basis set, ECBS is the
energy extrapolated to the CBS limit, and A and B are the parameters
to be adjusted.

According to the test results presented in Fig. 2, the choice of
the RCCSD(T)-F12a method in conjunction with the aVTZ basis set
is justified by a good convergence with the RCCSD(T)/CBS, which is
the reference in our case. In addition, the selected method allows for
a much lower consumption of computer resources in comparison
with RCCSD(T)/CBS one.

The abinitio calculations were carried out for angles θ1 from 0○
to 180○ by 10○, θ2 from 0○ to 90○ by 15○, and φ from 0○ to 90○ by 15○.
R-distances were varied from 3.75a0 to 30a0 (36 R-values). In total,
the calculations were performed for 33 516 geometries (including
repeating ones).
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FIG. 2. Potential energy cuts of 4D PES for selected angular orientations. Energy is in cm−1.

The interaction potential E(R, θ1, θ2, φ) was expanded in
bispherical harmonics AL1L2L(θ1, θ2, φ) defined as

AL1L2L(θ1, θ2, φ) =
√

2L1 + 1
4π

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎝

L1 L2 L

0 0 0

⎞⎟⎟⎟⎠
× PL10(θ1)PL20(θ2) + 2

min(L1 ,L2)∑
M=1

⎛⎜⎜⎝
L1 L2 L

M −M 0

⎞⎟⎟⎠
×PL1M(θ1)PL2M(θ2) cos(Mφ)⎤⎥⎥⎥⎥⎦, (2)

where L = ∣L1 − L2∣, . . . , L1 + L2, where L1 and L2 correspond to
the θ1 and θ2 angular dependences of the PES, while M is related
to the dihedral angle φ. The homonuclear symmetry of the H2
molecule forces the index L2 to be even. The Plm functions are related

to coupled spherical harmonics through Y lm(θ, ϕ) = Plm(θ)eimϕ.
The potential in this basis is written as follows:

E(R, θ1, θ2, φ) = ∑
L1L2L

vL1L2L(R)AL1L2L(θ1, θ2, φ). (3)

The expansion coefficients vL1L2L(R) at each point R were obtained
by means of a linear least-squares fit. The chosen number of grid
points allows us to expand the potential in bispherical harmonics
with Lmax

1 = 10 and Lmax
2 = 4. This gives a total of 86 radial expansion

coefficients vL1L2L(R).
The radial coefficients vL1L2L(R) in the present work have the

following piecewise form:

vL1L2L(R)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
= 12∑

n=2
an(L1, L2, L)/Rn, R ≤ RL

= 5∑
n=4

cn(L1, L2, L)/Rn, R > RL,
(4)

J. Chem. Phys. 155, 134303 (2021); doi: 10.1063/5.0066161 155, 134303-3

Published under an exclusive license by AIP Publishing



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

where the linking distance RL was chosen to be 16 a0. The coef-
ficients an(L1, L2, L) were optimized using least-square fitting to
ab initio points, and coefficients an(L1, L2, L) were obtained at the
condition that the functions from the left and right side of the
linking distance and their first derivatives and second deriva-
tives are equal at linking point RL. We have varied the number
of an(L1, L2, L) coefficients, and it was the best representation
obtained for 12 coefficients. Only two coefficients (c4 and c5)
were used to describe the PES at large R-distances because they
correspond to the leading term in the long range expansion of
the NH–H2 interaction: dipole–quadrupole interactions (∼R−4)
and quadrupole–quadrupole interaction (∼R−5). The root-mean-
square error of the fits in the long and medium-range was in
the order of 10−3–10−2 cm−1. The repulsive wall (energies of
the order of 103 cm−1) was reproduced with a relative error of
0.01%–10%.

The global minimum of the 4D PES corresponds to a lin-
ear structure with θ1 = 180○, θ2 = 0○, φ = 0○, and R = 6.30a0 with
De = 149.10 cm−1. This finding is in reasonable agreement with the
work of Fawzy et al.,17 where the minimum geometry corresponds
to De = 116 cm−1 and R = 7.9a0. The local secondary minimum cor-
responds to a T-shaped structure with R = 6.77a0, θ1 = 0○, θ2 = 90○,
and φ = 0○ with the well depth of 109.52 cm−1. The secondary mini-
mum in the work of Fawzy et al.17 was found to have a well depth of
73 cm−1.

In Fig. 3, we present the contour plots of our 4D PES of the
NH–H2 complex. This plot shows the anisotropy of the interac-
tion with respect to the NH and H2 rotations. The anisotropy with
respect to the NH in-plane rotation is found to be quite impor-
tant. The anisotropy with respect to H2 rotation is also found to be
large.

III. BOUND STATE CALCULATIONS

In order to check the validity of our new 4D PES, it is of inter-
est to determine the dissociation energy D0 of the complex and to
compare it with the available experimental data of Fawzy et al.17

Hence, we compute bound energy levels of the NH–H2 complex.
They were calculated using the coupled-channel approach, where
the coupled equations are solved by the log derivative method,28 as
implemented in the bound code.29 The calculations are performed
for both NH–ortho-H2 and NH–para-H2 complexes separately. The
coupling between the NH rotational states and the electron spin was
not taken into account.

Calculations are performed using a starting propagator dis-
tance of R = 4.25a0. The asymptotic propagator distance is 20a0 to
take into account all the attractive part of the potential. The mid-
dle propagator distance used is 6.25a0, which corresponds roughly
to the distance where the global minimum is reached. The propa-
gator step size given for the NH–ortho-H2 configuration was 0.05a0
and 0.03a0 for the NH–para-H2 complex. The rotational bases of
NH and H2 were extended up to n1 = 10 and j2 = 7, respectively, for
the NH–ortho-H2 calculations, whereas n1 = 9 and j2 = 8 were used
for the NH–para-H2 ones. The energy of the lowest bound energy
levels is given in Table I for both NH–ortho-H2 and NH–para-
H2. The bound state energy values are related to the ground state
rotational states of the NH–H2 complex according to the nuclear
spin modification of H2.

FIG. 3. Potential energy cuts of 4D PES: two coordinates are changing, while
others are fixed at their equilibrium values. Energy is in cm−1.
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TABLE I. NH–H2 lower bound energy levels. Energies are relative to the ground state
energy of the dissociated fragments, and J represents the total angular momentum of
the complex.

NH–ortho-H2 NH–para-H2

J E (cm−1) J E (cm−1)

0 −30.55 0 −22.11
1 −23.76 1 −20.79
2 −27.26 2 −18.19
3 −23.89 3 −14.33

The total number of the bound states calculated is 6 for NH-
para-H2 and 21 for NH-ortho-H2. This is due to the fact that
para-H2 in its rotational ground state j2 = 0 admits only a single
state, whereas ortho-H2 in its rotational ground state j2 = 1 admits
three different orientations. That is why an average of approx-
imately three times more states is found for calculations with
ortho-H2.

The dissociation energies D0 computed in this work are
30.55 cm−1 for NH–ortho-H2 and 22.11 cm−1 for NH–para-H2.
One can see that these values are five to ten times larger than the
dissociation energy calculated for the NH–He complex.4 This indi-
cates that the complex is more stable with H2 than with He. Fawzy
et al.17 studied transitions to the H2 + NH(A) dissociation con-
tinuum via laser excitation. They found a dissociation energy of
D0 = 32 ± 2 cm−1. Our value is in good agreement with the exper-
iment for the NH–ortho-H2. Such agreement suggests that our new
PES is reasonably accurate in the van der Waals well region.

Because of the linear equilibrium structure of the complex, it
is possible to calculate NH–H2 rotational constants starting from
the formula EJ = E0 + BJ(J + 1) −DJ2(J + 1)2, where EJ is the bound
energy level related to the total angular momentum J, E0 is the
ground energy of the complex, B is the rotational constant of the
configuration of the complex, and D is the centrifugal constant. For
the NH–para-H2 complex, B is equal to 0.6577 cm−1, whereas for the
NH–ortho-H2 complex, B is equal to 0.5378 cm−1. To the best of our
knowledge, there is no experiment to support these values; however,
they can serve as a guideline for future measurements.

IV. FINE STRUCTURE EXCITATION OF NH BY H2

A. Scattering calculations
In the NH(3Σ−) electronic ground state, the rotational levels

are split by the spin–spin interaction. In the intermediate coupling
scheme, the rotational wave function of NH can be written for
j1 ≥ 1 as30

∣F1jm⟩ = cos α∣n1 = j1 − 1, s1j1m⟩ + sin α∣n1 = j1 + 1, s1j1m⟩,∣F2jm⟩ = ∣n1 = j1, s1j1m⟩,∣F3jm⟩ = − sin α∣n1 = j1 − 1, s1j1m⟩ + cos α∣n1 = j1 + 1, s1j1m⟩, (5)

where ∣n1, s1j1m⟩ denotes pure Hund’s case (b) basis functions and
the mixing angle α is obtained by diagonalization of the molecular
Hamiltonian. In this relation corresponding to Hund’s case (b), the
total molecular angular momentum j1 is defined by

j1 = n1 + s1, (6)

where n1 and s1 are the nuclear rotational and the electron
spin angular momenta. In the pure case (b) limit, α→ 0, the F1

TABLE II. Influence of the para-H2 rotational basis j2 on excitation cross sections (in Å2) for collisions of NH with para-H2.
Numbers in parentheses represent the j2 rotational basis.

Transition E = 35 cm−1 E = 200 cm−1 E = 500 cm−1

n1, Fi, j2 → n′1, F′i , j′2 (0) (0, 2) (0, 2, 4) (0) (0, 2) (0, 2, 4) (0) (0, 2) (0, 2, 4)
1, F3, 0→ 0, F1, 0 0.054 8.447 7.683 0.347 0.413 0.412 0.457 0.494 0.494
0, F1, 0→ 1, F1, 0 0.006 0.128 0.117 0.629 0.681 0.681 1.102 1.163 1.163
1, F2, 0→ 1, F3, 0 0.038 0.035 0.035 0.008 0.011 0.011 0.011 0.010 0.010
1, F3, 0→ 2, F1, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.459 0.610 0.609 0.383 0.377 0.376
0, F1, 0→ 2, F2, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 3.206 3.135 3.134 3.721 3.804 3.804
1, F2, 0→ 2, F3, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.422 0.750 0.752 1.151 1.156 1.156
1, F3, 0→ 3, F1, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.100 0.125 0.125 1.368 1.159 1.152
0, F1, 0→ 3, F2, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.037 0.041 0.413 0.542 0.472 0.470
1, F2, 0→ 3, F3, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.019 0.064 0.065 0.200 0.202 0.202
1, F3, 0→ 4, F1, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.160 0.132 0.131
0, F1, 0→ 4, F2, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.501 0.477 0.476
1, F2, 0→ 4, F3, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.064 0.078 0.078
1, F3, 0→ 5, F1, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.012 0.018 0.018
0, F1, 0→ 5, F2, 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.010 0.010 0.010
1, F3, 0→ 0, F1, 2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.075 0.082
0, F1, 0→ 1, F1, 2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.038 0.042
1, F3, 0→ 2, F1, 2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.017 0.019
1, F2, 0→ 2, F3, 2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.021 0.021
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TABLE III. Influence of the ortho-H2 rotational basis j2 on excitation cross sections (in Å2)
for collisions of NH with ortho-H2. Numbers in parentheses represent the j2 rotational basis.

Transition E = 35 cm−1 E = 200 cm−1 E = 500 cm−1

n1, Fi, j2 → n′1, F′i , j′2 (1) (1, 3) (1) (1, 3) (1) (1, 3)
1, F3, 1→ 0, F1, 1 38.556 41.215 10.545 10.656 4.861 4.868
0, F1, 1→ 1, F1, 1 4.562 4.605 14.938 15.074 8.160 8.219
1, F2, 1→ 1, F3, 1 12.458 12.071 0.843 0.850 0.291 0.290
1, F3, 1→ 2, F1, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1.362 1.264 1.446 1.437
0, F1, 1→ 2, F2, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 2.462 2.468 2.909 2.930
1, F2, 1→ 2, F3, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.749 0.735 1.082 1.083
1, F3, 1→ 3, F1, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.108 0.116 1.027 0.972
0, F1, 1→ 3, F2, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.105 0.108 1.148 1.145
1, F2, 1→ 3, F3, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.052 0.045 0.338 0.342
1, F3, 1→ 4, F1, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.260 0.242
0, F1, 1→ 4, F2, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.454 0.443
1, F2, 1→ 4, F3, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.088 0.088
1, F3, 1→ 5, F1, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.014 0.015
0, F1, 1→ 5, F2, 1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.016 0.015

FIG. 4. Fine structure excitation cross sections of NH by ortho-H2 (upper panels) and para-H2 (lower panels) for fine structure conserving transitions (left panels) and for
fine structure changing transitions (right panels).
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level corresponds to n1 = j1 − 1 and the F3 corresponds level to
n1 = j1 + 1.

Energy levels were computed with the use of NH spec-
troscopic parameters: B = 16.3 433 cm−1, D = 1.703 × 10−3 cm−1,
λ = 0.92 cm−1, and γ = −0.0549 cm−1.31 The levels in the spin multi-
plets are usually labeled by the nuclear rotational quantum number
n1 [corresponding to the Hund’s case (b) limit] and the spectro-
scopic index Fi, and this notation will be used hereafter.

In this study, we consider scattering calculations, including the
fine structure of NH such that

NH(n1, Fi) +H2( j2)→ NH(n′1, F′i ) +H2( j2).
Calculations are carried out with both ortho-H2 and para-H2 in

their ground rotational levels j2 = 0 and j2 = 1, respectively. We do
not present results for the excitation of H2 even if fully included in
the calculations.

Scattering calculations are performed with the close-coupling
approach in the intermediate coupling scheme32 as implemented
in the HIBRIDON code.33 The new 4D PES developed in this work
has been used for these calculations. The hybrid log-derivative/Airy
propagator implemented in the HIBRIDON code has been used.
Parameters optimized to ensure the convergence of the inelastic
cross sections are Rmin = 4.25a0 and Rmax = 50a0 for the propagator
distances with a step propagator between 0.1 and 0.2a0. All these
parameters were adequate to ensure a convergence of cross sections
to better than 1%. These calculations have been performed for total
energies up to 500 cm−1. The energy grid has been calculated with
a variable step. For energies between 0.1 and 100 cm−1, the step is
0.1 cm−1. Then, between 100 and 300 cm−1, the step is increased to
0.2 cm−1. Finally, between 300 and 500 cm−1, the step is increased to
0.5 cm−1. We choose a small energy step for small energies so that
the resonances can be well described. H2 rotational constant used
in the calculations is B = 59.332 cm−1.34 The reduced mass of the
complex was μ = 1.777 amu.

The main difficulty for calculations was the optimization of the
H2 rotational basis. It has a great influence on the convergence of
cross sections and on the central processing unit (CPU) time. We
considered a rotational basis of NH nmax

1 = 10 and j2 = 0, 2 for para-
H2. The maximum total angular momentum considered was J = 60
at a total energy of 500 cm−1. The rotational basis for ortho-H2
was j2 = 1, and we considered a total angular momentum of J = 70
at the highest energy. In order to illustrate the convergence of the
inelastic cross sections with respect to the H2 rotational basis, we
report some tests in Tables II and III for both ortho-H2 and para-H2
configurations at three values of total energies.

It can be noticed that the mean error between the results
obtained with the para-H2 rotational basis j2 = 0 and j2 = 0, 2 is up
to 40%. This is due to the fact that at small energies, shape and Fes-
hbach resonances may not be well represented by cross sections and
strongly depend on the H2 basis. It appears essential when study-
ing collisional excitation induced by H2 (j2 = 0) to take into account
at least one more H2 rotational level in the rotational basis. On the
other hand, the mean error of the results obtained using the j2 = 0, 2
and j2 = 0, 2, 4 basis is less than 2–3%. Hence, the H2 level j2 = 4 has
not been taken into account in the H2 rotational basis. As far as
ortho-H2 is concerned, the mean error of the calculations involving
the two basis for these three energies is less than 5%. As calculations

with j2 = 1, 3 basis would not have been feasible in a reasonable time
and considering the good convergence of the results obtained with
the j2 = 1 rotational basis, we have decided to retain only the level
j2 = 1 in the basis. It is interesting to note that at the highest energy
considered in the work, the cross sections for the rotationally inelas-
tic transitions in H2 are at least two orders of magnitude lower than
the elastic one and can be safely neglected in the astrophysical media
modeling.

B. Results
Figure 4 presents the state-to-state cross sections related to col-

lisions of NH with both ortho-H2 and para-H2 as a function of the

FIG. 5. Propensity rules for transitions from the fundamental state of NH with ortho-
H2 (dashed lines) and para-H2 (solid lines) for a total energy of 250 cm−1 (upper
panel) and 500 cm−1 (lower panel).
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collisional energy. One can see the shape and Feshbach resonances
at low energies for all transitions. These peaks in the cross sections
are related to the well depth of the potential of 148.83 cm−1 that
allows H2 to be temporarily trapped so that the complex is formed
in a (quasi-) bound state before it dissociates.35,36

One can also see that state-to-state cross sections, displayed in
part in Figs. 4 and 5, exhibit several propensity rules. First, we can see
that fine structure conserving transitions are larger than fine struc-
ture changing ones by a factor of ∼2. This is due to the fact that the
system tends to keep the same orientation of its electron spin dur-
ing the collision. A direct consequence is that transitions involving
F1/3 → F2 are stronger than F1 → F3 transitions. This effect is more
apparent in Fig. 5, which shows cross section intensities as a func-
tion of the NH energy levels. This result is predicted by the theory37

and has already be seen for several studies involving the NH radicals,
such as NH(X3Σ−)–He4 or NH(X3Σ−)–Ar.8

Figures 4 and 5 also show that transitions induced by collisions
with ortho-H2 are larger than the ones induced by para-H2. More
precisely, odd Δn1 transitions are larger for collisions with ortho-
H2 by almost an order of magnitude. However, this tendency is not
seen for even Δn1 transitions, where the cross sections are of similar
magnitude whatever the collider is, para-H2 or ortho-H2. This result
can be interpreted from the anisotropy of the PES with the rotation
of H2 and the amplitude of the radial coefficients vL1L2L(R) [Eq. (4)].

In Fig. 6, the leading radial coefficients vL1L2L(R) of the PES
are plotted as a function of the intermolecular distance. The direct
coupling of rotational levels by the interaction potential is related to
the rotational quantum numbers and the anisotropic terms of given
values of L1 and L2 as follows: for a given n1 → n′1 transition, terms
with ∣n1 − n′1∣ ≤ L1 ≤ n1 + n′1 can contribute directly. Similarly, terms
with ∣n2 − n′2∣ ≤ L2 ≤ n2 + n′2 can contribute to j2 → j′2 transitions.

We see in Fig. 6 that the largest cross sections for n1 = 0→ n′1
fine structure conserving and fine structure changing transitions
involve final rotational levels with n′1 = 1. This is consistent with the
fact that the largest coefficient (L1 = 1, L2 = 0, L = 1) in the angular
expansion of the interaction potential has L1 = 1.

FIG. 6. The larger radial coefficients vL1L2L(R) as a function of the intermolecular
distance R.

Such propensity rules have been observed for several collisional
systems, such as CN(X2Σ+)-H2,38 PN(X1Σ)-H2,39 or HCl–H2.40

V. CONCLUSION

We have calculated a new 4D PES of the NH–H2 van der Waals
complex at the RCCSD(T)-F12a/aVTZ level of theory. The calcu-
lated dissociation energy D0 of the complex with ortho-H2 was found
to be in good agreement with the available experimental study.17

From the bound state calculation, we also deduced a new rota-
tional constant. New experiments are expected to constrain the value
obtained.

Using the new PES, we have performed close-coupling calcula-
tions in order to determine collisional excitation cross sections of
NH by ortho-H2 (j2 = 1) and para-H2 (j2 = 0), including the fine
structure of NH. Cross sections were obtained for total energies up to
500 cm−1. We noticed that the rotational basis of H2 strongly influ-
ences cross sections, especially at small collisional energies between
j2 = 0 and j2 = 0, 2 bases. The results show that fine structure con-
serving transitions are larger than fine structure changing ones,
which is a typical behavior of 3Σ molecules and has already been seen
in previous studies. We also found that Δn odd transitions are larger
for collisions induced by ortho-H2 and that Δn even transitions are
larger for collisions induced by para-H2.

We expect that this work will encourage more experiments on
NH excitation by H2 with fine structure resolution. In addition, it
is of great astrophysical interest to carry out theoretical studies of
NH with H2 to determinate properties and conditions in diffuse and
dark clouds, as H2 is the major collider in the ISM and He is actually
used as a proxy for H2 in astrophysical applications. Calculations at
higher collisional energies are in progress, and NH–H2 state-to-state
rate coefficients at typical interstellar temperatures (5–300 K) will be
soon provided in a forthcoming publication.

SUPPLEMENTARY MATERIAL

A Fortran subroutine of the potential energy surface is available
as the supplementary material.
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A B S T R A C T 

The computation of hyperfine resolved cross sections and rate coefficients for open-shell molecules in collision with H 2 is a true 
methodological and numerical challenge. Such collisional data are ho we ver required to interpret astrophysical observations. We 
report the first hyperfine resolved rate coefficients for (de-)excitation of 13 CCH and C 

13 CH isotopologues induced by collisions 
with para- H 2 . These calculations have been performed using a recently published C 2 H–H 2 potential energy surface. Hyperfine 
resolved cross sections and rate coefficients between the first 98 energy levels of the two isotopologues were determined using a 
recoupling technique for temperatures ranging from 5 to 100 K. Significant isotopic substitution effects were found, showing the 
necessity of computing isotopologue specific collisional data. These rate coefficents have then been used in a simple radiative 
transfer modelling for typical molecular cloud conditions. 

Key words: molecular data – molecular processes – radiative transfer. 

1  I N T RO D U C T I O N  

Among the hydrocarbons detected in the interstellar medium (ISM), 
the ethynyl radical (C 2 H) is one of the most abundant. The first 
detection of this radical has been reported by Tucker, Kutner & 

Thaddeus ( 1974 ) in 13 Galactic sources through hyperfine resolved 
observations of its rotational emission-line n = 1 → 0, prior to 
its study in laboratory (Sastry et al. 1981 ). This identification was 
confirmed later by Ziurys et al. ( 1982 ) with the detection of the 
n = 3 → 2 emission-line. This radical has been observed over the 
past decades in several astrophysical environments including pre- 
stellar cores (P ado vani et al. 2009 ), photodissociated re gions (PDRs) 
(Teyssier et al. 2003 ; Cuadrado et al. 2015 ), protoplanetary discs 
(Dutrey, Guilloteau & Gu ́elin 1996 ), high-mass star-forming regions 
(Beuther et al. 2008 ), and dark clouds (Sakai et al. 2010 ). 

The high abundance of C 2 H in the ISM also made possible the 
detection of its carbon-based isotopologues 13 CCH and C 

13 CH. 
Indeed, Salek et al. ( 1994 ) detected them through hyperfine resolved 
observations of the n = 2 → 1 and n = 1 → 0 rotational lines, 
respecti vely. Observ ations of the 13 C isotopologues can provide 
interesting insight into the formation path of C 2 H and the [ 12 C/ 13 C] 
isotopic fractionation in the ISM. 

It has been shown that this [ 12 C/ 13 C] ratio in C 2 H isotopologues 
deviates from the [ 12 C/ 13 C] = 60 elemental value (Lucas & Liszt 
1998 ), depending on environments and on the isotopologues. Sakai 
et al. ( 2010 ) derived [CCH/ 13 CCH] and [CCH/C 

13 CH] ratios higher 
than 170 and 250 in the Taurus Molecular Cloud (TMC-1) and 
higher than 80 and 135 in L1527. Additionally, these authors found a 
[C 

13 CH/ 13 CCH] ratio to be 1.6 in both sources. Such behaviour has 

� E-mail: paul.pirlot@uni v-rennes.fr (PPJ); francois.lique@uni v-rennes.fr 
(FL) 

been also found by Salek et al. ( 1994 ) and later by Cuadrado et al. 
( 2015 ); Taniguchi et al. ( 2019 ); Yoshida et al. ( 2019 ). 

Sakai et al. ( 2010 ) suggest that the [C 

13 CH/ 13 CCH] ratio might 
be due to the different production mechanisms of C 2 H in cold 
environments, especially that the two carbons are not equi v alent 
in its pathway through neutral–neutral reactions, or to exchange 
reactions between 13 CCH and C 

13 CH after their formation through 
the following process: 

13 CCH + H � C 

13 CH + H + �E 1 , 

where � E 1 ∼ 8 K corresponds to the difference of the zero-point 
energy of 13 CCH with respect to C 

13 CH. The detection of the 
isotopologues by Cuadrado et al. ( 2015 ) in the Orion Bar PDR 

suggests also that reactions with 13 C 

+ can explain the observed 
fractionation in warmer objects through processes such as 

13 C 

+ + CCH � C 

13 CH + C 

+ + �E 2 

13 C 

+ + CCH � 13 CCH + C 

+ + �E 3 , 

where � E 2 ∼ 63 K and � E 3 ∼ 55 K are the differences of zero-point 
energy of both isotopologues with respect to C 2 H. 

In the ISM, especially in cold environments, the density is low, 
and the populations of molecular levels do not follow a Maxwell–
Boltzmann distribution. This non-local thermal equilibrium (non- 
LTE) behaviour implies a competition between radiative and colli- 
sional processes in these environments. Radiative transfer modelling, 
to interpret the observed spectroscopic intensities, requires then 
both radiative and collisional data for the observed molecules. 
While Einstein coefficients depend on the dipole moment and the 
energetic structure of the molecule that can be found in data bases, 
rate coefficients must be computed through scattering calculations 
for each collisional system. These calculations require the prior 
determination of the potential energy surface (PES) through ab initio 

© 2023 The Author(s) 
Published by Oxford University Press on behalf of Royal Astronomical Society 
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calculations describing the electronic interaction of the observed 
molecules with the main collider in molecular clouds, generally H 2 . 

To the best of our knowledge, there are no collisional data 
for collisions of 13 CCH and C 

13 CH. Indeed, the determination of 
hyperfine resolved rate coefficients of 13 CCH and C 

13 CH in collision 
with H 2 is a true computational challenge. The coupling of the two 
non-zero nuclear spins of both the 13 C and H atoms to the molecular 
rotation of C 2 H isotopologues leads to a large number of hyperfine 
energy levels. Scattering calculations with the H 2 collider would 
imply a very large number of coupled channels to include, and 
such calculations would o v erly tax current computational resources. 
Because of this lack of collisional data, scaled HCN–He collisional 
data from Green & Thaddeus ( 1974 ) have been used by Sakai 
et al. ( 2010 ), including the hyperfine structure of C 2 H isotopologues 
through infinite order sudden (IOS) scaling techniques for non-LTE 

analysis of 13 CCH and C 

13 CH observations. At the present time, the 
same scaling techniques can be applied on C 2 H–H 2 data but isotopic 
substitution effect have been shown to be non-negligible (Dumouchel 
et al. 2017 ). 

Presently, hyperfine scattering calculations of molecule–molecule 
collisions involving only one nuclear spin are feasible in terms of 
CPU time and memory. Such studies have been performed using 
the recoupling method for the OH/OD–H 2 (Of fer, v an Hemert & 

van Dishoeck 1993 ; Kłos et al. 2020 ; Dagdigian 2021 ), SH 

+ –
H 2 (Dagdigian 2019 ), and C 2 H–H 2 (Dagdigian 2018b ) collisional 
systems. For molecules with two non-zero nuclear spins, a few 

inv estigations hav e been carried out using the recoupling method, 
considering the projectile as a structureless collider for the NH/ND–
He (Dumouchel et al. 2012 ), C 3 N–He (Lara-Moreno, Stoecklin & 

Halvick 2021 ), and N 2 H 

+ –He (Daniel et al. 2005 ) systems. 
The purpose of this paper is to o v ercome this challenging problem 

and provide accurate hyperfine rate coefficients of 13 CCH and C 

13 CH 

in collisions with H 2 for temperatures up to 100 K. To do so, two 
approaches (recoupling based methods and IOS) will be considered. 
Since 13 CCH and C 

13 CH have been detected mostly in cold molecular 
clouds, it can be assumed that at the low temperature of the clouds 
only para- H 2 in its ground rotational state ( j 2 = 0, j 2 being the 
rotational state of H 2 ) is populated. 

This paper is organized as follow: The methodology and especially 
the selection of a suitable scattering approach are presented in Section 
2 . Then, a presentation of the features of the C 2 H–H 2 PES used in 
this work is given with also a description of the transformation of the 
C 2 H–H 2 PES to consider isotopic substitution. Section 3 presents and 
compares the hyperfine rate coefficients for the C 2 H isotopologues 
in collision with H 2 . An application to radiative transfer modelling 
is carried out in Section 4 . This paper follows with a conclusion in 
Section 5 . 

2  M E T H O D O L O G Y  

2.1 Ener gy lev els of C 2 H and 

13 C isotopologues 

C 2 H is a radical with a 2 � 

+ ground electronic state. Its rotational 
levels are split by the spin–rotation interaction. The corresponding 
angular momentum j can be defined by 

j = n + S , 

where n is the nuclear rotational angular momentum and S = 1/2 
the electronic spin. The presence of non-zero nuclear spin for the 
H [ I (H) = 1 / 2] atom involves a coupling of the nuclear spin with 
the angular momentum j . Thus, the hyperfine splitting in C 2 H is 

Table 1. The lower hyperfine energy levels of 13 CCH and C 

13 CH. 

Level n j F 1 F E (cm 

−1 ) 
13 CCH C 

13 CH 

1 0 0.5 0 0.5 0.000000 0.000000 
2 0 0.5 1 0.5 0.029385 0.0004836 
3 0 0.5 1 1.5 0.030483 0.005863 
4 1 1.5 1 0.5 2.806987 2.843558 
5 1 1.5 1 1.5 2.807052 2.843867 
6 1 1.5 2 1.5 2.835465 2.847896 
7 1 1.5 2 2.5 2.836402 2.848807 
8 1 0.5 0 0.5 2.83746 2.850608 
9 1 0.5 1 0.5 2.838841 2.851297 
10 1 0.5 1 1.5 2.83932 2.851413 
11 2 2.5 2 1.5 8.420948 8.530995 
12 2 2.5 2 2.5 8.421056 8.531445 
13 2 2.5 3 2.5 8.448568 8.534911 
14 2 2.5 3 3.5 8.449434 8.535765 
15 2 1.5 2 1.5 8.452741 8.539588 
16 2 1.5 2 2.5 8.45246 8.53980 
17 2 1.5 1 1.5 8.453786 8.540354 
18 2 1.5 1 0.5 8.453825 8.540546 

described by the F quantum number where 

F = j + I ( H ) . 

Since, the 13 CCH and C 

13 CH isotopologues possess the same 
electronic structure as C 2 H, they have a similar fine structure, with 
just slight differences in the spectroscopic constants. Ho we ver, both 
H and 13 C atoms have non-zero nuclear spins which couple to the 
rotation. The hyperfine coupling scheme can now be described as 

F 1 = j + I ( H ) , F = F 1 + I ( 13 C ) , 

where F 1 and F now label the hyperfine levels. The nuclear spin 
of the 13 C nucleus equals I ( 13 C) = 1 / 2. The energy levels have 
been taken from the CDMS data base (Endres et al. 2016 ). For 13 C 

isotopologues, each rotational level ( n > 1) is split in eight hyperfine 
components except n = 0 and 1 which are split in 3 and 7 levels, 
respectively (see Table 1 ). 

2.2 Selection of suitable approach for scattering calculations: 
validation with the C 2 H–H 2 collisional system 

Excitation in molecule–molecule collisions involving an open-shell 
molecule is a computational challenge. Indeed, the presence of fine 
and hyperfine structure can lead to a large number of energy levels to 
take into account in scattering calculations. Especially, when these 
molecules possess more than one non-zero nuclear spin, quantum 

calculations are almost not doable, since hyperfine resolved cross 
sections require a large number of coupled channels to take into 
account. 

The purpose of this paper is to provide hyperfine resolved 
collisional data for 13 CCH and C 

13 CH with H 2 using nuclear 
spin-free S -matrices. In order to choose the most suitable method 
to perform such intensively demanding calculations, comparison 
of both reduced dimension recoupling (Corey & McCourt 1983 ; 
Alexander & Dagdigian 1985 ; Offer et al. 1993 ) and IOS (Faure & 

Lique 2012 ) methods will be performed on the C 2 H–H 2 collisional 
system. 

In the case of the IOS approximation, nuclear spin-free cross 
sections and rate coefficients have been calculated with the 4D PES 

from Dagdigian ( 2018b ) and taking into account the inclusion of 
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the rotational levels of H 2 j 2 = 0 and 2, in the scattering basis. 
IOS hyperfine resolved rate coefficients are determined using the 
correction of Neufeld & Green ( 1994 ) ( k NG 

nj F→ n ′ j ′ F ′ ) described in 
Appendix A . 

For the reduced dimension approach, nuclear spin-free cross 
sections were computed by reducing the dimension of the C 2 H–
H 2 4D PES of Dagdigian ( 2018a ) to 2D. To do so, we restrict the 
l 2 index to zero (see equation 3 and text below for details). This is 
equi v alent of restricting the H 2 scattering basis to j 2 = 0. Hyperfine 
cross sections are then computed through the recoupling method. 
Rate coefficients ( k 2D −rec 

nj F→ n ′ j ′ F ′ ) from an initial level i to a final level f 
were determined by integrating the cross sections o v er a Maxwell–
Boltzmann distribution o v er the collisional energies E c : 

k i→ f ( T ) = 

(
8 

πμ( k B T ) 3 

)1 / 2 ∫ ∞ 

0 
σi→ f ( E c ) E c e 

−E c /k B T d E c . (1) 

These two approaches will be compared with the full calculations 
(Dagdigian 2018b ) for the C 2 H–H 2 collisional system. 1 These data 
( k 4D −rec 

nj F→ n ′ j ′ F ′ ) have been taken as the reference. 
Hyperfine cross sections are determined up to total energies of 

500 cm 

−1 ; this ensures convergence of the rate coefficients up to 
50 K, for levels up to n = 7. Spectroscopic constants were taken 
from Gottlieb, Gottlieb & Thaddeus ( 1983 ) and the reduced mass 
μ = 1.865 a.m.u. All calculations have been performed using the 
HIBRIDON scattering code (Alexander et al. 2023 ). 

Fig. 1 presents a comparison at 10 and 50 K of 2D and scaled 
IOS C 2 H–H 2 hyperfine rate coefficients with those computed with 
the 4D PES and the recoupling approach. The dashed lines represent 
deviations of the rate coefficients within a factor of 2. One can see 
that the 2D rate coefficients are almost systematically o v erestimating 
the 4D ones by ∼20 per cent, whereas the scaled IOS data are spread 
up to a factor of 2 for some transitions, despite the fact that the 
dominant transitions are ho we ver well-reproduced. 

It is possible to quantify better the deviations of the results by 
computing the weighted mean error factor (WMEF) such as (Loreau, 
Lique & Faure 2018 ) 

WMEF = 

∑ 

i , f k 
4D −rec 
i → f r i ∑ 

i k 
4D −rec 
i 

, (2) 

where k 4D −rec 
i is the rate coefficient for the i th transition com- 

puted with the 4D PES and using the recoupling technique and 
r i = max( k 4D −rec 

i /k 2D / NG , k 2D / NG /k 4D −rec 
i ) so that r i ≥ 1. Taking 

this quantity into account, both approaches have a very similar 
WMEF. Especially in the case of the IOS approximation, the largest 
transitions ( > 10 −11 cm 

3 s −1 ) are almost matching perfectly the 
corresponding 4D transitions. 

None of these methods seems to stand out more than another, 
and it was assumed that these differences would be the same for the 
study of the 13 C isotopologues. Then, for the next step of this work, 
hyperfine rate coefficients of 13 CCH and C 

13 CH with H 2 will be 
computed using the reduced dimension approach. Several arguments 
tend to explain this choice: 

(i) According to Fig. 1 , the quantification of the deviation is better 
defined for the 2D approach since deviations are more systematic. 

(ii) From a theoretical point of view, there is only one approxi- 
mation made with the 2D approach (neglecting the structure of H 2 

and the corresponding coupling terms in the PES), whereas IOS 

1 An error of a factor ∼1.4 has been found in these computed rate coefficients 
and has been corrected. 

Figure 1. Systematic comparison at 10 and 50 K of C 2 H–sph- H 2 recoupling 
hyperfine rate coefficients with C 2 H–para- H 2 ones (upper panel) and cor- 
rected IOS hyperfine rate coefficients with C 2 H–para- H 2 ones (lower panel). 
The green dashed lines represent deviations of the rate coefficients within a 
factor of 2. 

approximation is subject to additional approximations: neglect of 
the rotational structure of the target, scaling relation based on the 
assumption of a similar error between IOS and close-coupling (CC) 
to describe rate coefficients among relative hyperfine levels. Also, 
the correction of Neufeld & Green ( 1994 ) requires the calculation 
of elastic cross sections in order to predict quasi-elastic hyperfine 
transitions ( n = n 

′ 
, j = j 

′ 
, F �= F 

′ 
). Ho we ver, CC elastic cross 

sections are usually not fully converged, and a scaled application 
of IOS limit is not able to provide quasi-elastic transitions properly. 
One should note that in Fig. 1 , some rate coefficients higher than 
3 × 10 −12 cm 

3 s −1 deviate more than a factor of 2. They are related 
to quasi-elastic transitions, which can only be extrapolated through 
pure IOS calculations. 

(iii) The reduced dimension approach leads to a reasonable error 
according to astrophysical modelling. The use of the IOS approach 
would have been more suitable if there was a strong dependance of 
the orientation of H 2 in the cross sections as in the case for NH–H 2 

collisions (Pirlot Jankowiak et al. 2021 ) where taking only j 2 = 0 
leads to a mean error of 40 per cent. 

2.3 The excitation of 13 C isotopologues 

2.3.1 Potential energy surface 

C 2 H and its isotopologues differ only by the composition of their 
nucleus and have the same electronic structure. Then, through the 
Born–Oppenheimer approximation, it is possible to use the C 2 H–H 2 

PES to describe the interaction of 13 CCH and C 

13 CH with molecular 
hydrogen. The C 2 H–H 2 interaction potential has been computed by 
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Figure 2. Representation of the C 2 H–H 2 , 13 CCH-H 2 , and C 

13 CH-H 2 inter- 
actions in Jacobi coordinates. 

one of the authors (Dagdigian 2018a ). This author used the restricted 
coupled cluster method with single, double, and (perturbative) triple 
excitations [RCCSD(T); Knowles, Hampel & Werner 1993 ] with the 
aug-cc-pVQZ basis set. C 2 H has a linear geometry, and the PES has 
been determined assuming that C 2 H and H 2 have rigid structures, 
with their bond lengths taken as the average value of their respective 
ground vibrational states. 

In order to be suitable for time-independent scattering calculations, 
the analytical representation of the potential has been given in terms 
of an expansion in bispherical harmonics A l 1 l 2 l ( θ1 , θ2 , φ): 

V ( R, θ1 , θ2 , φ) = 

∑ 

l 1 l 2 l 

v l 1 l 2 l ( R) A l 1 l 2 l ( θ1 , θ2 , φ) , (3) 

where 

A l 1 l 2 l ( θ1 , θ2 , φ) = 

[
(2 l + 1) 

4 π

]1 / 2 ∑ 

m 

( l 1 ml 2 , −m | l0) 

× Y l 1 m 

( θ1 , 0) Y l 2 , −m 

( θ2 , φ) . (4) 

Here, the intermolecular distance between the centres of mass of C 2 H 

and H 2 is represented by the Jacobi vector R , θ1 is the angle between 
C 2 H molecular axis and R (with the carbon end of C 2 H pointing 
toward H 2 for θ1 = 0), θ2 is the angle between H 2 molecular axis and 
R , and φ is the dihedral angle. The terms v l 1 l 2 l ( R) are the expansion 
coefficients of the potential for a given intermolecular separation R , 
l 1 , l 2 are the expansion indexes for C 2 H and H 2 , respectively and l 
was selected as | l 1 − l 2 | < l < l 1 + l 2 . 

The transformation of the C 2 H–H 2 PES to the 13 CCH or C 

13 CH–
H 2 PES requires a shift of the origin of their centre of mass δr . The 
centres of mass are shifted by −0.049 a 0 for 13 CCH and + 0.039 a 0 
for C 

13 CH. The ne gativ e value means that the shift is toward the 
carbon end, and positive if the shift is toward the hydrogen end 
(see Fig. 2 ). The ‘ + / −’ notation represents the coordinates in the 
corresponding isotopologue frame. Then, the transformation of the 
Jacobi coordinates takes the form 

δr + / − = r( C 

13 CH / 13 CCH ) − r( C 2 H ) (5) 

R 

+ / − = 

√ 

R 

2 + δr 2 + 2 Rδr + / − cos ( θ1 ) (6) 

θ
+ / −
1 = arcsin 

(
R sin ( θ1 ) 

R 

+ / −

)
. (7) 

The transformation of angles describing H 2 orientation ( θ2 , φ) has 
been neglected since H 2 will be considered as a pseudo-structureless 
projectile (see the discussion in the following paragraphs). The shift 
of the centre of mass implies a new expansion of the potential for the 
interaction of the isotopologues with H 2 . This has been carried out 

in this work using a Gauss–Legendre quadrature with 686 different 
geometries in order to obtain 174 coefficients up to l 1 = 12 and 
l 2 = 6 to be consistent with the number of coefficients employed by 
Dagdigian ( 2018a ). 

In order to model H 2 as a pseudo atom, a reduction of the 
dimensionality of the PES was performed so that only para- H 2 ( j 2 = 

0) is involved as a collider (hereafter sph- H 2 ). One can simplify 
equation ( 3 ) using only terms where l 2 = 0. This simplification 
yields the following form for the potential appropriate to treating 
collisions of a 2 � 

+ molecule with a (pseudo)atom: 

V ( R, θ1 ) = 

∑ 

l 1 

(
[ l 1 ] 

4 π3 / 2 

)
v l 1 0 l 1 P l 1 ( cos θ1 ) (8) 

with [ l 1 ] ≡ 2 l 1 + 1. Then, instead of 174 expansion coefficients, 
only 13 coefficients are needed for the CC calculations. This 
transformation is used to determine hyperfine cross sections through 
the recoupling method, as described in Section 2.3.2 . The lower order 
expansion coefficients are presented in Fig. 3 . 

Most of the coefficients are very close for all three (C 2 H, 13 CCH, 
and C 

13 CH) isotopologues interacting with H 2 . Slight differences can 
be seen for odd l 1 inde x es, especially for l 1 = 1, where the repulsive 
behaviour is dominant for 13 CCH. Since the shift of the centre of 
mass is closer to the edge of the molecule, this term characterizes a 
larger odd anisotropy for the 13 CCH–H 2 potential. 

2.3.2 Scattering formalism: the recoupling method 

With the reduction to two nuclear degrees of freedom, the formalism 

of atom–molecule collisions with two non-zero nuclear spins can 
be readily applied. It should be noted that the recoupling method is 
rigorous if the hyperfine splittings are negligible compared to the 
rotational energy spacings. 

In the recoupling method, the T -matrix elements for a molecule–
(pseudo)atom collision with inclusion of the nuclear spins can be 
obtained from the nuclear spin-free T -matrix elements as described 
below. The total angular momentum J H 

of the complex when the H 

nuclear spin is included equals J + I(H) , where J is the total angular 
momentum of the complex without the H nuclear spin. In this case, 
the T -matrix element is given by (Corey & McCourt 1983 ) 

T 
J H 
n ′ j ′ F ′ 1 L ′ ,njF 1 L 

= ( −1) j 
′ −j+ L ′ −L 

∑ 

J 

[ J ] 

×
{

I (H) j F 1 

L J H J 

} {
I (H) j ′ F 1 

L 

′ J H J 

}
T J n ′ j ′ L ′ ,njL , (9) 

where [ x ] = 2 x + 1. The nuclear spin I(H) equals 1/2. 
We now apply a second recoupling to include the 13 C nuclear spin. 

The total angular momentum J T of the complex when both nuclear 
spins are included equals J H + I ( 13 C ). We note that I ( 13 C ) equals 
1/2. The T -matrix element in this case can be written as 

T 
J T 
n ′ j ′ F ′ F ′ 1 L ′ ,njFF 1 L 

= ( −1) F 
′ −F+ L ′ −L 

∑ 

J H 

[ J H ] 

×
{

I ( 13 C) F 1 F 

L J T J H 

} {
I ( 13 C) F 

′ 
1 F 

L 

′ J T J H 

}

× T 
J H 
n ′ j ′ F ′ 1 L ′ ,njF 1 L 

. (10) 

The hyperfine cross sections may be calculated with the T -matrix 
elements given in equation ( 10 ) 

σn ′ j ′ F ′ 1 F ′ → njF 1 F = 

π

k 2 [ F ] 

∑ 

J T 

[ J T ] 
∣∣∣T J T n ′ j ′ F ′ F ′ 1 L ′ ,njFF 1 L 

∣∣∣
2 

(11) 
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Figure 3. Radial dependence of the lower-order expansion coefficients for C 2 H and isotopologues interaction with H 2 . Solid lines are applied to C 2 H, dashed 
lines to 13 CCH, and dotted lines to C 

13 CH. 

Lara-Moreno et al. ( 2021 ) have carried out the equi v alent calculation 
using 12 j symbols of the second kind. In fact, this 12 j symbol is 
defined as the product of four 6 j symbols, similar to those seen in 
equations ( 9 ) and ( 10 ). 

3  

13 C C H – H  2 A N D  C  

13 C H – H  2 R AT E  

COEFF ICIEN TS  

Scattering calculations have been carried out for the 98 first 13 CCH 

and C 

13 CH hyperfine levels up to n = 12 and for a total energy up 
to E = 1370 cm 

−1 . Details about scattering parameters are given in 
Appendix B . Rate coefficients have been computed up to 100 K to 
co v er the range of temperatures where these species are observed. 
Scattering calculations have been performed using the HIBRIDON 

software (Alexander et al. 2023 ). 
Fig. 4 presents the temperature variation of several state-to-state 

hyperfine rate coefficients for 13 CCH–sph- H 2 and C 

13 CH–sph- H 2 

collisional systems. One can see a strong propensity rule for � n = 

� j = � F 1 = � F transitions. The smallest rate coefficients are 
characterized by � n �= � j . These trends have been already found 
before by Flower & Lique ( 2015 ) for 13 CN and C 

15 N in collision 
with para- H 2 . A similar behaviour is also observed in the case of 
NH/ND–He (Dumouchel et al. 2012 ) in the case of two nuclear 
spins. The � F = � j propensity rule (Alexander & Dagdigian 1985 ) 
is also highlighted for open-shell molecules with one nuclear spin 
such as C 2 H/C 2 D–H 2 (Dumouchel et al. 2017 ; Dagdigian 2018b ) 
or CN–H 2 (Kalugina, Lique & Kłos 2012 ). This propensity rule is 
a consequence of the fact that the nuclear spin is a spectator in the 
collision. 

In addition, a general trend is that almost all hyperfine transitions 
for 13 CCH–sph- H 2 collisional system are greater than the ones for 

the C 

13 CH–sph- H 2 collisional system. This behaviour mostly comes 
from the shift of the centre of mass toward the edge of the molecule, 
leading to a greater anisotropy in the interaction of 13 CCH with 
H 2 (see Fig. 2 ). Indeed, this effect looks systematic as one can 
see in Fig. 5 . The differences are estimated within a factor 1.5, 
which is higher than the observed errors between the methodologies 
compared in Section 2.2 . Also, these differences are relatively high 
regarding the small shift of the centre of mass and the similarity of 
their rotational constants [ B ( 13 CCH) = 1.404 cm 

−1 and B (C 

13 CH) = 

1.422 cm 

−1 ; McCarthy, Gottlieb & Thaddeus 1995 ]. 
It is also interesting to investigate the impact of the isotopic sub- 

stitution against the main isotopologue C 2 H. Since 13 CCH, C 

13 CH, 
and C 2 H do not have the same hyperfine structure, the discussion 
will focus on the fine-structure excitation of these molecules with 
sph- H 2 to keep results on the same level of theory. 

Fig. 6 presents the temperature variation of fine-structure-resolved 
rate coefficients for the three collisional systems. The largest differ- 
ences in the PES’s appear for terms involving the l 1 = 1 expansion 
index, leading a larger odd anisotropy of the PES for 13 CCH 

(see Fig. 3 ). Therefore, it is not surprising to observe larger rate 
coefficients for 13 CCH–sph- H 2 than for C 2 H–sph- H 2 and C 

13 CH–
sph- H 2 for � n = � j = 1. It is interesting to note that rate coefficients 
look similar for � n = � j = 2 with a moderated inversion of behaviour 
between 13 CCH and C 

13 CH. It looks clear that C 2 H cannot be used 
as a substitute molecule for the other isotopologues. 

4  ASTROPHYSI CAL  APPLI CATI ON  

With the present collisional data, it is possible to perform simple 
radiative transfer calculations. The aim is to check the possible impact 
of the isotopic substitution on radiative transfer modelling under 
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Figure 4. Temperature dependence of 13 CCH–sph- H 2 (dashed lines) and 
C 

13 CH–sph- H 2 (solid lines) hyperfine rate coefficients for � n = � j (upper), 
� n �= � j (middle), and � F 1 = � j ± 1 (lower) transitions. 

Figure 5. Comparison at 10 and 50 K of hyperfine rate coefficients for all 
de-excitations of 13 CCH–sph- H 2 and C 

13 CH–sph- H 2 . The green dashed lines 
represent deviations of the rate coefficients within a factor of 2. 

Figure 6. Temperature dependence of C 2 H–sph- H 2 (solid lines), 13 CCH–
sph- H 2 (dashed lines), and C 

13 CH–sph- H 2 (dotted lines) hyperfine rate 
coefficients for � n = � j = 1 (upper), � n = � j = 2 (middle), and � n 
�= � j (lower) transitions. 

non-LTE conditions. These calculations have been performed with 
the RADEX code (van der Tak et al. 2007 ) using the escape probability 
approximation. In order to model astrophysical environments where 
these molecules are detected, such as TMC-1 (Sakai et al. 2010 ), 
L134N (Taniguchi et al. 2019 ), L1527 (Yoshida et al. 2019 ) or the 
Orion bar PDR (Cuadrado et al. 2015 ), kinetic temperatures were 
set at 10, 30, and 50 K. The temperature of the background is set to 
2.73 K to represent the cosmic microwave background (CMB). The 
column-density is taken as 1 × 10 13 cm 

−2 , which is representative 
of the typical abundance of C 2 H isotopologues in cold molecular 
clouds. The line width is assumed to be 1 km s −1 . It is also assumed 
that the medium is cold enough so that only para- H 2 is populated. 
Then, explorations at T kin = 50 K in the following paragraphs must 
be taken with caution since ortho- H 2 abundance is not negligible at 
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Figure 7. H 2 density dependence of excitation temperatures for selected hyperfine transitions of 13 CCH (dashed lines) and C 

13 CH (solid lines) for T kin = 10 K 

(left) and T kin = 50 K (right). The numbers in legend correspond to the F 1 , F → F 

′ 
1 , F 

′ quantum numbers. 

Figure 8. Excitation temperatures for the n = 1, j = 0.5 → n 
′ = 0, j 

′ 

= 0.5 hyperfine transitions of 13 CCH (dashed lines) and C 

13 CH (solid lines) 
for T kin = 30 K. The numbers in legend correspond to the F 1 , F → F 

′ 
1 , F 

′ 
quantum numbers. 

this temperature. The Einstein coefficients A ul were taken from the 
CDMS data base (Endres et al. 2016 ). 

Excitation temperatures of observed hyperfine components of 
the n = 1 → 0 line of 13 CCH and C 

13 CH are plotted in Fig. 7 
as a function of the para- H 2 density. As a general comment, all 
excitation temperatures strongly depend on the H 2 density, increasing 
from radiative (CMB temperature) to thermal equilibrium, where 
T ex = T kin . At T kin = 10 K, one can see that relative differences 
of excitation temperatures of hyperfine transitions between the two 
isotopologues are very small, not exceeding 15 per cent. Ho we ver, 
for T kin = 50 K, a weak maser effect is observed for transitions 
involving both isotopologues in the intermediate density range of 
n H 2 = 10 5 − 10 6 cm 

−3 . One can notice in Fig. 8, a weak maser 
effect for excitation temperatures of C 

13 CH for the n = 1, j = 0.5 → 

n 
′ = 0, j 

′ = 0.5 lines, whereas only a suprathermal effect is seen for 
13 CCH for the same transitions. 

It is also interesting to look at the impact of the rate coefficients on 
the brightness temperature T B . Table 2 shows brightness temperatures 
for selected transitions at typical molecular cloud densities. The 
LTE modelling represents conditions where rate coefficients do not 
have influence anymore. Then, differences can only come from the 
magnitude of the Einstein coefficients and of the slight difference in 
the energy structure of the two isotopologues. 

Even if brightness temperatures for all transitions are far from the 
LTE regime, differences between 13 CCH and C 

13 CH remain very 
close to the ratio of the corresponding Einstein coefficients. Since 

rate coefficients for 13 CCH- sph- H 2 are larger than for C 

13 CH- sph- 

H 2 ones, almost systematically T B ( C 

13 CH) 
T B ( 

13 CCH ) 
< 

A ul ( C 

13 CH) 
A ul ( 

13 CCH ) 
. Ho we ver, 

these discrepancies are too low compared to the uncertainties in rate 
coefficients and astrophysical models to conclude on the possible 
impact of the isotopic substitution in the rate coefficients for the 
brightness temperature. 

5  DI SCUSSI ON  A N D  C O N C L U S I O N  

We have calculated hyperfine-resolved rate coefficients of 13 CCH 

and C 

13 CH for collisions with H 2 including both non-zero nuclear 
spins of the H and the 13 C nuclei. Hyperfine cross sections and rate 
coefficients have been carried out using the PES of Dagdigian ( 2018a ) 
and the recoupling technique (Alexander & Dagdigian 1985 ). 

Rate coefficients for 13 CCH–sph- H 2 and C 

13 CH–sph- H 2 show a 
similar propensity rule in fa v our of � n = � j = � F 1 = � F transitions. 
Transitions with larger rate coefficients are especially seen with 
13 CCH for � n = 1 transitions, which is a direct consequence of the 
anisotropy of the PES with a shifted centre of mass. 13 CCH–sph- H 2 

rate coefficients have been found to be generally larger than C 

13 CH–
sph- H 2 ones within a factor 1.5. Even if this effect is moderate, it is 
still of importance regarding the small shift | δr | = 0.04–0.05 a 0 of 
the centre of mass. 

Finally, we carried out radiative transfer modelling using these 
sets of data. For modelling environments at T kin = 10 K, almost no 
differences have been found between 13 CCH and C 

13 CH excitation 
temperatures of observed lines. Ho we ver, maser ef fects are found for 
13 CCH and C 

13 CH at T kin = 30 and 50 K. Brightness temperatures 
differ by a maximum of ∼10 per cent from LTE conditions. Bright- 
ness temperatures ratios are almost systematically larger for C 

13 CH 

which is directly due to differences in the order of magnitude of the 
Einstein coefficients. 

Then, the isotopic substitution does not have a significant impact 
on radiative transfer modelling and are not able to explain the 
[C 

13 CH/ 13 CCH] abundance ratio found in cold environments for 
the observed transitions (Sakai et al. 2010 ; Cuadrado et al. 2015 ; 
Taniguchi et al. 2019 ; Yoshida et al. 2019 ). One possible explanation 
would be that at very low temperature, the exchange reaction of the 
isotopic carbon 

13 CCH + H � C 

13 CH + H + �E 1 

could have a larger contribution than excitation. It has been shown in 
a chemical model that this exchange reaction has an important impact 
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Table 2. Comparison of ratio of brightness temperatures T B (in mK) of 13 CCH and C 

13 CH for several hyperfine transitions. 

Transition Ratio of T B 
( n, j, F 1 , F ) → ( n ′ , j ′ , F 

′ 
1 , F 

′ ) n H 2 (cm 

−3 ) T kin = 10 K T kin = 30 K T kin = 50 K Ratio of A ul 

(1,1.5,2,2.5) → (0,0.5,1,1.5) 3 × 10 4 0.92 0.98 1.00 
3 × 10 5 1.03 1.05 1.05 

LTE 1.02 1.02 1.02 1.04 
(1,1.5,2,1.5) → (0,0.5,1,0.5) 3 × 10 4 0.98 1.04 1.06 

3 × 10 5 1.07 1.09 1.09 
LTE 1.05 1.05 1.04 1.07 

(1,0.5,1,0.5) → (0,0.5,1,1.5) 3 × 10 4 1.33 1.42 1.45 
3 × 10 5 1.42 1.46 1.46 

LTE 1.39 1.38 1.38 1.41 
(1,0.5,0,0.5) → (0,0.5,1,0.5) 3 × 10 4 1.29 1.36 1.39 

3 × 10 5 1.40 1.43 1.42 
LTE 1.38 1.38 1.37 1.41 

(2,1.5,1,1.5) → (1,0.5,1,0.5) 3 × 10 4 – 1.32 1.33 
3 × 10 5 – 1.44 1.45 

LTE – 1.47 1.47 1.50 

on the [C 

13 CH/ 13 CCH] ratio (Furuya et al. 2011 ). This reaction 
could have less impact at higher kinetic temperatures and then allow 

excitation mechanisms to be more competiti ve. Ne vertheless, these 
explorations should be looked more carefully in a more complete 
radiative transfer modelling. 
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APPEN D IX  A :  IN FI N I T E  O R D E R  S U D D E N  

LIMIT  

The IOS method can be applied if the collision energy is larger 
than the rotational spacings, and hence the rotational motion can 
be neglected (Goldflam, Kouri & Green 1977 ). In this case, it is 
possible to employ the transitions out of the lowest rotational level 
j = 0 to derive hyperfine resolved rate coefficients for the targeted 
isotopologue. This approach has been generalized by Alexander 
( 1982 ) for the case of a linear molecule in a 2 � 

+ electronic 
state 

k IOS 
nj F→ n ′ j ′ F ′ = [ j ][ j ′ ][ F 

′ ] 
∑ 

L 

[ L ] 

L + 1 

×
(

j ′ L j 

−1 / 2 0 1 / 2 

)2 {
j j ′ L 

F 

′ F I (H) 

}2 

× 1 / 2 [1 + ε( −1) j + j ′ + L ] k CC 
0 , 1 / 2 → L,L + 1 / 2 (A1) 

where | j − j 
′ | < L < j + j 

′ 
and ε is the parity index. 

For the purpose of this work, equation ( A1 ) has been adapted to 
take into account one nuclear spin and where k IOS 

0 , 1 / 2 → L,L + 1 / 2 have been 
replaced by the exact fundamental transitions k CC 

0 , 1 / 2 → L,L + 1 / 2 as is can 
be seen in earlier works (Daniel et al. 2005 ; Faure & Lique 2012 ). 

One issue is that for low collisional energies, spacings between 
rotational energy levels are not negligible. This approximation is ex- 
pected to fail at low temperature. Neufeld & Green ( 1994 ) suggested 
a scaling procedure to provide a correction at low temperature 

k NG 
nj F→ n ′ j ′ F ′ ( T ) = 

k IOS 
nj F→ n ′ j ′ F ′ ( T ) 

k IOS 
nj → n ′ j ′ ( T ) 

k CC 
nj → n ′ j ′ ( T ) . (A2) 

This scaling relation satisfies the condition 
∑ 

F ′ 
k NG 

nj F→ n ′ j ′ F ′ ( T ) = k CC 
nj → n ′ j ′ ( T ) . (A3) 

Ho we ver, this correction needs converged CC elastic transitions 
in order to provide hyperfine quasi-elastic transitions ( n = n 

′ 
, 

j = j 
′ 
, F �= F 

′ 
), which is usually not the case in scattering 

calculations. Then, this correction is not suitable to describe such 
transitions. 

APPENDI X  B:  DETA I LS  A B O U T  T H E  

C O N V E R G E D  PA RAMETERS  USED  IN  

SCA  TTERI NG  C A L C U L A  T I O N S  

In order to determine accurate cross sections in scattering cal- 
culations, it is necessary to optimize the parameters used in the 
CC equations. We provide in Table B1 the rotational basis of 
the target n max , the largest total angular momentum J TOT and the 
step � E between total energies intervals E TOT . The neglect of 
the structure of H 2 imply that rotational basis of H 2 is chosen 
as j 2 = 0 and its rotational constant omitted. For both colli- 
sional systems, the radial propagation was considered between 
R min = 4.25 a 0 and R max = 60 a 0 . Each parameter has been de- 
termined to ensure converged cross sections within 1 per cent of 
deviation. Hyperfine calculations were then computed using the 
nuclear spin-free S -matrices determined with these convergence 
parameters. 

Table B1. Rotational basis set n max and optimized total angular momen- 
tum J TOT used for scattering calculations. These parameters are chosen 
for several total energies E TOT with different steps � E. 

13 CCH–sph- H 2 C 

13 CH–sph- H 2 

E TOT (cm 

−1 ) � E (cm 

−1 ) n max J TOT n max J TOT 

0.1–50 0.1 10 18 11 15 
50–100 0.1 12 24 11 24 
100–200 0.1 16 30 15 30 
200.5–500 0.5 22 45 22 42 
501–700 1 24 51 23 48 
705–1000 5 27 57 27 54 
1010–1370 10 33 63 32 60 
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A B S T R A C T 

The determination of physical conditions in interstellar clouds requires reliable estimation of radiative and collisional data 
for molecules detected in space. In this work, rate coefficients for de-excitation of C 2 H and C 2 D induced by collisions with 

both ortho- and para- H 2 are presented. Calculations have been carried out using a recently published four-dimensional C 2 H–
H 2 potential energy surface. Fine-structure resolved cross-sections were computed with the time-independent close-coupling 

approach. We report cross-sections for transitions between the first 41 levels of C 2 H and corresponding rate coefficients up to 

500 K. We also computed cross-sections for transitions between the first 31 levels of C 2 D and corresponding rate coefficients up 

to 200 K. Then, hyperfine structure resolved cross-sections and rate coefficients were computed using the recoupling technique. 
The hyperfine structure resolved rate coefficients for C 2 H–H 2 and C 2 D–H 2 are calculated for the first 38 hyperfine C 2 H energy 

levels and first 55 hyperfine C 2 D energy levels both for temperatures up to 100 K. These collisional data were used in a simple 
radiative transfer modelling. 

Key words: molecular data – radiative transfer – scattering. 

1  I N T RO D U C T I O N  

The ethynyl radical C 2 H was first detected by Tucker, Kutner & 

Thaddeus ( 1974 ) in the interstellar medium (ISM) through the n = 

1 → 0 rotational line. Later, experimental studies (Sastry et al. 
1981 ; Gottlieb, Gottlieb & Thaddeus 1983 ) reported spectroscopic 
measurements for the n = 2 → 1 and n = 3 → 2 lines, providing 
accurate spectroscopic data for the X 

2 � 

+ electronic state of this 
radical. Since then, C 2 H has been detected in a wide range of 
astrophysical environments such as molecular clouds (Wootten et al. 
1980 ; Sakai et al. 2010 ), star-forming regions (Beuther et al. 2008 ; 
Trevi ̃ no-Morales et al. 2014 ; Yoshida et al. 2019 ), pre-stellar cores 
(P ado vani et al. 2009 ), protoplatenary discs (Dutrey, Guilloteau & 

Gu ́elin 1996 ) and photodissociation regions (PDRs; Ziurys et al. 
1982 ; Teyssier et al. 2003 ; Cuadrado et al. 2015 ; Nagy et al. 2015 ) 
and is one of the most abundant hydrocarbon molecules in the ISM. 

Also, the high abundance of C 2 H in the ISM makes possible 
the observation of its deuterated isotopologue C 2 D. Indeed, the 
first detection of the C 2 D radical in the ISM was reported by 
Combes et al. ( 1985 ) in the Kleinman–Low nebula through the n = 

3 → 2 rotational line. This observation was corroborated by two 
parallel laboratory studies (Bogey, Demuynck & Destombes 1985 ; 
Vrtilek et al. 1985 ). This isotopologue has been subject to additional 
detections in molecular clouds (Turner 2001 ), PDR (Parise et al. 
2009 ), and star-forming regions (Trevi ̃ no-Morales et al. 2014 ). 

The abundance ratio between hydrogenated and deuterated 
molecules is usually found to deviate from the cosmological ele- 
mental ratio [D/H] ∼2 × 10 −5 (Linsky et al. 2006 ). This abundance 
ratio can vary by several orders of magnitude from a source to another 

� E-mail: francois.lique@univ-rennes.fr 

and also on the molecule, since the abundance of a molecule depends 
on its formation path and on the physical conditions of the medium. 
An accurate determination of the abundance of C 2 H and C 2 D is of 
interest to better understand and constrain the deuteration fraction 
in the ISM. That can give an insight on the evolution of molecular 
clouds, the abundance of deuterated molecules showing to strongly 
depend on the age of these objects in chemical models (Trevi ̃ no- 
Morales et al. 2014 ). 

The knowledge of the physical conditions of the ISM and espe- 
cially molecular abundances relies on the interpretation of observa- 
tional spectra through radiative transfer modelling. Notwithstanding, 
interstellar environments are subject to low density and energy 
levels of the detected molecules are out of the local thermodynamic 
equilibrium (LTE; Roueff & Lique 2013 ). Then, it is necessary to 
study excitation mechanisms including both radiative and collisional 
processes. On one hand, radiative mechanisms are related to Einstein 
coefficients which depend on the dipole moment of the molecule 
involved and are determined through spectroscopic analysis. On the 
other hand, collisional processes are quantified by rate coefficients 
and can be determined through (quantum) calculations for a given 
collisional system. It is then of interest to study the excitation of 
both C 2 H and C 2 D with molecular hydrogen which is the main 
collider in molecular clouds where these two isotopologues are 
mainly observed. 

The first collisional study implying C 2 H target was done by Spield- 
iedel et al. ( 2012 ), providing fine and hyperfine rate coefficients 
for transitions induced by He as a substitute of H 2 . Najar et al. 
( 2014 ) provided rate coefficients up to 100 K for the C 2 H- para- 
H 2 collisional system, taking into account only the fine-structure 
splitting of C 2 H. To do so, they computed a potential energy surface 
(PES) based on the rigid rotor approximation, considering para- H 2 

as a pseudo-atom. This approach excluded the contribution of excited 

© 2023 The Author(s) 
Published by Oxford University Press on behalf of Royal Astronomical Society 
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levels of H 2 ( j 2 ≥ 1, j 2 being the rotational state of H 2 ) in the scattering 
calculations. This potential has also been used by Dumouchel et al. 
( 2017 ) to compute hyperfine resolved rate coefficients of C 2 H and 
C 2 D with para- H 2 up to 80 K. In a more recent work, Dagdigian 
( 2018a ) used the coupled cluster theory to compute a new 4D PES 

of the C 2 H–H 2 collisional system. This author employed this PES 

to provide hyperfine rate coefficients of C 2 H with para- H 2 and the 
first collisional data with ortho- H 2 up to 300 K (Dagdigian 2018b ). 
A reasonable agreement was found with the work from Najar et al. 
( 2014 ) for C 2 H–para- H 2 fine-structure resolved rate coefficients. 
The differences between these results mostly come from the size of 
H 2 rotational basis in scattering calculations. One can expect that 
these discrepancies would impact results for the C 2 D–H 2 collisional 
system as well, and new calculations with the 4D PES can be 
useful. 

As far as we know, there are no data about collisional excitation 
of C 2 D with ortho- H 2 . Such data are necessary for modelling 
environments where ortho- H 2 is significantly populated (Trevi ̃ no- 
Morales et al. 2014 ). The purpose of this paper is to fill this lack of 
data. We report the first hyperfine resolved rate coefficients for C 2 D 

collisions with ortho- H 2 and impro v ed C 2 D–par a- H 2 collisional data 
up to 100 K using the 4D PES computed by Dagdigian ( 2018a ). We 
also recompute hyperfine resolved rate coefficients for the C 2 H–
H 2 collisional system up to 100 K. 1 We also extend the range 
of temperature of fine-structure C 2 H–H 2 collisional data up to 
500 K. New fine-structure rate coefficients have been computed 
for the C 2 D–H 2 collisional system up to 200 K. These data are 
expected to cover the temperature range of environments where C 2 H 

and C 2 D are detected (Trevi ̃ no-Morales et al. 2014 ; Nagy et al. 
2015 ). 

The paper is organized as follows: Section 2 presents the features of 
the PES used in scattering calculations and how to make it suitable for 
molecular dynamics of the C 2 D–H 2 collisional system. State-to-state 
de-excitation rate coefficients of both C 2 H and C 2 D in collision with 
molecular hydrogen are presented in Section 3 (It should be noted that 
excitation rate coefficients can be obtained from the de-excitation rate 
coefficients through detailed balance). As an application of this new 

data, we perform a simple radiative transfer application in Section 4 . 
A conclusion summarizes this work in Section 5 . 

2  M E T H O D O L O G Y  

2.1 Potential energy surface 

The PES describing the electronic interaction of the C 2 H–H 2 col- 
lisional system has been computed by one of the authors of the 
present paper (Dagdigian 2018a ). This author used the restricted cou- 
pled cluster formalism including single, double, and (perturbative) 
triple excitations [RCCSDT] (Knowles, Hampel & Werner 1993 ) to 
perform ab initio calculations using the MOLPRO software (Werner, 
Knowles & et al. 2020 ). The aug-cc-pVQZ basis set (Dunning 1989 ) 
was used to ensure convergence of the interaction potential around the 
global minimum. The interaction energy of the bimolecular complex 
depends on four degrees of freedom: The separation R between the 
centres of mass of C 2 H and H 2 PES; the angle θ1 between the C 2 H 

internuclear axis and the Jacobi vector R ; the angle θ2 between 

1 It has been found that the most recent available collisional data (Dagdigian 
2018b ) was o v erestimated by a factor ∼1.4. Also, we figured out a bug in the 
recoupling approach from the scattering software used in this work did not 
correctly calculate quasi-elastic transitions. 

Figure 1. Representation of the C 2 H–H 2 and C 2 D–H 2 geometries. The 
unprimed and primed quantities refer to C 2 H and C 2 D respectively. 

the H 2 internuclear axis and the Jacobi vector R ; and the dihedral 
angle φ between the (C 2 H, R ) plane and H 2 axis. Both C 2 H and H 2 

are considered as rigid rotors, where their nuclear geometries are 
taken as their respective equilibrium configurations in the ground 
vibrational state. 

The fit of the PES was represented by an expansion in bispherical 
harmonics: 

V ( R, θ1 , θ2 , φ) = 

∑ 

l 1 l 2 l 

v l 1 l 2 l ( R) A l 1 l 2 l ( θ1 , θ2 , φ) . (1) 

The A l 1 l 2 l ( θ1 , θ2 , φ) in equation ( 1 ) depend on the angular coordinates 
of the system, defined as: 

A l 1 l 2 l ( θ1 , θ2 , φ) = 

( [ l 1 ] 

4 π

)1 / 2 ∑ 

m 

( l 1 ml 2 , −m | l0) 

×Y l 1 m 

( θ1 , 0) Y l 2 , −m 

( θ2 , φ) , (2) 

where the Y lm are spherical harmonics, (.... | ..) are Clebsch–Gordan 
coefficients, [ x ] ≡ (2 x + 1). The v l 1 l 2 l ( R) are the radial coefficients 
for a given distance R , and l 1 , l 2 , l are chosen such that | l 1 − l 2 | < l < 

l 1 + l 2 . Equations ( 1 ) and ( 2 ) are the most suitable form of the PES 

for time-independent scattering calculations. The global minimum 

was found for R = 7.82 a 0 and the θ1 = 180 ◦, θ2 = 90 ◦, φ = 0 ◦

orientation with an associated well depth D e of 133.4 cm 

−1 . 
Within the Born–Oppenheimer approximation, it is possible to use 

the C 2 H–H 2 PES to describe the interaction of the C 2 D–H 2 complex. 
This can be performed with a transformation of the coordinates 
through a shift δr of the centre of mass of the targeted molecule 
(see Fig. 1 ). The transformation from one isotopologue frame to the 
other one can be obtained through: 

δr = r( C 2 D ) − r( C 2 H ) , (3) 

R 

′ = 

√ 

R 

2 + δr 2 + 2 Rδr cos ( θ1 ) , (4) 

θ ′ 
1 = cos −1 

(R cos ( θ1 ) − δr 

R 

′ 

)
, (5) 

where r (C 2 H) and r (C 2 D) are the positions of the centre of mass of 
C 2 H and C 2 D respectively along the internuclear axis (see Fig. 1 ). 
The same bond lengths are assumed for C 2 D than for C 2 H since 
the molecule is assumed to be rigid. The transformation of the 
coordinates θ2 and φ was not necessary since the impact on the 
dynamics is found to be negligible. The centre of mass is shifted by 
δr = + 0.1157 a 0 , toward the deuterium end. This transformation leads 
to a new expansion of the PES for the C 2 D–H 2 complex. Dagdigian 
( 2018a ) obtained a fit for l 1 = 12 and l 2 = 6, leading to 174 radial 
coefficients for C 2 H–H 2 . For the C 2 D–H 2 collisional system, we 
expanded the PES with the same number of coefficients as for C 2 H–
H 2 using a Gauss–Legendre quadrature with 686 geometries. 
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Figure 2. Contour plots of the interaction potential of C 2 H (upper panels) and C 2 D (lower panels) for an intermolecular separation R = 7.82 a 0 . The left and 
right panels have φ = 0 ◦ (left panels) and 30 ◦ (right panels). Contours in red represent a repulsive interaction, contours in black an attractive interaction. The 
values of the potential are given in cm 

−1 . 

It is interesting to check the impact of the isotopic substitution 
on the contour plots of the PES for given geometries. Fig. 2 shows 
the angular dependence of the PES of the C 2 H–H 2 and C 2 D–H 2 

comple x es for two geometries around the global minimum. One 
can see that for both isotopologues, the most repulsive interaction 
occurs when θ1 = 180 ◦, corresponding to the orientation of the 
targeted hydrogen/deuterium toward the collider, and for θ2 = 0 ◦ and 
θ2 = 180 ◦. 

The most attractive part of the PES corresponds to a T-shaped 
structure of the comple x es ( θ1 = 180 ◦, θ2 = 90 ◦), where the 
global minimum is reached. These contour plots illustrate the large 
anisotropy of the PES. Even if the shapes of the interaction energy 
look very similar in both isotopologue frames, one can see slight 
differences in the range θ1 = 140–180 ◦, where larger anisotropy is 
seen for the C 2 H–H 2 complex. Such differences will have impact 
on the magnitude of the C 2 H–H 2 and C 2 D–H 2 excitation cross- 
sections as will be seen in Section 3 . 

2.2 Scattering formalism 

Both C 2 H and C 2 D are open-shell molecules with a 2 � 

+ electronic 
ground state. The unpaired electron, with spin S 1 = 1/2, couples 
with the rotational angular momentum n 1 to yield the total angular 
momentum j 1 of the molecule: 

n 1 + S 1 = j 1 . 

During the collision, j 1 and the rotational angular momentum j 2 of 
the projectile will be coupled with the rotation of the target. The total 

angular momentum J of the complex thus equals 

J = j 12 + L , 

where L is the orbital angular momentum and j 12 = j 1 + j 2 is 
the vector sum of the molecular angular momenta. This coupling 
scheme has been used in quantum time-independent calculations 
with the close coupling method (CC) to determine fine-structure 
resolved cross-sections in the same way as employed by Dagdigian 
( 2018b ). 

In addition, both C 2 H and C 2 D possess a non-zero nuclear spin due 
to the H and D nuclei. The coupling of the nuclear spin to the rotation 
yields a hyperfine splitting of the fine-structure energy levels where 

F 1 = j 1 + I X , 

where F 1 denotes the total angular momentum of the targeted 
isotopologue including its nuclear spin, I X is the nuclear spin 
(X = H or D), I H = 1/2, and I D = 1. When the hyperfine splittings 
are small, it is possible to consider them as degenerate and carry 
out hyperfine structure calculations using a recoupling technique 
(Alexander & Dagdigian 1985 ). Then, the nuclear spin can be 
recoupled to the total angular momentum of the complex as 
J + I X = J T . 

This approach consists of using nuclear spin-free T -matrix ele- 
ments T J 

n 1 j 1 j 2 j 12 L,n ′ 1 j 
′ 
1 j 

′ 
2 j 

′ 
12 L 

′ computed by the CC method to determine 
hyperfine resolved cross-sections. The T -matrix elements including 
the nuclear spin can be obtained using the spin-free T -matrix elements 
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(Of fer, v an Hemert & v an Dishoeck 1993 ): 

T 
J T 
n 1 j 1 F 1 j 2 j R L,n ′ 1 j 

′ 
1 F 

′ 
1 j 

′ 
2 j 

′ 
R 

L ′ 

= 

∑ 

Jj 12 j 
′ 
12 

( −1) j 2 + j ′ 2 + j R + j ′ 
R 

+ L + L ′ 

×
(

[ j 12 ][ j 
′ 
12 ][ j R ][ j 

′ 
R ][ F 1 ][ F 

′ 
1 ] 

)1 / 2 
[ J ] 

×
{ 

j 1 j 2 j 12 

L J j R 

} { 

j ′ 1 j 
′ 
2 j 

′ 
12 

L 

′ J j ′ R 

} 

×
{ 

j R j 1 J 

I X J T F 1 

} { 

j ′ R j 
′ 
1 J 

I X J T F 

′ 
1 

} 

× T J 
n 1 j 1 j 2 j 12 L,n ′ 1 j 

′ 
1 j 

′ 
2 j 

′ 
12 L 

′ . (6) 

Here, j 2 + L = j R and j R + F 1 = J T . The T -matrix elements in equation 
( 6 ) can be used to compute hyperfine resolved cross-sections: 

σn 1 j 1 F 1 ,n 
′ 
1 j 

′ 
1 F 

′ 
1 

= 

π

k 2 [ F 1 ][ j 2 ] 

×
∑ 

J T j R j 
′ 
R 

LL ′ 
[ J T ] 

∣∣∣T J T n 1 j 1 F 1 j 2 j R L,n ′ 1 j 
′ 
1 F 

′ 
1 j 

′ 
2 j 

′ 
R 

L ′ 

∣∣∣
2 
, (7) 

where k 2 is the wave vector of the initial state. 
Nuclear spin-free calculations have been carried out for C 2 D 

collisions with both ortho- and para- H 2 up to 1618.7 cm 

−1 and 
1500 cm 

−1 , respectively, for energy levels up to n 1 ≤ 15 (see 
Appendix A for more details about the used parameters in scattering 
calculations). These calculations have been performed including a 
rotational basis of j 2 = 0, 2 for para- H 2 . In the case of ortho- H 2 

collisions, only a basis j 2 = 1 was necessary. 
For collisions of C 2 D with ortho- H 2 and para- H 2 , hyperfine rate 

coefficients have been computed for 55 energy levels up to n 1 = 

9 and for temperatures between 5 and 100 K. For the C 2 H–H 2 

collisional system, fine-structure calculations were performed up 
to a total energy of 3500 cm 

−1 for collisions with para- H 2 and 
3618.7 cm 

−1 for collisions with ortho- H 2 . Energy levels with n 1 up 
to 20 were taken into account in the CC calculations. Fine-structure 
rate coefficients were then computed up to 500 K. All scattering 
calculations (both CC and recoupling) were performed with the 
HIBRIDON scattering code (Alexander et al. 2023 ). For the highest 
total energies considered, greater than 1500 cm 

−1 , the convergence 
of cross-sections with respect to the H 2 basis used is moderate, 
up to a few tens of per cents of mean absolute deviation. Such 
intensive calculations may be accomplished by using the coupled 
state approximation. Ho we ver, this method is not implemented yet in 
the HIBRIDON code for molecule–molecule collisions. Ho we ver, this 
truncated H 2 basis moderately impacts the rate coefficients presently 
computed. 

The rate coefficient from an initial level i to a final level f consists 
in integrating the cross-section in equation ( 7 ) o v er a Maxwell–
Boltzmann distribution of the collisional energies E c : 

k i→ f ( T ) = 

(
8 

πμ( k B T ) 3 

)1 / 2 ∫ ∞ 

0 
σi→ f ( E c ) E c e 

−E c /k B T d E c , (8) 

where μ is the reduced mass of the given collisional system and k B 
is the Boltzmann’s constant. 

Figure 3. Systematic comparison of hyperfine rate coefficients for C 2 D–
ortho- and para- H 2 collisions (upper panel) and for C 2 H–ortho- and para- H 2 

collisions (lower panel) at 10 K and 100 K. Magenta and green dashed lines 
represent deviations within a factor of 5 and 10, respectively. 

3  R AT E  COEFFI CI ENTS  

3.1 C 2 H–H 2 rate coefficients 

Both fine and hyperfine structure resolved rate coefficients calculated 
in this work for the C 2 H–H 2 collisional system are essentially 
the same with the same propensity rules as in the calculations by 
Dagdigian ( 2018b ) and will not be discussed in details here. We just 
re vie w the main features of these collisional data. It is found that 
the rate coefficients for collisions involving ortho- H 2 are larger than 
those with para- H 2 (see also Fig. 3 ). For fine-structure transitions 
induced by para- and ortho- H 2 , propensity rules (Alexander 1982 ) 
are observed for 	 n 1 = 	 j 1 transitions (see Fig. 6 ) with 	 n 1 = 

	 j 1 = 2 transitions dominating o v er 	 n 1 = 	 j 1 = 1 transitions. 
These effects have an impact on the behaviour of hyperfine structure 
transitions, where fine structure conserving transitions displayed 
larger intensities for 	 j 1 = 	 F 1 transitions than for 	 n 1 
= 	 j 1 
ones. 

3.2 C 2 D–H 2 rate coefficients 

Fig. 3 shows a comparison between hyperfine resolved C 2 D–ortho- 
H 2 and C 2 D–para- H 2 rate coefficients at 10 K and 100 K. One can 
see that all rate coefficients are larger for C 2 D–ortho- H 2 collisions 
by a factor of 10 at lo w temperatures. Such de viations come from the 
PES features, where larger anisotropies are expected for the ortho- H 2 

collider. These differences are still an order of a factor of 5 at 100 K. 
This also can be seen in Fig. 4 , where ortho- H 2 rate coefficients are 
dominating the corresponding para- H 2 quantities. Such effect is well 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/1/885/7276611 by C
SIC

 - Instituto D
e G

anaderia D
e M

ontana user on 19 O
ctober 2023



Collisional excitation of C 2 H and C 2 D 889 

MNRAS 526, 885–894 (2023) 

Figure 4. Hyperfine structure resolved transitions for C 2 D in collision with para- H 2 (solid lines) and ortho- H 2 (dashed lines) from the 4 3.5,2.5 energy level 
to ward lo wer le vels. 

known for neutral collisional systems such as PN–H 2 (Desrousseaux 
et al. 2021 ) or HC 2 NC–H 2 and HNC 3 –H 2 (Bop et al. 2021 ). 

It is also possible to see a propensity rule in fa v our of fine structure 
conserving ( 	 n 1 = 	 j 1 ) transitions, which is consistent with results 
observed in C 2 H collisions (Dagdigian 2018b ). This propensity rules 
results from the fact that the electron spin is a spectator in the 
collision. This effect is generally observed for open-shell molecules 
such as CCS (Godard Palluet & Lique 2023 ), CN (Kalugina, Kłos & 

Lique 2013 ) or SH 

+ (Dagdigian 2019 ). A propensity rule for even 
	 n 1 = 	 j 1 transitions is observed. 

More specifically, in the case of the hyperfine structure exci- 
tation, a propensity rule (Alexander & Dagdigian 1985 ) is also 
observed for 	 j 1 = 	 F 1 transitions. Similar to the propensity 
rule for fine-structure transitions, this hyperfine propensity rule 
results from the spectator role that nuclear spin plays in the 
collision. With the propensity rule for fine-structure transitions, 
the largest rate coefficients occur for 	 n 1 = 	 j 1 = 	 F 1 transi- 
tions. The weakest transitions occur when 	 n 1 
= 	 j 1 
= 	 F 1 , 
sometimes by one order of magnitude compared to the dominant 
transitions. 

It is interesting to compare the C 2 D–H 2 rate coefficients with 
the previous study of Dumouchel et al. ( 2017 ). In their work, the 
2D averaged PES computed by Najar et al. ( 2014 ) for the C 2 H–H 2 

collisional system and transformed to describe the C 2 D–H 2 system 

was used for scattering calculations. The computed rate coefficients 
were computed with only j 2 = 0 in the H 2 rotational basis. Fig. 5 
shows a comparison between the two sets of collisional data for 
two given temperatures. One can see that most of the transitions 
are contained within a factor of 2 of differences, whereas the 
largest ones are relatively well reproduced. Such differences can 
come from several possibilities. First, the inclusion of two more 
degrees of freedom in the C 2 H–H 2 interaction potential leads to more 
anisotropies (see Fig. 2 ) and radial coefficients to take into account in 
scattering calculations. Second, the inclusion of j 2 = 0, 2 rotational 
basis is often necessary to converge cross-sections computed with 
the CC approach. 

Figure 5. Systematic comparison of C 2 D–para- H 2 hyperfine rate coeffi- 
cients computed in this work and the previous study by Dumouchel et al. 
( 2017 ) for transitions at 10 K and 50 K. Green dashed lines represent 
deviations within a factor of 2. 

3.3 C 2 H–H 2 versus C 2 D–H 2 rate coefficients 

Fig. 6 presents comparisons of several fine-structure rate coefficients 
of C 2 H and C 2 D in collisions with both ortho- and para- H 2 . It 
should be noted that the isotopologues have different numbers of 
hyperfine transitions because of the differences values of the H and 
D nuclear spins. The strongest impact of the isotopic substitution can 
be observed for 	 n 1 = 	 j 1 = 1 transitions for both H 2 colliders, in 
a more moderate way for ortho- H 2 than para- H 2 . Such differences 
mostly come from the shift of the centre of mass of the PES, leading 
to significant differences in expansion coefficients v l 1 l 2 l . Especially, 
radial coefficients with odd l 1 inde x es are larger for the C 2 H–H 2 

complex than the C 2 D–H 2 one. This is related to the fact that the 
centre of mass is closer of the centre of the molecule in the case of 
C 2 D and leads to less anisotropy in the PES (see Fig. 1 ). 

For the other cases ( 	 n 1 = 	 j 1 = 2 and 	 n 1 
= 	 j 1 ), the impact 
of isotopic substitution is moderate and rate coefficients are of the 
same order of magnitude for both collisional systems. Since the PES 

e xpansion coefficients involv ed in the CC equations for these types 
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Figure 6. Temperature dependence of fine-structure resolved rate coefficients for C 2 H (solid lines) and C 2 D (dashed lines) in collision with ortho- H 2 (left 
panel) and para- H 2 (right panel). Comparisons are done for 	 n 1 = 	 j 1 = 1 (upper), 	 n 1 = 	 j 1 = 2 (middle), and 	 n 1 
= 	 j 1 (lower) transitions. 

of transitions are very similar, these slight differences can mostly 
come from the spectroscopic structure of the two targets since their 
rotational constant are quite different, where B C 2 H = 1.457 cm 

−1 and 
B C 2 D = 1.203 cm 

−1 (Gottlieb et al. 1983 ; Vrtilek et al. 1985 ). 

4  E X C I TAT I O N  O F  C  2 D  IN  T H E  ISM  

Once hyperfine resolved rate coefficients are computed, it is possible 
to illustrate the impact of the new set of collisional data on radiative 
transfer modelling. Such modelling has already be done for the C 2 H–
H 2 collisional system (Dagdigian 2018b ) and will not be discussed 
here. The following discussion will focus on the new data of the 
C 2 D–H 2 collisional system. This was carried out using the RADEX 

code (Van der Tak et al. 2007 ) with the escape probability approxi- 
mation. Calculations were performed in order to model typical cold 
environments where C 2 D is detected, such as TMC-1 (Turner 2001 ) 

or L1527 (Yoshida et al. 2019 ). The kinetic temperature T kin was 
set to 10 K, a linewidth of 0.5 km s −1 , and a typical column density 
of 1 × 10 13 cm 

−2 . A background temperature T bg was assumed to 
be 2.73 K, representing the cosmic microwave background. Einstein 
coefficients were taken from the Cologne Database for Molecular 
Spectroscopy (Endres et al. 2016 ). Another calculation has been done 
at T kin = 50 K to model warmer environments such as Monoceros R2 
(Trevi ̃ no-Morales et al. 2014 ), with a typical linewidth of 1 km s −1 . 

Fig. 7 shows the dependence of excitation temperatures upon the 
density of H 2 for several hyperfine transitions of the C 2 D n 1 = 1–0 
rotational line for kinetic temperature ( T kin ) of 10 K and n 1 = 2–1 for 
T kin = 50 K. The range of excitation temperature varies from T ex = 

T bg at very low densities where radiative processes are dominant, to 
T ex = T kin at high densities, where the LTE is reached due to the 
domination of collisional processes. 
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Figure 7. Excitation temperatures as a function of the density of H 2 at T kin = 10 K (upper panels) and 50 K (lower panels) for several hyperfine radiative 
transitions of C 2 D. Numbers in legend represent F → F 

′ quantum numbers. Dashed lines are related to the set of data from Dumouchel et al. ( 2017 ), solid lines 
the set of data of the present work with 100 per cent of para- H 2 density, dotted lines with 25 per cent of ortho- H 2 and crossed lines with 75 per cent of ortho- H 2 . 

Comparisons were carried out with the set of data for C 2 D–
para- H 2 from Dumouchel et al. ( 2017 ). Also, the impact of the 
new ortho- H 2 collisions will be assessed with different ortho- to- 
para- H 2 ratio (OPR) taken for the radiativ e transfer calculations. F or 
T kin = 10 K, one can see that for 100 per cent of par a- H 2 , e xcitation 
temperatures coincide with the kinetic temperature at n H 2 ∼ 2 × 10 7 

cm 

−3 , showing that a very dense gas is needed to thermalize, whereas 
modelling obtained using Dumouchel et al. ( 2017 ) reaches LTE 

conditions at n H 2 ∼ 8 × 10 6 cm 

−3 . This is not surprising since most 
of rate coefficients for C 2 D–para- H 2 of Dumouchel et al. ( 2017 ) are 
larger by up to a factor of 2, making collisions more efficient than the 
set of data provided in this work. Ho we ver, most of the differences 
in this modelling are not more than 20 per cent. The increasing of the 
OPR to 25 per cent and 75 per cent involves the contribution of C 2 D–
ortho- H 2 rate coefficients. It has an impact on the critical density 
because of the differences between ortho- and para- H 2 collisions. 
In addition, excitation temperatures of the presented transitions at 
T kin = 50 K are less sensitive to ortho- H 2 collisions. For most of the 
models, LTE is reached around 10 6 cm 

−3 . That can also be related 
to the order of magnitude of the rate coefficients, having a strongly 
different behaviour at 10 K between ortho- and para- H 2 collisions 
than at higher temperatures (see Fig. 3 ) and be less sensitive to the 
modelling. 

It is interesting to reinterpret C 2 D observations made on L1527 by 
Yoshida et al. ( 2019 ) and to derive the C 2 D column density with our 
new set of rate coefficients. We determined the column density range 
of C 2 D by computing integrated intensity of different detected lines 
that best reproduce these observations (see Table 1 ), minimizing the 
following χ2 parameter 

χ2 = 

N ∑ 

i= 1 

(
F 

obs 
i − F 

calc 
i 

σi 

)2 

, (9) 

where N denotes the number of observed lines, F 

obs 
i and F 

calc 
i are 

the integrated intensities observed and calculated respectively, and 
σ i is the uncertainty of the i th observation. We varied the column 
density in the range [10 12 –10 14 ] cm 

−2 and the H 2 density [5 × 10 5 −
3 × 10 6 ] cm 

−3 for two fixed kinetic temperatures of 10 K and 15 K. 

Table 1. Line parameters for C 2 D observations done by Yoshida et al. ( 2019 ). 

Frequency Transition 
∫ 

T mb d v 
(GHz) ( n 1 , j 1 , F ) → ( n ′ 1 , j 

′ 
1 , F 

′ ) (K km s −1 ) 

72.101715 (1,1.5,1.5) → (0,0.5,1.5) 0.147(16) a 

72.107700 (1,1.5,2.5) → (0,0.5,1.5) 0.395(16) 
72.109114 (1,1.5,0.5) → (0,0.5,0.5) 0.117(14) 
72.112399 (1,1.5,1.5) → (0,0.5,0.5) 0.144(15) 
72.187704 (1,0.5,1.5) → (0,0.5,1.5) 0.165(20) 
72.189505 (1,0.5,0.5) → (0,0.5,1.5) 0.12(3) 
72.198388 (1,0.5,1.5) → (0,0.5,0.5) 0.065(16) 

Note . a P arenthesis represent the errors of last significant digits. 

Fig. 8 shows the dependence of the χ2 parameter upon the H 2 

density and the range of derived C 2 D column densities for the 
best reproduced observations. One can see that for both kinetic 
temperatures, this procedure was not able to constrain the H 2 density 
within the proposed grid. For T kin = 10 K, the column density is 
determined as N = (3.2 − 4.9) × 10 13 cm 

−2 within a confidence 
level of 99 per cent, where observations derived a value of N = 

(4.7 ± 0.3) × 10 13 cm 

−2 . For T kin = 15 K, the column density is 
found to be N = (3.6 − 5.8) × 10 13 cm 

−2 compared with observations 
where N = (5.6 ± 1.1) × 10 13 cm 

−2 . These calculations agree with 
the literature within a factor ∼1.5 which is relatively consistent 
regarding the used methods and uncertainties involved. The column 
densities derived from observations were carried out in the LTE 

conditions, finding that lines are optically thin so no corrections need 
to be applied on brightness temperatures and used a least-squares 
fitting method. In our calculations, the computed opacities are never 
greater than 0.1 for all lines and the two kinetic temperatures. 
Ho we ver, it should be noted that the density influences excitation 
temperatures. The considered lines reproduced observations for 
excitation temperatures varying from ∼11 to 13 K and from ∼16 to 
26 K for T kin = 10 K and T kin = 15 K respectively. This corresponds 
to a regime where lines are in a slight suprathermal effect and close 
to LTE conditions. Since the excitation temperatures do not match 
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Figure 8. Dependence of the χ2 parameter with the column density and 
the H 2 density for kinetic temperatures at 10 K (upper panel) and 15 K 

(lower panel). Values are shown for 20 per cent, 68 per cent, 90 per cent, 
and 99 per cent levels of confidence representing χ2 

min + (0.45, 2.3, 4.61, 
9.21; Lampton, Margon & Bowyer 1976 ; Sch ̈oier et al. 2002 ). The crossed 
dot represents the minimum of the χ2 . 

with the kinetic temperature, one can see that the derived ranges of 
column densities tends to decrease the observed values. Our best 
solutions where the χ2 

min is reached correspond to N = 4.1 × 10 13 

cm 

−2 , n H 2 = 6 × 10 5 cm 

−3 and T ex ∼ 24 K for all hyperfine lines for 
T kin = 15 K. For the case where T kin = 10 K, χ2 

min is reached when 
N = 3.7 × 10 13 cm 

−2 , n H 2 = 6 . 5 × 10 5 cm 

−3 , and T ex ∼ 13 K for the 
multiplet. This would mean that the population of these states under 
LTE conditions are underestimated compared to non-LTE modelling. 
In our case, we increase the population of the lo wer le vels of these 
lines by ∼14 per cent and ∼20 per cent at T kin = 10 K and T kin = 

15 K, respectively. 

5  C O N C L U S I O N  

We computed hyperfine resolved rate coefficients for C 2 H and C 2 D in 
collision with both ortho- and para- H 2 . These data take into account 
the first 38 C 2 H hyperfine levels and the first 55 C 2 D hyperfine 
levels up to 100 K. We also extended the range of temperature 
for fine-structure C 2 H–H 2 collisions up to 500 K for levels up to 
n 1 = 20. We also computed C 2 D–H 2 fine-structure resolved rate 
coefficients for levels up to n 1 = 15 and for temperatures up to 
200 K. These data were computed using the 4D PES of Dagdigian 
( 2018a ) and the recoupling method (Alexander & Dagdigian 1985 ; 
Offer et al. 1993 ). C 2 D–ortho- H 2 and C 2 D–para- H 2 rate coefficients 
show very different behaviours, where differences are observed up 
to a factor of 10. This is a standard observation for neutral systems, 
showing the importance of taking into account the internal structure 
of H 2 in scattering calculations. We observed more specifically that 
fine-structure conserving transitions are larger than fine-structure 

changing ones for C 2 D collisions and display even larger rate 
coefficients for the 	 n 1 = 	 j 1 = 	 F = 2 propensity rule. 

With isotopic substitution C 2 H and C 2 D rate coefficients can 
differ up to factor of 2 for 	 n 1 = 	 j 1 = 1 transitions, especially 
when collisions occur with par a- H 2 . F or 	 n 1 = 	 j 1 = 2 transitions, 
both isotopologues with ortho- and para- H 2 are the same order of 
magnitude. Such results reflect the shift of the centre of mass between 
the two isotopologues in the PES, their energetic structure and the 
larger anisotropies of the PES for the ortho- H 2 collider. 

This new set of data has been compared with the previous work 
done by Dumouchel et al. ( 2017 ), where they used a transformed 2D 

PES for the C 2 D–H 2 system (i.e. neglecting the internal structure of 
H 2 ). It has been shown that the inclusion of j 2 = 0, 2 in the rotational 
basis for scattering calculations lead differences up to a factor of 2. 

We carried out a radiative transfer modelling to illustrate the impact 
of the new set of C 2 D–H 2 rate coefficients. Differences in excitation 
temperatures are moderate between the new set of data and the 
one obtained by Dumouchel et al. ( 2017 ) compared to the usual 
uncertainties involved in astrophysical applications when only para- 
H 2 collisions occur. Ho we ver, larger dif ferences are observed when 
collisions with ortho- H 2 take place. We computed and reinterpreted 
the column density of C 2 D under non-LTE conditions with the 
literature in the case of the low-mass star-forming region L1527 
(Yoshida et al. 2019 ). The agreement with observations was found to 
be within a factor ∼1.5, which can be considered good regarding the 
uncertainties due to, on one hand, the methods used for calculations 
of the PES and rate coefficients, assumptions made by non-LTE 

modelling, and on the other hand uncertainties of the measurements 
and the methods used to compute column densities under the LTE 

assumption. Especially, LTE modelling are underestimating the 
population of the lower levels of a given transition compared to 
calculations done under non-LTE conditions. 

These data are expected to be used for the interpretation of 
astronomical observations in order to determine physical conditions 
in regions where ortho- H 2 is significantly populated. 
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DATA  AVAI LABI LI TY  

Fine and hyperfine structure resolved rate coefficients for C 2 H–H 2 

and C 2 D–H 2 will be available on the following databases: EMAA 

( https:// dx.doi.org/10.17178/ EMAA ), LAMDA (Van der Tak et al. 
2020 ), and BASECOL (Dubernet et al. 2012 ). 
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APPENDI X:  DI SCUSSI ON  O N  T H E  

SCATTERI NG  C O N V E R G E D  PA R A M E T E R S  

Fine-structure resolved cross-sections for C 2 H and C 2 D in col- 
lision with both ortho- and para- H 2 were determined through 
solution of the CC equations. To do so, the rotational basis of 
the targeted molecule n max and the total angular momentum J tot 

are converged for different total energies E tot at different energy 
steps 	 E. For all collisional systems, the rotational basis of the 
H 2 collider was chosen to be j 2, max = 0, 2 for para- H 2 and 
j 2, max = 1 for ortho- H 2 . The largest parameters are presented in 
Tables A1 –A2 . Optimization was done in order to converge cross- 
sections within 1 per cent of accuracy for each parameter. The 
propagation of the partial waves was done from R min = 4.25 a 0 
to R max = 50 a 0 for C 2 H collisions, and from R min = 4.25 a 0 to 
R max = 60 a 0 for C 2 D collisions. Then, hyperfine calculations were 
done using the nuclear spin-free S -matrices computed with these 
parameters. 

Table A1. Values of the converged parameters used for scattering calculations for the C 2 H–H 2 collisional 
system. The rotational basis n max of the targeted molecule, total angular momentum J tot and total energies E tot 

with energy steps 	 E are presented. 

C 2 H–ortho- H 2 C 2 H–para- H 2 

E tot (cm 

−1 ) 	 E (cm 

−1 ) n max J tot E tot (cm 

−1 ) 	 E (cm 

−1 ) n max J tot 

118.8–168.7 0.1 9 18 0.1–50 0.1 10 18 
168.8–218.7 0.1 12 24 50.1–100 0.1 12 24 
218.9–318.7 0.1 15 30 100.1–200 0.1 15 27 
319.7–618.7 0.1 17 42 200.2–300 0.1 19 39 
620.7–818.7 2 20 48 301–500 1 19 39 
823.7–1118.7 5 24 57 505–700 5 22 45 
1128.7–1618.7 10 27 69 710–1000 10 25 51 
1718.7–2118.7 100 27 85 1050–1500 50 28 60 
2318.7–3118.7 200 27 100 1600–2000 100 28 81 
3618.7 500 27 100 2200–3000 200 28 100 
– – – – 3500 500 28 100 
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Table A2. Values of the converged parameters used for scattering calculations for the C 2 D–H 2 collisional 
system. The rotational basis n max of the targeted molecule, total angular momentum J tot , and total energies E tot 

with energy steps 	 E are presented. 

C 2 D–ortho- H 2 C 2 D–para- H 2 

E tot (cm 

−1 ) 	 E (cm 

−1 ) n max J tot E tot (cm 

−1 ) 	 E (cm 

−1 ) n max J tot 

118.8–168.7 0.1 12 18 0.1–50 0.1 11 18 
168.8–218.7 0.1 12 24 50.1–100 0.1 13 24 
218.9–318.7 0.1 13 30 100.1–200 0.1 16 30 
318.9–618.7 0.2 15 45 200.2–500 0.2 20 42 
619.2–818.7 0.5 18 51 500.5–700 1 23 48 
819.7–1118.7 1 21 57 705–1000 5 28 54 
1123.7–1618.7 5 25 66 1010–1500 10 34 60 
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ABSTRACT

Context. The global context of making numerous data produced by researchers available requires collecting and organising the data,
assigning meaningful metadata, and presenting the data in a meaningful and homogeneous way. The BASECOL database, which col-
lects inelastic rate coefficients for application to the interstellar medium and to circumstellar and cometary atmospheres, meets those
requirements.
Aims. We aim to present the scientific content of the BASECOL2023 edition.
Methods. While the previous versions relied on finding rate coefficients in the literature, the current version is populated with pub-
lished results sent by the producers of data. The paper presents the database, the type of data that can be found, the type of metadata
that are used, and the Virtual Atomic and Molecular Data Centre (VAMDC) standards that are used for the metadata. Finally, we
present the different datasets species by species.
Results. As the BASECOL database, interconnected with the VAMDC e-infrastructure, uses the VAMDC standards, the collisional
data can be extracted with tools using VAMDC standards and can be associated with spectroscopic data extracted from other VAMDC
connected databases such as the Cologne database for molecular spectroscopy (CDMS), the jet propulsion laboratory molecular
spectroscopy database (JPL), and the high-resolution transmission molecular absorption database (HITRAN).

Key words. standards – astrochemistry – molecular data – molecular processes – astronomical databases: miscellaneous

1. Introduction

The paper presents the scientific content of the BASECOL2023
edition1. BASECOL provides state-to-state inelastic atomic and
molecular collisional rate coefficients with energy transfer in
both the target and the projectile, in a temperature range suit-
able for radiative transfer modelling in the interstellar medium
(ISM) or circumstellar atmospheres and cometary atmospheres,
where local thermodynamic equilibrium (LTE) conditions are
not fulfilled. In addition, the BASECOL format provides effec-
tive and thermalised rate coefficients, as stated below (Sect. 2.4).
BASECOL provides a wide overview of the field of rate coeffi-
cient calculations for the above applications, and it follows the
VAMDC standards (Albert et al. 2020; Dubernet et al. 2016).
BASECOL is therefore accessible from VAMDC applications
such as the VAMDC portal2, the species database service3, and
other user tools that use VAMDC standards. One of the tools
is the SPECTCOL tool4, the latest edition of which will be
published in 2024.

1 https://basecol.vamdc.org
2 https://portal.vamdc.eu
3 https://species.vamdc.eu
4 https://vamdc.org/activities/research/software/
spectcol/

Other databases, such as the Leiden atomic and molecular
database (LAMDA; van der Tak et al. 2020)5 and the excita-
tion of molecules and atoms for astrophysics database (EMAA)6,
provide ready-to-use ASCII data files that combine selected
rate coefficients and spectroscopic datasets. EMAA in particular
allows the user to select the projectile(s) of interest, and a digital
object identifier (DOI) is provided as a persistent identifier for
each dataset.

Contents of the BASECOL2012 edition (Dubernet et al.
2013) were created by the scientific maintainer using rate coef-
ficients mostly extracted from the literature. It was recently
underlined by Dubernet et al. (2023) that this method is no
longer sustainable. Therefore, the producers of rate coefficients
are now invited to send their data formatted in a requested tem-
plate. The current scientific content of the BASECOL database,
called BASECOL2023, corresponds to the efforts of the various
co-authors in providing their data with that template; in doing
so, they contribute to the long-term preservation of the data
and to the data indexation with relevant and community stan-
dard metadata for atomic and molecular data, that is VAMDC

5 https://home.strw.leidenuniv.nl/~moldata/
6 https://emaa.osug.fr
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standards (Albert et al. 2020; Dubernet et al. 2016, 2010)7. From
surveys of the literature, we know that there are still missing rate
coefficient datasets, and producers are welcome to contact the
next BASECOL scientific leader, Dr Otoniel Denis-Alpizar, in
order to include their data.

We would like to emphasise that BASECOL2023 provides
an environment where the numerical data are not manipulated
prior to their ingestion in the database, and if inconsistencies
are noticed, the producers of the data are invited to provide new
numerical data. In addition, prior to public access, the producers
of the data privately visualise the display of their numerical and
text data, and can ask that the BASECOL maintainer changes
the text data. Finally, the references to the main papers for both
the rate coefficients and the potential energy surfaces are pro-
vided, and the BASECOL home page emphasises that users
must cite the original papers. The BASECOL technical design
has been entirely updated: in particular, a versioning feature
that allows accessibility to all versions has been added, and the
dataset ingestion procedure has been reviewed in order to directly
include the VAMDC metadata and to check the consistency of
the datasets. A full description of the new BASECOL technical
infrastructure is provided in Ba et al. (2020). From a scientific
point of view, BASECOL2023 has been intensively updated in
the past three years, and this paper provides the current status.
BASECOL2023 contains a total of 491 collisional datasets of
which 358 datasets correspond to the last version of the rec-
ommended datasets. It includes information on the collisional
inelastic de-excitation of 103 atomic and molecular, neutral, and
ionic species colliding mainly with projectiles such as H, He, H2,
and H2O.

2. Description of the datasets found in BASECOL

2.1. Composition and display of datasets

The BASECOL data are organised and displayed in a collisional
dataset. A dataset corresponds to a collision between two collid-
ing species: the target and the projectile species. As the product
species are formally the same as the colliding species (target and
the projectile), BASECOL can handle elastic, inelastic, and pos-
sibly rearrangement processes if the product species are the same
as the colliding species.

The species can either be neutral or charged and atomic or
molecular in nature. It is described by its usual chemical formula
and is internally uniquely identified by its InchIkey and InchI
number8, possibly supplemented by the nuclear spin symmetry
(ortho, para, meta, etc.). The species database website9 makes it
possible to find the VAMDC species including the InchIkey and
InchI number expressions.

Once the colliding species are identified, a dataset cor-
responds to three numerical tables: one table containing the
process rate coefficients of the state-to-state energy level tran-
sitions of the two colliding species (in cm3 s−1) as a function of
temperature (in kelvin), and one table per species containing the
energy levels whose labels characterise the transitions in the rate
coefficient table (see Sect. 2.4 for the specific issues of labelling
the energy levels transitions for effective and thermalised rate
coefficients).

7 https://vamdc.org/activities/research/documents/
standards/
8 https://iupac.org/who-we-are/divisions/
division-details/inchi/
9 https://species.vamdc.eu

The unique dataset is associated with its ‘main’ publication,
that is, the one in which it was published10, and it is comple-
mented by a short description of the methodologies used in the
potential energy surface (PES) and the dynamical calculations
wherever relevant. The PES’s references are systematically cited,
as well as references linked to the energy levels (for the latter
it depends on the availability of the information provided by
the data producer). Additional references – such as references
linked to methodologies or to a historical review of the colli-
sional system – that might be associated with the dataset are
also cited. Additional information about precision or review of
data is sometimes included. In particular, datasets are labelled
as ‘outdated’ whenever this is the case, or are labelled ‘not rec-
ommended’ when the datasets have errors either mentioned in a
published erratum or mentioned privately by the authors.

As part of the newly designed BASECOL structure (Ba et al.
2020), the versioning of the dataset has been introduced. A new
version is created when the rate coefficient table and/or the asso-
ciated energy table are changed, and BASECOL provides access
to the previous versions of the datasets in order to guarantee
traceability of data and reproducibility of usage. We comment
on the modifications between versions.

2.2. Discussion on BASECOL recommendation

The BASECOL interfaces, which display the list of available
datasets corresponding to a query, indicate the status, ‘Recom-
mended: yes or no’. ‘Recommended: no’ corresponds both to
outdated datasets and to datasets with errors (see previous para-
graph). It should be noted that VAMDC accesses the last version
of the recommended datasets only to avoid confusing users. The
current choice of BASECOL2023 is to provide access to ‘rec-
ommended sets’ only, but this paragdim could be changed upon
a user’s request.

A priori, all datasets are recommended when they are first
included in the BASECOL database. The outdated datasets are
‘non-recommended’ for the following reasons: 1) new calcula-
tions are performed with a clearly more sophisticated potential
energy surface, 2) new calculations are performed with more
sophisticated scattering methodologies (e.g. the basis set is
larger, the scattering method has less approximation). Neverthe-
less, some datasets are still recommended even if they do not fit
the above criteria, as they offer alternative realistic datasets that
can be used to test the influence of rate coefficients in radiative
transfer studies.

The detailed description of the datasets given in the follow-
ing paragraphs explains the choices.

2.3. BASECOL2023 molecular quantum number description

The description of BASECOL2023 quantum numbers fol-
lows the VAMDC standards11. Within VAMDC standards the
molecules are classified by fourteen so-called cases12. Each case
corresponds to a specific type of molecule: diatomic, linear tri-
atomic, non-linear triatomic, linear polyatomic, symmetric top,
spherical, and asymmetric molecules, combined with its elec-
tronic state separated into closed-shell and open-shell states.
Diatomic open-shell molecules can be described in two possible

10 The main publication is marked in red on the BASECOL website.
11 https://standards.vamdc.eu/#data-model
12 https://amdis.iaea.org/cbc/
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cases: hunda (Hund’s a coupling) and hundb (Hund’s b cou-
pling). Table A.1 indicates the BASECOL2023 molecules and
their cases.

Currently, three molecules have issues with the VAMDC
cases because the energy tables provided by the authors can-
not be described with the current VAMDC cases. The hundb
case has been assigned to the C4 (X3Σ−g ) energy table (ID =
127) because the SpinComponentLabel label does not exist in
the linear polyatomic open shell (lpos) case. The hunda has
been assigned to the C6H (X2Π) energy tables (ID = 154, 155)
because the authors used (J,Ω) quantum numbers and the lpos
case does not include Ω. This is a temporary solution while the
VAMDC standards evolve. The CH3OH molecule is described
with a spherical top closed shell (stcs) case, in which the label
rovibSym is used for the symmetry of the torsional function (see
Sect. 9.9 for more information).

2.4. Rate coefficients

The collisional rate coefficients provided by BASECOL are
state-to-state rate coefficients, effective rate coefficients, and
thermalised rate coefficients, each of which is defined below. In
most cases, state-to-state (de-)excitation rate coefficients (R(T ))
are obtained at a given temperature from Boltzmann thermal
averages of the calculated state-to-state inelastic cross-sections
obtained on a grid of kinetic energies E:

R(α→ α′; β→ β′)(T ) =
(

8
πµ

)1/2 1
(kBT )3/2

∫ ∞

0
σα→α′;β→β′ (E) E e−E/kBT dE, (1)

where kB is the Boltzmann constant, µ is the reduced mass of the
colliding system, and (α, β), (α′, β′) represent the initial and final
levels of the target (α) and projectile (β). Therefore, a typical
BASECOL rate coefficient table is composed of the following
items: Cols. 1 and 2 contain the initial α and final α′ levels of
the target, Cols. 3 and 4 contain the initial β and final β′ levels
of the projectile, the subsequent columns give the state-to-state
rate coefficients (Eq. (1)) at different temperatures (in kelvin).

These state-to-state collisional rate coefficients follow the
principle of detailed balance, and reverse rate coefficients
R(α′ → α; β′ → β)(T ) can be obtained from forward rate
coefficients by the usual formula:

gα′ gβ′ e−
E′int (α′ )

kBT e−
E′int (β′ )

kBT R(α′ → α; β′ → β) =
gα gβ e−

Eint (α)
kBT e−

Eint (β)
kBT R(α→ α′; β→ β′), (2)

where gα and gβ are the statistical weights related to the ro-
vibrational levels of the target and projectile, respectively, and
the different Eint are the ro-vibrational energies of the species.
When the projectile is an electron or an atom whose internal
energy does not change during the collision, the state-to-state
(de)-excitation rate coefficient is Eq. (1) with β = β′ = 1.

When the projectile is a molecule, such as H2 or H2O, transi-
tions are possible in the projectile molecule. Nevertheless, most
published calculations with H2 do not allow excitation of H2,
thereby fixing H2 in its lowest para (-p) ( j = 0) and ortho (-o)
( j = 1) states. Within this approximation, the state-to-state (de)-
excitation rate coefficient is Eq. (1) with β = β′ = 1, similarly to
atoms.

BASECOL allows the inclusion of the so-called effective rate
coefficients R̂β(α→ α′) that are given by the sum of the state-to-
state rate coefficients (Eq. (1)) over final projectile states, β′ for

a given initial β:

R̂β(α→ α′)(T )=
∑

β′
R(α→ α′; β→ β′)(T ). (3)

In BASECOL the effective rate coefficients are identified as
‘effective’ in the title of the dataset, and the table’s entry for
the projectile initial level indicates the β level of Eq. (3), while
the projectile’s final level is meaningless and is currently set
equal to the initial level for convenience. It should be mentioned
that these effective rate coefficients do not follow the princi-
ple of detailed balance, so both excitation and de-excitation rate
coefficients should be calculated explicitly.

Finally, thermalised de-excitation rate coefficients can be
obtained by averaging over the initial ro-vibrational levels of the
projectile:

R(α→ α′)(T ) =
∑

β

ρ(β)R̂β(α→ α′)(T ), (4)

with ρ(β) = gβe
− Eint (β)

kBT /Z(T ), where Z(T ) is the partition function
obtained as a sum over the β states. Such rate coefficients fol-
low the principle of detailed balance automatically if an accurate
quantum scattering methodology – such as the close-coupling
(CC) or coupled states (CS) method – is employed. If the approx-
imate scattering methodology is employed (such as classical,
semi-classical, or mixed quantum/classical), the values of com-
puted rate coefficients for excitation and quenching may need
to be ‘symmetrised’ first to ensure that they satisfy the princi-
ple of detailed balance. The examples of such a symmetrisation
procedure can be found in Boursier et al. (2020) and Mandal &
Babikov (2023a).

For projectiles with ortho and para species such as H2 or
H2O, the datasets can be calculated considering the two nuclear
symmetries as independent. For example, the quasi-classical cal-
culations (QCT) calculations by Faure et al. (2007b) directly
calculate the rotational de-excitation rate coefficients of H2O by
thermalised ortho and para H2 considered as separate species
(labelled o/p-t-H2 in the tables of the Appendix). Another exam-
ple is the quantum de-excitation of HCN by a thermalised
para-H2O dataset (Dubernet & Quintas-Sánchez 2019; labelled
p-t-H2O in the tables of the Appendix).

In some cases, the calculations are provided for a thermalisa-
tion over both the para- and ortho-projectile species. An example
is the ro-vibrational de-excitation (Faure & Josselin 2008) of o/p-
H2O with thermalised H2 over the two nuclear species (labelled
t-H2 in the tables of the Appendix) and the calculations for the
de-excitation of o/p-H2O by H2O (Boursier et al. 2020; Mandal
& Babikov 2023a) thermalised over both para- and ortho-H2O
projectiles (labelled t-H2O in the tables of the Appendix). The
user is referred to the papers to see how the thermalisation was
performed.

In BASECOL, the thermalised rate coefficients are identi-
fied as thermalised in the title of the dataset, and the entries for
the projectile’s initial and final levels are meaningless. They are
always denoted as the β = β′ = 1 level for convenience.

2.5. Fitting information of the datasets

BASECOL2012 had fitting features that made it possible to
download and to visualise fitting functions for rate coefficient
datasets; those fits were either provided in the authors publica-
tions (mainly for electron impact collisions), or were mostly cal-
culated by one of the former BASECOL maintainers (F. Daniel)
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for collisions with the heavy projectiles. The list of fitted datasets
is indicated in Table A.1 of our previous publication (Dubernet
et al. 2013).

No additional set has been fitted since 2013 as the astro-
physical users prefer to use their own fitting functions, but
BASECOL2023 has been upgraded with a new graphical display
of fits that allows us to visualise the quality of the fits.

The electron impact rate coefficients for D2O, H2O, and
HDO datasets (Faure et al. 2004); HCN, HNC, DCN, and DNC
datasets (Faure et al. 2007b); SiO (Varambhia et al. 2009); the
HC3N–p-H2 dataset (Wernli et al. 2007a,b); and the o-H2CO–
o/p-H2 datasets (Troscompt et al. 2009) use the following fitting
equation introduced by Balakrishnan et al. (1999a):

log(R(T )) =
4∑

k=0

ak

[
1

T (1/6)

]k

, (5)

where R(T ) is the rate coefficient in cm3 s−1, T the temperature
in kelvin, and ak the fitted coefficients.

The electron impact rate coefficients for the CO+, HCO+,
NO+, o/p-H+2 (Faure & Tennyson 2001), o/p-H+3 , and o/p-H3O+
datasets (Faure & Tennyson 2003) used the following fitting
function with T0 = 300 K:

log(R(T )) = a
[

T
T0

]b

exp(−c/T ), (6)

where R(T ) is the rate coefficient in cm3 s−1, T the temperature
in kelvin, and a, b, c the fitted coefficients. The electron-H+2
rate coefficients dataset of Sarpal & Tennyson (1993) is fit-
ted with the latter formula where T0 = 1 K (in BASECOL we
used exp(c/T ), so the coefficient c is negative for that particular
dataset). The dataset (Lim et al. 1999) for the collision of CH+
with electrons is fitted with

log(R(T )) = a [T ][b+c ln(T )] , (7)

where R(T ) is the rate coefficient in cm3 s−1, T is the temperature
in kelvin, and a, b, c are the fitted coefficients.

Apart from the above cited datasets, BASECOL2012 datasets
for collisions with heavy projectiles have been internally fitted
with the so-called common fit equation’ (please note that there
was a typo in the formula for this equation in Ba et al. (2020),
which is corrected below):

log(R(T )) =
N−1∑

k=1

ak

[
log

(
T
ϵT0

)]k−1

+ aN


1

T
ϵT0
+ ϵ
− 1

 , (8)

where R(T ) is the rate coefficient in cm3 s−1, T is the temperature
in kelvin, and ϵ, ak are the fitted coefficients (in addition T0 =
1 K is formally introduced for homogeneity purposes).

2.6. Search for the datasets

The search feature has evolved since the description of Ba et al.
(2020). The ‘collision’ search of Ba et al. (2020) has been
renamed ‘browse collision’, and a ‘search collision’ has been
added. The latter search requires clicking on the fields in order
to perform the selection, as can be seen in Fig. 1. This search
collisions interface is extremely useful for rapidly querying the
content of the database as one can access all datasets for a sin-
gle or several target species, or for a single or several projectile
species. One can find all datasets related to a given collisional

Fig. 1. Query interface for collisional rate coefficients for HCN-He
with hyperfine selection. This interface is accessible from the ‘search
collisions’ item in the black band.

process (rotation, vibration, ro-vibration, fine, and hyperfine).
One can select a given range of years, the name of an author,
or part of the name of an author. The implicit rule of selection
between the year, target, target symmetry, collider (i.e. projec-
tile), and collider symmetry (i.e. projectile symmetry) fields is
an ‘and’ rule, and the explicit rule for a given field is an ‘or’ rule.

3. Bibliographic database

The 2023 bibliographic database can be independently searched
in the search articles section (see Fig. 1). The bibliographic
database includes the references attached to the collisional
datasets only. The references are classified in five categories:
category 1 corresponds to the main publication where the data
are published, category 2 corresponds to the references of the
potential energy surfaces used to calculate the rate coefficients,
category 3 corresponds to references linked to the spectroscopy
of the molecules (energy tables), category 4 is used whenever a
methodology or a code is mentioned, and category 5 corresponds
to the context. This category index selects which references are
sent to VAMDC. Currently, we transfer all references up to and
including category 3.

Each reference is indexed with keywords that allow us to nar-
row the search of references in the database, for example with
respect to the target or projectile species, the type of data that can
be found (cross-sections, rate coefficients, potential energy sur-
faces), the type of transitions (rotation, fine, hyperfine, etc.), or
even the programs used (this can be found via the key term mis-
cellaneous: program). The outputs of the bibliographic database
are in BibTeX and in BASECOL internal format.

4. BASECOL policies

When the data producer submits the paper related to the datasets
to a journal, he/she should contact the BASECOL scientific
leader whose credentials are in the contact section of the
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BASECOL website. In return, the data producer receives the
instructions and a directory containing examples of the files to
be sent. We prefer not to provide the information online as items
might change over time, and we stress the importance of follow-
ing the instructions in order to speed up the procedure. Once
the publication is accepted by a journal, the data producer sends
the package of information that includes numerical data and text
data. The numerical data are composed of the rate coefficients
table and the energy table that allows to identify the transi-
tions in the rate coefficients table. To this effect, the producer is
invited to follow VAMDC standards for the quantum numbers’
designation. The text data are composed of a description of the
main features of the methodology used in the calculations and
a file containing the references cited in the methodology. The
producer includes the relevant publications linked to the dataset
in the package. The text data, references, energy table values,
and additional metadata are included in the original producers’
file, which contains the numerical values of the rate coefficients,
and a so-called ingestion file is created. The BASECOL man-
ager uploads this ingestion file to the database through a script
that parses the file. The parsing procedure checks the consis-
tency of the numerical data. Many items related to the structure
of the ingestion file and to the ingestion procedure are already
described in the BASECOL technical paper by Ba et al. (2020).
During the process of creating the entries for BASECOL, the sci-
entific maintainer interacts with the producer in order to verify
any issues that might be raised in the various data. At the end,
the producer verifies the data on a password-protected private
website and gives his/her agreement for publication on the pub-
lic website. From 2021 the BASECOL business model relies on
the data producers sending data to the maintainer and following
the above described policies. The data producer is informed and
agrees that his/her mail credentials are kept so that the person
who prepared the initial numerical data can be contacted.

5. Collisions with electrons

Table B.1 provides the collisional systems with electrons as pro-
jectiles; no new dataset has been added since BASECOL2012,
indeed no authors sent their data in the requested format.
BASECOL2023 datasets have been upgraded with VAMDC
standards for the description of quantum numbers, and the
energy levels unit has been changed to wavenumbers whenever it
was necessary. The electron impact rate coefficients are labelled
‘recommended’ in BASECOL, even if newer datasets can be
found in the literature. For more recent information on electron
impact collision for astrophysical applications, a review can be
found in Tennyson & Faure (2019). In addition, several academic
and open science databases, mainly aimed at plasma application,
contain rate coefficients for the collisional excitation of atoms
and molecules by electrons (see VAMDC; Albert et al. 2020;
and the LAMDA; van der Tak et al. 202013; and EMAA14

databases for astrophysical applications).

6. Atoms and atomic ions with heavy partners (H,
He, o/p-H2)

Table B.2 provides the list of datasets for the excitation of the
fine structure of C and C+ (sometimes referred to as C I and
C II, respectively), of O (OI), of S (S I), and of Si and Si+
(Si I and Si II, respectively). We say that an atomic species has

13 https://home.strw.leidenuniv.nl/~moldata/
14 https://emaa.osug.fr

a complete collisional panel when datasets are available for the
four projectiles: H, He, o/p-H2.

The carbon atom C has a complete collisional panel.
BASECOL2023 has been updated with a dataset (Bergeat et al.
2018) for the de-excitation of C(3PJ) by He for temperatures up
to 350 K. We consider that this dataset supersedes the dataset
by Staemmler & Flower (1991) as the theoretical cross-sections
reproduce most of the resonances found in the experimental
results well; thus, we assume that the theoretical potential energy
surfaces (PES) are accurate enough to provide reliable cross-
sections and rate coefficients. BASECOL2012 already included
the dataset from Abrahamsson et al. (2007) for C(3PJ) in col-
lision with H that superseded the non-recommended dataset
of Launay & Roueff (1977) and a dataset (Schröder et al.
1991) for C(3PJ) impacted by o/p-H2 for temperatures up to
1000 K/1200 K.

The carbon C+(2P1/2) ion has an incomplete collisional
panel. The dataset C+(2P1/2)–H comes from Barinovs et al.
(2005) for temperatures up to T = 2000 K. BASECOL2023
has been updated with two datasets (Kłos et al. 2020a) for the
quenching of the spin-orbit transition of C+(2P1/2) by o/p-H2 for
temperature up to 500 K; those datasets have been calculated
with a newly calculated PES (Kłos et al. 2020a) and with CC
calculations using a basis set that includes rotational levels of
ortho-H2 up to j=15 or of para-H2 up to j = 16. The dataset with
ortho-H2 corresponds to state-to-state rate coefficients restrained
to o-H2 remaining in its lowest rotational level ( j = 1), while
the dataset for para-H2 corresponds to thermalised rate coeffi-
cients (see Eq. (4)) calculated with state-to-state rate coefficients
involving transitions between para-H2 rotational levels.

The oxygen atom O(3PJ) has a complete collisional panel.
The quenching of the spin-orbit transition of O(3PJ) by H has
been revisited by two groups (Lique et al. 2017; Vieira & Krems
2017), and new calculations for the de-excitation of O(3PJ)
by o/p-H2 (Lique et al. 2017) and by He (Lique et al. 2017)
have been performed. BASECOL2023 has been updated with
these five recommended datasets. Therefore, the old datasets for
O–H (Abrahamsson et al. 2007; Launay & Roueff 1977) and
O–o/p-H2 (Jaquet et al. 1992) are now obsolete and labelled as
non-recommended.

For the quenching of the oxygen atom O(3PJ) by H, the
competing datasets (Lique et al. 2017; Vieira & Krems 2017)
calculated the same year, use different potential energy sur-
faces, but identical spin-coupling terms (Parlant & Yarkony
1999): the calculation of Lique et al. (2017) uses the recent
PES from Dagdigian et al. (2016), and the calculations of Vieira
& Krems (2017) use the PES from Parlant & Yarkony (1999).
Vieira & Krems (2017) mentioned that they corrected some
errors made by Abrahamsson et al. (2007), and with the help
of machine learning techniques they provide error bars on the
rate coefficients.

For the S (3P), Si (3P) atoms and the Si+(2P1/2) ion, the colli-
sional panel is incomplete since only one projectile is available:
either H or He. The dataset (Barinovs et al. 2005) for the quench-
ing of the spin-orbit transition of Si+ by H for temperatures
up to 2000 K was already in BASECOL2012. BASECOL2023
has been updated with two recent datasets (Lique et al. 2018)
for the de-excitation of S (3P) by He and of Si (3P) by He for
temperatures up to 1000 K.

7. Diatomic molecules with heavy partners

The diatomic species Table B.3 includes neutral molecules,
cations and anions in collision with He, H and H2 for
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astrophysical applications, as well as some collisional datasets
concerning excitation by Ar and Ne.

7.1. Anions and cations

BASECOL2012 had three ionised species only. It included
the rotational de-excitation of CH+ by He with two recom-
mended datasets: one dataset (Turpin et al. 2010) for transi-
tions among six rotational levels (T = 1–200 K) and another
dataset (Hammami et al. 2009) for transitions among 11 levels
(T = 20–2000 K). The latter dataset already superseded an older
dataset (Hammami et al. 2008a) marked as non-recommended.
BASECOL2012 also included the rotational de-excitation among
eleven rotational levels of CN− by o/p-H2 (Kłos & Lique
2011) and among eleven levels of SiH+ by He (Nkem et al.
2009). BASECOL2023 has been updated with nine additional
datasets concerning the rotational and vibrational excitation
of C−2 (Mant et al. 2020a,c,b) in collision with He, Ar, and
Ne, and of CN− (González-Sánchez et al. 2020, 2021; Mant
et al. 2021) in collision with He and Ar. As far as cations
are concerned, the new additions mainly concern rotational de-
excitation of the following species: AlO+ by He (Denis-Alpizar
et al. 2018c); 36ArH+ by He (Bop et al. 2016); 36ArD+ by
He (García-Vázquez et al. 2019); CF+ by He (Denis-Alpizar
et al. 2018a), by p-H2 (Denis-Alpizar & Rubayo-Soneira 2019;
Desrousseaux et al. 2021), and by o-H2 (Desrousseaux et al.
2021); HeH+ by H (Desrousseaux & Lique 2020); NeH+ by He
(Bop et al. 2017); NO+ by He (Denis-Alpizar & Stoecklin 2015)
and by p-H2 (Cabrera-González et al. 2020); and NS+ by He
(Cabrera-González et al. 2018).

In the case of the collisional rotational excitation of CF+ with
p-H2 (Denis-Alpizar & Rubayo-Soneira 2019; Desrousseaux
et al. 2021), a good agreement was found between the two
new sets of data despite the use of a less accurate PES by
Denis-Alpizar & Rubayo-Soneira (2019). The dataset of Denis-
Alpizar & Rubayo-Soneira (2019) provides rate coefficients for
roughly the same transitions, but for temperatures between T =
10 K and T = 300 K, while Desrousseaux et al. (2021) provide
data between T = 5 K and T = 150 K.

The de-excitation among rotational levels of NS+ cation by
H2 has been included with several datasets: a first dataset (Bop
2019; 24 levels; T = 5–100 K) of NS+ in collision with p-H2
( j = 0) that was calculated with a PES spherically averaged over
the H2 directions, and two datasets (Bop et al. 2022a; 15 lev-
els; T = 5–50 K) in collision with p-H2 ( j = 0) and with o-H2
( j = 1); both datasets were calculated with a 4D PES (Bop et al.
2022a). For these datasets, the authors (Bop et al. 2022a) per-
formed some interesting precision tests related to the dimension
of the H2 rotational basis in the dynamical calculations. They
found that the neglect of higher H2 rotational levels induced
differences up to 30% in the rate coefficients.

The rate coefficients among hyperfine levels, obtained
via IOS recoupling techniques, are added for CF+ by He
(Denis-Alpizar et al. 2018a), for NS+ by He (Cabrera-González
et al. 2018), and for NS+ by p-H2( j = 0) (Bop 2019). The ro-
vibrational excitation of 36ArH+ by He (García-Vázquez et al.
2019) has been added as well.

7.2. CH

BASECOL2023 is enriched with the CH species with two
datasets: the fine structure resolved excitation of CH(2Π) by
He (Marinakis et al. 2015) and the hyperfine structure resolved
excitation for CH(2Π)–He (Marinakis et al. 2019). The hyperfine

results are obtained with a recoupling technique using the data
from Marinakis et al. (2015).

7.3. CN, 13CN, C15N

The current CN data (Table B.3) include collisions with He
and H2 and tackle rotational, fine and hyperfine resolved de-
excitation processes. Nine recommended datasets are available
for CN, one for 13CN and one for C15N.

7.3.1. CN–He

BASECOL2012 included the CN-He system with two datasets:
one for transitions among the lowest 41 fine levels of CN for
temperatures between 5 and 350 K (Lique et al. 2010b) and
for transitions among the lowest 37 hyperfine levels of CN for
temperatures between 5 and 30 K (Lique & Kłos 2011).

7.3.2. CN and isotopologues with H2

BASECOL2023 has been enriched with collisional processes
involving the H2 projectile for CN, 13CN, and C15N. The CN-H2
saga includes a first publication by Kalugina et al. (2012b), where
they calculated a 4D PES and then reduced the dimensionality
to a 3D PES in order to calculate rate coefficients among hyper-
fine levels of CN in collision with p-H2( j = 0). This dataset,
included in BASECOL2012, is now superseded by the new cal-
culations cited thereafter and marked as non-recommended. In
a subsequent publication, Kalugina et al. (2013) calculated a
4D PES, and using this 4D PES they calculated rate coeffi-
cients among rotational and fine resolved structure of CN in
collision with o-H2 ( j = 1) and with para-H2 ( j = 0, 2); for the
fine resolved structure calculations they used a recoupling tech-
nique. For para-H2 they provided state-to-state rate coefficients
that include transitions j(H2) = 0–0, 2–2 and 2–0 (note that sep-
arate fine structure datasets are provided for j(H2) = 0–0 and
j(H2) = 2–0, 2–2 as the 0–0 dataset includes 25 transitions
among 25 fine levels of CN, while the j(H2) = 2–0, 2-–2 datasets
involve 17 fine levels). Finally, Kalugina & Lique (2015) used
the PES from Kalugina et al. (2013) to calculate rate coefficients
among hyperfine levels of CN using a recoupling technique. The
hyperfine rates from Kalugina & Lique (2015) are within a factor
of two of those reported in Kalugina et al. (2012b) due primarily
to the use of a reduced PES in the latter case. Two new datasets
have been added for the hyperfine excitation of 13CN and of C15N
by para-H2 (Flower & Lique 2015), where the PES of Kalugina
et al. (2013) is used.

7.4. CO

The current CO data (Table B.3) include collisions with H,
He, H2, and H2O, and tackle rotational, vibrational, and ro-
vibrational de-excitation processes. 17 recommended datasets
are available.

7.4.1. CO–He

BASECOL2012 already had datasets (Cecchi-Pestellini et al.
2002) for the de-excitation of 15 rotational levels of CO (T = 5–
500 K) and of seven vibrational levels of CO (T = 500–5000 K).

7.4.2. CO–H

BASECOL2012 had a dataset by Balakrishnan et al. (2002)
for the de-excitation of five vibrational levels of CO in the
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temperature range from 100 K to 3000 K. BASECOL2012 also
included two datasets (Balakrishnan et al. 2002) calculated with
the CC method; they span the low-temperature range (T = 5–
100 K) among eight rotational levels and the high-temperature
range (T = 100–3000 K) among 17 rotational levels. These three
datasets were calculated with the PES of Keller et al. (1996); they
are kept as recommended in order to provide meaningful com-
parisons with the more recent data cited below. New datasets for
the CO-H system have been added to BASECOL2023 for rota-
tional de-excitation (Walker et al. 2015) and for ro-vibrational
de-excitation (Song et al. 2015b,a); both datasets use the PES
of Song et al. (2013).

The rotational de-excitation rate coefficients (Walker et al.
2015) for temperatures ranging from 2 K to 3000 K are obtained
for CO (v = 0, j) quenching from j = 1–45 to all lower j′ levels,
where j is the rotational quantum number. CC and CS calcu-
lations were performed in full dimension for j = 1–5, 10, 15,
20, 25, 30, 35, 40, and 45, while scaling approaches were used
to estimate rate coefficients for all other intermediate rotational
states.

For the ro-vibrational de-excitation process in the tempera-
ture range from 2 to 3000 K, the dataset (Song et al. 2015b)
provides the rate coefficients from initial states (v = 1–5, j = 0–
30) to (v′, j′), where v′ = 0, 1, ..., v − 1, and j′ = 0, 1, ..., the
highest final j′ = 27–42, depending on the initial j. The tran-
sitions for larger final j′ are not reported, either because they are
negligibly small, or because they were not completely converged.
It should be noted that the rate coefficients for ro-vibrational (v =
1, j = 0–30) → (v′ = 0, j′) transitions were obtained from scat-
tering cross-sections previously computed with the CC method
by Song et al. (2015a). Combining these with the rate coef-
ficients for vibrational v = 1–5 → v′ < v quenching obtained
with the infinite-order sudden approximation, Song et al. (2015b)
used a extrapolation scheme that yields the rate coefficients for
ro-vibrational v = 2–5, j = 0–30, de-excitation.

7.4.3. CO–H2

BASECOL2012 already contained datasets (Yang et al. 2010)
calculated with the PES of Jankowski & Szalewicz (1998), which
provided the rotational de-excitation of CO by o/p-H2 among
the lowest 41 rotational CO levels and for temperature between
1 K and 3000 K. The above datasets provide a larger num-
ber of transitions for a larger temperature range than previous
datasets (Wernli et al. 2006; Flower 2001a) calculated with the
same PES (Jankowski & Szalewicz 1998). All datasets are kept
as recommended, as no strong argument can distinguish between
the methodologies.

New datasets for the ro-vibrational de-excitation of CO by
o/p-H2 have been added to BASECOL2023 (Yang et al. 2016):
the ro-vibrational de-excitation rate coefficients for all tran-
sitions from CO (v = 1, j = 1–5) to (v′ = 0, j′ = 0–22)
in collisions with para-H2 ( j = 0) and ortho-H2 ( j = 1) are
provided. In addition, the state to state rate coefficients for vibra-
tional transitions of CO from (v = 2, j = 0) to (v′ = 1 and 0,
j′ = 0–20) are also provided for para-H2 remaining in its ground
rotational state ( j = 0) and for para-H2 excited from j = 0 to
j = 2. Those calculations are based on the PES of Yang et al.
(2015b).

7.4.4. CO–H2O

For cometary applications, BASECOL2023 has been updated
with two datasets (Faure et al. 2020) with thermalised rate

coefficients for the de-excitation of CO by o/p-H2O (11 levels;
T = 5–100 K). The calculations use a new 5D PES (Kalugina
et al. 2018) and the statistical approach of Loreau et al. (2018).
The thermalised rate coefficients are obtained from the state-to-
state rate coefficients summing over the final states of o/p-H2O
and averaging over the initial rotational states of o/p-H2O where
p-H2O and o-H2O are independent species.

7.5. CS

The CS data (Table B.3) include collisions with He and H2, and
tackle rotational and ro-vibrational processes; six recommended
datasets are available.

7.5.1. CS–He

BASECOL2012 already included collisions of CS with He that
are still recommended: one dataset (Lique et al. 2006b) for
the de-excitation among the lowest 31 rotational levels of CS
(T = 10–300 K) and another one (Lique & Spielfiedel 2007)
for the de-excitation among the lowest 114 ro-vibrational levels
(T = 300–1500 K).

7.5.2. CS–H2

BASECOL2023 has been updated with collisional processes
with the H2 molecule. The recent rotational de-excitation
datasets for CS by o/p-H2 of Denis-Alpizar et al. (2018b) have
been added and supersede previous results (Turner et al. 1992;
Green & Chapman 1978) calculated with an old PES (Green &
Chapman 1978).

Two new datasets by Yang et al. (2018a) have been included
for the ro-vibrational de-excitation of CS by o/p-H2. Those
datasets cover the ro-vibrational de-excitation rate coefficients
from the CS ro-vibrational states (v = 1, j = 1–5) to the (v′ = 0,
j′ = 0–35) levels in collision with para-H2 ( j = 0) and with
ortho-H2 ( j = 1). In addition, the state-to-state rate coefficients
for ro-vibrational transitions of CS from (v = 1, j = 1–5) to
(v′ = 0, j′ = 0–33) are also provided for para-H2 excited from
j = 0 to j = 2, as well as the state-to-state rate coefficients for
ro-vibrational transitions of CS from (v = 1, j = 1–5) to (v′ = 0,
j′ = 0–28) for ortho-H2 excited from j = 1 to j = 3. Within those
two datasets, the rotational de-excitation rate coefficients among
the first six rotational levels of CS are also provided for v = 0 for
collisions with both para-H2( j = 0) and ortho-H2( j = 1).

7.6. HCl

The current HCl data (Table B.3) include collisions with He, H2,
and H, and tackle rotational and hyperfine resolved de-excitation
processes. Six recommended datasets are available.

7.6.1. HCl–He

BASECOL2023 has been updated with three datasets: two
datasets for the de-excitation among rotational levels of HCl,
those sets have been calculated by Lanza & Lique (2012) (11
levels; T = 10–300 K) and by Yang & Stancil (2014) (21 lev-
els; T = 1–3000 K), and a dataset for the de-excitation from
hyperfine resolved transitions (40 levels; T = 10–300 K; Lanza &
Lique 2012) obtained by a recoupling technique. The rotational
datasets of Lanza & Lique (2012) and of Yang & Stancil (2014)
are of comparable quality and are both recommended; in addi-
tion, the hyperfine rate coefficients could be obtained from the
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latter dataset (Yang & Stancil 2014) using the usual recoupling
techniques (Lanza & Lique 2012). These datasets supersede the
previous rotational and hyperfine datasets of Neufeld & Green
(1994) as Lanza & Lique (2012) and Yang & Stancil (2014) use
more recent PES and better methodologies for the scattering
calculations. The datasets of Neufeld & Green (1994) are now
marked as non-recommended.

7.6.2. HCl–H2

BASECOL2023 has been updated with two rotational
datasets (Lanza et al. 2014a) for the de-excitation among
the eleven lowest rotational levels of HCl (T = 10–300 K) with
o/p-H2. Those rotational state-to-state rate coefficients were
obtained with rotational basis sets that include, respectively, the
j2 = 3 and j2 = 2 levels of H2. It should be mentioned that the
dataset with para–H2 includes transitions among the j2 = 0, 2
levels of H2 projectile.

7.6.3. HCl–H

More recently, calculations including dissociation were per-
formed by Lique & Faure (2017) for the rotational excitation
of HCl-H system. Their rotational de-excitation rate coefficients
(Lique & Faure 2017; 11 levels; T = 10–500 K) are now in
BASECOL2023.

7.7. HF

The current HF data (Table B.3) include collisions with He, H2,
H, and H2O, and tackle rotational de-excitation processes. Seven
recommended datasets are available.

7.7.1. HF–He

BASECOL2023 has been updated with a dataset (Yang et al.
2015a) for the rotational de-excitation of HF by He (21 lev-
els and T = 1–3000 K), this dataset is calculated with the PES
of Moszynski et al. (1994). BASECOL2012 already included the
dataset (10 levels; T = 0.1–300 K) of Reese et al. (2005) that
was calculated with the more recent PES of Stoecklin et al.
(2003). Yang et al. (2015a) presented a comparison with the
results obtained by Reese et al. (2005); they indicate a per-
centage difference from 20% to 75% at 50 K for most of the
strongest transitions. As no objective quality arguments can be
put forward, the two datasets are kept as recommended.

7.7.2. HF–H2

BASECOL2023 has also been updated with two datasets
(Guillon & Stoecklin 2012) for the de-excitation of six rotational
levels of HF in collision with o/p-H2 (T = 0.1–150 K): these
datasets include some transitions within the H2 rotational levels.

7.7.3. HF–H

A recent dataset (Desrousseaux & Lique 2018) for the rotational
de-excitation of HF by H (9 levels T = 10–500 K) has been
added to BASECOL2023; it uses the PES of Li et al. (2007).

7.7.4. HF–H2O

For cometary applications, BASECOL2023 has been updated
with two datasets (Loreau et al. 2022) with thermalised rate

coefficients for the de-excitation of HF by o/p-H2O (7 levels;
T = 5–150 K). The calculations use a new 5D PES (Loreau
et al. 2020) and the statistical approach of Loreau et al. (2018).
The thermalised rate coefficients are obtained from the state-to-
state rate coefficients summing over the final states of o/p-H2O
and averaging over the initial rotational states of o/p-H2O where
p-H2O and o-H2O are independent species.

7.8. HD

The current HD data (Table B.3) include collisions with He,
H2, and H, and tackle rotational and ro-vibrational de-excitation
processes. Ten recommended datasets are available.

7.8.1. HD–He

All the BASECOL datasets concerning HD in collision with
He had been calculated using the PES of Muchnick & Russek
(1994). BASECOL2012 already had the rotational de-excitation
of HD by He (10 levels; T = 80–2000 K) by Roueff & Zeippen
(1999). BASECOL2023 has been updated with two datasets
from Nolte et al. (2011) for the ro-vibrational de-excitation of HD
by He: those two datasets span different temperature range and
transitions. In those calculations, Nolte et al. (2011) extended the
calculations of Roueff & Zeippen (2000) to include transitions
with j = 0 and 1 for v = 0–17, and for which ∆ v = 0,−1,−2.
Compared to Roueff & Zeippen (2000), significant discrepan-
cies were found for the highest previously considered vibrational
state of v = 3, but for v = 0, 1, 2, the new results are very close to
previous results. The ro-vibrational data from Roueff & Zeippen
(2000) were never provided to BASECOL.

7.8.2. HD with H2 projectile

Two new datasets, calculated with the PES of Patkowski et al.
(2008), have been included in BASECOL2023 for the de-
excitation of nine rotational levels of HD by o/p-H2 (Wan et al.
2019) for temperatures up to 10 000 K. These results supersede
the results (9 levels; T = 50–500 K) of Flower (1999a) as the
latter calculations used on older PES (Schwenke 1988) and
did not take into account the excitation of the H2 molecule
in the rotational basis set. Therefore, the rotational dataset
from Flower (1999a) is now indicated as non-recommended.
The BASECOL2012 datasets for the ro-vibrational de-excitation
of HD by o/p-H2 by Flower & Roueff (1999a) with the PES
of Schwenke (1988) have not been revisited and to our knowl-
edge are currently the only available datasets.

7.8.3. HD–H

A new dataset for the rotational de-excitation of eleven rota-
tional levels of HD by H (Desrousseaux et al. 2018) was added
to BASECOL2023 in the temperature range between 10 K and
1000 K; calculations were performed with the PES of Mielke
et al. (2002). BASECOL2012 already included the rotational de-
excitation of HD by H for ten rotational levels and a temperature
range from 100 K to 2000 K (Roueff & Flower 1999) where the
PES of Boothroyd et al. (1996) was used. The rotational dataset
of Roueff & Flower (1999) is kept as recommended to keep the
coherence with the ro-vibrational de-excitation rate coefficients
of HD by H (Flower & Roueff 1999a) calculated with the same
PES (Boothroyd et al. 1996). In addition, there is no strong argu-
ment about the difference of quality of the PES of Boothroyd
et al. (1996) and the one of Mielke et al. (2002).
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7.9. H2

The current H2 data (Table B.3) include collisions with He, H2,
and H, and they tackle rotational and ro-vibrational de-excitation
processes. Eleven recommended datasets are available.

BASECOL2023 was updated with one new dataset for the
collision of H2 with H (Lique et al. 2012), where the ortho-
para conversion was tackled. All the other datasets were already
included in BASECOL2012, and they form a very complete
manifold of datasets calculated at the end of the last century.

7.9.1. H2 with He projectile

The ro-vibrational de-excitation datasets of o/p-H2 by He calcu-
lated with the PES of Muchnick & Russek (1994) are currently
the only available datasets (Flower et al. 1998) in BASECOL.
These results can be used for the rotational de-excitation of
o/p-H2 by He. Flower et al. (1998) provided ro-vibrational rate
coefficients for all transitions among levels below (v = 3, j ≤
8, E = 15228.88 cm−1) for para-H2 and below (v = 3, j ≤ 7,
E = 14495.46 cm−1) for ortho-H2 (T = 100–6000 K). It should
be noted that for para-H2 the rate coefficients had not been calcu-
lated for transitions involving the 27th level of para-H2, (i.e. v =
1, j = 14), but they were available for transitions involving the
28th level (v = 3, j = 8); so, in BASECOL2023 we decided to
limit the data set at the 26th level. For ortho-H2, the rate coeffi-
cients had not been calculated for transitions involving level 24
(i.e. v = 2, j = 11), but they were calculated for transitions involv-
ing level 25 (v = 3, j = 7), so in BASECOL2023 we limited the
dataset at level 23. In BASECOL2012, the rate coefficients for
the missing transitions were set to zero. Nevertheless, another
work has been carried out for this system. Balakrishnan et al.
(1999b) calculated ro-vibrational de-excitation rate coefficients
from v = 2 to 6, with ∆v = −1, for temperatures between 100 K
and 4000 K. For ortho-H2 the transitions involve de-excitation
from (v, j = 1–7) to (v − 1, j = 1–11) and to (v, j = 1–5). For
para-H2 the transitions involve de-excitation from (v, j = 0–6)
to (v − 1, j = 0–10) and to (v, j = 0–4). These calculations are
an extension for v = 4, 5, 6 of the work of Flower et al. (1998)
using the same PES (Muchnick & Russek 1994). It should be
noted that the calculations of Balakrishnan et al. (1999b) are an
extension of the calculations by Balakrishnan et al. (1999a), but
with a larger ro-vibrational basis set. Ro-vibrational results of
Balakrishnan et al. (1999b) and Flower et al. (1998) show dis-
crepancies for ro-vibrational results with large ∆ j transitions, but
there is no conclusion about the respective quality of results. As
far as pure rotational calculations are concerned, Flower et al.
(1998) and Balakrishnan et al. (1999a) agree well at the pub-
lished temperature (100 K and higher). For unknown reasons,
those data have never been included in BASECOL, and if the
authors (Balakrishnan et al. 1999a) provide their data in the
BASECOL format, we are happy to include them.

7.9.2. H2 with o/p-H2 projectile

BASECOL2023 includes four datasets (Flower & Roueff 1998a,
1999b) with the o/p-H2 projectile; those datasets have been
obtained with the PES of Schwenke (1988). With the p-H2 pro-
jectile kept in its ground state (v = 0, j = 0), two datasets (Flower
& Roueff 1998a) provide ro-vibrational rate coefficients between
100 K and 6000 K for the de-excitation from the 26 lowest target
para-H2 levels, and from the 23 lowest target ortho-H2 levels.
Flower & Roueff (1998a) calculated more levels: for para-H2
such that j ≤ 16 in v = 0, j ≤ 12 in v = 1, and j ≤ 8 in v = 2
and for target ortho-H2 levels such that j ≤ 15 in v = 0, j ≤ 13 in

v = 1, j ≤ 9 in v = 2, and j ≤ 7 in v = 3. For the reasons developed
above for H2–He, BASECOL2023 truncates the datasets.

With the ortho-H2 projectile kept in its ground state (v =
0, j = 1), two datasets (Flower & Roueff 1999b) provide ro-
vibrational rate coefficients between 100 K and 6000 K for the
de-excitation from the 19 lowest target para-H2 levels, and from
the 17 lowest target ortho-H2 levels. Flower & Roueff (1999b)
calculated ro-vibrational rate coefficients for more levels in the
case of ortho-H2 such that j ≤ 15 in v = 0, j ≤ 13 in v = 1 and
j ≤ 9 in v = 2. But rate coefficients have not been calculated for
transitions involving the 18th and 20th levels of the ortho-H2 tar-
get (i.e. v = 3, j = 1; v = 3, j = 3). Therefore, BASECOL2023
provides the data set up to level 17 of the ortho-H2 target. We
are aware of the recent calculations by Hernández et al. (2021)
of rotational H2-H2 de-excitation rate coefficients and we invite
the authors to provide the data in our format.

7.9.3. H2 with H projectile

Currently, BASECOL2023 includes two datasets (Flower &
Roueff 1998b) for the ro-vibrational de-excitation of o/p-H2
by H; those datasets have been calculated with the PES
of Boothroyd et al. (1996) and provide rate coefficients from
100 K to 6000 K: one dataset for p-H2 with 26 ro-vibrational lev-
els and another one for o-H2 with 23 ro-vibrational levels (see
the paragraph on H2-He above for explanations on the number
of levels in the datasets).

The above results could be used for the rotational excitation
of o/p-H2 by H, but the pure rotational rate coefficients have
differences as much as a factor of 2 compared to the results
of Forrey et al. (1997) and the contribution of the reactive chan-
nel to the inelastic rate coefficients is not included as been done
in Lique et al. (2012).

BASECOL includes the two datasets calculated by Forrey
et al. (1997) that provide rotational de-excitation among the
lowest three rotational levels of either p-H2 or o-H2 between
100 K and 1000 K. These datasets have been calculated with
the same 3D PES (Boothroyd et al. 1996) as the ro-vibrational
datasets of Flower & Roueff (1998b), but an exact wave func-
tion for H2 is used instead of a harmonic approximation. This
approximation is likely to explain the difference of factor of
two between the two types of calculations. Indeed, Forrey et al.
(1997) compared various ways to reduce a 3D PES to a 2D
PES: a rigid rotor approximation, an average of 3D PES over
the harmonic oscillator approximation, an average of 3D PES
over the exact ro-vibrational wave function. They found that the
rigid rotor approximation and the harmonic oscillator wave func-
tion strongly underestimate the rotational cross-sections (about a
factor of two).

Finally, the combination of inelastic scattering of H2 by
H and ortho-para conversion of H2 via H exchange has been
studied by Lique et al. (2012) using the PES of Mielke et al.
(2002). BASECOL2023 has been updated with the correspond-
ing dataset of collisional rate coefficients among the first nine
rotational levels of H2 in collision with H for temperatures
between 300 K and 1500 K (Lique et al. 2012). The differences
between the data-sets of Forrey et al. (1997), Flower & Roueff
(1998b), and Lique et al. (2012) are given in Fig. C.1 and show
the importance of considering the exchange channel for this
collision.

7.10. KCl

BASECOL2023 was updated with the KCl molecule and with a
single dataset (Sahnoun et al. 2018) concerning the de-excitation
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of KCl by p-H2 ( j = 0) among the 16 lowest rotational levels of
KCl (T = 2–50 K).

7.11. NaH

Another new molecule is NaH, and the current unique
dataset (Bop et al. 2019b) concerns the rotational de-excitation
of NaH by He (11 levels; T = 5–200 K) calculated with a PES
averaged over the ground vibrational wave function of NaH (Bop
et al. 2019b).

7.12. NH

The NH(X3Σ+) data (Table B.3) include collisions with He and
tackle the rotational fine structure process; two recommended
datasets are available, and no strong arguments could be used
to distinguish between them. BASECOL2023 has been updated
with a new dataset (Ramachandran et al. 2018) for the fine
structure rotational excitation of NH by He (25 levels; T = 10–
350 K). This dataset has been calculated with a 2D PES averaged
over a 3D PES that included the vibrational coordinate of NH
when the previous dataset of Toboła et al. (2011), already in
BASECOL2012, had been calculated with a 2D PES. It should
be noted that both datasets agree reasonably well with the exper-
imental rate coefficients of Rinnenthal & Gericke (2002); they
both provide transitions among the lowest 25 rotational levels
and in the same temperature range up to 350 K. Figure C.2 dis-
plays the differences between the two calculated rate coefficient
datasets: as it appears that they do not show any significant dif-
ferences (the average percentage difference between the two data
sets is less than 40% for the ∆N = ∆F transition), and it is worth
noting that the differences are not homogeneous. Both datasets
are marked as recommended in BASECOL2023.

7.13. NO

The NO data (Table B.3) include collisions with He and H2 and
tackle fine and hyperfine processes; two recommended datasets
are available. BASECOL2012 already had the dataset (Kłos et al.
2008) for the rotational de-excitation of the fine structure levels
of NO by He (98 levels; T = 10–500 K). On that dataset (Kłos
et al. 2008), BASECOL2023 has updated the notation for the
Kronig parity labels in order for them to agree with VAMDC
standards, and the energy levels have been put in increasing
order, but the scientific content is not changed; the final ver-
sion of the dataset has changed to v4. BASECOL2023 has been
updated with a dataset (Ben Khalifa & Loreau 2021) for the rota-
tional de-excitation of the hyperfine structure of NO by p-H2
(100 levels; T = 7–100 K), the authors use the new PES of Kłos
et al. (2017a).

7.14. OH, OD

The OH data (Table B.3) include collisions with He, H2, and
H, and tackle rotational fine and hyperfine structure resolved
processes. Ten recommended datasets are available.

7.14.1. OH–He

The oldest dataset (Kłos et al. 2007), already in BASECOL2012,
includes fine structure de-excitation rate coefficients of OH by
He using the 2D PES of Lee et al. (2000). BASECOL2023 has
been updated with a more recent dataset (Kalugina et al. 2014)
that provides rate coefficients for the same system and process.

This is for the same number of transitions (roughly 44) and for
the same temperature range (T = 5–350 K), but the authors used
the new vibrationally averaged 3D PES of Kalugina et al. (2014).
The discussions of Kalugina et al. (2014) seem to show that a
vibrationally averaged PES provides some theoretical results in
closer agreement with the experimental results. Nevertheless,
other tests (Kalugina et al. 2014) show no difference in using
either a 2D or an averaged 3D PES. For all the above reasons,
the two datasets are indicated as recommended. We checked both
sets of rate coefficients at 5, 10, 50, and 300 K. For the tran-
sitions up to level 9.5e, the agreement is good, with averaged
percentage differences of 28.3, 19, 18.4, and 10.9, respectively.
However, for transitions from level 9.5e up to level 10.5e, the
averaged percentage differences are 172.2, 130.1, 64.3, and 101,
respectively.

BASECOL2023 is further updated with a dataset
(Marinakis et al. 2019) that provides hyperfine resolved
collisional de-excitation rate coefficients of OH by He. The
authors used a recoupling technique together with the nuclear
spin-free S matrices of Kalugina et al. (2014).

7.14.2. OH/OD–H2

The OH–H2 system has been investigated by Offer et al. (1994),
the corresponding datasets can be found on the LAMDA
database (LAMDA; van der Tak et al. 2020). BASECOL2023
was updated with two datasets (Kłos et al. 2017b) for the fine
structure de-excitation of OH by o/p-H2 (20 levels; T = 10–
150 K) and two datasets (Kłos et al. 2020b) for the hyperfine
resolved structure de-excitation of OH by o/p-H2 (24 levels;
T = 10–150 K), the four datasets were obtained with the PES
of Ma et al. (2014). The OH–H2 fine structure rate coeffi-
cients for collisions with both para-H2(j = 0) and ortho–H2
( j = 1) differ by a factor of less than three from the older
rates by Offer et al. (1994), and the new hyperfine resolved
rate coefficients (Kłos et al. 2020b) are found to increase the
hyperfine intensities by a factor of about 1–3 in comparison
to previous rates of Offer et al. (1994). The new OH–H2 rate
coefficients (Kłos et al. 2017b, 2020b) are expected to be more
precise than the previous ones (Offer et al. 1994), as the new
datasets were obtained with the recent PES (Ma et al. 2014) that
performed fairly well in comparison of theoretical calculations
with scattering experiments (Schewe et al. 2015). The OD
molecule is new in BASECOL, and two datasets (Dagdigian
2021a) provide hyperfine resolved structure de-excitation of OD
by o/p-H2 (40 levels; T = 5–200 K); they were obtained with
the same PES (Ma et al. 2014) as above.

7.14.3. OH–H

BASECOL2023 was updated with a dataset (Dagdigian 2022a)
that provides hyperfine resolved collisional de-excitation rate
coefficients of OH by H atoms calculated with a recoupling tech-
nique and with fine resolved structure excitation results of OH
by H (Dagdigian 2022b). These calculations used the potential
energy curves of Alexander et al. (2004).

7.15. O2

The O2 data (Table B.3) include collisions with He and o/p-
H2, and tackle rotational and fine structure resolved processes;
three recommended datasets are available. BASECOL2012
already had the dataset for the rotational fine structure
resolved de-excitation of O2 by He (36 fine levels; T = 5–
350 K; Lique 2010), which was calculated using the PES of
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Groenenboom & Struniewicz (2000). BASECOL20023 was
updated with two datasets from Kalugina et al. (2012a) con-
cerning the rotational de-excitation of O2 by o/p-H2 (7 rotational
levels; T = 5–150 K).

7.16. PN

The PN data (Table B.3) include collisions with He and p-H2
and tackle the rotational process; two recommended datasets
are available. BASECOL2012 already had the dataset for the
rotational de-excitation of PN by He (31 levels; T = 10–300 K;
Toboła et al. 2007). BASECOL20023 was updated with a dataset
from Najar et al. (2017) concerning the rotational de-excitation
of PN by p-H2 (40 levels; T = 10–300 K).

7.17. SH

BASECOL2012 already had the dataset for the rotational de-
excitation of the fine structure levels of SH by He (Kłos et al.
2009; 60 levels; T = 5–350 K). On that dataset (Kłos et al. 2009),
BASECOL2023 updated the notation for the Kronig parity labels
in order for them to agree with VAMDC standards; the scientific
content is not changed, but the version of the dataset has changed
to v2 and is recommended.

7.18. SiO

The SiO data (Table B.3) include collisions with He and H2,
and tackle the rotational and ro-vibrational processes; eight
recommended datasets are available.

7.18.1. SiO–He

BASECOL2023 has been updated with two datasets: a low
temperature dataset for rotational de-excitation (Dayou &
Balança 2006) among 27 rotational levels (T = 10–300 K) and
a more approximate high temperature dataset for ro-vibrational
de-excitation (Balança & Dayou 2017) among 246 levels
(T = 250–10 000 K).

7.18.2. SiO–H2

BASECOL2023 was updated with two very rich datasets
by Yang et al. (2018b) for collisions with o/p-H2: the ro-
vibrational and rotational de-excitation rate coefficients for SiO
ro-vibrational states (v = 1, j = 1–10) to (v′ = 0, j′ = 0–35) in
collisions with ortho-H2 ( j = 1) and para-H2( j = 0). The rate
coefficients for rotational transition of SiO from (v = 1, j = 1–
10) to (v′ = 1, j′< j) and among the first six rotational levels
in the ground vibrational state are also included in both the
para-H2 and ortho-H2 datasets. In addition, the para-H2 dataset
provides the ro-vibrational de-excitation rate coefficients for SiO
ro-vibrational states (v = 1, j = 1–10) to (v′ = 0, j′ = 0–34) when
para-H2 is excited from j(H2) = 0 to j(H2) = 2.

In addition, BASECOL2023 was updated with four
datasets (Balança et al. 2018) for the rotational de-excitation
of SiO with o/p-H2: two low temperature datasets (21 levels;
T = 5–300 K) calculated with the CC method, and two high tem-
perature datasets (30 levels; T = 5–1000 K) obtained with the
more approximate CS method (the sets are identified, respec-
tively, as CC and CS in Table B.3). The above CC and CS
SiO–H2 datasets are recommended as they could be used to test
the influence of different datasets on the radiative transfer results.
The user should prefer the CC results over the CS or the infinite

order sudden (IOS) approximation results in the relevant temper-
ature range and contact the authors if any doubt. However, the
older datasets (Dayou & Balança 2006; Turner et al. 1992) have
been set to non-recommended.

7.19. SiS

The SiS data (Table B.3) include collisions with He and H2 and
tackle the rotational and ro-vibrational processes; four recom-
mended datasets are available. BASECOL2012 already included
a dataset (Vincent et al. 2007) for the rotational de-excitation of
SiS by He (26 levels; T = 10–200 K), two datasets (Kłos et al.
2008) for the rotational de-excitation of SiS by o/p-H2 (41 lev-
els; T = 5–300 K), and one dataset (Toboła et al. 2008) for the
ro-vibrational de-excitation of SiS by He (505 levels correspond-
ing to vibration up to v = 4 and to rotation up to j = 100 with
T = 100–1500 K).

7.20. SO

The SO data (Table B.3) include collisions with He and H2
and tackle the rotational fine structure and ro-vibrational fine
structure processes. Six recommended datasets are available.

7.20.1. SO–He

BASECOL2012 already included two datasets for the rotational
fine structure de-excitation of SO by He: one dataset (Lique et al.
2005) for 31 fine levels (T = 5–50 K) and another one (Lique
et al. 2006a) for 91 fine levels (T = 60–300 K). It also included
a dataset (Lique et al. 2006c) for the ro-vibrational fine structure
de-excitation of SO by He (236 levels; T = 300–800 K).

7.20.2. SO–H2

Recently, new extensive calculations have been performed for the
ro-vibrational fine resolved de-excitation of SO by o/p-H2 (Price
et al. 2021), where a new 6D PES by Yang et al. (2020) was
used. BASECOL2023 has been updated with the corresponding
two datasets (Price et al. 2021) that span 273 ro-vibrational tran-
sitions up to v = 2 for temperatures between 10 K and 3000 K.
BASECOL2012 already included the smaller dataset of Lique
et al. (2007) for the rotational fine structure de-excitation of SO
by p-H2 (31 levels; T = 5–50 K), which already superseded an
older dataset from Green (1994) as the 1994 calculations used a
CS-H2 PES.

8. Triatomic molecules with heavy partners

BASECOL2023 contains 31 triatomic species (Table B.4) aside
from the para-ortho symmetries.

8.1. AlCN, AlNC

One recommended set is available for AlCN and two
for AlNC. BASECOL2023 was updated with two datasets
(Hernández Vera et al. 2013) concerning the de-excitation by
He among the 30 rotational levels of AlCN and of AlNC in
the 5 K to 100 K temperature range. A dataset for the rotational
de-excitation of AlNC by p-H2 (Urzúa-Leiva & Denis-Alpizar
2020) where H2 is treated as a spherical atom was also added
(27 levels; T = 5–105 K).
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8.2. C3

Four recommended datasets are available for the C3 molecule.
BASECOL2012 included the dataset (Ben Abdallah et al. 2008)
for the de-excitation among six rotational levels of C3 by impact
with He (T = 5–15 K). BASECOL2023 was enriched with three
additional datasets: a dataset (Stoecklin et al. 2015) for the ro-
vibrational excitation of C3 by He (23 levels; T = 10–155 K)
and two datasets (Santander et al. 2022) for the rotational de-
excitation of C3 by o/p-H2 (11 levels; T = 5–50 K).

8.3. C2H, C2D, 13CCH, C13CH

Five recommended datasets are available for the C2H(X2Σ+)
molecule: four datasets for C2D(X2Σ+), one for 13CCH(X2Σ+),
and one for C13CH(X2Σ+).

8.3.1. C2H–He

BASECOL2023 has been upgraded with a new version of the
dataset (Spielfiedel et al. 2013; version 2, 46 levels; T = 5–
100 K) for the de-excitation of the hyperfine levels of C2H by
He, this dataset replaces the previous dataset (version 1, 34 lev-
els; T = 5–100 K; Spielfiedel et al. 2012) which had flaws in the
calculations and is not recommended.

8.3.2. C2H–H2

This system has been updated with a series of datasets of
increasing reliability. BASECOL2023 had been updated with
a dataset (Dumouchel et al. 2017) for the de-excitation of the
first 17 fine levels of C2H by p-H2, and the corresponding
dataset (Dumouchel et al. 2017) for the de-excitation of the
first 34 hyperfine levels of C2H by p-H2 (T = 2–80 K). These
datasets were obtained with a 2D PES (Najar et al. 2014)
where H2 is taken as spherical, and where the PES is averaged
over H2 orientations. Those datasets are now labelled as non-
recommended as the PES is crude compared to the calculations
of Pirlot Jankowiak et al. (2023b).

BASECOL2023 had also been updated with two datasets
(Dagdigian 2018a) for the de-excitation from the first 30 hyper-
fine levels of C2H by o/p-H2 (T = 10–300 K); they were
obtained with a newly calculated 4D PES (Dagdigian 2018b).
Pirlot Jankowiak et al. (2023b) found an error in those calcula-
tions and re-did the dynamical calculations with the same 4D
PES (Dagdigian 2018b). BASECOL keeps a trace of the data,
and therefore the datasets of Dagdigian (2018a) are kept, but
they are labelled as non-recommended. Keeping those datasets
of Dagdigian (2018b) is very important, as they were publicly
available on both the BASECOL and the LAMDA databases for
a certain period of time.

BASECOL2023 was updated with the two recent
datasets (Pirlot Jankowiak et al. 2023b) for the de-excitation of
41 fine rotational levels of C2H by o/p-H2 (T = 5–500 K) and
the two corresponding datasets (Pirlot Jankowiak et al. 2023b)
for the de-excitation of the first 38 hyperfine levels of C2H by
o/p-H2 (T = 5–100 K). Those datasets were obtained with the
4D PES of Dagdigian (2018b). The dynamical calculations
with p-H2 include the first two rotational levels of p-H2, but the
state-to-state rate coefficients concern the j(p-H2) 0–0 transition
only.

8.3.3. C2D–p-H2

BASECOL2023 had been updated with two datasets
(Dumouchel et al. 2017) for the de-excitation from the first

49 hyperfine levels and the first 17 fine levels of C2D by
p-H2 have been added (T = 2–80 K); these datasets were
obtained with the 2D PES of Najar et al. (2014) averaged
over H2 orientations and shifted to take into account the D
isotope. Those datasets have been superseded by the datasets
of Pirlot Jankowiak et al. (2023b), and they are labelled as
non-recommended.

BASECOL2023 had been updated with two datasets
(Pirlot Jankowiak et al. 2023b) for the state-to-state de-excitation
from the 31 fine structure levels of C2D with o/p-H2 (T = 5–
200 K), and the corresponding two datasets (Pirlot Jankowiak
et al. 2023b) for the state-to-state de-excitation from the first
55 hyperfine levels of C2D by o/p-H2 (T = 5–100 K). The
dynamical calculations with p-H2 include the first two rotational
levels of p-H2, but the state-to-state rate coefficients concern the
j(p-H2) 0–0 transition only.

8.3.4. 13CCH, C13CH with p-H2

BASECOL2023 has been updated with two datasets
(Pirlot Jankowiak et al. 2023a) for the hyperfine and fine
resolved rotational de-excitation of C13CH and 13CCH by p-H2.
Both datasets involve transitions among 98 hyperfine levels for
temperatures between 5 K and 100 K. The hyperfine couplings
include a first coupling with the 13C nuclear spin leading to
the F1 quantum number and then a coupling to the hydrogen
nuclear spin leading to the F quantum number.

8.4. C2H –

Two recommended datasets are available for the C2H− molecule.
BASECOL2023 was updated with two datasets for the rota-
tional de-excitation of C2H− by He; one dataset (Gianturco
et al. 2019) involves nine rotational levels (T = 5–100 K), and
the other dataset (Dumouchel et al. 2012) involves 13 rotational
levels (T = 5–100 K). Both datasets were calculated with the
same PES (Dumouchel et al. 2012); the cross-sections were
obtained over the same range of energies up to 1000 cm−1 with
the close coupling method; therefore, the rate coefficients should
be equivalent, as shown in Fig. C.3.

8.5. C2N –

One recommended dataset is available for the open shell
C2N− (X3Σ−) molecule. BASECOL2023 was updated with a
dataset (Franz et al. 2020) for the de-excitation among rotational
levels of C2N− in collision with He (16 levels; T = 5–100 K).
In that calculation, the electronic structure of C2N− has been
ignored, and the energy levels are labelled with the spin free
quantum number N; they also calculated a new PES for the
C2N−-He system.

8.6. C2O

One recommended dataset is available for the open shell
C2O(X3Σ−) molecule. BASECOL2023 was upgraded with a
dataset (Khadri et al. 2022b) concerning the de-excitation of
C2O in collision with He (31 levels; T = 2–80 K); this dataset
was obtained with a newly developed PES (Khadri et al. 2022b).
This is part of a series of calculations that explore the excitation
of long carbon chains (see below).

8.7. CH2

Four recommended datasets are available for the asymmetric
open shell CH2 (X3B1) molecule.
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BASECOL2023 was upgraded with four new datasets
(Dagdigian 2021b) for the CH2 molecule in its para and ortho
symmetries: datasets for the de-excitation from the first 69 hyper-
fine levels of o-CH2 by o/p-H2 and from the first 27 rotational
levels of p-CH2 by o/p-H2 were added for temperatures between
5 K and 300 K. Those four datasets were obtained with a newly
calculated PES (Dagdigian 2021c), and the splittings due to the
electron spin were treated using a recoupling method. For o-
CH2 the splittings due to the nuclear spin were treated with
the MJ randomisation approximation (Alexander & Dagdigian
1985).

8.8. CO2

One recommended dataset is available for the CO2
molecule. BASECOL2023 was upgraded with a collisional
dataset (Godard Palluet et al. 2022) for the rotational de-
excitation of CO2 by He (21 levels; T = 4–300 K); this dataset
was calculated with a newly developed PES (Godard Palluet
et al. 2022).

8.9. HCN

Six recommended datasets are available for the HCN molecule.

8.9.1. HCN–He

BASECOL2012 already contained the dataset for the excitation
of the 26 rotational levels of HCN by He (Dumouchel et al. 2010;
Sarrasin et al. 2010). This dataset uses the sophisticated PES
of Toczyłowski et al. (2001) and therefore supersedes the calcu-
lations by Green & Thaddeus (1974). When hyperfine resolved
lines are observed, the dataset of Monteiro & Stutzki (1986)
could be used in the absence of other data, though it is not
reliable because of the poor PES used in the dynamical calcu-
lations. This dataset is currently indicated as non-recommended,
and additional calculations of hyperfine rate coefficients should
be performed. As an alternative, the rotational rate coeffi-
cients of Dumouchel et al. (2010); Sarrasin et al. (2010) could
be used to produce hyperfine levels transitions using an IOS
approach (Corey & McCourt 1983).

8.9.2. HCN–H2

The excitation of HCN by para and ortho-H2 has led to the
two datasets (Hernández Vera et al. 2017) of BASECOL2023,
that include the excitation of 26 rotational levels of HCN up
to 500 K, with calculations based on the PES of Denis-Alpizar
et al. (2013). Part of this work is an extension of the work of
Hernández Vera et al. (2014), where the excitation of 13 levels by
para H2 below 100 K was calculated, and the data are identical in
the overlapping region. The latter dataset (Hernández Vera et al.
2014) is kept in BASECOL2023, as one objective of BASECOL
is to curate data published in journals.

Using those highly accurate rate coefficients and an IOS
recoupling method, Goicoechea et al. (2022) calculated the
hyperfine resolved rate coefficients for HCN in collision with
o/p-H2, the two corresponding datasets (34 levels; T = 5–
500 K; Goicoechea et al. 2022) are in BASECOL2023. Those
datasets supersede the hyperfine HCN-p-H2 dataset by Ben
Abdallah et al. (2012) calculated with a simpler PES aver-
aged over three orientations of H2. It was mentioned in
Hernández Vera et al. (2014) that the HCN-p-H2 calculations
of Ben Abdallah et al. (2012) led to significant inaccuracies,

in particular at low temperatures. Therefore, the dataset of Ben
Abdallah et al. (2012) is labelled as non-recommended.

Finally, for cometary applications, BASECOL2023 was
updated with a dataset (Dubernet & Quintas-Sánchez 2019) with
thermalised rate coefficients for the de-excitation of HCN (8 lev-
els; T = 5–150 K) by p-H2O. The calculations use a new 5D
PES (Quintas-Sánchez & Dubernet 2017) and the CS method,
where the basis sets are not fully converged (about 20%). The
thermalised rate coefficients are obtained from the state-to-state
rate coefficients summing over the final states of para-H2O and
averaging over the initial rotational states of para-H2O.

8.10. HNC

Five recommended datasets are available for the HNC molecule
for collisions with He and o/p-H2. BASECOL2012 already
included the dataset (Dumouchel et al. 2010; Sarrasin et al.
2010) for the excitation among the 26 rotational levels of HNC
by He calculated with the new PES of Sarrasin et al. (2010;
T = 5–500 K), and two datasets (Dumouchel et al. 2010) for the
rotational de-excitation among eleven rotational levels of HNC
by o/p-H2 (T = 5–100 K). The p-H2 dataset included the excita-
tion between the ground level and the first excited state of p-H2,
as well as de-excitation of HCN rotational levels for j = 2 of
p-H2. The o-H2 dataset was calculated with an extended basis
for H2( j = 1, 3).

BASECOL2023 has been updated with two datasets
(Hernández Vera et al. 2017) for the de-excitation of HNC by
p-H2( j = 0) and o-H2( j = 1) (26 levels; T = 5–500 K). The
p-H2 dataset was calculated with an extended basis set for p-
H2( j = 0, 2), but the o-H2 dataset was calculated with o-H2
( j = 1) only. The new datasets (Hernández Vera et al. 2017)
are identical or similar for the 11 lowest transitions and for tem-
peratures below 100 K to the previous datasets of Dumouchel
et al. (2010) when H2 stays, respectively, in its lowest level,
j = 0 or j = 1. The datasets of Dumouchel et al. (2010) are
recommended as the quality of the data is identical to those
of Hernández Vera et al. (2017) for collision with both p-H2
and o-H2; in addition, the dataset of Dumouchel et al. (2010)
provides information on the behaviour of rate coefficients with
j(H2) = 2.

8.11. HCO+, DCO+, HC17O+

Three recommended datasets are available for HCO+: one for
DCO+ and one for HC17O+. BASECOL2023 was upgraded
with a dataset (Tonolo et al. 2021) for the de-excitation of
six rotational levels of HCO+ in collision with He (T = 5–
100 K) calculated with their new PES (Tonolo et al. 2021) and
with two datasets (Denis-Alpizar et al. 2020) for the rotational
de-excitation of HCO+ by o/p-H2 (22 levels; T = 10–200 K),
calculated with their new 4D PES (Denis-Alpizar et al. 2020).
The previous dataset for the de-excitation of HCO+ by p-H2
( j=0) from Flower (1999b), which used an old PES (Monteiro
1985), is now outdated because of the quality of the PES, and it
is indicated as non-recommended.

A new dataset (Denis-Alpizar et al. 2020) was added for
the rotational de-excitation of DCO+ in collision with p-H2
(22 levels; T = 10–200 K) calculated with the same 4D PES
(Denis-Alpizar et al. 2020) as HCO+–H2. BASECOL2012
included a low-quality dataset (Pagani et al. 2012) for the hyper-
fine structure resolved de-excitation of DCO+ by p-H2 obtained
with an IOS recoupling technique using the HCO+–p-H2 rota-
tional rate coefficients of Flower (1999b), the latter being now
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superseded. Nevertheless, the dataset of Pagani et al. (2012) is
left as recommended as it is the only available dataset. How-
ever, we would recommend using the newly calculated rotational
dataset of DCO+–p-H2 (Denis-Alpizar et al. 2020) to calculate
new hyperfine rate coefficients for this system. Finally, we have
added a dataset (Tonolo et al. 2022) for the de-excitation among
the 33 first hyperfine levels of HC17O+ with p-H2; in these cal-
culations, the H2 projectile has been treated as a spherical body
and an average of the potential based on five orientations of H2
has been employed for the scattering calculations.

8.12. HCO

Two recommended datasets are available for the HCO asymmet-
ric open shell molecule. BASECOL2023 was upgraded with two
datasets (Dagdigian 2020b) for the de-excitation among hyper-
fine resolved rotational levels of HCO by o/p-H2 (86 levels;
T = 5–200 K). Those rate coefficients were obtained with a
new PES (Dagdigian 2020d), the splittings due to the electron
spin was treated using a recoupling method, while the splittings
due to the nuclear spin was treated with the MJ randomisation
approximation (Alexander & Dagdigian 1985).

8.13. HCP

Two recommended datasets are available for the HCP molecule.
BASECOL2012 already had a dataset (Hammami et al. 2008b)
for the rotational de-excitation of HCP by He (16 levels; T = 20–
200 K) and a dataset (Hammami et al. 2008c) for the rotational
de-excitation of HCP by p-H2 (11 levels; T = 10–70 K). In both
systems, a new PES was calculated; for the HCP–p-H2 system,
the H2 projectile was treated as a spherical body and an average
of the potential based on five orientations of H2 was employed
for the scattering calculations.

8.14. HCS+

Two recommended datasets are available for the HCS+ molecule.
BASECOL2023 was updated with a dataset (Dubernet et al.
2015) for the rotational de-excitation of HCS+ by He (20 levels;
T = 5–100 K) calculated with a new PES (Dubernet et al. 2015).
This dataset supersedes the dataset of Monteiro (1984) because
of better quality of the PES and of the dynamical calculations,
the dataset of Monteiro (1984) is indicated as non-recommended.

A new dataset (Denis-Alpizar et al. 2022) for the rotational
de-excitation of HCS+ by p-H2 has been added; this dataset has
been obtained with a new PES (Quintas-Sánchez et al. 2021).
The authors mention that this dataset can be used for collisions
with o-H2 to a good approximation.

8.15. H2O

Twenty-two recommended datasets are currently available for the
H2O molecule.

8.15.1. H2O–He

BASECOL2023 was updated with two datasets (Yang et al.
2013) for the de-excitation of rotational levels of o/p-H2O
by He (10 levels; T = 2–3000 K); these calculations have
used the PES from Patkowski et al. (2002). BASECOL2012
already had the two datasets (45 levels; T = 20–2000 K) from
Green et al. (1993) that had been calculated with the PES of

Maluendes et al. (1992). Those datasets are still marked as rec-
ommended as they span more transitions, and the agreement
between both sets are reasonably good, see Fig. C.4. However, at
low temperatures, the data of Yang et al. (2013) show significant
differences with the previous rates.

8.15.2. H2O with o/p-H2 and thermalised H2

There are three types of calculation for the rotational de-
excitation of H2O with H2: highly accurate quantum calcu-
lations (mostly CC calculations; Daniel et al. 2011, 2010;
Dubernet et al. 2009), quasi-classical calculations (QCT; Faure
et al. 2007a), and more approximate quantum CS calculations
(Żóltowski et al. 2021) that provide rate coefficients among
twice the number of rotational levels than the two other sets of
calculations.

BASECOL2012 contained the four state-to-state rate coeffi-
cients datasets (Daniel et al. 2011, 2010; Dubernet et al. 2009)
for the rotational de-excitation of o/p-H2O by o/p-H2( j) (45 lev-
els; T = 5–1500 K) where the transitions among H2 levels have
been considered up to j(H2) = 4 for some water transitions; those
datasets have been obtained with a 5D average of the 9D PES
of Valiron et al. (2008) and quantum calculations (mostly close
coupling) for the dynamics of the nuclei. Daniel et al. (2011)
completed calculations of respectively Dubernet et al. (2009)
and Daniel et al. (2010). A package is distributed in the ‘tools’
section of the BASECOL website in order to calculate effective
and thermalised rate coefficients. Those results superseded the
four datasets (5 levels; T = 20–140 K) of Phillips et al. (1996)
calculated with the PES of Phillips et al. (1994), which are now
marked as non-recommended.

BASECOL2012 contained four datasets (Faure et al. 2007a)
calculated with a 5D average of the 9D PES of Valiron et al.
(2008) and with quasi-classical trajectories (45 levels; T = 20–
2000 K). Though those data have been obtained with a less
precise method than the results of Daniel et al. (2011, 2010);
Dubernet et al. (2009), and though they might show differ-
ences of as much as a factor of three, they are still marked as
recommended as an alternative choice for users.

BASECOL2023 was updated with two datasets (Żóltowski
et al. 2021) for the rotational de-excitation of o/p-H2O by p-H2
(97 levels; T = 10–2000 K). The authors used the 5D average of
the 9D PES of Valiron et al. (2008), but this potential was further
approximated using the adiabatic hinder rotor approximation
proposed by Scribano et al. (2012), reducing its dimensional-
ity to 3D, where the H2 molecule is treated as a pseudo-atom.
The authors indicate that the precision of the rate coefficients
can be between a factor of two and three compared to quantum
close coupling calculations using a full 5D PES. The datasets
are nevertheless marked recommended, as they provide a very
large extension in the number of transitions. BASECOL2012
contained two datasets (Faure et al. 2007a) calculated with
the 9D PES of Valiron et al. (2008) for the ro-vibrational de-
excitation of o/p-H2O with fully thermalised H2 (411 levels;
T = 200–5000 K).

8.15.3. H2O–H

BASECOL2023 was updated with two datasets (Daniel et al.
2015) for the rotational de-excitation of o/p-H2O by H (45 lev-
els; T = 5–1500 K). These datasets were obtained with the PES
of Dagdigian & Alexander (2013).
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8.15.4. H2O–H2O

BASECOL2023 has been updated with four datasets for the
rotational de-excitation of o/p-H2O by thermalised H2O; those
datasets are intended for cometary and planetary atmospheres
applications. Two datasets (Boursier et al. 2020) for transitions
among 59 o/p-H2O levels (T = 100–800 K) have been obtained
with a crude PES and with semi-classical calculations; two other
datasets (Mandal & Babikov 2023a) for transitions among 21/22
o/p-H2O levels (T = 5–1000 K) were obtained with the MQCT
method (Mandal & Babikov 2023b; Mandal et al. 2022), a trun-
cated expansion of the PES of Jankowski & Szalewicz (2005)
and extrapolations of cross-sections at low and high collision
energy. All of these datasets were obtained using approximate
scattering methods that involve the symmetrisation of cross-
sections computed for excitation and quenching to ensure that the
final data satisfy the principle of detailed balance, as explained
in detail in the references cited (Boursier et al. 2020; Mandal &
Babikov 2023a).

8.16. D2O, HDO

Two recommended datasets are currently available for the
D2O molecule, and three are available for the HDO molecule.
BASECOL2023 was updated with two datasets (Faure et al.
2012) for the rotational de-excitation of o/p-D2O by p-H2 (6 lev-
els; T = 5–100 K); these datasets were obtained with the PES
of Valiron et al. (2008) and with quantum calculations for the
dynamics of the nuclei.

BASECOL2012 already included a dataset (Green 1989)
for the rotational de-excitation of HDO by He (34 levels;
T = 50–500 K). BASECOL2023 has been updated with two
datasets (Faure et al. 2012); one dataset provides thermalised
rotational de-excitation rate coefficients of HDO by p-H2 (30 lev-
els; T = 5–300 K) and the other includes rotational de-excitation
rate coefficients of HDO by o-H2 ( j = 1). These datasets were
obtained with the PES of Valiron et al. (2008) and with quantum
calculations for the dynamics of the nuclei.

8.17. H2S

Four recommended datasets are available for the closed-shell
asymmetric H2S molecule. BASECOL2023 was updated with
four datasets (Dagdigian 2020a) for the rotational de-excitation
of o/p-H2S by o/p-H2 (19 levels; T = 5–500 K). These datasets
were calculated with a new 4D PES (Dagdigian 2020c).

8.18. MgCN, MgNC

Two recommended datasets are available for MgCN, and there
are two for MgNC. BASECOL2023 was updated with two
datasets (Hernández Vera et al. 2013) concerning the rotational
de-excitation by He among the 36 rotational levels of MgCN and
of MgNC (T = 5–100 K) and with two datasets (Hernández Vera
et al. 2013) for the de-excitation among the fine resolved struc-
tures of MgCN and MgNC (T = 5–100 K). The de-excitation
among fine levels uses a recoupling technique based on the IOS
approximation (Corey & McCourt 1983).

8.19. NH2

Four recommended datasets are available for the asymmetric
open shell NH2 (X2B1) molecule.

The NH2 (X2B1) molecule presents a fine and hyper-
fine structure, but presently no collisional studies including
either the electronic or the nuclear spins have been performed.
BASECOL2023 was updated with four datasets (Bouhafs et al.
2017a) for the de-excitation among 15 spin free rotational levels
of p-NH2 and o-NH2 by o-/p-H2 (T = 10–150 K); these datasets
were obtained with a 4D PES (Bouhafs et al. 2017a) constructed
from the 9D global PES of the ground electronic state of NH4 (Li
& Guo 2014).

8.20. N2H+

Four recommended datasets are available for the N2H+ molecule.
BASECOL2012 already included two datasets (Daniel et al.
2005) calculated with a new PES (Daniel et al. 2004) for the de-
excitation among seven rotational and among 55 hyperfine levels
of N2H+ by He. The dataset of Green (1975) was superseded and
is labelled as non-recommended.

BASECOL2023 was updated with a dataset (Balança et al.
2020) for the de-excitation among 26 rotational levels of N2H+
by p-H2 (T = 5–500 K). The data were obtained with the adia-
batic hindered rotor (AHR) approach (Li et al. 2010; Zeng et al.
2011), which reduced the 4D PES of Spielfiedel et al. (2015) to
a 2D PES, and thus did not take into account the structure of the
H2 projectile. In addition, BASECOL2023 was updated with a
dataset (Lique et al. 2015) for the de-excitation among 64 hyper-
fine levels of N2H+ by p-H2. This dataset was obtained with the
same AHR approach, the same PES (Spielfiedel et al. 2015), and
with a recoupling technique (Daniel et al. 2004).

8.21. OCS

Three recommended datasets are available for the OCS
molecule. New work is certainly needed for this molecule.
BASECOL2012 already included a dataset (Green & Chapman
1978) for the rotational de-excitation of OCS by p-H2 (13 levels;
T = 10–100 K), and a dataset (Flower 2001b) for the rotational
de-excitation of OCS by He (27 levels; T = 10–150 K). The
dataset with p-H2 was obtained with a very crude PES and the
CS method. BASECOL2023 was updated with a dataset (Chefai
et al. 2018) for the de-excitation of OCS by Ar, for which a new
PES was calculated (Chefai et al. 2018).

8.22. o-SiC2

One recommended dataset is available for the o-SiC2 molecule.
BASECOL2012 already included a dataset (Chandra & Kegel
2000) for the rotational de-excitation of o-SiC2 by He (40 lev-
els; T = 25–125 K). The authors used an infinite order sudden
approximation method, extended the work of Palma & Green
(1987), and claimed that their results applied to the H2 projec-
tile. We re-did the calculations, and it is clear that their results
correspond to a collision with He.

8.23. SO2

Three recommended datasets are available for the SO2 molecule.
BASECOL2012 already included a dataset (Green 1995) for
the rotational de-excitation of SO2 by He (50 levels; T = 25–
125 K) with the PES of Palma (1987) and an IOS method.
BASECOL2012 included two datasets (Cernicharo et al. 2011)
for the de-excitation of SO2 by o/p-H2 (31 levels; T = 5–30 K).
These datasets were obtained with a 5D PES from Spielfiedel
et al. (2009) and with the close coupling method.
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9. Molecules with more than three atoms with
heavy partners

The general table (Table B.5) presents collisional datasets for
26 molecules with more than three atoms.

9.1. C3H2

Two recommended datasets are available for the C3H2 molecule.
BASECOL2012 already included a dataset (Chandra & Kegel
2000) for the rotational de-excitation of o/p-C3H2 by He (47/48
levels; T = 30–120 K). The authors used the IOS method,
extended the work of Green et al. (1987), and claimed that their
excitation rate coefficients applied to the H2 projectile. We re-
did the calculations and it is clear that their results correspond
to a collision with He. The current datasets provide the de-
excitation rate coefficients obtained by detailed balance using the
JPL database (Pearson et al. 2010) spectroscopic data. It should
be noted that more precise datasets were calculated by Avery &
Green (1989), but for fewer levels. They provided CS rate coef-
ficients among the 16 lowest ortho levels and the 17 lowest para
levels for three temperatures (T = 10, 20, 30 K); they used the
same PES (Green et al. 1987). The latter calculation is not in
BASECOL.

9.2. C3O, C3S

One recommended dataset is available for C3O and one for
C3S. BASECOL2023 was updated with a dataset (Bop et al.
2022b) for the rotational de-excitation of C3O by He (31 levels;
T = 5–150 K) calculated with the PES of Khadri & Hammami
(2019), and a dataset (Sahnoun et al. 2020) for the rotational de-
excitation of C3S by He (11 levels; T = 2–25 K); in the latter
calculation the authors calculated a new PES.

9.3. C4

One recommended dataset is available for the C4 (X3Σ−g )
molecule. BASECOL2012 already included a dataset (Lique
et al. 2010a) for the fine structure resolved rotational de-
excitation of C4 by He (30 levels; T = 5–50 K). The authors
calculated a new PES.

9.4. C4H –

Two recommended datasets are available for the C4H− molec-
ular ion. BASECOL2023 was updated with two datasets
(Balança et al. 2021) for the rotational de-excitation of C4H− by
o/p-H2 (30 levels; T = 5–100 K). A new PES was calculated by
the authors.

9.5. C5, C5O, C5S

One recommended dataset is available for C5, one is available for
C5O, and one is available for C5S. BASECOL2023 was updated
with a dataset (Chefai et al. 2021) for the rotational de-excitation
of C5 by He (15 levels; T = 5–300 K) and a dataset (Khadri et al.
2020) for the rotational de-excitation of C5S by He (51 levels;
T = 2–100 K). In both cases the respective authors calculated a
new PES. In addition, it has been updated with a dataset (Bop
et al. 2022b) for the rotational de-excitation of C5O by He
(31 levels; T = 5–150 K). These calculations were performed
with the PES of Khadri et al. (2022a).

9.6. C5H+

One recommended dataset is available for the C5H+ molecular
ion. BASECOL2023 has been updated with a dataset (Khadri
et al. 2023) for the rotational de-excitation of C5H+ by He
(16 levels; T = 5–100 K). The authors calculated a new 2D
PES. This calculation follows the recent discovery of this new
molecule in TMC-1 (Cernicharo et al. 2022).

9.7. C6H –, C6H

Two recommended datasets are available for C6H (2Π) and
three for C6H−. BASECOL2023 was updated with two
datasets (Walker et al. 2018): one for the fine resolved rota-
tional de-excitation of C6H by He (122 levels; T = 5–100 K) and
one for the hyperfine resolved de-excitation for the same system
(52 levels; T = 5–100 K). The authors calculated a new PES.

Three new datasets (Walker et al. 2017) for the excitation of
the close-shell anion C6H− were added: one dataset for the rota-
tional de-excitation of C6H− by He (11 levels; T = 5–100 K) and
two datasets for the rotational de-excitation of C6H− by o/p-H2
(31 levels; T = 5–100 K). The three datasets were obtained with
a new PES (Walker et al. 2016).

9.8. CH3CN, CH3NC

Two recommended datasets are available for CH3CN and two
are available for CH3NC. BASECOL2023 was updated with four
datasets (Ben Khalifa et al. 2023) for the rotational de-excitation
of o/p-CH3CN (52/75 levels; T = 7–100 K) and of o/p-CH3NC
(66/63 levels; T = 7–100 K) by He. These collisional datasets
were calculated with the PES of Ben Khalifa et al. (2022).

9.9. CH3OH

Fourteen recommended datasets are available for CH3OH; they
handle rotational processes for three torsional states and for
ro-torsional processes. The datasets existed in BASECOL2012,
but they were very recently imported to BASECOL2023 as we
needed to take decisions about the labelling of the energy levels.

The current BASECOL labelling of levels is J, K (=Ka), vt
the torsional quantum number, and the ro-torsional symmetry of
the wave function (A or E). In addition, for A states the pseudo-
parity is indicated by a + or − symbol; this pseudo-parity comes
from the two possible linear combinations of basis set functions
as explained in Herbst et al. (1984) and Hougen et al. (1994).
Therefore, the VAMDC rovibSym label is used as a ro-torsional
symmetry label and follows the convention A+, A−, E1 (equiva-
lent to “E with positive K-sign”) and E2 (equivalent to “E with
negative K-sign”) with the symmetric quantum numbers J and
K (>0). CH3OH is currently identified by the stcs VAMDC case
(see Table A.1), as no other case can fit this description.

Those notations are implicitly used in the traditional output
of the JPL (Pearson et al. 2010) database, and both in the tradi-
tional and the VAMDC access of the HITRAN database (Gordon
et al. 2022). It should be noted that the JPL quantum numbers
are incomplete. The rovibSym label is omitted, and the pseudo-
parity quantum number is included for the A-symmetry states
only. By deduction, the levels without pseudo-parity belong to
the E-symmetry, and JPL uses the K-signed notation.

It is possible to use the usual labelling of the C3v symme-
try group, that is the asymmetric rotational quantum numbers
(J, Ka (=K), Kc), the vt quantum number, and the ro-torsional
A or E symmetry. An example of these notations is provided in
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the CDMS (Müller et al. 2005) database; these notations imply
that their VAMDC output uses an asymmetric top closed shell
(asymcs) case.

Hougen et al. (1994) explained how to transform notations
from one label to the other. In addition, the supplementary mate-
rial of Xu et al. (2008) identifies the energy levels with notations
that allow to find the two ways of labelling. For A-symmetry the
states are identified with J, Ka = K, Kc, vt and the pseudo-parity;
for the E-symmetry, the states are identified with J, K-signed,
and Kc, vt.

9.9.1. CH3OH-He

Two datasets (Rabli & Flower 2011) are available for the ro-
torsional de-excitation of A-CH3OH and E-CH3OH by He
(150 levels; T = 10–400 K). The authors used the PES of Pottage
et al. (2002). Six datasets (Rabli & Flower 2010b) are available
for the rotational de-excitation of A/E-CH3OH by He, with A/E-
CH3OH in respectively the ground, the vt = 1 and the vt = 2
torsional states (256 levels; T = 10–200 K); the authors used the
PES of Pottage et al. (2002). It should be noted that those calcu-
lations were carried out with a maximum value of j = 15, which
means that there are missing higher j rotational levels for energy
levels lying above 200 cm−1.

9.9.2. CH3OH-p-H2

Six datasets (Rabli & Flower 2010a) are available for the rota-
tional de-excitation of A/E-CH3OH by p-H2, with A/E-CH3OH
in the ground, the vt = 1, and the vt = 2 torsional states, respec-
tively (256 levels; T = 10–200 K); the authors used the PES
of Pottage et al. (2004). Again, it should be noted that those cal-
culations are carried out with a maximum value of j = 15, which
means that there are missing higher j rotational levels for energy
levels lying above 200 cm−1.

9.10. CNCN

One recommended dataset is available for CNCN.
BASECOL2023 was updated with a dataset (Ndaw et al.
2021) for the rotational de-excitation of CNCN by He (30 levels;
T = 5–150 K); the authors calculated a new PES.

9.11. H2CO

Four recommended datasets are available for the H2CO
molecule. BASECOL2012 already included two datasets (Green
1991) for the rotational de-excitation of o/p-H2CO by He
(40/41 levels; T = 10–300 K) that used the PES of Garrison
& Lester (1975) and two datasets (Troscompt et al. 2009) for
the rotational de-excitation of o-H2CO by o/p-H2 (10 levels;
T = 5–100 K), where the authors calculated a new PES.

9.12. H3O+

Four recommended datasets are available for the H3O+
molecular ion. BASECOL2023 has been updated with four
datasets (Demes et al. 2022) for the rotational de-excitation of the
lowest 11 rotation-inversion levels of o-H3O+ with o/p-H2 and
of the 21 lowest rotation-inversion levels of p-H3O+ with o/p-
H2, for temperatures between 10 K and 300 K. The collisional
datasets with p-H2 include calculations described in Demes et al.
(2021, 2022), and all four datasets were calculated with the PES
of Demes et al. (2020).

9.13. HC3N

Seven recommended datasets are available for the HC3N
molecule. BASECOL2012 already included a dataset (Wernli
et al. 2007a) for the rotational de-excitation of HC3N by He
(11 levels; T = 10–40 K). This dataset is considered to supersede
the dataset (21 levels; T = 10–80 K) of Green & Chapman (1978)
as the authors (Green & Chapman 1978) used a Gordon-Kim
PES (Gordon & Kim 1972) and the dynamics of the collision
is treated with the quasi-classical trajectory approach. There-
fore, the dataset of Green & Chapman (1978) is marked as
non-recommended.

BASECOL2012 included a dataset (Wernli et al. 2007a) for
the rotational de-excitation of HC3N by p-H2 ( j = 0) (51 lev-
els; T = 10–100 K). This dataset suffered from errors in the
calculations, and the authors (Wernli et al. 2007b) indicated
that the uncertainties on rate coefficients might be around 20%.
This dataset is now indicated as non-recommended, as new
calculations are available.

BASECOL2023 was updated with three datasets (Faure et al.
2016) for the rotational de-excitation of HC3N by p-H2 and o-H2
(38 levels; T = 10–300 K). One dataset presents the state-to-state
rate coefficients of HC3N by p-H2 in its ground rotational state
j = 0; a second dataset presents the thermalised rate coefficients
of HC3N by p-H2; the third dataset corresponds to the state-
to-state rate coefficients of HC3N by o-H2 ( j = 1) that can be
used as thermalised rate coefficients. The calculations were not
performed for j(H2) larger than 1; thus, assumptions were per-
formed in order to obtain the thermalised rate coefficients (see
Faure et al. 2016 for the methodology used for the thermalisa-
tion). It should be noted that close coupling calculations were
used below j(HC3N) = 30. For HC3N levels between j(HC3N) =
31 and 37, only QCT rate coefficients for para-H2( j = 0) were
available, and this set was employed directly for both para-H2
and ortho-H2 (no thermal averaging).

In addition, BASECOL2023 was updated with three
datasets (Faure et al. 2016) for the de-excitation among hyper-
fine resolved rotational levels of HC3N by p-H2 and o-H2
(61 levels; T = 10–100 K). Those datasets were obtained from
the above-mentioned three rotational rate coefficient datasets
using the scaled-infinite-order-sudden-limit method (Neufeld &
Green 1994; Lanza & Lique 2014), which was checked against
recoupling calculations.

9.14. HNCCC, HCCNC

Two recommended datasets are available for the HNCCC
molecule, and two are available for HCCNC. BASECOL2023
was updated with two datasets (Bop et al. 2021) for the rotational
de-excitation of HNCCC by o/p-H2 (30 levels; T = 5–80 K)
and with two datasets (Bop et al. 2021) for the rotational de-
excitation of HCCNC by o/p-H2 (30 levels; T = 5–80 K). The
datasets were obtained with a new PES (Bop et al. 2019a).

9.15. HMgNC

One recommended dataset is available for the HMgNC molecule.
BASECOL2023 was updated with a dataset (Amor et al. 2021)
for the rotational de-excitation of HMgNC by He (14 levels; T =
5–200 K); the authors calculated a new PES.

9.16. HOCO+

One recommended dataset is available for the HOCO+ molecule.
BASECOL2012 already included a dataset (Hammami et al.
2007) for the rotational de-excitation of HOCO+ by He
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(25 levels; T = 10–30 K); the dataset was calculated with the
PES of Hammami et al. (2004).

9.17. NCCNH+

One recommended dataset is available for the NCCNH+
molecule. BASECOL2023 was updated with a dataset (Bop
et al. 2018) for the rotational de-excitation of NCCNH+ by He
(11 levels; T = 5–100 K); the authors calculated a new PES.

9.18. NH3

Sixteen recommended datasets are available for the NH3
molecule.

9.18.1. NH3-He

BASECOL 2012 already included two datasets (Machin &
Roueff 2005) for the rotational de-excitation of o/p-NH3by He
(22/16 levels; T = 5–300 K). Those datasets were obtained with
the PES of Hodges & Wheatley (2001).

9.18.2. NH3-H2

The first calculations for the excitation of o/p-NH3 by para-H2
were performed by Danby et al. (1986, 1987) in the temper-
ature range from 15 K to 300 K, subsequently improved and
extended to 17 levels for ortho-NH3 and to 24 levels for para-
NH3 by Danby et al. (1988). Therefore, the datasets of Danby
et al. (1986, 1987) are marked as non-recommended.

The next set of calculations for the excitation of o/p-NH3 by
p-H2 were performed by Maret et al. (2009) using their newly
calculated PES for ten levels of p-NH3 and six levels of ortho-
NH3 in the temperature range from 5 K to 100 K; those datasets
were already in BASECOL2012.

BASECOL2023 was updated with four datasets (Bouhafs
et al. 2017b) for the rotational de-excitation of o/p-NH3 by
o/p-H2. The work of Bouhafs et al. (2017b) used the same
PES (Maret et al. 2009), extended the number of transitions to
17 o-NH3 and 34 p-NH3 levels, and increased the temperature
range up to 200 K. The calculations of Bouhafs et al. (2017b) are
of better quality than those of Danby et al. (1988), as their basis
set included the j(H2) = 2 level for collision with p-H2. How-
ever, the calculations of Bouhafs et al. (2017b) did not include
the temperature T = 5 K.

Very recently and using the same PES (Maret et al. 2009),
close coupling calculations were performed up to 500 K by
Demes et al. (2023), where most of the rotation-inversion levels
of ammonia were considered below the first vibrational excita-
tion threshold, leading to a total of 33 ortho- and 62 para-NH3
states. Those calculations were carried out with a basis set that
includes j(H2) = 0, 2 for p-H2 and j(H2) = 1 for o-H2.

Therefore, BASECOL2023 was updated with four
datasets (Demes et al. 2023) for the state-to-state rotational de-
excitation of o(33 levels)/p(62 levels)-NH3 by o/p-H2 between
100 K and 500 K. It should be noted that the two datasets for
o/p-NH3 with p-H2 include the state-to-state rate coefficients
involving all transitions between j(p-H2) = 0 and j(p-H2) =
2 (i.e. 0–0, 0–2, 2–0 and 2–2 transitions). In addition, two
datasets (Demes et al. 2023) for thermalised rate coefficients
of o(33 levels)/p(62 levels)-NH3 with p-t-H2, built upon the
previously mentioned state-to-state rate coefficients ( j(H2) = 0,
2), are included.

As a conclusion, we choose to remove the recommendation
of the results of Danby et al. (1988), and we kept the datasets
of Maret et al. (2009), of Bouhafs et al. (2017b), and of Demes
et al. (2023), as recommended. These should overlap and agree
in some regions of temperature and transitions. We did this so
that the user can access all those data through VAMDC.

9.18.3. NH3-H

BASECOL2023 was updated with two datasets (Bouhafs et al.
2017b) for the de-excitation of 34 levels of p-NH3 by H and for
the de-excitation of 17 levels of o-NH3 by H. They are calculated
with the PES of Li & Guo (2014).

9.19. NH3 isopotologues

Four recommended datasets are available for the NH2D, four
are available for ND2H, and three are available for ND3.
BASECOL2012 already included two datasets (Machin &
Roueff 2006) for the rotational de-excitation of o/p-NH2D
by He (9 levels; T = 5–100 K) and two datasets (Machin &
Roueff 2007) for the rotational de-excitation of o/p-ND2H by He
(9 levels; T = 5–100 K). The four datasets were calculated with
a modified version of the PES of Hodges & Wheatley (2001) to
account for isotopic shift.

BASECOL2023 was updated with two datasets (Daniel et al.
2014) for the rotational de-excitation of o/p-NH2D by p-H2
(79 levels; T = 5–300 K), two datasets (Daniel et al. 2016) for the
rotational de-excitation of o/p-ND2H by p-H2 (16 levels; T = 5–
50 K), and three datasets (Daniel et al. 2016) for the rotational
de-excitation of o/p/meta-ND3 by p-H2 (16/9/9 levels; T = 5–
50 K). The seven new datasets were calculated with a modified
version of the PES of Maret et al. (2009) to account for isotopic
shift. It should be noted that the collisional treatment ignored
the para or meta specificity of ND3, so the theoretical results for
the para and meta spin isomers are identical. However, specific
calculations were performed for the ortho-ND3 spin isomer.

10. Other information displayed on the BASECOL
website

Two other sections are displayed on the BASECOL website: the
contacts section, which provides the information about the main-
tainers of the BASECOL, and the tools section, where tools
sent by producers and by other teams are provided. Currently,
there is a package called the water rate package, which makes it
possible to use the fitting functions of the H2O-H2 rate coeffi-
cients (Daniel et al. 2011, 2010; Dubernet et al. 2009) in order to
obtain state to state, effective and thermalised rate coefficients;
the package contains an option to create outputs in the RADEX
format15.

A link to the VAMDC SPECTCOL tool is also provided; the
aim of the client tool SPECTCOL16 is to associate spectroscopic
data extracted from spectroscopic databases through VAMDC,
with collisional data provided by collisional databases. It can
also be used to display the extracted spectroscopic data (tran-
sitions, energy levels, etc.) and the extracted collisional data.
The current features of the SPECTCOL tool are described in a
forthcoming publication.

15 https://personal.sron.nl/~vdtak/radex/index.shtml
16 https://vamdc.org/activities/research/software/
spectcol/
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11. Conclusions

BASECOL2023 gives a wide overview of the field of inelastic
rate coefficients, mostly for collisions with heavy projectiles and
in the temperature range relevant to the ISM, circumstellar atmo-
spheres, and cometary atmospheres. The numerical data sent by
the producers of data are not modified. The producers of data
have the right to modify the entries prior to their publication, and
even later, as the BASECOL versioning system allows us to keep
track of the changes at a fine granularity. BASECOL is one of
the 40 interconnected databases of the VAMDC e-infrastructure,
which ensures that the data can be easily identified and com-
bined, for example by the SPECTCOL tool, with spectroscopic
data from other databases such as the CDMS database (Endres
et al. 2016) in order to produce ready-to-use outputs for the mod-
elling of non-LTE media. Users can use the VAMDC standards
and the java or python libraries in order to create their own access
to BASECOL and to other databases in VAMDC.

From a scientific point of view, our main plan for the future
is to maintain and further expand this database including new
datasets, which is a challenge in itself. In addition, we plan to
introduce technical changes that will, for example, allow the user
to select data formats when exporting data and make it easier for
data producers to prepare files. However, this idea is still in the
making, and once implemented, it will be communicated to the
astronomical community.

Finally, we stress that the BASECOL database is an inter-
national database that is open to all data producers who have
published inelastic rate coefficients that fit within the database
format. As mentioned in the introduction, Dr O. Denis-Alpizar
is the next manager of the BASECOL database.
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121, 11839
Najar, F., Ben Abdallah, D., Spielfiedel, A., et al. 2014, Chem. Phys. Lett., 614,

251
Najar, F., Nouai, M., ElHanini, H., & Jaidane, N. 2017, MNRAS, 472, 2919
Ndaw, D., Bop, C. T., Dieye, G., Faye, N. B., & Lique, F. 2021, MNRAS, 503,

5976
Neufeld, D. A., & Green, S. 1994, ApJ, 432, 158
Nkem, C., Hammami, K., Manga, A., et al. 2009, J. Mol. Struct.: THEOCHEM,

901, 220
Nolte, J. L., Stancil, P. C., Lee, T.-G., Balakrishnan, N., & Forrey, R. C. 2011,

ApJ, 744, 62

Offer, A. R., van Hemert, M. C., & van Dishoeck, E. F. 1994, J. Chem. Phys.,
100, 362

Pagani, L., Bourgoin, A., & Lique, F. 2012, A&A, 548, A4
Palma, A. 1987, ApJS, 64, 565
Palma, A., & Green, S. 1987, ApJ, 316, 830
Palma, A., Green, S., Defrees, D. J., & McLean, A. D. 1988, J. Chem. Phys., 89,

1401
Parlant, G., & Yarkony, D. R. 1999, J. Chem. Phys., 110, 363
Patkowski, K., Brudermann, J., Steinbach, C., Buck, U., & Moszynski, R. 2002,

J. Chem. Phys., 117, 11166
Patkowski, K., Cencek, W., Jankowski, P., et al. 2008, J. Chem. Phys., 129,

094304
Pearson, J. C., Mueller, H. S. P., Pickett, H. M., Cohen, E. A., & Drouin, B. J.

2010, JQSRT, 111, 1614
Phillips, T. R., Maluendes, S., McLean, A. D., & Green, S. 1994, J. Chem. Phys.,

101, 5824
Phillips, T. R., Maluendes, S., & Green, S. 1996, ApJS, 107, 467
Pirlot Jankowiak, P., Lique, F., & Dagdigian, P. 2023a, MNRAS, 523, 3732
Pirlot Jankowiak, P., Lique, F., & Dagdigian, P. J. 2023b, MNRAS, 526, 885
Pottage, J. T., Flower, D. R., & Davis, S. L. 2002, J. Phys. B: At. Mol. Opt. Phys.,

35, 2541
Pottage, J. T., Flower, D. R., & Davis, S. L. 2004, MNRAS, 352, 39
Price, T. J., Forrey, R. C., Yang, B., & Stancil, P. C. 2021, J. Chem. Phys., 154,

034301
Quintas-Sánchez, E., & Dubernet, M.-L. 2017, Phys. Chem. Chem. Phys., 19,

6849
Quintas-Sánchez, E., Dawes, R., & Denis-Alpizar, O. 2021, Mol. Phys., 119,

e1980234
Rabadan, I., Sarpal, B. K., & Tennyson, J. 1998, MNRAS, 299, 171
Rabli, D., & Flower, D. R. 2010a, MNRAS, 406, 95
Rabli, D., & Flower, D. R. 2010b, MNRAS, 403, 2033
Rabli, D., & Flower, D. R. 2011, MNRAS, 411, 2011
Ramachandran, C., De Fazio, D., Cavalli, S., Tarantelli, F., & Aquilanti, V. 2009,

Chem. Phys. Lett., 469, 26
Ramachandran, R., Kłos, J., & Lique, F. 2018, J. Chem. Phys., 148, 084311
Reese, C., Stoecklin, T., Voronin, A., & Rayez, J. C. 2005, A&A, 430, 1139
Rinnenthal, J. L., & Gericke, K.-H. 2002, J. Chem. Phys., 116, 9776
Roueff, E., & Flower, D. R. 1999, MNRAS, 305, 353
Roueff, E., & Zeippen, C. J. 1999, A&A, 343, 1005
Roueff, E., & Zeippen, C. J. 2000, A&AS, 142, 475
Sahnoun, E., Nkem, C., Naindouba, A., et al. 2018, Astrophys. Space Sci., 363,

195
Sahnoun, E., Ben Khalifa, M., Khadri, F., & Hammami, K. 2020, ApJS, 365, 1
Santander, C., Denis-Alpizar, O., & Cárdenas, C. 2022, A&A, 657, A55
Sarpal, B. K., & Tennyson, J. 1993, MNRAS, 263, 909
Sarrasin, E., Abdallah, D. B., Wernli, M., et al. 2010, MNRAS, 404, 518
Schewe, H. C., Ma, Q., Vanhaecke, N., et al. 2015, J. Chem. Phys., 142,

204310
Schröder, K., Staemmler, V., Smith, M. D., Flower, D. R., & Jaquet, R. 1991, J.

Phys. B: At. Mol. Opt. Phys., 24, 2487
Schwenke, D. W. 1988, J. Chem. Phys., 89, 2076
Scribano, Y., Faure, A., & Lauvergnat, D. 2012, J. Chem. Phys., 136, 094109
Song, L., van der Avoird, A., & Groenenboom, G. C. 2013, J. Phys. Chem. A,

117, 7571
Song, L., Balakrishnan, N., van der Avoird, A., Karman, T., & Groenenboom,

G. C. 2015a, J. Chem. Phys., 142, 204303
Song, L., Balakrishnan, N., Walker, K. M., et al. 2015b, ApJ, 813, 96
Spielfiedel, A., Senent, M.-L., Dayou, F., et al. 2009, J. Chem. Phys., 131, 014305
Spielfiedel, A., Feautrier, N., Najar, F., et al. 2012, MNRAS, 421, 1891
Spielfiedel, A., Feautrier, N., Najar, F., et al. 2013, MNRAS, 429, 923
Spielfiedel, A., Senent, M. L., Kalugina, Y., et al. 2015, J. Chem. Phys., 143,

024301
Staemmler, V., & Flower, D. R. 1991, J. Phys. B: At. Mol. Opt. Phys., 24, 2343
Stoecklin, T., & Voronin, A. 2011, J. Chem. Phys., 134, 204312
Stoecklin, T., Voronin, A., & Rayez, J. C. 2003, Chem. Phys., 294, 117
Stoecklin, T., Denis-Alpizar, O., & Halvick, P. 2015, MNRAS, 449, 3420
Tennyson, J., & Faure, A. 2019, in Gas-phase Chemistry in Space: From Ele-

mentary Particles to Complex Organic Molecules, eds. F. Lique, & A. Faure
(AAS-IOP Astronomy)

Toboła, R., Kłos, J., Lique, F., Chałasiński, G., & Alexander, M. H. 2007, A&A,
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5356

1 Observatoire de Paris, PSL University, Sorbonne Université, CNRS,
LERMA, Paris, France
e-mail:
marie-lise.dubernet@observatoiredeparis.obspm.fr

2 Univ. Bordeaux, CNRS, Bordeaux INP, ISM, UMR 5255, 33400
Talence, France

3 Facultad de Ingeniería, Universidad Autónoma de Chile, Av. Pedro
de Valdivia 425, 7500912 Providencia, Santiago, Chile
e-mail: otonieldenisalpizar@gmail.com

4 LSAMA, Department of Physics, Faculty of Sciences, Université
Tunis El-Manar, 1060 Tunis, Tunisia

5 Marquette University, Chemistry Department, Milwaukee, WI
53233, USA

6 Department of Chemistry and Biochemistry, University of Nevada,
Las Vegas, NV 89154, USA

7 KU Leuven, Department of Chemistry, Celestijnenlaan 200F, 3001
Leuven, Belgium

8 Univ. Rennes, CNRS, IPR (Institut de Physique de Rennes) – UMR
6251, 35000 Rennes, France

9 Department of Chemistry, The University of Manchester, Oxford
Road, Manchester M13 9PL, UK

10 Departamento de Física, Facultad de Ciencias, Universidad de
Chile, Av. Las Palmeras 3425, Ñuñoa, Santiago, Chile

11 Centro para el Desarrollo de la Nanociencia y la Nanotecnología
(CEDENNA), Av. Ecuador 3493, Santiago 9170124, Chile

12 Department of Chemistry, The Johns Hopkins University,
Baltimore, MD 21218-2685, USA

13 LOMC – UMR 6294, CNRS-Université du Havre, 25 rue Philippe
Lebon, BP 1123, 76063 Le Havre Cedex, France

14 IPAG, Université Grenoble Alpes & CNRS, CS 40700, 38058
Grenoble, France

15 Department of Physics, Penn State University, Berks Campus,
Reading, PA 19610, USA

16 Department of Theoretical Physics and Quantum Informatics,
Faculty of Applied Physics and Mathematics, Gdansk Univer-
sity of Technology, ul. Narutowicza 11/12, 80-233 Gdansk,
Poland

17 Institute for Ion Physics and Applied Physics, University of Inns-
bruck, Technikerstr. 25/3, 6020 Innsbruck, Austria

18 Department of Chemistry, University of Patras, Patras 26504,
Greece

19 Departamento de Química Física, University of Salamanca, Plaza
de los Caídos s/n, 37008 Salamanca, Spain

20 Theoretical Chemistry, Institute for Molecules and Materials,
Radboud University, Heyendaalseweg 135, 6525 AJ Nijmegen, The
Netherlands

21 Université Paris Cité and Univ. Paris Est Creteil, CNRS, LISA,
75013 Paris, France

22 Joint Quantum Institute, Department of Physics, University of
Maryland, College Park, MD 20742, USA

23 Department of Physics, Temple University, Philadelphia, PA 19122,
USA

24 Laboratoire Atomes Lasers, Département de Physique, Faculté des
Sciences et Techniques, Université Cheikh Anta Diop, Dakar 5005,
Senegal

25 Depart. of Physics and Astronomy and Center for Simulational
Physics, The University of Georgia, Athens, Georgia 30602-2451,
USA

26 Departamento de Física Atómica y Molecular, Instituto Superior
de Tecnologías y Ciencias Aplicadas, Universidad de La Habana,
Ave. Salvador Allende No. 1110, 10400 Plaza de la Revolución, La
Habana, Cuba

27 Department of Chemistry, Missouri University of Science and
Technology, Rolla, MO 65409, USA

28 Physical Research Laboratory, Ahmedabad, India
29 Department of Physics and Astronomy, University College London,

London WC1E 6BT, UK
30 Scuola Normale Superiore, Piazza dei Cavalieri 7, 56126 Pisa, Italy
31 Department of Chemistry “Giacomo Ciamician,” University of

Bologna, Via F. Selmi 2, 40126 Bologna, Italy
32 Department of Chemistry, Koç University, Rumelifeneri Yolu,

Sariyer, 34450, Istanbul, Turkey

A40, page 22 of 31



Dubernet, M. L., et al.: A&A, 683, A40 (2024)

Appendix A: List of VAMDC cases and BASECOL associated molecules

Table A.1. List of BASECOL2023 molecules with the associated cases.

Cases Description Molecules
dcs Diatomic cs 36ArH+, 36ArD+, AlO+, CF+, CH+, CN−, CO, CS

H2, HD, HeH+, HCl, HF, KCl, NaH, NeH+, NO+, NS+, PN, SiH+, SiO, SiS
hunda Diatomic os: hund’s case a CH (X2Π), OH (X2Π) , OD (X2Π), NO (X2Π), SH (X2Π), C6H (X2Π)
hundb(a) Diatomic os: hund’s case b C−2 (X2Σ+g ), CN (X2Σ+), 13CN (X2Σ+), C15N (X2Σ+), CO+ (X2Σ+)

C4 (X3Σ−g ), H+2 (X2Σ+g ), NH (X3Σ+), O2 (X3Σ−g ), SO (X 3Σ−)
ltcs linear triatomic cs AlCN, AlNC, C3, C2H−, CO2, HCN, HNC, DCN, DNC, HCO+, HC17O+, DCO+,

HCP, HCS+, N2H+, OCS
nltcs non-linear triatomic cs D2O, HDO, H2O, H2S, SiC2, SO2

stcs symmetric top cs H+3 , H3O+, NH3, ND3, CH3CN, CH3NC, CH3OH
lpcs linear polyatomic cs CNCN, C6H−, HC3N, HCCNC, HNCCC, HMgNC, NCCNH+, C3O, C3S, C4H− , C5, C5O, C5S
asymcs asymmetric cs H2CO, HOCO+, C3H2, NH2D, ND2H
asymos asymmetric os none
sphcs spherical cs none
sphos spherical os none
ltos linear triatomic os C2H (X2Σ+), C2D (X2Σ+), C2N− (X3Σ−), C2O(X3Σ−), MgCN (X2Σ+), MgNC (X2Σ+)
lpos linear polyatomic os none
nltos non-linear triatomic os NH2 (X2B1), CH2 (X3B1), HCO

Notes. cs and os denote closed shell and open shell molecules. The molecules in blue have issues with the case assignment; this is explained in the
text (see Sect. 2.3). (a) The hundb case includes intermediate coupling based on Hund’s case b.

Appendix B: Tables of collisional datasets

This appendix provides tables describing the content of the BASECOL database. The names of the columns are self-explanatory,
and each line in the sections corresponds to collisional dataset(s), as described in our technical publication. The current tables
display some differences compared to Table 1 of the BASECOL2012 publication. The internal ID is not provided anymore because
BASECOL2023 stores the successive versions of a given collisional dataset, and each version has a different ID. It is still possible
to navigate through BASECOL with the IDs if the user keeps them in memory, as one ID corresponds to a unique couple collisional
dataset/version. To date, we have removed the output flat files corresponding to the combination of collisional and spectroscopic
data from the BASECOL interface; therefore, the tables do not include information related to those output files. In the following
tables, the columns provide the following information: (1) the atomic or molecular target; (2) the perturbing projectile; (3) the energy
levels for which rate coefficients are available: the symbols r, f, v, rv, rt, and h are used to denote rotational, fine, vibrational, ro-
vibrational, ro-torsional, and hyperfine transitions, respectively (for example, r7 means that rate coefficients are available for the 7
lowest rotational levels); (4) temperature range in kelvin for which the rates have been calculated; (5 & 6) references to the papers
describing, respectively, the collisional calculations and the potential energy surfaces; and (7) the year of publication. For Sect. 5,
columns (2) and (6) have been removed. In the tables, the notation o/p-H2 is a synthetic notation that corresponds to two datasets that
have the same characteristics: number (except if marked otherwise) and type of levels, temperature range, and references; however
one dataset is for a collision with ortho-H2, and the other one with para-H2.
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Appendix B.1. Collisional data with electrons

Table B.1. List of collisional data with electrons.

Target Levels T (K) Ref Year
RECOMMENDED

CH+ r8 100-15000 Lim et al. (1999) 1999
H+2 v3 100-20000 Sarpal & Tennyson (1993) 1993
o/p-H2

+ r2 100-10000 Faure & Tennyson (2001) 2001
o/p-H3

+ r2/r4 100-10000 Faure & Tennyson (2003) 2003
o/p-H3O+ r4/r8 100-10000 Faure & Tennyson (2003) 2003
HeH+ r3 100-20000 Rabadan et al. (1998) 1998
HeH+ v3 100-20000 Rabadan et al. (1998) 1998
CO+ r5 100-10000 Faure & Tennyson (2001) 2001
HCO+ r3 100-10000 Faure & Tennyson (2001) 2001
NO+ r5 100-10000 Faure & Tennyson (2001) 2001
o/p-H2O r18 100-8000 Faure et al. (2004) 2004
o/p-D2O r18 100-8000 Faure et al. (2004) 2004
o-H2O rv411 200 - 5000 Faure & Josselin (2008) 2008
p-H2O rv413 200 - 5000 Faure & Josselin (2008) 2008
HDO r36 (a-type) 100-8000 Faure et al. (2004) 2004
HDO r36 (b-type) 100-8000 Faure et al. (2004) 2004
HCN r9 5-2000 Faure et al. (2007b) 2007
HCN h10 10-100-1000 Faure et al. (2007b) 2007
HNC r9 5-2000 Faure et al. (2007b) 2007
HNC h10 10-1000 Faure et al. (2007b) 2007
DCN r9 5-2000 Faure et al. (2007b) 2007
DCN h10 10-100-1000 Faure et al. (2007b) 2007
DNC r9 5-2000 Faure et al. (2007b) 2007
DNC h10 10-100-1000 Faure et al. (2007b) 2007
SiO r41 5-5000 Varambhia et al. (2009) 2009

Notes. This list of datasets has not changed since 2012 (see text).

Appendix B.2. Collisional data of atoms excited by heavy projectiles

Table B.2. List of collisional datasets of atoms and atomic ions/cations excited by heavy projectiles.

Target Projectile Levels T (K) Ref PES Ref Year
RECOMMENDED

C H f3 5-1000 Abrahamsson et al. (2007) Kalemos et al. (1999) 2007
C o/p-H2 f3 10-1200 Schröder et al. (1991) Schröder et al. (1991) 1991
C He f3 5-350 Bergeat et al. (2018) Bergeat et al. (2018) 2018
C+ H f2 20-2000 Barinovs et al. (2005) Barinovs & van Hemert (2004) 2005
C+ o/p-H2 f2 5-500 Kłos et al. (2020a) Kłos et al. (2020a) 2020
O H f3 50-1000 Vieira & Krems (2017) Parlant & Yarkony (1999) 2017
O H f3 10-1000 Lique et al. (2017) Dagdigian et al. (2016) 2017
O He f3 10-1000 Lique et al. (2017) Lique et al. (2017) 2017
O o/p-H2 f3 10-1000 Lique et al. (2017) Dagdigian et al. (2016) 2017
Si He f3 5-1000 Lique et al. (2018) Lique et al. (2018) 2018
S He f3 5-1000 Lique et al. (2018) Lique et al. (2018) 2018
Si+ H f2 20-2000 Barinovs et al. (2005) Barinovs et al. (2005) 2005

NOT RECOMMENDED (outdated)
O H f3 50-1000 Launay & Roueff (1977) Launay & Roueff (1977) 1977
O H f3 50-1000 Abrahamsson et al. (2007) Parlant & Yarkony (1999) 2007
O o/p-H2 f3 20-1500 Jaquet et al. (1992) Jaquet et al. (1992) 1992
C H f3 4-1000 Launay & Roueff (1977) Yau & Dalgarno (1976) 1977
C He f3 10-150 Staemmler & Flower (1991) Staemmler & Flower (1991) 1991

Notes. The species in bold correspond to the systems added since 2012.
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Appendix B.3. Collisional data of diatomic species excited by heavy projectiles

Table B.3. List of neutral and ionic diatomic collisional data.

Target Coll. Levels T (K) Ref PES Ref Year
RECOMMENDED

AlO+ He r16 10-1005 Denis-Alpizar et al. (2018c) Denis-Alpizar et al. (2018c) 2018
36ArH+ He r11 5-300 Bop et al. (2016) Bop et al. (2016) 2016
36ArH+ He rv33 10-500 García-Vázquez et al. (2019) García-Vázquez et al. (2019) 2019
36ArD+ He r13 10-500 García-Vázquez et al. (2019) García-Vázquez et al. (2019) 2019
C−2 He r9 5-100 Mant et al. (2020a) Mant et al. (2020a) 2020
C−2 Ar r5 5-100 Mant et al. (2020c) Mant et al. (2020c) 2020
C−2 Ne r5 5-100 Mant et al. (2020c) Mant et al. (2020c) 2020
C−2 He v3 5-100 Mant et al. (2020b) Mant et al. (2020b) 2020
C−2 Ne v3 5-100 Mant et al. (2020b) Mant et al. (2020b) 2020
C−2 Ar v3 5-100 Mant et al. (2020b) Mant et al. (2020b) 2020
CF+ He r22 5-155 Denis-Alpizar et al. (2018a) Denis-Alpizar et al. (2018a) 2019
CF+ He h29 5-155 Denis-Alpizar et al. (2018a) Denis-Alpizar et al. (2018a) 2019
CF+ p-H2 r21 10-300 Denis-Alpizar & Rubayo-Soneira (2019) Denis-Alpizar & Rubayo-Soneira (2019) 2019
CF+ p-H2 r22 5-150 Desrousseaux et al. (2021) Desrousseaux et al. (2019) 2021
CF+ o-H2 r22 5-150 Desrousseaux et al. (2021) Desrousseaux et al. (2019) 2021
CH+ He r11 20-2000 Hammami et al. (2009) Hammami et al. (2008a) 2009
CH+ He r6 0.1-200 Turpin et al. (2010) Turpin et al. (2010) 2010
CH He f30 10-300 Marinakis et al. (2015) Marinakis et al. (2015) 2015
CH He h60 10-300 Marinakis et al. (2019) Marinakis et al. (2015) 2019
CN− o/p-H2

(c) r11 5-100 Kłos & Lique (2011) Kłos & Lique (2011) 2011
CN− He r11 5-100 González-Sánchez et al. (2020) González-Sánchez et al. (2020) 2020
CN− Ar r11 5-100 González-Sánchez et al. (2021) González-Sánchez et al. (2021) 2021
CN− He v3 5-100 Mant et al. (2021) Mant et al. (2021) 2021
CN He f41 5 - 350 Lique et al. (2010b) Lique et al. (2010b) 2010
CN He h37 5 - 30 Lique & Kłos (2011) Lique et al. (2010b) 2011
CN(a) p-H2 r18 5 - 300 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN o-H2 r16 5 - 300 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN(b) p-H2 f25 5 - 100 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN(c) p-H2 f17 5 - 100 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN o-H2 f17 5 - 100 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN o/p-H2 h73 5 - 100 Kalugina & Lique (2015) Kalugina et al. (2013) 2015
13CN p-H2 h146 5 - 80 Flower & Lique (2015) Kalugina et al. (2013) 2015
C15N p-H2 h34 5 - 150 Flower & Lique (2015) Kalugina et al. (2013) 2015
CO He r15 5-500 Cecchi-Pestellini et al. (2002) Heijmen et al. (1997) 2002
CO He v7 500-5000 Cecchi-Pestellini et al. (2002) Heijmen et al. (1997) 2002
CO H r77 2-3000 Walker et al. (2015) Song et al. (2013) 2015
CO H r8 5-100 Balakrishnan et al. (2002) Keller et al. (1996) 2002
CO H r17 100-3000 Balakrishnan et al. (2002) Keller et al. (1996) 2002
CO H rv350 2-3000 Song et al. (2015b) Song et al. (2013) 2015
CO H v5 100-3000 Balakrishnan et al. (2002) Keller et al. (1996) 2002
CO o/p-H2 r41 1-3000 Yang et al. (2010) Jankowski & Szalewicz (1998) 2010
CO o/p-H2 r6 5-70 Wernli et al. (2006) Jankowski & Szalewicz (1998) 2006
CO o-H2 r20 5-400 Flower (2001a) Jankowski & Szalewicz (1998) 2001
CO p-H2 r29 5-400 Flower (2001a) Jankowski & Szalewicz (1998) 2001
CO p-H2 rv45 1-300 Yang et al. (2016) Yang et al. (2015b) 2016
CO o-H2 rv29 1-300 Yang et al. (2016) Yang et al. (2015b) 2016
CO o/p-t-H20 r11 10-100 Faure et al. (2020) Kalugina et al. (2018) 2020
CS He r31 10-300 Lique et al. (2006b) Lique et al. (2006b) 2006
CS He rv114 300-1500 Lique & Spielfiedel (2007) Lique & Spielfiedel (2007) 2007
CS o/p-H2 rv42 5-1000 Yang et al. (2018a) Yang et al. (2018a) 2018
CS o/p-H2 r30 5-305 Denis-Alpizar et al. (2018b) Denis-Alpizar et al. (2012) 2018
HCl He r21 1-3000 Yang & Stancil (2014) Murdachaew et al. (2004) 2014
HCl He r11 10-300 Lanza & Lique (2012) Lanza & Lique (2012) 2012
HCl He h40 10-300 Lanza & Lique (2012) Lanza & Lique (2012) 2012
HCl(a) p-H2 r11 10-300 Lanza et al. (2014a) Lanza et al. (2014b) 2014
HCl o-H2 r11 10-300 Lanza et al. (2014a) Lanza et al. (2014b) 2014

Continued on next page.
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Table B.3 – Continued from previous page.
Target Coll. Levels T (K) Ref PES Ref Year
HCl o/p-H2 h20 10-300 Lanza & Lique (2014) Lanza et al. (2014b) 2014
HCl H r11 10-500 Lique & Faure (2017) Bian & Werner (2000) 2017
HF He r21 1-3000 Yang et al. (2015a) Moszynski et al. (1994) 2015
HF He r10 0.1-300 Reese et al. (2005) Stoecklin et al. (2003) 2005
HF o/p-H2 r6 0.1-150 Guillon & Stoecklin (2012) Guillon & Stoecklin (2012) 2012
HF H r9 10-500 Desrousseaux & Lique (2018) Li et al. (2007) 2018
HF o/p-t-H20 r7 10-150 Loreau et al. (2022) Loreau et al. (2020) 2022
HD He r10 80-2000 Roueff & Zeippen (1999) Muchnick & Russek (1994) 1999
HD He rv94 2-100 Nolte et al. (2011) Muchnick & Russek (1994) 2011
HD He rv223 2-1000 Nolte et al. (2011) Muchnick & Russek (1994) 2011
HD o/p-H2 r9 1-10000 Wan et al. (2019) Patkowski et al. (2008) 2019
HD o/p-H2 rv24 100-1940 Flower & Roueff (1999a) Schwenke (1988) 1999
HD H r11 10-1000 Desrousseaux et al. (2018) Mielke et al. (2002) 2018
HD H r10 100-2000 Roueff & Flower (1999) Boothroyd et al. (1996) 1999
HD H rv30 100-2080 Flower & Roueff (1999a) Boothroyd et al. (1996) 1999
o-H2 He rv23 100-6000 Flower et al. (1998) Muchnick & Russek (1994) 1998
p-H2 He rv26 100-6000 Flower et al. (1998) Muchnick & Russek (1994) 1998
o-H2 o-H2 rv17 100-6000 Flower & Roueff (1999b) Schwenke (1988) 1999
p-H2 o-H2 rv19 100-6000 Flower & Roueff (1999b) Schwenke (1988) 1999
o-H2 p-H2 rv23 100-6000 Flower & Roueff (1998a) Schwenke (1988) 1998
p-H2 p-H2 rv26 100-6000 Flower & Roueff (1998a) Schwenke (1988) 1998
H2 H r9 300-1500 Lique et al. (2012) Mielke et al. (2002) 2012
o/p-H2 H r3 100-1000 Forrey et al. (1997) Boothroyd et al. (1996) 1997
o-H2 H rv23 100-6000 Flower & Roueff (1998b) Boothroyd et al. (1996) 1998
p-H2 H rv26 100-6000 Flower & Roueff (1998b) Boothroyd et al. (1996) 1998
HeH+ H r10 5-500 Desrousseaux & Lique (2020) Ramachandran et al. (2009) 2020
KCl p-H2 r16 2-50 Sahnoun et al. (2018) Sahnoun et al. (2018) 2018
NaH He r11 5-200 Bop et al. (2019b) Bop et al. (2019b) 2019
NeH+ He r11 5-300 Bop et al. (2017) Bop et al. (2017) 2017
NH He f25 5- 350 Toboła et al. (2011) Cybulski et al. (2005) 2011
NH He f25 10- 350 Ramachandran et al. (2018) Ramachandran et al. (2018) 2018
NO+ He r8 1-205 Denis-Alpizar & Stoecklin (2015) Stoecklin & Voronin (2011) 2015
NO+ p-H2 r19 5-300 Cabrera-González et al. (2020) Cabrera-González et al. (2020) 2020
NO He f98 10-500 Kłos et al. (2008) Kłos et al. (2000) 2008
NO p-H2 h100 7-100 Ben Khalifa & Loreau (2021) Kłos et al. (2017a) 2021
NS+ He r28 10-305 Cabrera-González et al. (2018) Cabrera-González et al. (2018) 2018
NS+ He h40 10-305 Cabrera-González et al. (2018) Cabrera-González et al. (2018) 2018
NS+ o/p-H2 r15 5-50 Bop et al. (2022a) Bop et al. (2022a) 2019
NS+ p-H2 r24 5-100 Bop (2019) Bop (2019) 2019
NS+ p-H2 h67 10-100 Bop (2019) Bop (2019) 2019
OH He f46 5-350 Kłos et al. (2007) Lee et al. (2000) 2007
OH He f44 5-350 Kalugina et al. (2014) Kalugina et al. (2014) 2014
OH He h56 5-350 Marinakis et al. (2019) Kalugina et al. (2014) 2019
OH o/p-H2 f20 10-150 Kłos et al. (2017b) Ma et al. (2014) 2017
OH o/p-H2 h24 10-150 Kłos et al. (2020b) Ma et al. (2014) 2020
OD o/p-H2 h40 5-200 Dagdigian (2021a) Ma et al. (2014) 2021
OH H h24 5-500 Dagdigian (2022a) Alexander et al. (2004) 2022
O2 He f36 5-350 Lique (2010) Groenenboom & Struniewicz (2000) 2010
O2 o/p-H2 r7 5-150 Kalugina et al. (2012a) Kalugina et al. (2012a) 2012
PN He r31 10-300 Toboła et al. (2007) Toboła et al. (2007) 2007
PN p-H2 r40 10-300 Najar et al. (2017) Najar et al. (2017) 2017
SH He f60 5-350 Kłos et al. (2009) Cybulski et al. (2000) 2009
SiH+ He r11 5-200 Nkem et al. (2009) Nkem et al. (2009) 2009
SiO He r27 10-300 Dayou & Balança (2006) Dayou & Balança (2006) 2006
SiO He rv246 250-10000 Balança & Dayou (2017) Balança & Dayou (2017) 2017
SiO o/p-H2 rv47 5-1000 Yang et al. (2018b) Yang et al. (2018b) 2018
SiO(d) o/p-H2 r21 5-300 Balança et al. (2018) Balança et al. (2018) 2018
SiO(e) o/p-H2 r30 5-1000 Balança et al. (2018) Balança et al. (2018) 2018
SiS He r26 10-200 Vincent et al. (2007) Vincent et al. (2007) 2007
SiS He rv505 100-1500 Toboła et al. (2008) Toboła et al. (2008) 2008
SiS o/p-H2 r41 5-300 Kłos & Lique (2008) Kłos & Lique (2008) 2008

Continued on next page.
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Table B.3 – Continued from previous page.
Target Coll. Levels T (K) Ref PES Ref Year
SO He f31 5-50 Lique et al. (2005) Lique et al. (2005) 2005
SO He f91 60-300 Lique et al. (2006a) Lique et al. (2005) 2006
SO He rv236 300-800 Lique et al. (2006c) Lique et al. (2006c) 2006
SO o/p-H2 rv273 5-3000 Price et al. (2021) Yang et al. (2020) 2021
SO p-H2 r31 5-50 Lique et al. (2007) Lique et al. (2007) 2007

NOT RECOMMENDED (outdated)
CH+ He r11 20-200 Hammami et al. (2008a) Hammami et al. (2008a) 2008
CN p-H2 h73 5 - 100 Kalugina et al. (2012b) Kalugina et al. (2012b) 2012
CS p-H2 r21 20-300 Turner et al. (1992) Green & Chapman (1978) 1992
CS p-H2 r13 10-100 Green & Chapman (1978) Green & Chapman (1978) 1978
HCl He r8 10-300 Neufeld & Green (1994) Neufeld & Green (1994) 1994
HCl He h28 10-300 Neufeld & Green (1994) Neufeld & Green (1994) 1994
HD o/p-H2 r9 50-500 Flower (1999a) Schwenke (1988) 1999
SiO p-H2 r21 20-300 Turner et al. (1992) Turner et al. (1992) 1992
SiO p-H2 r20 10-300 Dayou & Balança (2006) Dayou & Balança (2006) 2006
SO p-H2 f70 50-350 Green (1994) Green (1994) 1994

Notes. The species in bold correspond to the systems added since 2012.(a) The transitions among the first two levels of the projectile are provided.
(b) In this dataset the projectile remains in its ground state. (c) The projectile’s transitions j=2-2 and j=2-0 are provided. (d) This SiO dataset
from Balança et al. (2018) uses the CC method. (e) This SiO dataset from Balança et al. (2018) uses the CS method.

Appendix B.4. Collisional data of triatomic species excited by heavy projectiles

Table B.4. List of triatomic collisional data.

Target Coll. Levels T (K) Ref PES Ref Year
RECOMMENDED

AlCN He r30 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
AlNC He r30 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
AlNC p-H2 r27 5-105 Urzúa-Leiva & Denis-Alpizar (2020) Urzúa-Leiva & Denis-Alpizar (2020) 2020
C3 He r6 5-15 Ben Abdallah et al. (2008) Ben Abdallah et al. (2008) 2008
C3 He rv23 10-155 Stoecklin et al. (2015) Denis-Alpizar et al. (2014) 2015
C3 o/p-H2 r11 5-50 Santander et al. (2022) Santander et al. (2022) 2022
C2H He h46 5-100 Spielfiedel et al. (2013) Spielfiedel et al. (2013) 2013
C2H o/p-H2 f41 5-500 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C2H o/p-H2 h38 5-100 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C2D o/p-H2 f31 5-200 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C2D o/p-H2 h55 5-100 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C13CH p-H2 h98 5-100 Pirlot Jankowiak et al. (2023a) Dagdigian (2018b) 2023
13CCH p-H2 h98 5-100 Pirlot Jankowiak et al. (2023a) Dagdigian (2018b) 2023
C2H− He r13 5-100 Dumouchel et al. (2012) Dumouchel et al. (2012) 2012
C2H− He r9 5-100 Gianturco et al. (2019) Dumouchel et al. (2012) 2019
C2N− He r16 5-100 Franz et al. (2020) Franz et al. (2020) 2020
C2O He f31 2-80 Khadri et al. (2022b) Khadri et al. (2022b) 2022
o-CH2 o/p-H2 h69 5-300 Dagdigian (2021b) Dagdigian (2021c) 2021
p-CH2 o/p-H2 r27 5-300 Dagdigian (2021b) Dagdigian (2021c) 2021
CO2 He r21 4-300 Godard Palluet et al. (2022) Godard Palluet et al. (2022) 2022
HCN He r26 5-500 Dumouchel et al. (2010) Toczyłowski et al. (2001) 2010
HCN p-H2 r13 5-100 Hernández Vera et al. (2014) Denis-Alpizar et al. (2013) 2014
HCN o/p-H2 r26 5-500 Hernández Vera et al. (2017) Denis-Alpizar et al. (2013) 2017
HCN o/p-H2 h34 5 - 500 Goicoechea et al. (2022) Denis-Alpizar et al. (2013) 2022
HCN p-t-H20 r8 5 - 150 Dubernet & Quintas-Sánchez (2019) Quintas-Sánchez & Dubernet (2017) 2019
HNC He r26 5-500 cDumouchel et al. (2010) Sarrasin et al. (2010) 2010
HNC o/p-H2 r11 5-100 Dumouchel et al. (2011) Dumouchel et al. (2011) 2011
HNC o/p-H2 r26 5-500 Hernández Vera et al. (2017) Dumouchel et al. (2011) 2017
HCO+ He r6 5-100 Tonolo et al. (2021) Tonolo et al. (2021) 2021
HCO+ o/p-H2 r22 10-200 Denis-Alpizar et al. (2020) Denis-Alpizar et al. (2020) 2020
DCO+ p-H2 r22 10-200 Denis-Alpizar et al. (2020) Denis-Alpizar et al. (2020) 2020
DCO+ p-H2 h31 5-300 Pagani et al. (2012) Monteiro (1985) 2012
HC17O+ p-H2 h33 5-100 Tonolo et al. (2022) Tonolo et al. (2022) 2022
HCO o/p-H2 h86 5-200 Dagdigian (2020b) Dagdigian (2020d) 2020
HCP p-H2 r11 10-70 Hammami et al. (2008c) Hammami et al. (2008c) 2008
HCP He r16 20-200 Hammami et al. (2008b) Hammami et al. (2008b) 2008
Continued on next page.
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Table B.4 – Continued from previous page.
Target Coll. Levels T (K) Ref PES Ref Year
HCS+ He r20 5-100 Dubernet et al. (2015) Dubernet et al. (2015) 2015
HCS+ p-H2 r31 5-100 Denis-Alpizar et al. (2022) Quintas-Sánchez et al. (2021) 2022
o/p-H2O He r10 2-3000 Yang et al. (2013) Patkowski et al. (2002) 1993
o/p-H2O He r45 20-2000 Green et al. (1993) Maluendes et al. (1992) 1993
p-H2O o/p-H2 r45 5-1500 Daniel et al. (2011) Valiron et al. (2008) 2011
o-H2O o-H2 r45 5-1500 Daniel et al. (2011) Valiron et al. (2008) 2011
o-H2O p-H2 r45 5-1500 Dubernet et al. (2009) Valiron et al. (2008) 2011
o/p-H2O p-H2 r97 10-2000 Żóltowski et al. (2021) Valiron et al. (2008) 2021
o/p-H2O o/p-t-H2 r45 20-2000 Faure et al. (2007a) Valiron et al. (2008) 2007
o/p-H2O t-H2 rv411 200 - 5000 Faure & Josselin (2008) Valiron et al. (2008) 2008
o/p-H2O H r45 5-1500 Daniel et al. (2015) Dagdigian & Alexander (2013) 2015
o/p-H2O t-H2O r59 100 - 800 Boursier et al. (2020) Boursier et al. (2020) 2020
o/p-H2O t-H2O r21/r22 5 - 1000 Mandal & Babikov (2023a) Jankowski & Szalewicz (2005) 2023
o/p-D2O p-H2 r6 5-100 Faure et al. (2012) Valiron et al. (2008) 2012
HDO He r34 50-500 Green (1989) Palma et al. (1988) 1989
HDO p-t-H2 r30 5 - 300 Faure et al. (2012) Valiron et al. (2008) 2012
HDO o-H2 r30 5 - 300 Faure et al. (2012) Valiron et al. (2008) 2012
o/p-H2S o/p-H2 r19 5 - 500 Dagdigian (2020a) Dagdigian (2020c) 2020
MgCN He r36 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
MgCN He f41 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
MgNC He r36 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
MgNC He f41 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
o/p-NH2 o/p-H2 r15 10-150 Bouhafs et al. (2017a) Li & Guo (2014) 1978
N2H+ He r7 5-50 Daniel et al. (2005) Daniel et al. (2004) 2005
N2H+ He h55 5-50 Daniel et al. (2005) Daniel et al. (2004) 2005
N2H+ p-H2 r26 5-500 Balança et al. (2020) Spielfiedel et al. (2015) 2020
N2H+ p-H2 h64 5-70 Lique et al. (2015) Spielfiedel et al. (2015) 2015
OCS p-H2 r13 10-100 Green & Chapman (1978) Green & Chapman (1978) 1978
OCS He r27 10-150 Flower (2001b) Higgins & Klemperer (1999) 2001
OCS Ar r21 5-400 Chefai et al. (2018) Chefai et al. (2018) 2018
o-SiC2 He r40 25-125 Chandra & Kegel (2000) Palma & Green (1987) 2000
SO2 He r50 25-125 Green (1995) Palma (1987) 1995
SO2 o/p-H2 r31 5-30 Cernicharo et al. (2011) Spielfiedel et al. (2009) 2011

NON-RECOMMENDED (mostly outdated)
C2H o/p-H2 h30 10-300 Dagdigian (2018a) Dagdigian (2018b) 2018
C2H p-H2 f17 5-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
C2H p-H2 h34 2-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
C2D p-H2 h49 2-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
C2D p-H2 f17 5-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
HCN He h13 10-30 Monteiro & Stutzki (1986) Green & Thaddeus (1974) 1986
HCN He r8 5-100 Green & Thaddeus (1974) Green & Thaddeus (1974) 1974
HCN p-H2 h31 5 - 100 Ben Abdallah et al. (2012) Ben Abdallah et al. (2012) 2012
HCO+ p-H2 r21 5-390 Flower (1999b) Monteiro (1985) 1999
HCS+ He r11 10-60 Monteiro (1984) Monteiro (1984) 1984
o/p-H2O o/p-H2 r5 20-140 Phillips et al. (1996) Phillips et al. (1994) 1996
N2H+ He r7 5-40 Green (1975) Green (1975) 1975

Notes.For H2O collisional data: t-H2, t-H2O means that H2, H2O are thermalised over para and ortho species (you should refer to the papers to see
how this is done); o/p-t-H2 or o/p-t-H2O means that H2 or H2O is thermalised over para-species only or ortho-species only. The species in bold
correspond to the systems added since 2012.
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Appendix B.5. Collisional data of species with more than 3 atoms excited by heavy projectiles

Table B.5. List of collisional datasets for molecules with more than three atoms.

Target Coll. Levels T (K) Ref PES Ref Year
RECOMMENDED

o/p c-C3H2 He r47/48 30-120 Chandra & Kegel (2000) Green et al. (1987) 2000
C3O He r31 5-150 Bop et al. (2022b) Khadri & Hammami (2019) 2022
C3S He r11 2-25 Sahnoun et al. (2020) Sahnoun et al. (2020) 2020
C4 He f30 5-50 Lique et al. (2010a) Lique et al. (2010a) 2010
C4H− o/p-H2 r30 5-100 Balança et al. (2021) Balança et al. (2021) 2021
C5 He r15 5-300 Chefai et al. (2021) Chefai et al. (2021) 2021
C5H+ He r16 5-100 Khadri et al. (2023) Khadri et al. (2023) 2023
C5O He r31 5-150 Bop et al. (2022b) Khadri et al. (2022a) 2022
C5S He r51 2-100 Khadri et al. (2020) Khadri et al. (2020) 2020
C6H He f122 5-100 Walker et al. (2018) Walker et al. (2018) 2018
C6H He h52 5-100 Walker et al. (2018) Walker et al. (2018) 2018
C6H− He r11 5-100 Walker et al. (2017) Walker et al. (2016) 2017
C6H− o/p-H2 r31 5-100 Walker et al. (2017) Walker et al. (2016) 2017
p-CH3CN He r75 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
o-CH3CN He r52 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
p-CH3NC He r63 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
o-CH3NC He r66 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
A/E-CH3OH He rt150 10-400 Rabli & Flower (2011) Pottage et al. (2002) 2011
A-CH3OH He r256, vt=0 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
A-CH3OH He r256, vt=1 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
A-CH3OH He r256, vt=2 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
E-CH3OH He r256, vt=0 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
E-CH3OH He r256, vt=1 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
E-CH3OH He r256, vt=2 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
A-CH3OH p-H2 r256, vt=0 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
A-CH3OH p-H2 r256, vt=1 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
A-CH3OH p-H2 r256, vt=2 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
E-CH3OH p-H2 r256, vt=0 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
E-CH3OH p-H2 r256, vt=1 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
E-CH3OH p-H2 r256, vt=2 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
CNCN He r30 5-150 Ndaw et al. (2021) Ndaw et al. (2021) 2021
o/p-H2CO He r40/r41 10-300 Green (1991) Garrison & Lester (1975) 1991
o-H2CO o/p-H2 r10 5-100 Troscompt et al. (2009) Troscompt et al. (2009) 2009
p-H3O+ o/p-H2 r21 10-300 Demes et al. (2022) Demes et al. (2020) 2022
o-H3O+ o/p-H2 r11 10-300 Demes et al. (2022) Demes et al. (2020) 2022
HC3N He r11 10-40 Wernli et al. (2007a,b) Wernli et al. (2007a,b) 2007
HC3N o/p-H2 r38 10-300 Faure et al. (2016) Wernli et al. (2007a) 2016
HC3N t-p-H2 r38 10-300 Faure et al. (2016) Wernli et al. (2007a) 2016
HC3N o/p-H2 h61 10-100 Faure et al. (2016) Wernli et al. (2007a) 2016
HC3N t-p-H2 h61 10-100 Faure et al. (2016) Wernli et al. (2007a) 2016
HNCCC o/p-H2 r30 5-80 Bop et al. (2021) Bop et al. (2019a) 2021
HCCNC o/p-H2 r30 5-80 Bop et al. (2021) Bop et al. (2019a) 2021
HMgNC He r14 5-200 Amor et al. (2021) Amor et al. (2021) 2021
HOCO+ He r25 10-30 Hammami et al. (2007) Hammami et al. (2004) 2007
HNCCN+ He r11 5-100 Bop et al. (2018) Bop et al. (2018) 2018
o/p-NH3 He r22/16 5-300 Machin & Roueff (2005) Hodges & Wheatley (2001) 2005
o/p-NH3 o/p-H2 r33/62 100-500 Demes et al. (2023) Maret et al. (2009) 2023
o/p-NH3 p-t-H2 r33/62 100-500 Demes et al. (2023) Maret et al. (2009) 2023
o/p-NH3 o/p-H2 r17/34 10-200 Bouhafs et al. (2017b) Maret et al. (2009) 2017
o/p-NH3 p-H2 r6/10 5-100 Maret et al. (2009) Maret et al. (2009) 2009
o/p-NH3 H r17/34 10-200 Bouhafs et al. (2017b) Li & Guo (2014) 2017
o/p-NH2D He r9 5-100 Machin & Roueff (2006) Hodges & Wheatley (2001)(a) 2006
o/p-NH2D p-H2 r79 5-300 Daniel et al. (2014) Maret et al. (2009) 2014
o/p-ND2H He r9 5-100 Machin & Roueff (2007) Hodges & Wheatley (2001)(a) 2007
o/p-ND2H p-H2 r16 5-50 Daniel et al. (2016) Maret et al. (2009) 2016
o/p/meta-ND3 p-H2 r16/r9/r9 5-50 Daniel et al. (2016) Maret et al. (2009) 2016

NON-RECOMMENDED (mostly outdated)
Continued on next page.
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Table B.5 – Continued from previous page.
Target Coll. Levels T (K) Ref PES Ref Year
HC3N He r21 10-80 Green & Chapman (1978) Green & Chapman (1978) 1978
HC3N p-H2 r51 10-100 Wernli et al. (2007a,b) Wernli et al. (2007a,b) 2007
o-NH3 p-H2 r9 15-300 Danby et al. (1986) Danby et al. (1986) 1986
p-NH3 p-H2 r16 15-300 Danby et al. (1987) Danby et al. (1986) 1987
o/p-NH3 p-H2 r17/24 15-300 Danby et al. (1988) Danby et al. (1986) 1988

Notes. The species in bold correspond to the systems added since 2012. (a)The PES of Hodges & Wheatley (2001) was adapted by Machin & Roueff
(2006) and Machin & Roueff (2007) to account for the isotopic shift.

Appendix C: Figures
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Fig. C.1. Rotational rate coefficients of para-H2 and ortho-H2 by H reported by Forrey et al. (1997) (dash-dotted lines), Flower & Roueff (1998b)
(dashed lines), and Lique et al. (2012) (solid lines). Rotational transitions of H2 are labelled as ji → j f .
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ABSTRACT

The NH and ND radicals are of key importance in the comprehension of nitrogen chemistry and the enhancement of deuterated
molecules in the interstellar medium. Observations by space telescopes yield spectra that can resolve the fine and hyperfine structure
of these radicals, a consequence of the electronic and magnetic interactions of nitrogen, hydrogen, and deuterium nuclei. Accurate rate
coefficients, induced by collisions with H2, are required to interpret spectra of these radicals. We report the first rate coefficients for
fine and hyperfine transitions of NH and ND in collision with both ortho- and para-H2. Based on a recent four-dimensional potential
energy surface, fine-structure resolved cross sections and rate coefficients are computed with the time-independent close-coupling
method over a temperature range of 5–300 K. Our calculations include the first 25 energy levels of NH and ND. Hyperfine resolved
cross sections and rate coefficients are determined using the infinite-order sudden (IOS) approximation between 5 and 200 K for NH
and 100 K for ND. We consider the first 71 and 105 energy levels of NH and ND, respectively. General propensity rules are discussed.
We found a significant isotopic substitution effect in the rate coefficients. In addition, the rate coefficients for collisions with H2 are
larger than those with He by a factor of up to 5, leading to lower critical densities for collisional excitation with H2 than He. The impact
of the new set of collisional data has been investigated in simple radiative transfer models of the NH emission seen toward the Orion
Bar and the ejecta of the η Carinae binary star. We observed significant differences by a factor of 5 between the presently determined
column densities for NH compared to those from the literature using He as a collider.

Key words. astrochemistry – molecular data – molecular processes – radiative transfer – scattering

1. Introduction

Nitrogen hydrides are key species in the formation of complex
nitrogen-bearing molecules observed in the interstellar medium
(ISM; Gerin et al. 2016). An accurate determination of the
abundances of these species is essential for understanding nitro-
gen chemistry, which remains a subject of ongoing exploration
(Bacmann et al. 2016). Among nitrogen hydrides, the NH radical
is of particular interest since it is an important intermediate in the
synthesis of heavier molecules (Bacmann et al. 2010; Gerin et al.
2016). Observations of NH were first reported in comets (Swings
et al. 1941) and stellar atmospheres (Schmitt 1969; Lambert &
Beer 1972). Meyer & Roth (1991) detected NH in the ISM in
ζ Per and HD 27778 diffuse clouds through the A3Π–X3Σ UV
absorption band. The high rotational constant of NH leads to
rotational lines in the submillimeter frequency range (≳1 THz),
making ground-based observations not suitable for detecting
rotational transitions. Thanks to the Infrared Space Observatory
(ISO), Cernicharo et al. (2000) and Goicoechea et al. (2004)
reported the first detection of far-infrared fine-structure compo-
nents 23 → 12 and 22 → 11 toward the Sgr B2 dense molecular
cloud.

From the first detection of NH, large divergences between
the determined abundances from observations and those pre-
dicted by chemical models were pointed out (Wagenblast et al.
1993). The much higher spectral resolution observations with
the heterodyne receiver HIFI on board the Herschel space tele-
scope led to the suggestion that the formation of NH in cold

molecular clouds and prestellar cores may occur through disso-
ciative recombination of N2H+ (Hily-Blant et al. 2010; Dislaire
et al. 2012; Le Gal et al. 2014) in addition to the well known
N+ + H2 reaction followed by dissociative recombination. Vari-
ous models confirmed the poor understanding of the NH abun-
dance and other nitrogen hydrides despite the many observations
in the solar-mass Class 0 protostar IRAS 16293-2422 (Bacmann
et al. 2010; Hily-Blant et al. 2010), in the H II region G10.6-0.4
(W31; Persson et al. 2012), the star-forming region W49N
(Persson et al. 2012), the binary star η Carinae, and the
Homunculus nebula (Gull et al. 2020). Goicoechea & Roncero
(2022) recently detected NH emission lines toward the Orion
Bar photodissociation region (PDR), where their modeling based
on state-specific rate coefficients calculations for the N + H2(v)
→ NH + H reaction lead to an enhancement of the NH col-
umn density by a factor ∼25 compared to chemical models using
thermal rate coefficients and showing better agreement with
observations. The study revealed the importance of UV-pumped
vibrationally excited H2 in the formation of NH in strongly
UV-irradiated molecular clouds.

The deuterium fractionation is also a fundamental parameter
of the study of the ISM. It is well known that the abundance ratio
between a deuterated molecule and its hydrogenated counterpart
can deviate by several orders of magnitude from the elemen-
tal ratio [D]/[H] ∼ 2 × 10−5 (Linsky et al. 2006) depending
on the molecule and on the source. High degrees of molecu-
lar deuteration have been observed in various cold environments
(Ceccarelli et al. 1998; Caselli et al. 2003; Bacmann et al. 2003).
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In this context, the study of the ND radical is of interest to
infer the deuterium enhancement in the chemistry of nitrogen
hydrides. Bacmann et al. (2010) reported the first detection
of ND in IRAS 16293-2422 resolving the hyperfine multiplet
of the 1 → 0 rotational line and deriving an abundance ratio
[ND]/[NH] ≥ 30%. Bacmann et al. (2016) also detected ND
toward the 16293E prestellar core and confirmed the high degree
of deuteration of the NH radical.

At low densities, the determination of molecular abundances
cannot be achieved assuming local thermodynamic equilibrium
(LTE). The computation of reliable state-to-state rate coefficients
of NH and ND induced by collisions with the main collider
H2 in molecular clouds is required. Interactions of the molec-
ular electronic spin and nuclear spin of the nitrogen and the
hydrogen or deuterium atoms to the molecular rotation leads to
a large number of energy levels to consider in scattering cal-
culations. In addition, the inclusion of the internal structure of
H2 requires a large number of channels to consider in quan-
tum dynamical calculations that are not achievable with current
computational resources. There are presently no collisional data
reported about fine and hyperfine resolved rate coefficients for
NH and ND in collision with both ortho- and para-H2. Because
of this lack of data, Bacmann et al. (2016) used scaled NH/ND–
He hyperfine rate coefficients computed by Dumouchel et al.
(2012) to model molecular spectra. In addition, Goicoechea &
Roncero (2022) scaled fine-structure NH–He rate coefficients
from Toboła et al. (2011). These estimations of NH–H2 rate coef-
ficients may not be accurate enough, especially in the case of
light hydrides. Hyperfine line-overlap and opacity effects may
also lead to subtle radiative effects and anomalous hyperfine line
emission (Goicoechea et al. 2022).

To date, only a few investigations have reported hyperfine
resolved rate coefficients for collisions involving a molecule
possessing two nonzero nuclear spins such as N2H+–He
(Daniel et al. 2005), NH/ND–He (Dumouchel et al. 2012), or
13CCH/C13CH–para-H2 (Pirlot Jankowiak et al. 2023). Because
NH is detected in both cold and warm astrophysical environ-
ments, it is essential to take into account explicitly the internal
structure of H2 in the scattering calculations. This work aims
to fill this objective by providing fine and hyperfine resolved
rate coefficients for NH and ND in collisions with molecular
hydrogen (both ortho- and para-H2). Fine-structure calculations
are achieved with the close-coupling (CC) method, while the
infinite-order sudden (IOS) approximation (Faure & Lique 2012;
Lanza & Lique 2014) is employed to overcome the computational
challenges posed by the inclusion of the hyperfine structure in
the scattering calculations. The paper is organized as follows.
Section 2 presents the potential energy surface (PES) used in
this work. Details about the treatment for the ND isotopolog is
also highlighted. Section 3 describes the scattering formalism for
the obtention of both fine- and hyperfine-structure resolved rate
coefficients. Fine-structure results are presented and discussed.
Then hyperfine resolved rate coefficients are presented. Section 4
presents an illustration of the impact of the new computed rate
coefficients in a simple radiative transfer modeling under non-
LTE conditions. A summary of the work and our conclusions
are presented in Sect. 5.

2. Potential energy surface

In this work we use the four-dimensional PES computed by
Pirlot Jankowiak et al. (2021, hereafter Paper I). Ab initio cal-
culations were done for 33 516 geometries with the explicitly

Fig. 1. Description of the NH–H2 and ND–H2 complexes in Jacobi
coordinates. Unprimed and primed coordinates relate to NH and ND,
respectively.

correlated coupled cluster single, double, and a perturbative
treatment of triple excitations [RCCSD(T)-F12a] (Knizia et al.
2009) using the MOLPRO software (Werner et al. 2020). The
augmented correlation-consistent polarized valence triple zeta
(aug-cc-pVTZ) basis set (Dunning 1989) was used and the coun-
terpoise scheme of Boys & Bernardi (1970) was considered to
take into account the basis set superposition error.

This PES is provided as a function of the Jacobi coordinate
system. The origin of this coordinate system lies at the center of
mass of NH, with the intermolecular separation between NH and
H2 centers of mass denoted as the vector R, aligned along the z-
axis. The rotational motion of NH around the R axis is described
by the angle θ1, while the angles (θ2, ϕ) specify the orientation
of H2 (see Fig. 1).

In this PES, both NH and H2 are treated as rigid rotors. We
consider the internuclear distances taken in the average of the
vibrational ground state for both species, with rNH = 1.958a0
and rHH = 1.449a0 (Huber & Herzberg 1979).

To make this PES suitable for time-independent quan-
tum scattering calculations, the analytical representation of the
potential was done in terms of bispherical harmonics, given by

V(R, θ1, θ2, ϕ) =
∑

l1l2l

vl1l2l(R)A(θ1, θ2, ϕ) (1)

A(θ1, θ2, ϕ) =

√
2l + 1

4π

[ (
l1 l2 l
0 0 0

)
Pl10(θ1)Pl20(θ2)

+2
min(l1, l2)∑

m=1

(
l1 l2 l
m −m 0

)

×Pl1m(θ1)Pl2m(θ2) cos(mϕ)
]
. (2)

Here Plm denotes associated Legendre polynomials, and (. . . )
represents 3j-Wigner symbols; l1, l2, and l are defined such that
|l1 − l2| < l < l1 + l2. Then, the expansion coefficients vl1l2l(R)
are determined through a least-squares fitting procedure, setting
lmax
1 = 10 and lmax

2 = 4 and resulting in a total of 86 terms for
subsequent scattering calculations.

The global minimum was found to be De = 149.10 cm−1 cor-
responding to a linear geometry characterized by R = 6.30a0,
θ1 = 180°, θ2 = 0°, and ϕ = 0°, where one hydrogen atom
is oriented toward the nitrogen end. Additionally, a secondary
minimum was observed for a T-shaped geometry with R =
6.77a0, θ1 = 0°, θ2 = 90°, and ϕ = 0°, exhibiting a well depth
De = 109.52 cm−1. This PES has undergone validation, dis-
playing good agreement between bound state calculations and
experimental measurements from Fawzy et al. (2005).

The deuteration of NH yields the ND molecule by a dis-
placement of the center of mass of δr = −0.1149a0 toward the
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Fig. 2. First expansion coefficients vl1l2l(R) for the NH–H2 (solid) and
ND–H2 (dashed) collisional systems.

deuterium end. To assess the interaction potential for the ND–
H2 complex, we introduce new coordinates (R′, θ′1) and transform
the primary isotopolog coordinates as follows:

R′ =
√

R2 + δr2 + 2Rδr cos(θ1), (3)

θ′1 = cos−1
(

R cos(θ1) − δr
R′

)
. (4)

Within the rigid rotor approximation, we assume that the
bond lengths for NH and ND remain identical. Notably, we found
that the transformation of the (θ2, ϕ) angles have no impact on the
dynamics calculations and was not necessary. In order to obtain
an analytical representation suitable for scattering calculations,
a Gauss-Legendre quadrature procedure was performed for 588
geometries from the transformed NH–H2 PES with lmax

1 = 10
and lmax

2 = 4.
Figure 2 displays the first radial coefficients vl1l2l(R) for both

NH–H2 and ND–H2 complexes. The most significant difference
arises from the v101 term. This term exhibits a lower magnitude
for the ND–H2 PES than the NH–H2 PES, indicating a more pro-
nounced odd anisotropy for the NH–H2 complex. This effect was
already seen for the NH/ND–He collisional systems in the study
of Dumouchel et al. (2012). We anticipate that the incorporation
of these radial coefficients in scattering calculations will lead to
differences in cross sections between the two isotopologs.

3. Scattering calculations

3.1. Fine-structure excitation

The NH and ND radicals are both open-shell molecules, and
possess a nonzero electronic spin S = 1. This is coupled to the
spin-free rotational angular momentum n1 such that

j1 = n1 + S,

where j1 is the total rotational angular momentum of the target.
Then, in the 3Σ− ground electronic state, the NH and ND rota-
tional levels are split by spin-rotation and spin-spin interaction.
In the intermediate coupling scheme, the wave function can be
defined for j1 ≥ 1 as (Gordy & Cook 1984)

|F1 j1m⟩ = cos(α)| j1 − S , j1m⟩ + sin(α)| j1 + S , j1m⟩
|F2 j1m⟩ = | j1, j1m⟩ (5)
|F3 j1m⟩ = − sin(α)| j1 − S , j1m⟩ + cos(α)| j1 + S , j1m⟩

Table 1. Spectroscopic constants of NH and ND radicals in their 3Σ−

electronic state.

Parameters(a) NH (b) ND (c)

B0 16.343 8.782
D0 1.703 ×10−4 4.880 ×10−4

γ0 −5.485 ×10−2 −2.947 ×10−2

λ0 0.920 0.919
µD 1.39 (d) 1.39

Notes. (a)The values of the parameters are given in cm−1. (b)Flores-
Mijangos et al. (2004). (c)Takano et al. (1998). (d)The value of µD is
given in Debye (Keun Park & Sun 1993).

where |n1, j1m⟩ denotes the wave function in a pure Hund’s case
(b), and α is the angle arising from the diagonalization of the
molecular Hamiltonian. In the pure Hund’s case (b) limit (α →
0), the Fi labels are associated with n1 = j1 − S for F1 and n1 =
j1 + S for F3. For simplicity, fine-structure levels are labeled as
n1, j1

corresponding to the pure Hund’s case (b) limit, although
all calculations were done in the intermediate coupling scheme.
In the CC approach, the NH or ND angular momentum couples
with the rotational angular momentum j2 of the H2 collider to
form the resultant sum j12. This couples to the orbital angular
momentum L to yield the total angular momentum J:

j12 = j1 + j2 J = j12 + L.

This is the general approach used to compute fine-structure
resolved cross sections with the CC procedure.

By the resolution of the CC equations, it is possible to
determine fine-structure state-to-state cross sections defined as

σCC
n1 j1 j2→n′1 j′1 j′2

=
π

k2
n1 j1 j2

[ j1][ j2]

∑

JLL′
[J]|T J

n1 j1 j2 j12L,n′1 j′1 j′2 j′12L′ |2, (6)

where k2
n1 j1 j2

is the wave vector of the initial state, [X] ≡ (2X + 1)
and T J

n1 j1 j2 j12L,n′1 j′1 j′2 j′12L′ are the T -matrix elements (i.e., the solu-
tions of the CC equations). The rate coefficient from an initial
state (n1 j1 j2) to a final state (n′1 j′1 j′2) can be obtained by integrat-
ing the CC cross section in Eq. (6) over a Maxwell-Boltzmann
distribution of the collisional energy Ec:

kCC
n1 j1 j2→n′1 j′1 j′2

(T ) =
(

8
πµ(kBT )3

)1/2

×
∫ ∞

0
σCC

n1 j1 j2→n′1 j′1 j′2
(Ec)Ece−Ec/kBT dEc (7)

with µ the reduced mass of the collisional system and kB the
Boltzmann constant.

Details of the scattering calculations can be found in
Appendix A. The spectroscopic parameters used in fine-structure
calculations for NH and ND are summarized in Table 1. The
scattering calculations were done using the HIBRIDON package
of programs (Alexander et al. 2023).

3.2. Results

Figures 3 and 4 illustrate the temperature dependence of the fine-
structure resolved rate coefficients for NH and ND in collision
with ortho- and para-H2. The magnitude of the rate coefficients
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Fig. 3. Temperature dependence of fine-structure resolved de-excitation
rate coefficients for NH in collision with para-H2 (solid) and ortho-
H2 (dashed). The fine-structure conserving transitions (∆n1 = ∆ j1)
are presented in the top panel; the fine-structure changing transitions
(∆n1 , ∆ j1) are shown in the bottom panel.

Fig. 4. Temperature dependence of fine-structure resolved de-excitation
rate coefficients for ND in collision with para-H2 (solid) and ortho-
H2 (dashed). The fine-structure conserving transitions (∆n1 = ∆ j1)
are presented in the top panel; the fine-structure changing transitions
(∆n1 , ∆ j1) are shown in the bottom panel.

Fig. 5. Fine-structure resolved rate coefficients at 50 K for NH (top) and
ND (bottom) de-excitations out of the n1, j1

= 8 j1
rotational level.

can vary up to a factor of 3 between low and high temperatures.
In addition, most of the rate coefficients for transitions induced
by ortho-H2 are larger than those induced by para-H2 by a fac-
tor of 3–10. This behavior arises due to the contributions of
radial coefficients vl1l2l to the coupling between energy levels in
scattering calculations. Specifically, ortho-H2 collisions involve
coefficients with l2 = 0, 2, whereas para-H2 collisions only con-
sider coefficients with l2 = 0. The ortho-H2 collisions are then
characterized by enhanced anisotropy for j2 > 0 in the PES and
tend to yield larger rate coefficients than for para-H2 collisions,
a well-known trend in neutral collisional systems involving H2
(Kalugina & Lique 2015; Desrousseaux et al. 2021; Demes et al.
2023).

As previously reported in Paper I, NH–ortho-H2 collisions
exhibit larger rate coefficients for odd ∆n1 transitions compared
to NH–para-H2 collisions. This is related to the magnitude of the
v121 radial coefficient, which has a greater intensity compared
to those with l2 = 0 and provides a larger contribution in the
coupling terms of the CC equations. A similar behavior is also
observed for collisions involving ND.

Furthermore, Figs. 3 and 4 display that fine-structure
conserving transitions (∆n1 = ∆ j1) dominate over fine-
structure changing transitions (∆n1 , ∆ j1). Alexander
& Dagdigian (1983) already investigated this propen-
sity rule. This rule implies that the electronic spin acts
as a spectator during collisions, conserving its projec-
tion, due to the absence of electronic spin dependence in
the potential energy surface. The rule can be seen clearly
in Fig. 5.

It is interesting to have a look at the impact of the isotopic
substitution on the rate coefficients. Figure 6 compares rate coef-
ficients for NH and ND in collisions with ortho- and para-H2.
The ND transitions exhibit rate coefficients that are nearly three
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Fig. 6. Systematic comparison between NH and ND rate coefficients at
10 and 150 K. The top panel shows ortho-H2 collisions, where the green
dashed lines quantify deviations by a factor of 3. The bottom panel is
related to para-H2 collisions and the green dashed lines present differ-
ences of a factor of 5.

times larger than NH transitions for ortho-H2 collisions, a dis-
parity that jumps to a factor of 5 for para-H2 collisions. This
discrepancy arises from the displacement of the center of mass
between NH–H2 and ND–H2 PESs and differences in NH and
ND spectroscopic parameters (see Table 1). Similar isotopic dif-
ferences have been observed in various collisional systems, par-
ticularly with light molecules such as NH/ND–He (Dumouchel
et al. 2012) and OH/OD–H2 (Dagdigian 2021). These differ-
ences become less pronounced for heavier molecules, as seen
in HCO+/DCO+–H2 (Denis-Alpizar et al. 2020).

When collisional data involving H2 are not available, it is
customary to use He as a proxy to estimate rate coefficients for
the para-H2( j2 = 0) collider, based on the assumption that their
cross sections are similar. Both He and para-H2( j2 = 0) possess
two valence electrons and have a spherical shape. For NH or ND
collisions, a mass-scaling relation can be used to model para-H2
with He

kX–para-H2
(T ) ∼

(
µX–He

µX–para-H2

)1/2

kX–He(T ), (8)

where X is either NH or ND.

Figure 7 displays the discrepancies between fine-structure
rate coefficients computed in this work with those available from
Dumouchel et al. (2012).1 Specifically, we compare NH and ND
1 Ramachandran et al. (2018) published more recent data about the
NH–He complex that are consistent with those of Dumouchel et al.
(2012), but did not provide fine-structure rate coefficients for the
ND–He complex.

Fig. 7. Comparison between the present fine-structure resolved rate
coefficients for NH and ND in collision with para-H2 and those in
collision with He done by Dumouchel et al. (2012). The dashed lines
represent deviations of the data of a factor of 5.

in collision with para-H2 and scaled-He. In the case of NH,
substantial differences are observed. The para-H2 rate coeffi-
cients are larger than those of He by more than a factor of 5,
particularly at low temperatures (T ≤ 50 K). Some transitions
can exhibit larger deviations even at higher temperatures, show-
ing a strong temperature-dependence between the datasets. A
similar behavior is observed in the case of ND. This could be
explained by the contrasts in the interaction potentials. The PES
calculated for NH–He by Cybulski et al. (2005) presents a well
depth smaller by a factor ∼7 compared to the NH–H2 PES com-
puted in Paper I. This difference leads to larger cross sections for
para-H2 collisions. As a conclusion, He is an unsuitable tem-
plate for para-H2( j2 = 0) collisions, necessitating the explicit
computation of these rate coefficients.

3.3. Hyperfine-structure excitation

Additional energy splittings occur for NH and ND due to the
presence of the nuclear spins of the hydrogen, deuterium, and
nitrogen atoms, IH = 1/2, ID = 1, and IN = 1, respectively.
These spins couple to the rotational quantum number, as

F1 = j1 + IH/D F = F1 + IN

with F1 and F being the rotational quantum numbers includ-
ing nuclear spins of the targeted isotopolog. Such splittings are
generally small (10−3–10−4 cm−1) due to the magnitude of the
possible electric quadrupole and magnetic moments. In the case
of NH, each rotational level (n1 > 2) possesses 18 hyperfine com-
ponents except for n1 = 0,1,2, which have respectively 5, 13, and
17 hyperfine energy levels. For ND these splittings lead to 27
levels for n1 > 2 and 7, 19, and 26 levels for n1 = 0,1,2.
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Collisional excitation between two molecules is a computa-
tional challenge, particularly in calculations involving open-shell
molecules with two nonzero nuclear spins. The computational
cost of scattering calculations becomes prohibitive with our cur-
rent computational resources, due to the extensive number of
channels that must be considered. For NH and ND, our objec-
tive is to provide hyperfine rate coefficients up to 200 K, taking
into account energy levels up to 326 cm−1 for NH and up to
100 K with energy levels up to 176 cm−1 for ND. Achieving this
goal entails accounting for 71 energy levels in the case of NH
and 105 for ND. To account both the nuclear spins of the target
and the internal structure of the collider, the IOS limit is tested
and used.

3.3.1. Infinite-order sudden limit approach

It is possible to estimate state-to-state hyperfine resolved rate
coefficients only by considering the fine-structure rate coeffi-
cient (kCC

n1 j1 j2→n′1 j′1 j′2
) out of the fundamental energy level. Based

on several works (Alexander 1982; Orlikowski 1985; Lanza &
Lique 2014), the hyperfine resolved rate coefficient for a 3Σ elec-
tronic state molecule in collision with ortho- and para-H2 can
be written for an initial state i = (n1 j1F1F j2) to a final one
f = (n′1 j′1F′1F′ j′2) as (see details in Appendix B)

kIOS-p
i→ f (T ) = [n1n′1 j1 j′1F1F′1F′ j′2]

∑

λ1λ2

[λ1]
λ1 + 1

(
n′1 λ1 n1
0 0 0

)2

×
(

j′2 λ2 j2
0 0 0

)2 {
n′1 n1 λ1
j1 j′1 S

}2

×
{

j1 j′1 λ1
F′1 F1 IX

}2 {
F1 F′1 λ1
F′ F IN

}2

× kCC
100→λ1+1,λ1,λ2

(T ) (9)

kIOS-o
i→ f (T ) = [n1n′1 j1 j′1F1F′1F′ j′2]

∑

λ1λ2

[λ1]
λ1 + 1

[λ2]
λ2 + 1

×
(

n′1 λ1 n1
0 0 0

)2 (
j′2 λ2 j2
0 0 0

)2 {
n′1 n1 λ1
j1 j′1 S

}2

×
{

j1 j′1 λ1
F′1 F1 IX

}2 {
F1 F′1 λ1
F′ F IN

}2

× kCC
101→λ1+1,λ1,λ2+1(T ), (10)

where [abc. . . ] ≡ (2a+1)(2b+1)(2c+1) . . . , λ1, λ2 are chosen so
that | j1 − j′1| ≤ λ1 ≤ j1 + j′1 and | j2 − j′2| ≤ λ2 ≤ j2 + j′2, X ≡ H or
D. Moreover, IOS-p stands for collisions with para-H2, whereas
IOS-o stands for ortho-H2 collisions. Equations (9) and (10) are
used considering NH and ND in a pure Hund’s case (b) limit.
It should be noted that the rate coefficient can be replaced by
the cross section for IOS calculations. Equations (9) and (10)
can also be used by considering de-excitations rate coefficients
through the detailed balance:

kCC
100→λ1+1,λ1,λ2

(T ) = [λ1][λ2]kCC
λ1+1,λ1,λ2→100(T ), (11)

kCC
101→λ1+1,λ1,λ2+1(T ) =

[λ1][λ2 + 1]
3

kCC
λ1+1,λ1,λ2+1→101(T ). (12)

It is worth noting that the gap between hyperfine energy lev-
els remains relatively small compared to the collisional energies
involved. Consequently, it is reasonable to anticipate that the

IOS limit can provide reliable predictions for hyperfine resolved
transitions. Then, the scaling relation can be used, first intro-
duced by Neufeld & Green (1994, hereafter NG) as

kNG
n1 j1F1F j2→n′1 j′1F′1F′ j′2

(T ) =
kIOS

n1 j1F1F j2→n′1 j′1F′1F′ j′2
(T )

kIOS
n1 j1 j2→n′1 j′1 j′2

(T )
kCC

n1 j1 j2→n′1 j′1 j′2
(T ).

(13)

This relation is constructed so that the summation of the rate
coefficients over the final hyperfine labels for a given transition
gives the CC fine-structure rate coefficient:
∑

F′1F′
kNG

n1 j1F1F j2→n′1 j′1F′1F′ j′2
(T ) = kCC

n1 j1 j2→n′1 j′1 j′2
(T ). (14)

One can see that using Eq. (13) implies that the calculation of
quasi-elastic transitions (i.e., n1 = n′1, j1 = j′1 and with F1 , F′1
and F , F′) requires the determination of fine-structure elas-
tic transitions. However, these transitions are usually difficult to
converge. In the following we provide quasi-elastic transitions
without the NG correction and only using the IOS limit through
Eqs. (9) and (10). In addition, the presence of 3j and 6j Wigner
coefficients involves strict propensity rules. In particular, the 3j
coefficient sets all hyperfine rate coefficients to zero for the case
where n1 = n′1 = 0. The corresponding rate coefficients are only
nonvanishing for hyperfine elastic transitions, which are beyond
the scope of this work.

3.3.2. Validation of the IOS approach

The IOS approximation described previously can be tested and
compared with the recoupling approach. This reference method,
for hyperfine treatment can be found in detail in Alexander &
Dagdigian (1985), among others. This comparison is applied
to the NH–H2 and ND–H2 collisional systems, but taking into
account only the nuclear spin of the hydrogen (or the deuterium).
The IOS approach was tested for several cross sections at two
different collisional energies.

Figure 8 displays a comparison of cross sections computed
using the NG correction and the recoupling approach for NH and
ND in collision with both ortho- and para-H2. Quasi-elastic tran-
sitions, calculated with the IOS approximation, are also included
in these plots. Of all the tested collisional systems, the figure
shows that most of the largest transitions match almost perfectly
those obtained with the recoupling approach. It is possible to
quantify the discrepancies between methods by introducing the
weighted mean error factor (WMEF; Loreau et al. 2018),

WMEF =

∑
i f σ

rec
i→ f ri

∑
i σ

rec
i→ f

, (15)

with σrec
i→ f being the hyperfine cross section obtained with the

recoupling approach, ri = max(σrec
i→ f /σ

NG
i→ f ,σNG

i→ f /σ
rec
i→ f ). Larger

discrepancies are observed for low collisional energies, while
most transitions exhibit better agreement at higher energies. For
para-H2 collisions, the WMEFs remain of the same order of
magnitude for NH and ND, regardless of the energy. The inclu-
sion of quasi-elastic transitions has minimal impact in this case.
Among all the tested collisional systems, ortho-H2 collisions dis-
play the most noticeable deviations, mostly due to the inclusion
of quasi-elastic transitions, which are among the most divergent
transitions in terms of intensity. However, it is interesting to note
that, with the exception of these transitions, the NG correction
performs surprisingly well in the case of ortho-H2 collisions.
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Fig. 8. Comparison between the NG correction and the recoupling approach for NH (top) and ND (bottom) cross sections for collisions with ortho-
(left) and para-H2 (right). Cross sections are displayed for collisional energies of 50 and 200 cm−1. Quasi-elastic transitions computed in the IOS
limit are also present. The dashed lines represent deviations of the data of a factor of 2.

3.3.3. NH–H2 and ND–H2 rate coefficients

Figure 9 displays the propensity rules discussed in Sect. 3.1
and applied here to the hyperfine rate coefficients computed
through the IOS approach using Eqs. (9), (10), and (13). Among
all collisional systems, the strong propensity rule governing
∆n1 = ∆ j1 = ∆F1 = ∆F transitions is found. This rule can be
explained by vector coupling arguments. Given the indepen-
dence of nuclear spins from the potential, they remain spec-
tators during the collision, and they cannot be reoriented. As
in Sect. 3.1, ortho-H2 collisions are governed by the odd ∆n1
propensity rule, except for NH for ∆F1 , ∆F transitions, where
this rule stands for para-H2 collisions. These trends are well
known for various types of systems having one or two nuclear
spins (Daniel et al. 2004; Dumouchel et al. 2012; Kalugina &
Lique 2015; Lique et al. 2016; Kłos et al. 2020; Lara-Moreno
et al. 2021; Ndaw et al. 2021; Godard Palluet & Lique 2024).

4. Rotational excitation of NH in the ISM

Detections of several NH fine-structure lines in the ejecta of the
massive binary star η Carinae have been reported by Gull et al.
(2020). Additionally, Goicoechea & Roncero (2022) detected
the submillimeter 12 → 01 fine-structure line in the Orion Bar
PDR. To our knowledge, these are the only two sources where
NH rotational lines are observed in emission, while all other
previous detections report absorption lines. In both studies,
modeling based on accurate NH–H2 collisional data was not
possible because of the lack of these data. In the absence of
rate coefficients for NH–H2 collisions, astrophysical modeling
relied on He collisional data using the scaling relation given by
Eq. (8) or based on crude estimation when even these data are
missing.

Fig. 9. Hyperfine rate coefficients of NH (top) out of the (n1 = 4, j1 =
5, F1 = 5.5, F = 6.5) level and ND (bottom) out of the (n1 = 4, j1 =
5, F1 = 5, F = 6) level at 50 K as a function of the variation in the
rotational angular momentum n1. The solid lines stand for para-H2 col-
lisions and the dashed lines for ortho-H2 collisions. The ∆F1 = ∆F − 2
and ∆n1 = ∆ j1 − 2 transitions are represented by triangles, whereas the
∆F1 = ∆F − 1 and ∆n1 = ∆ j1 − 1 transitions are represented by squares.
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Fig. 10. Evolution of the critical density of NH with the temperature for
the fine-structure components of the 1 → 0 line. The solid lines stand
for NH–H2 rate coefficients, whereas the dashed lines stand for NH–He
coefficients.

In the following discussions, we focus on the three fine-
structure lines 10 → 01 (946 GHz), 12 → 01 (974 GHz) and 11 →
01 (1000 GHz) detected by the Herschel/SPIRE survey in the
study of Gull et al. (2020) and later toward the Orion Bar PDR
with the Herschel/HIFI spectrometer by Goicoechea & Roncero
(2022). We carried out simple radiative transfer modeling to
assess the impact of the new NH–H2 rate coefficients in com-
parison to scaled NH–He data. We explored the impact of the
new NH–H2 rate coefficients in modeling for typical conditions
of these two environments with the RADEX non-LTE radiative
transfer model using the escape probability approximation (Van
der Tak et al. 2007) .

4.1. General features: Critical densities and background
continuum

A useful parameter for qualitatively understanding the excitation
behavior of molecular lines is the critical density nul

cr(T ) from an
upper level u to a lower one l, describing the gas density where
radiative and collisional processes are in competition. Using the
new fine-structure NH–H2 rate coefficients, we estimated these
critical densities to be

nul
cr(T ) =

∑
i<u Aui∑

u,i kui(T )

=

∑
i<u Aui

∑
u,i

[ OPR
1+OPRkortho−H2

ui (T ) + 1
1+OPRkpara−H2

ui (T )
] ,

(16)

where OPR is the ortho-to-para-H2 ratio assuming a thermalized
distribution of the rotational population of H2. We note, however,
that the OPR can be out of equilibrium in various astrophysical
environments, and can reach ∼10−3 at low temperatures (Faure
et al. 2019). The Aul are the fine-structure computed Einstein
coefficients for NH radiative transitions (see Appendix C). These
critical densities are compared to those computed with NH–He
rate coefficients, also using Eq. (16), excluding the ortho-H2
term and the OPR.

Figure 10 displays the critical density ncr for each fine-
structure component of the 1 → 0 rotational line. Due to the
high rotational constant of NH, Einstein coefficients correspond-
ing to these lines are large, of the order of Aul ∼ 10−3–10−2 s−1.
This is why the computed critical densities are high compared
to the density of molecular clouds (n(H2) ∼ 103–106 cm−3). At
very low temperature, a very high gas density is needed to reach
the LTE regime. In this case, most of the excitation is due to

Fig. 11. Dependence of the excitation temperature of the 1 → 0 rota-
tional line on the gas density. The solid lines stand for NH–H2 rate
coefficients, whereas the dashed lines stand for NH–He coefficients.

radiative processes (i.e., when inelastic collisions do not domi-
nate) and NH can be easily detected in absorption toward strong
submillimeter continuum sources. It can be seen from Eq. (16)
that the evolution of the critical density strongly depends on the
OPR, reflecting the importance of collisions induced by ortho-
H2 at high temperatures because of their different excitation
efficiency. Discrepancies between H2 and He critical densities
are significant, exceeding an order of magnitude especially for
the 10 → 01 line. These variations persist, even at low tem-
peratures when para-H2 collisions are dominant, reflecting the
previously discussed differences between para-H2 and He rate
coefficients shown in Fig. 7.

It is interesting to assess the impact of rate coefficients on
non-LTE modeling using He or H2 sets of collisional data,
particularly in environments influenced by a strong far-IR and
submillimeter continuum. As an illustrative example, in these
first models we adopt the physical parameters of Gull et al.
(2020) for η Carinae; that is, we include a fixed column density
N(NH) = 5 × 1015 cm−2. We adopt a line width of 188 km/s in the
ejecta (see Gull et al. 2020). These broad line widths ensure NH
optically thin line emission. The kinetic temperature was chosen
to be Tk = 150 K.

Figure 11 presents the variations in the excitation temper-
atures derived from models using NH–H2 and NH–He rate
coefficients. We considered two distinct continua: the cosmic
microwave background (CMB) described by a single black-
body at Tbg = 2.73 K and the modified source continuum that
Gull et al. (2020) adopted. We found that excitation tempera-
tures for individual fine-structure lines did not exhibit significant
relative differences. Then we computed an average excitation
temperature ⟨Tex⟩(n1 = 1 → n′1 = 0) over these lines. Radiative
processes dominate for very low gas densities, with ⟨Tex⟩ ≃ Tbg
(i.e., radiative thermalization). Conversely, ⟨Tex⟩ thermalizes to
Tk when collisional processes are dominant for high densities.
Given the typical conditions in η Carinae, a non-LTE behavior is
obvious for both continua and sets of collisional data. The influ-
ence of the background continuum on excitation temperature
is especially pronounced for low densities. When we adopt the
specific source continuum, the averaged excitation temperature
computed with NH–H2 rate coefficients depart from a radiative
regime at n(H2) ∼ 107 cm−3, whereas when the continuum is
only the CMB, the NH excitation is in the non-LTE regime for a
gas density of ∼104–105 cm−3. However, the impact of the con-
tinuum on the excitation temperature using H2 rate coefficients
is negligible for n(H2) ≥ 108 cm−3 and excitation temperatures
become identical between the two continua. On the other hand,
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Fig. 12. Models of the NH 1 → 0 rotational line toward η Carinae.
The solid curve represents the observations of Gull et al. (2020), while
the dashed curves refer to modeling using fine-structure NH–H2 rate
coefficients.

for n(H2) ∼ 4 × 108–1010 cm−3, models computed using the CMB
and NH–He rate coefficients predict a supra-thermal excitation
(⟨Tex⟩ > Tk) which becomes moderate when we adopt the source
continuum. This difference in behavior with the H2 collisional
data is related to the lower magnitude of He rate coefficients.
Consequently, excitation temperatures computed from He rate
coefficients are more influenced by the strength of the source
continuum than those computed using H2 rate coefficients.

Since the same excitation trends apply for both NH and ND,
these results imply that the ND column densities inferred by
Bacmann et al. (2016) in the prestellar core 16293E may be
revised. Since ND is observed there in emission, a decrease in
its calculated abundance can be anticipated. In addition, due to
the larger values of the NH–H2 rate coefficients compared to the
NH–He values used in their work, models using the new col-
lisional data may not be as sensitive to the modification of the
background source continuum as they suggested.

4.2. Applications to the binary star η Carinae and the Orion
Bar PDR

An essential parameter is the column density of the molecules,
which allows us to infer the fractional abundance of a given
molecule. For the η Carinae ejecta, Gull et al. (2020) determined
a column density of N(NH) = 5 × 1015 cm−2 for a gas density of
n(H2) = 108 cm−3 and a kinetic temperature Tk = 200 K. Using
the new set of fine-structure rate coefficients, we investigate the
differences between the column density determined in their work
and the value estimated in this study.

Figure 12 displays a simple model of the 1 → 0 rotational
line compared to the model determined by Gull et al. (2020).
Line fluxes computed using the previously determined column
density and the new set of fine-structure rate coefficients show
a significant deviation from the observations. These differences
are likely to be produced by an overestimation of the inelastic
rate coefficients by these authors. By fixing the kinetic tempera-
ture to Tk = 200 K and a gas density to n(H2) = 108 cm−3, it is
possible to set the column density by minimizing the χ2 param-
eter. Based on our new collisional data, the minimization of this
parameter must give an estimation of the integrated lines that
best reproduce the observations. We found a column density of
N(NH) = 2.43 × 1016 cm−2, increasing the previous estimation by
a factor of ∼5. It looks like the two most intense lines are actually
able to reproduce much better the observations than the 10 → 01
line. This may be due to the larger intensity uncertainty of this

Fig. 13. Model of the NH hyperfine components of the 12 → 01 line.
A line width value of ∆v = 0.5 km s−1 is used to avoid overlap of the
hyperfine lines displayed in the spectrum. The column density is set to
N(NH) = 1013 cm−2.

weak line or due to anomalous hyperfine emission produced by
hyperfine-structure line overlap effects not treated by RADEX.

A 3σ detection of the 12 → 01 (974 GHz) line in emission
toward the Orion Bar was recently reported by Goicoechea &
Roncero (2022). These authors estimated the NH excitation con-
ditions and NH column density using a Monte Carlo non-LTE
radiative transfer model. For these calculations, the authors used
the available fine-structure NH–He collisional data from Toboła
et al. (2011) to estimate the NH–H2 rate coefficients through
Eq. (8). These rate coefficients were also extrapolated to high
temperatures. They estimated an excitation temperature of 10–15
K for the 974 GHz line and a column density of 1.3 × 1013 cm−2.

Figure 13 shows an illustration of the brightness tempera-
tures for hyperfine transitions corresponding to the 12 → 01 line.
These models were carried out using the new sets of hyper-
fine resolved rate coefficients, assuming a kinetic temperature of
Tk = 150 K, a gas density n(H2) = 105 cm−3, and a typical
column density of N(NH) = 1013 cm−2. The CMB was used
as the background continuum and the hyperfine Einstein coef-
ficients were extracted from the CDMS database (Endres et al.
2016). For the different sets of rate coefficients, we found quite
important disparities in brightness temperatures. In particular,
all the hyperfine-structure line peaks are brighter by a factor of
5 when using H2 collisional data compared to those obtained
with He rate coefficients. It was found that matching brightness
temperatures for all components between the two sets of colli-
sional data implied a decrease in the column density by a factor
of ∼5 when using NH–H2 rate coefficients, leading to N(NH)
∼2 × 1012 cm−2. This discrepancy in column densities is due
to the high contribution of ortho-H2 rate coefficients. At Tk =
150 K, the thermalized OPR is ∼2.51. Then each rate coefficient
contributes 0.71 × kortho-H2

ul + 0.29 × kpara-H2
ul to the radiative

transfer. As mentioned in the previous sections, the NH–ortho-
H2 rate coefficients are larger than those for NH–para-H2 by a
factor of more than 3, while the NH–para-H2 rates, being larger
than NH–scaled-He rates, are larger by up to a factor of 5.

5. Conclusion

We computed the first fine and hyperfine resolved rate coeffi-
cients for NH and ND in collision with both ortho- and para-H2.
These data are based on the 4D PES reported in Paper I. Fine-
structure rate coefficients were determined with the CC method
up to 300 K, taking into account NH and ND energy levels up
to n1 = 8. Both NH and ND displayed significantly larger fine-
structure transitions when interacting with ortho-H2 than with
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para-H2. This trend is standard for light neutral collisional sys-
tems. Moreover, these transitions display the usual properties of
3Σ systems where the magnitude of the transitions varies with the
transfered angular momentum as (∆n1 = ∆ j1) > (∆n1 , ∆ j1).

ND collisions with H2 yield rate coefficients that differ by a
factor of 3–5 with respect to those of NH. These large differences
could have been anticipated for such light collisional systems
due to the large differences in spectroscopic parameters and the
large displacement of the center of mass. Consequently, these
findings highlight the importance of computing rate coefficients
explicitly for deuterated isotopologs. Additionally, a comparison
between H2 and scaled-He colliders has shown deviations of a
factor >5, emphasizing the inadvisability of using of He as a
proxy for rate coefficients involving H2.

The treatment of the hyperfine structure was done using the
IOS approach (Faure & Lique 2012) with the NG correction
(Neufeld & Green 1994), adapted for the first time to colli-
sions between an open-shell target in a 3Σ electronic state and
a linear molecule. This allowed us to provide hyperfine col-
lisional data up to 200 K for NH collisions and 100 K for
ND collisions, including energy levels up to n1 = 4. The com-
puted hyperfine rate coefficients follow a strong propensity for
∆n1 = ∆ j1 = ∆F1 = ∆F transitions. A larger gap is observed
between ∆n1 , ∆ j1 = ∆F1 = ∆F and ∆n1 = ∆ j1 = ∆F1 , ∆F
transitions in the case of NH as opposed to ND collisions.

The new sets of NH–H2 fine and hyperfine resolved rate coef-
ficients were included in a radiative transfer modeling for typical
conditions of the ejecta of the ηCarinae binary star and the Orion
Bar PDR where NH submillimeter lines have been detected in
emission. We found important differences between the present
column densities and those derived in the literature (up to a fac-
tor of ∼5). These differences are mainly due to the use of the
new NH–H2 rate coefficients. These results suggest a downward
revision of the calculation of the abundance of NH (and possibly
ND) in these environments using more robust radiative trans-
fer models. These data are expected to be useful for interpreting
observations of these species detected in both cold and warm
environments where both ortho- and para-H2 coexist.

The computed collisional data for the fine and hyperfine
structure of NH and ND in collision with both ortho- and para-
H2 will be available on the following data bases: EMAA2,
BASECOL (Dubernet et al. 2024), and LAMDA (Van der Tak
et al. 2020).
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Appendix A: Scattering parameters used for
dynamical calculations

The resolution of the CC equations requires optimizing several
parameters in order to converge fine-structure cross sections for
different total energies Etot. For NH and ND in collision with
ortho- and para-H2, the total energy grid is chosen with an
increasing step ∆E with the energy. The step is small at low
energies to be able to describe resonances and becomes larger
at higher energies to save computational time since the energy
variation of the cross sections become smoother. The converged
rotational basis nmax of the target considered and the total angu-
lar momentum Jtot are presented in the Tables A.1–A.2. These
parameters were chosen in order to converge integral cross sec-
tions to 1% accuracy per parameter. The wavefunctions were
propagated for all collisional systems from 3.75a0 to 60a0. The
inclusion of the rotational basis jmax

2 = 0,2 for para-H2 and
jmax
2 = 1 for ortho-H2 were found to be enough for converged

scattering calculations. As reported in Paper I, the impact of
higher basis for both colliders on cross sections is less than 5%
around Etot = 500 cm−1 and can be neglected. The reduced
mass used for the NH–H2 and ND–H2 collisional systems are
respectively 1.777 and 1.790 amu.

Appendix B: Details about IOS scaling relations

We describe here a more detailed derivation of the IOS scaling
relations. From Eq. (6), it is possible to use angular momentum
algebra in order to write the collisional integral cross section
between a 3Σ target and a linear collider so that

σn1 j1 j2→n′1 j′1 j′2 = [n1n′1 j′1 j′2]
∑

λ1λ2λ

(
n′1 λ1 n1
0 0 0

)2

×
(

j′2 λ2 j2
0 0 0

)2 {
j1 n1 S
n′1 j′1 λ1

}2

× σλ1λ2λ
, (B.1)

where σλ1λ2λ
is a quantity defined as

σλ1λ2λ
=
π

k2

∑

LL′
(4π)−3[λLL′]

(
L′ λ L
0 0 0

)2

T 2
λ1λ2λ

(B.2)

and Tλ1λ2λ
represents the IOS T -matrix coefficients excluding the

angular dependence, similar to the coefficients defined by Corey
& McCourt (1983) applied for atom-molecule collisions.

Table A.1. Converged parameters used in close-coupling calculations for the NH–H2 collisional system.

NH–ortho-H2 NH–para-H2

Etot (cm−1) ∆E (cm−1) nmax Jtot Etot (cm−1) ∆E (cm−1) nmax Jtot
150.3–153.7 0.1 7 8 31.6–35.0 0.1 7 15
153.8–168.7 0.1 7 13 35.1–50.0 0.1 7 20
168.8–218.7 0.1 7 20 50.1–100.0 0.1 7 23
218.8–318.7 0.1 10 40 100.1–200.0 0.1 8 28
318.9–418.7 0.2 10 60 200.2–300.0 0.2 10 50
419.2–618.7 0.5 10 70 300.5–500.0 0.5 10 60
619.2–818.7 0.5 10 85 500.5–700.0 0.5 10 65
819.7–1118.7 1 11 90 701–1000 1 12 80

1123.7–1318.7 5 12 95 1005–1200 5 12 85
1323.7–1618.7 5 12 100 1205–1500 5 13 115
1623.7–2118.7 5 14 125 1505–2000 5 13 120
2168.7–2568.7 50 15 140 2050–2450 50 14 125

Table A.2. Converged parameters used in close-coupling calculations for the ND–H2 collisional system.

ND–ortho-H2 ND–para-H2

Etot (cm−1) ∆E (cm−1) nmax Jtot Etot (cm−1) ∆E (cm−1) nmax Jtot
135.2–153.7 0.1 6 15 16.5–35.0 0.1 6 15
153.8–168.7 0.1 6 18 35.1–50.0 0.1 7 17
168.8–218.7 0.1 8 24 50.1–100.0 0.1 8 21
218.8–318.7 0.1 8 33 100.1–200.0 0.1 8 27
318.9–418.7 0.2 10 36 200.2–300.0 0.2 10 27
419.2–618.7 0.5 12 45 300.5–500.0 0.5 10 30
619.2–818.7 0.5 12 51 500.5–700.0 0.5 12 39
819.7–1118.7 1 14 57 701–1000 1 14 45

1123.7–1318.7 5 14 60 1005–1200 5 14 51
1323.7–1618.7 5 14 66 1205–1500 5 14 54
1623.7–2118.7 5 16 75 1505–2000 5 16 63
2168.7–2568.7 50 18 81 2050–2450 50 18 69
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Within the IOS approximation, we can express the integral
cross section for a transition n1 j1 j2 → n′1 j′1 j′2 out of the n1, j1

=

10 fine-structure level. For collisions induced by H2, we detail
two cases. These are treated in a pure Hund’s case (b) even if
the intermediate coupling is used for the calculations of the CC
cross sections.

B.1. para-H2

Setting n1 = 1, j1 = 0 and j2 = 0 in (B.1) gives

σ100→n′1 j′1 j′2 = 3[n′1 j′1 j′2]
∑

λ1λ2λ

(
n′1 λ1 1
0 0 0

)2

×
(

j′2 λ2 0
0 0 0

)2 {
0 1 S
n′1 j′1 λ1

}2

σλ1λ2λ
. (B.3)

It is possible to see that by setting n′1 = λ1 + 1, the 3j and 6j
coefficients are nonzero for j′1 = λ1 and j′2 = λ2 so that

σ100→λ1+1,λ1λ2
= 3[λ1 + 1][λ1λ2]

(
λ1 + 1 λ1 1

0 0 0

)2

×
(
λ2 λ2 0
0 0 0

)2 {
0 1 S

λ1 + 1 λ1 λ1

}2

× σλ1λ2λ
. (B.4)

It should be noted that an equivalent set of equations like
(B.4) can be found for n′1 = λ1 − 1. In the following and for
the determination of the hyperfine rate coefficients, we chose to
use the case where n′1 = λ1 + 1. The evaluation of the 3j and 6j
coefficients in (B.4) leads to the expression for σλ1λ2λ

:

σλ1λ2λ
=

[λ1]
λ1 + 1

σ100→λ1+1,λ1λ2
. (B.5)

This relation stands for S = 1. By reintroducing (B.5) into (B.1),
we obtain the IOS cross section scaling relation out of the n1, j1

=

10 in the case of a collision with para-H2:

σ
IOS-p
n1 j1 j2→n′1 j′1 j′2

= [n1n′1 j′1 j′2]
∑

λ1λ2

[λ1]
λ1 + 1

(
n′1 λ1 n1
0 0 0

)2

×
(

j′2 λ2 j2
0 0 0

)2 {
n′1 n1 λ1
j1 j′1 S

}2

× σCC
100→λ1+1,λ1,λ2

, (B.6)

where the IOS cross section is replaced by the CC cross section.
It is also possible to replace the cross section by the rate coef-
ficient. The extension to hyperfine scattering calculation gives
directly Eq. (9).

B.2. ortho-H2

Similarly, by applying n1 = 1, j1 = 0 and j2 = 1 in (B.1), we find

σ101→n′1 j′1 j′2 = 3[n′1 j′1 j′2]
∑

λ1λ2λ

(
n′1 λ1 1
0 0 0

)2

×
(

j′2 λ2 1
0 0 0

)2 {
0 1 S
n′1 j′1 λ1

}2

σλ1λ2λ
. (B.7)

In this case, for n′1 = λ1 + 1, the 3j and 6j coefficients give a
contribution for j′1 = λ1 and j′2 = λ2 + 1. Replacing in (B.7), we
find

σ101→λ1+1,λ1,λ2+1 = 3[λ1 + 1, λ1, λ2 + 1]
(
λ1 + 1 λ1 1

0 0 0

)2

×
(
λ2 + 1 λ2 1

0 0 0

)2 {
0 1 S

λ1 + 1 λ1 λ1

}2

× σλ1λ2λ
. (B.8)

The 3j and 6j coefficients in (B.8) are analyzed so that the
expression for σλ1λ2λ

becomes

σλ1λ2λ
=

[λ1]
λ1 + 1

[λ2]
λ2 + 1

σ101→λ1+1,λ1,λ2+1. (B.9)

We can reintroduce (B.9) into (B.1) and obtain the IOS cross sec-
tion scaling relation out of the n1, j1

= 10 in the case of a collision
with ortho-H2:

σIOS-o
n1 j1 j2→n′1 j′1 j′2

= [n1n′1 j′1 j′2]
∑

λ1λ2

[λ1]
λ1 + 1

[λ2]
λ2 + 1

(
n′1 λ1 n1
0 0 0

)2

×
(

j′2 λ2 j2
0 0 0

)2 {
n′1 n1 λ1
j1 j′1 S

}2

× σCC
101→λ1+1,λ1,λ2+1. (B.10)

Similarly to the case of para-H2 the extension to hyperfine
scattering calculation is given by Eq. (10).

Appendix C: Details about fine-structure Einstein
coefficients

For an open-shell molecule following the coupling scheme given
in Sect. 3.1, the general form of the Einstein coefficient is given
by (see, e.g., Sobelman 1979)

An1 j1→n′1 j′1 =
64π4ν3

3hc3

S ′n1 j1→n′1 j′1

[ j1]
, (C.1)

S ′n1 j1→n′1 j′1
= [ j1 j′1]

{
n1 j1 S
j′1 n′1 1

}2

S ′n1→n′1
,

where ν is the frequency of the transition, h is the Planck con-
stant, c is the speed of light, and S ′n1 j1→n′1 j′1

and S ′n1→n′1
are the

line strength factors for a fine-structure and a rotational transi-
tion, respectively. The S ′n1→n′1

term depends on the electric dipole
moment matrix elements, which allow transitions for ∆n1 = ± 1
(Axner et al. 2004). It turns out that

S ′n1→n′1
= µ2

Dmax(n1, n
′
1) = µ2

Dn1. (C.2)

Reintroduce (C.2) into (C.1) simplifies to

An1 j1→n′1 j′1 =
64π4ν3

3hc3 µ
2
Dn1[ j′1]

{
n1 j1 S
j′1 n′1 1

}2

. (C.3)

In the case of NH and ND, S = 1 and µD = 1.39 D (Keun Park &
Sun 1993).
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Titre : Excitation collisionnelle de radicaux d’intérêt astrophysique

Mot clés : Dynamique quantique, excitation collisionnelle

Résumé : La modélisation des spectres mo-
léculaires interstellaires nécessite la compré-
hension des processus radiatifs et collision-
nels de transferts d’énergie entre espèces
chimiques. Des taux de collisions d’état à état
précis pour les molécules interstellaires, en
collision avec H2, H et He, sont alors essen-
tiels.

Ces données peuvent être obtenues via la
résolution des équations close-coupling indé-
pendantes du temps, étant la méthode la plus
précise pour les calculs à basse températures.
Cependant, certaines molecules comme les
radicaux présentent des structures énergé-
tiques complexes en raison de leurs spins

électroniques et nucléaires, rendant la des-
cription précise des transitions fines et hyper-
fines théoriquement coûteuse en ressources
numériques. D’importants systèmes collision-
nels souffrent donc d’un manque de données
pour les interprétations astrophysiques.

Ce travail de thèse vise à quantifier l’ex-
citation collisionnelle de radicaux d’intérêt as-
trophysique en développant des outils métho-
dologiques et numériques pour surmonter ces
défis. De nouveaux taux de collision fins et
hyperfins ont été calculés pour les systèmes
suivants : NH–H2, ND–H2, C2H–H2, C2D–H2,
13CCH–H2, et C13CH–H2.

Title: Collisional excitation of radicals of astrophysical interest

Keywords: Quantum dynamics, molecular scattering, astrophysical modeling

Abstract: Modeling molecular spectra from
interstellar environments requires understand-
ing radiative and collisional energy transfer
processes. Accurate state-to-state collisional
rate coefficients for interstellar molecules in
collision with H2, H, and He are then neces-
sary.

These collisional data can be obtained via
quantum time-independent scattering calcu-
lations using the close-coupling approach,
being the most accurate approach for low
temperatures. However, molecules like rad-
icals have complex energy structures due to
electronic and nuclear spins, making the pre-

cise description of fine and hyperfine transi-
tions challenging and computationally inten-
sive. Then, important collisional systems suf-
fer from lack of data for interpreting astrophys-
ical observations.

This thesis quantifies the collisional excita-
tion of astrophysically relevant radicals by de-
veloping methodological and numerical tools
to address these challenges. New fine and
hyperfine resolved rate coefficients have been
computed for the following systems: NH–H2,
ND–H2, C2H–H2, C2D–H2, 13CCH–H2, and
C13CH–H2.
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