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1. Introduction

1.1 Motivations for the Atomic Modeling of Plasmas

Plasma physics is the physics of partially or fully ionized fluids (liquids or gases). Fundamentally,
a plasma is just a collection of a large number of electrons and nuclei interacting through Coulomb
potentials, both repulsive and attractive. Depending on the plasma conditions, part of the electrons
may be bound to the nuclei. Atoms, ions, and free-electrons are concepts used in the interpretation of
the microscopic structure of this physical system.

Modeling the plasma microscopic structure is essential to the understanding of many astrophysical
objects. The description of stellar interiors [1] and atmospheres [2], as well as of compact objects such
as white dwarfs [3], relies on properties that are directly related to the microscopic structure of the
plasma. These are the thermodynamic properties (equation of state), the radiative properties (opacity
and emissivity) and other transport properties (direct-current conductivity, thermal conductivity, bulk
viscosity...). The same properties are also useful for technological applications of high-energy-density
plasmas such as controlled fusion (thermonuclear fusion using inertial or magnetic confinement) or
X-ray sources (hohlraums, magnetic pinches, lithography sources).

Among the various models that may be used to describe plasmas, models that define a notion of
atom or ion are particularly appealing. We mean here an idealized system that describes the plasma
using effective 1-electron states (orbitals) stemming from a spherically symmetric 1-electron Hamilto-
nian. With such a model, one can greatly simplify the description of the microstates of the plasma,
using the notion of atomic states.

A description of the atomic excited states in the plasma is essential to the modeling of spectral
values, such as radiative properties. These can reveal the fluctuations around the average atomic
state. The mathematical apparatus for building the atomic states is well established [4–7], and includes
sophisticated methods of angular-momentum coupling [8–10].

Achieving an even somewhat complete description of molecular excited states is usually beyond
reach. Even using a notion of ion or atom, a statistical treatment of energy levels is usually required for
hot-plasma modeling, due to the combinatorial explosion of the number of levels when some shells are
open. Analytic results from atomic physics give access to statistical properties of configurations [11]
and transition arrays between configurations [12–14] (UTA, SOSA). This enables powerful detailed
configuration accounting (DCA) approaches. In order to handle the calculation of spectra for ions
with a highly complex electronic structure, coarser statistical approaches were developed, such as the
Gaussian approximation [15] and the super transition arrays (STA) formalism [16, 17]. On the other
hand, in order to refine the UTA approach, finer approaches were also developed, such as the mixed-
UTA [18] and the partially resolved transition arrays (PRTA) [19].

More generally, many phenomena are described using approaches based on the notion of atomic
processes. One may cite, for instance, the collisional-radiative modeling of plasmas out of local ther-
modynamic equilibrium [2,20], the approaches to line-broadening mechanisms (see [21–25], and [26]
for a review), or the notion of collision in the classical Boltzmann equation used to infer some transport
properties (see, for instance, [27]).
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1.2 Scientific Journey and Outline of the Manuscript

The subject of my Ph.D. thesis [28] was a variational model of atoms in a plasma (called VAAQP
in its average-atom version). Its motivation was to address the thermodynamic consistency issue of
atomic models of pressure-ionized plasmas. In the VAAQP approach, the average atomic state is
obtained from the minimization of an approximate free-energy functional. In this model, all electrons,
bound and continuum are treated on an equal footing, while the ion’s surroundings is modeled using
the notion of a statistical cavity around each ion.

I was given the opportunity to continue working on the atomic modeling of dense plasmas when
I was hired at CEA, in a group in charge of the atomic physics of plasmas. In addition to continuing
this research activity, I also started to work on the modeling of plasmas out of local thermodynamic
equilibrium (non-LTE plasmas). My commitment to this topic was initially motivated by applications to
the modeling of hohlraums and other X-ray sources, as well as by the use of emission spectroscopy
for diagnostics in laser-plasma experiments. However, the modeling of non-LTE plasma also has a key
role in the modeling of many astrophysical objects, for instance the stellar atmospheres and the solar
corona.

In this manuscript, I mostly focus on the studies to which I have contributed in the field of dense-
plasma atomic modeling. On this topic, I have been collaborating with Thomas Blenski from CEA/DRF,
Bogdan Cichocki from the Institute of Theoretical Physics of Warsaw University, and Clément Caizer-
gues, who was at the time a Ph.D. student co-supervised by Thomas Blenski and myself. At the end of
the manuscript, I also comment briefly on the works to which I have contributed in the field of non-LTE
plasma modeling. On the latter subject I have been collaborating with Franck Gilleron, who works in
the same group as me. Our joint work also benefits much from the NLTE code-comparison workshops,
in which we participate every two years.

Chapter 2 gives a selected review of atomic models of plasma in order to state the particular issues
of dense-plasma atomic modeling. This chapter notably includes results and comparisons with the
VAAQP model as regards mean ionization and equation of state.

Following my Ph.D. thesis, several research prospects seemed promising. A first possible extension
was the application of the VAAQP model to the calculation of radiative properties. Chapter 3 is devoted
to this topic. I started working on the application of the VAAQP model to radiative properties in the
independent-particle approximation, adapting the existing methods to the case of the VAAQP model
(Sections 3.3, 3.5, and references [29, 30]). A more ambitious trail was the application of the self-
consistent linear response to the VAAQP model. This subject was seemingly a good one for a Ph.D.
thesis and, with Thomas Blenski, we proposed it for the Ph.D. thesis of Clément Caizergues [31].
Section 3.6 deals with this topic, as well as references [32,33].

At the same period, I had the opportunity to collaborate with Jean-François Danel and Luc Kazand-
jian, from the same group as me, who were involved in molecular-dynamics simulations of plasmas.
We worked on an approach allowing to supplement Thomas-Fermi molecular dynamics simulations
with quantum average-atom results in order to better account for ion contribution to dense-plasmas
equations of state [34–36]. Despite their useful applications, I will not comment these studies in the
manuscript, for they do not properly pertain to atomic modeling of plasmas.

A highly ambitious subject emerging from the VAAQP study was the search for a new variational
model of atoms in plasmas, this time including also a proper modeling of ion correlations in the plasma.
Chapter 4 is devoted to this topic, which was and still constitutes a long-term research task. Thomas
Blenski and I decided to address this subject without involving any student, because of the wide variety
of physical notions it requires, and the highly uncertain outcome it had. Our colleague Bogdan Cichocki
was involved in discussions at the early stages of thinking about this topic.

For the sake of this research, I was led to cope with the statistical mechanics of classical fluids.
Because Thomas Blenski and I were not finding all theoretical tools we needed, we proposed new
generalized free-energy functionals for the Debye-Hückel model with arbitrary interaction potential. In
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addition to providing us with useful free-energy functionals, these studies helped us to better under-
stand the role of such functionals. This is the subject of Section 4.2 and references [37–39].

Recently, we have crossed a significant milestone, proposing a variational atomic model of plasma
accounting for both the electronic structure including continuum electrons, and ion-ion correlations in
the plasma (VAMPIRES model). In this model, the average atomic state proceeds from the minimiza-
tion of a generalized free energy and includes the average structure of the ion fluid, under the form of
an equilibrium ion-ion correlation function. This is the subject of Section 4.3 and of reference [40,41].

Finally, Chapter 5 briefly outlines the studies to which I have contributed in the field of non-LTE
plasma modeling. Part of this work is described in [42]. Section 5.1 is an introduction to the problem of
collisional-radiative modeling of plasmas. Section 5.2 is devoted to the applications to X-ray-emission
spectroscopy and to comparisons of models with various level of detail. Section 5.3 regards the ap-
plication to in-situ calculation of radiative properties for radiation-hydrodynamics simulations. Finally,
Section 5.4 presents a preliminary effort to apply dense-plasma atomic models to the calculation of
collisional cross-sections of interest in non-LTE plasma modeling.

Throughout this manuscript, on each topic, I have tried to develop the problem statement, in order
to situate the studies I contributed to. The main results and conclusions are recalled, without giving
much detail on the derivations, which can be found in the articles cited above. My intent was more
to present a synthetic and consistent view of my work and its common thread. Within each chapter,
I attempted to sketch some research prospects regarding its topic. A significant part of the material
covered in this manuscript may be found in the recent review article [43].





2. Atomic Physics of Plasmas

2.1 Atomic Modeling of Ideal Plasmas

In plasma physics, the ideal-gas approximation is often applied partially. One first defines a quasi-
particle composed of a nucleus and a set of bound electrons that interact with the nucleus and among
themselves. This is the definition of an ion in this model. All electrons of the plasma that are not bound
to a nucleus are viewed as free electrons. One then makes the ideal-gas hypothesis on the system of
ions and free electrons. This is the picture of an ideal plasma.

Long-range attractive interactions in classical mechanics lead to the so-called classical Coulomb
catastrophe. One usually resorts to a quantum model for the electronic structure of the ion, which does
not result in the Coulomb catastrophe. On the other hand, the ideal-gas approximation allows one to
circumvent the catastrophe for the whole classical plasma of ions and free electrons.

In this context, the ion is seen as a charged, isolated system having a finite spatial extension. It
is an isolated ion since its electronic structure is obtained disregarding all the other particles of the
plasma: other ions and free electrons. To describe this electronic structure requires one to address an
N -body problem with N ∼ Z + 1 at most, where Z is the atomic number of the nucleus.

2.1.1 Isolated Ion at Zero Temperature

The problem of the isolated-ion electronic structure can be treated independently of the modeling
of the whole plasma. A typical quantum Hamiltonian of the isolated ion having Q bound electrons is
the many-electron operator:

Ĥisol.ion = K̂ + V̂nuc. + Ŵ (2.1)

where K̂ is the kinetic energy operator, V̂nuc. is the external potential generated by the nucleus, and Ŵ
is the electron-electron interaction operator.

K̂ =
∑
ξ,ζ

⟨φξ|H̃0|φζ⟩â†ξâζ ; H̃0 ≡
P̃2

2me
(2.2)

V̂nuc. =
∑
ξ,ζ

⟨φξ|
−Ze2

|R̃|
|φζ⟩â†ξâζ (2.3)

Ŵ =
1

2

∑
ξ,ζ,ξ′,ζ′

⟨1 : φξ 2 : φξ′ |
e2

|R̃1 − R̃2|
|1 : φζ 2 : φζ′⟩â†ξâ†ξ′ âζ âζ′ (2.4)

where {|φξ⟩} is a basis of the 1-electron state space E . P̃j and R̃j are the 1-electron momentum and
position operators, respectively, acting on the j electron. H̃0 is the 1-electron free-particle Hamiltonian.
For the sake of shortening the notation, we set e2 = q2e/(4πϵ0), with qe being the elementary charge.
â†ξ and âξ are the creation and annihilation operator of the 1-electron state ξ, respectively. Throughout
the manuscript, we will denote Ô many-electron operators and Õ 1-electron operators.

The problem of finding the stationary Q-electron states of the isolated-ion Hamiltonian Ĥisol.ion has
a variational formulation (Ritz theorem). However, to address this problem, one resorts to approximate

9
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methods. Such methods frequently start with a model based on effective 1-electron states |φξ⟩, i.e. or-
bitals, which are solutions of a 1-electron Schrödinger equation associated with an effective spherically
symmetric potential veff(r).

H̃eff|φξ⟩ =
(
H̃0 + veff(|R̃|)

)
|φξ⟩ = εξ|φξ⟩ (2.5)

− ℏ2

2me
∇2

rφξ(r) + veff(r)φξ(r) = εξφξ(r) (2.6)

Various models exist, which mostly differ in their way of obtaining the effective potential veff(r).
One may cite, for instance, the Hartree-Fock-Slater [44], the optimized effective potential [45], or the
parametric potential [46] models. In the Hartree-Fock model [47], a nonlocal exchange term is added
to Equation (2.6). However, the problem is often restricted to an effective 1-electron problem having
spherical symmetry. This is the restricted Hartree-Fock approach (see, for instance, [5]).

Being spherically symmetric, the effective 1-electron Hamiltonian commutes with 1-electron angu-
lar momentum operators, which enables the separation of the angular part of the 1-electron states
(spherical harmonics or spinors). Many-electron eigenstates of the many-electron Hamiltonian can be
built subsequently from the orbitals, using a well-established mathematical apparatus.

Starting from a basis of determinantal many-electron states, one evaluates the matrices of the
squared total angular momentum Ĵ2, parity Π̂ and many-electron Hamiltonian, treating the difference
Û − v̂eff as a perturbation. One may also add further perturbation operators such as spin-orbit coupling
(fine-structure correction), or hyperfine-structure corrections.

The Wigner-Eckart theorem (see, for instance, [48]) allows to greatly reduce the number of matrix
element to evaluate. Efficient methods of angular-momentum coupling, which allow one to circumvent
the direct diagonalization of J2, were thoroughly studied, both as regards the formalism [8–10, 49, 50]
and the numerical methods [51,52].

Simultaneous diagonalization of the complete set of commuting operators Ĵ2, Ĵz, Π̂ and Ĥisol.ion

yields the many-electron stationary states, grouped into degenerate energy levels. These are fine-
structure levels if spin-orbit coupling is accounted for, hyperfine structure levels if hyperfine corrections
are accounted for. Such a diagonalization may be performed within various approximation schemes
(see [5–7]).

Without performing such a diagonalization procedure, it is also possible to calculate statistical prop-
erties of configurations [11,53] or of broader statistical objects: super-configurations [16,17].

2.1.2 Saha-Boltzmann Model: A Variational Detailed Model of Ideal Plasma

The approach in which one accounts for the various electronic states of the ions as distinct species
is known as detailed modeling. For an ideal plasma in thermal equilibrium, this approach yields the
Saha-Boltzmann model of plasma [54,55].

Accounting for each fine-structure level as a species is called a detailed level accounting (DLA)
approach. One may also perform a detailed configuration accounting (DCA), grouping the levels ac-
cording to their parent configuration. One may also group the configurations into super-configurations.
The degree of statistical grouping defines the set of ion species Ψ to consider. In this context, Ψ will
denote an energy level in a broad sense, rather than a single atomic state. Such an energy level may
be a fine-structure level or the mean energy of a statistical object gathering several fine-structure levels,
as for instance a configuration or a superconfiguration. Each energy level Ψ has an energy EΨ and a
degeneracy gΨ as main properties. Usually the reference of energies is taken such as the energy is
zero for the bare nucleus and also for the free electrons.

The classical Hamiltonian for the ion-free-electron ideal plasma is the following:

Hid({pΨ,j}, {pe,j}) =
M∑

Ψ=1

NΨ∑
j=1

(
p2Ψ,j

2mΨ

+ EΨ

)
+

Ne∑
j=1

(
p2e,j
2me

)
(2.7)
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where the first sum runs over the M ion species labelled Ψ plus the free-electron species labelled by
“e”. In this Hamiltonian, interactions among the particles of the plasma are neglected. The ion-free-
electron system is considered in the canonical ensemble and the free energy per ion of the classical
ideal-gas mixture is:

Ḟid ({nΨ}, ne, T ) = −
M∑

Ψ=1

nΨ

niβ

(
ln

(
gΨe

−βEΨ

nΨΛ3
Ψ

)
+ 1

)
− ne

niβ

(
ln

(
2

neΛ3
e

)
+ 1

)
(2.8)

where the nΨ’s are the numbers of particle of species Ψ per unit volume, ne is the free-electron density,
ni =

∑M
Ψ=1 nΨ. ΛΨ = h/

√
2πmΨkBT is the classical thermal length for species Ψ, Λe = h/

√
2πmekBT

is the electron classical thermal length. We will denote by a dot the quantities per ion, in order to avoid
confusion with total quantities or quantities per unit volume.

The equations of the Saha equilibrium model are obtained through a minimization of the free en-
ergy of the system with respect to the species populations, while also requiring the neutrality of the
plasma and a fixed number of ions. Thus, transfers of population among the various ion species are
allowed, and the populations are ultimately set by the condition of thermodynamic equilibrium. Only
the populations, and not the quantities related to the shell structure of the ions, stem from the model.

Ḟeq(ni, T ) = Min
{nΨ},ne

Ḟ ({nΨ}, ne, T ) s. t.
∑
Ψ

nΨ = ni, s. t.
∑
Ψ

nΨZ
∗
Ψ = ne (2.9)

The latter minimization yields the following condition on the chemical potentials:

µid,Ψ(nΨ, T ) + µid,e(ne, T )Z
∗
Ψ = λi , independent of Ψ (2.10)

with the classical-ideal-gas chemical potentials being:

µid,Ψ(nΨ, T ) =
∂

∂nΨ

(
niḞ ({nΨ}, T )

)
= − 1

β
ln

(
gΨe

−βEΨ

nΨΛ3
Ψ

)
; µid,e(ne, T ) = − 1

β
ln

(
2

neΛ3
e

)
(2.11)

For a plasma of a pure substance, one usually assumes the thermal lengths ΛΨ of all ion species
to be equal: ΛΨ ≈ Λi. From Equation (2.10) and the two constraints, one obtains the populations:

nΨ = ni
gΨe

−β(EΨ−µid,eZ
∗
Ψ)∑M

Ψ′=1 gΨ′e−β(EΨ′−µid,eZ
∗
Ψ′ )

(2.12)

ne =
∑
Ψ

nΨZ
∗
Ψ (2.13)

The denominator in the right-hand side of Equation (2.12) is a partition function.
From the populations follows notably the mean ionization of the plasma Z∗ = ne/ni, as a value set

by the thermodynamic equilibrium condition. Obtaining the ionization state of the plasma as a result of
its equilibrium state is among the purposes of modeling the plasma microscopic structure.

The thermodynamic quantities stemming from this model (internal energy, pressure...) can be
obtained from the free energy, using the appropriate derivatives. They simply correspond to those of
the ideal-gas mixture, taken with the equilibrium values of the species populations. Moreover, they
obviously fulfill the virial theorem (in its non-relativistic version):

Pthermo = n2
i
∂Ḟeq(ni, T )

∂ni
= Pvirial =

ni

3

(
2U̇eq(ni, T )− U̇inter,eq(ni, T )

)
(2.14)

where U̇eq denotes the internal energy per ion, and U̇inter,eq denotes the interaction energy per ion,
which is zero for the ideal-gas mixture. This is an important feature as regards the consistency of the
equation of state.
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An issue with the present Saha model is that, in principle, when accounting for the excited states in
a complete manner, the partition function of Equation (2.12) diverges because of the infinite number of
bound states. Let us consider, for instance, the hydrogen-like atomic states. We have:

∑
Ψ H-like

gΨe
−β(EΨ−µid,eZ

∗
Ψ) = eβµid,e(Z−1)

∞∑
n=1

2n2e
βZ2

2n2 α2mec2 (2.15)

lim
n→∞

(
2n2e

βZ2

2n2 α2mec2
)

= 2n2 + βZ2α2mec
2 +O

(
1

n2

)
(2.16)

The two first terms of the right-hand side of Equation (2.16) lead to the divergence of the sum.
The solution to this puzzle is to be found in the distortion of the continuum wave functions and in

the non-ideal corrections to the Saha equilibrium. These somehow restrict the set of states to account
for in the calculation. We postpone the discussion of this point to Section 2.3 and consider that the
sum is in practice truncated at some value of the principal quantum number.

Finally, a straightforward extension of the Saha model consists of replacing the classical-ideal-gas
free energy for the free electrons with that of the Fermi ideal gas.

Ḟ ({nΨ}, T ) = −
M∑

Ψ=1

nΨ

niβ

(
ln

(
gΨe

−βEΨ

nΨΛ3
Ψ

)
+ 1

)
+

fF
e (ne, T )

ni
(2.17)

fF
e (ne, T ) = neµ

F
id,e(ne, T )−

2

3
uF

e(ne, T ) (2.18)

uF
e(ne, T ) =

4

β
√
πΛ3

e
I3/2

(
βµF

id,e(ne)
)

(2.19)

ne =
4√
πΛ3

e
I1/2

(
βµF

id,e(ne, T )
)

(2.20)

where the sum in Equation (2.17) only runs over the M ion species. fF
e (ne, T ) and uF

e(ne, T ) are the
free and internal energies per unit volume of a Fermi gas of density ne and temperature T , respectively.
µF

id,e(ne, T ) is the corresponding canonical chemical potential. This approach leads to Equations (2.12)
and (2.13), substituting µF

id,e for µid,e.

2.1.3 Average-Atom Model of Isolated Ion from a Variational Perspective

The case of an ideal plasma of isolated ions can also be addressed through an average-atom
approach. In this kind of approach, instead of accounting for the many-electron states in a detailed
fashion, one only aims to describe the average many-electron state of the plasma, associating fractional
occupation numbers with the orbitals. The finite-temperature density-functional theory (DFT; see [56–
58]) offers a sound theoretical basis for such models. In order to model an average isolated ion, we just
have to restrict interactions to the ion nucleus and bound electrons and to consider that any continuum
electron participate in a uniform, non-interacting electron density ne.

The free energy per ion of such a system can be written as follows:

Ḟ {{pξ} , vtrial, ne;ni, T} = Ḟid,i(ni, T ) + Ḟid,e(ne;ni, T ) + ∆F1 {{pξ} , vtrial} (2.21)

where the functional dependencies are underlined. Here, the Ḟid,i term corresponds to the contribution
of the nuclei ideal-gas and Ḟid,e corresponds to the contribution of the free-electron ideal gas:

Ḟid,i =
1

β

(
ln
(
niΛ

3
i

)
− 1
)
; Ḟid,e =

ne

niβ

(
ln
(
neΛ

3
e

)
− 1
)

(2.22)
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where Λi and Λe are the nucleus and electron thermal lengths, respectively. As in the Saha model,
the classical ideal-gas free energy of the electrons may also be replaced by the Fermi ideal-gas free
energy:

Ḟid,e =
fF

e (ne, T )

ni
(2.23)

The ∆F1 term corresponds to the free-energy of the average-ion electronic structure, that is: the
interacting system of bound electrons and the nucleus. We treat this system using the Kohn-Sham
method [57], that is, we split ∆F1 into the three contributions:

∆F1 {{pξ} , vtrial;T} = ∆F 0
1 +∆F el

1 +∆F xc
1 (2.24)

where ∆F 0
1 is the kinetic-entropic contribution to the free energy of a system of independent bound

electrons, feeling an external potential vtrial(r) and having 1-electron-orbital occupation numbers {pξ}
that together yield the density n(r) of the interacting bound electrons. ∆F el

1 is the direct electrostatic
contribution, and ∆F xc

1 is the contribution of exchange and correlation to the free energy of the elec-
tronic structure.

According to its definition, the expression of ∆F 0
1 is:

∆F 0
1 {{pξ} , vtrial;T} =

∑
ξ bound

(
pξ⟨φξ|H̃0|φξ⟩ − Tsξ

)
(2.25)

=
∑

ξ bound

(
pξεξ −

∫
d3r {n(r)vtrial(r)} − Tsξ

)
(2.26)

where the sum over the ξ-indices only runs over the bound 1-electron states (bound orbitals). pξ is the
mean occupation number of the 1-electron state ξ, and the corresponding contribution to the entropy
of the effective non-interacting system is:

sξ = s(pξ) = −kB (pξ ln (pξ) + (1− pξ) ln (1− pξ)) (2.27)

εξ and φξ(r) are shorthand notations for εξ {vtrial} and φξ {vtrial; r}, respectively. These are the eigen-
values and wave functions of the 1-electron states obtained in the trial potential vtrial(r). In the non-
relativistic case, they are obtained by solving the 1-electron Schrödinger equation:

− ℏ2

2me
∇2

rφξ(r) + vtrial(r)φξ(r) = εξφξ(r) (2.28)

We take the convention of normalizing the φξ to unity. The trial potential vtrial(r) and occupation num-
bers {pξ} are such that the density of the system of independent bound electrons is n(r). In this
context, n(r) is a shorthand notation for n {{pξ} , vtrial; r}:

n {vtrial, {pξ}; r} =
∑

ξ bound

pξ|φξ(r)|2 (2.29)

The direct electrostatic contribution ∆F el
1 can be written as a functional of n(r):

∆F el
1 {{pξ} , vtrial} = ∆̃F

el
1 {n} = e2

∫
d3r

{−Zn(r)

r

}
+

e2

2

∫
d3rd3r′

{
n(r)n(r′)

|r− r′|

}
(2.30)

The exchange-correlation contribution can be approximated by:

∆F xc
1 {{pξ} , vtrial;T} = ∆̃F

xc
1 {n;T} =

∫
d3r {fxc (n(r), T )} (2.31)
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where fxc is the exchange-correlation free energy per unit volume of a homogeneous electron gas
(local density approximation).

We stress that in this model, as in the Saha model, there is a strong distinction between bound
and free electrons since any electron that belongs to the continuum is considered as non-interacting,
whereas bound electrons participate in n(r) and interact both with the other bound electrons of the
same ion and with its nucleus, as is seen from the expressions of ∆F el

1 and ∆F xc
1 .

In order to obtain the equations of the model, we minimize the free energy per ion, requiring the
additional constraint of overall neutrality:

Ḟeq(ni, T ) = Min
pξ,vtrial,ne

Ḟ {{pξ}, vtrial, ne;ni, T} s. t. Z −
∑

ξ bound

pξ =
ne

ni
(2.32)

Performing this constrained minimization, we obtain the equations of the average-atom model of isolated-
ion (AAII):

vtrial(r) = vel(r) + µxc (n(r), T ) (2.33)

pξ = pF(µ, T, εξ) =
1

eβ(εξ−µ) + 1
(2.34)

µ =

{
µid,e(ne, T ) (classical ideal gas)
µF

id,e(ne, T ) (Fermi ideal gas)
(2.35)

Z −
∑

ξ bound

pξ =
ne

ni
(2.36)

where µxc(n, T ) = ∂fxc(n, T )/∂n, and where vel(r) is a shorthand notation for vel {n; r}, defined as
follows:

vel {n; r} =
δ∆̃F

el
1

δn(r)
= −Ze2

r
+ e2

∫
d3r′

{
n(r′)

|r− r′|

}
(2.37)

As a consequence of addressing the average electronic configuration of an ion, the electronic
structure has to be determined self-consistently with the occupation numbers. The calculation of the
electronic structure cannot be separated from the statistical modeling, as it is in the Saha model. This
may appear as a major drawback of this model but, on the other hand, the average-atom approach is
intrinsically complete. There is no issue of practical limitation in the number of excited multielectron
states that may be accounted for.

However, the average atom model has the same issue of divergence of the partition function as the
Saha model. If one considers, for instance, the sum of the occupation numbers, in the non-degenerate
limit of the Fermi-Dirac distribution:∑

ξ bound

pF
ξ = 2

∞∑
n=1

n−1∑
ℓ=0

(2ℓ+ 1)e−β(εn,ℓ−µ) (2.38)

Assuming that the exchange-correlation potential µxc does not compensate the self interaction in vel,
we have:

lim
r→∞

vtrial(r) = −Z∗e2

r
; lim

n→∞
εn,ℓ = −Z∗ 2

2n2
α2mec

2 (2.39)

lim
n→∞

n−1∑
ℓ=0

2(2ℓ+ 1)e−βεn,ℓ = 2n2 + βZ∗ 2α2mec
2 +O

(
1

n2

)
(2.40)

Again, we postpone a longer discussion of this point to Section 2.3 and will assume that the principal
quantum number is limited somehow.
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From the free energy at equilibrium, we can derive all the thermodynamic quantities of interest, in
particular, the pressure:

P = n2
i
∂Ḟeq

∂ni
=

{
nikBT + nekBT (classical ideal gas)
nikBT − fF

e (ne, T ) + neµ
F
id,e(ne, T ) (Fermi ideal gas)

(2.41)

This corresponds to the pressure of the ideal-gas mixture of ions and free-electrons. It may be shown
easily (the method is described in [59]) that the virial theorem is fulfilled in this model.

To conclude about this derivation, let us note that instead of considering as variables the arbitrary
occupation numbers pξ and trial potential vtrial(r), one can consider the electron density n(r) as the
variable, formally inverting the relation between vtrial(r) and n(r). In this case, one defines vtrial{n, ne; r}
as the external potential yielding the density n(r) for a system of independent particle at equilibrium,
that is, with pξ = pF(µ, T, εξ). This corresponds more closely to the usual standpoint of DFT, and we
will use this one in the following derivations.

Figure 2.1 presents a comparison between the mean ionization: Z∗ ≡ ne/ni obtained from the Saha
equilibrium model, using a detailed configuration accounting for the ion electron states, and the present
average-atom model of isolated ion, for the case of silicon, with an arbitrary limitation of the principal
quantum number to n ≤ 8. Though the results differ slightly, they are rather close. The qualitative
behavior of decreasing mean ionization when the density increases is similar, clearly exhibiting the
lack of pressure ionization in these models.
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Figure 2.1 – Mean ionization Z∗ of silicon stemming from the Saha equilibrium model, with detailed
configuration accounting for the ion electron states, and from the average-atom model of isolated ion
(AAII).

2.2 Non-ideality Corrections to Isolated Ions

2.2.1 Notion of Ionization-Potential Depression

Non-ideal plasmas specifically correspond to those plasmas for which the interactions of the ions
with the surrounding ions and free electrons cannot be disregarded.
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In first approximation, one may assume that the internal structure of the ions remains the same and
simply refines the ideal-gas approximation for the system of point-like ions and free electrons (ion-free-
electron plasma) by accounting for the interaction energy. Adding the interaction energy, one has the
Hamiltonian:

H({pΨ,j, rΨ,j}, {pe,j, re,j}) = Hid({pΨ,j}, {pe,j}) +WIFE({rΨ,j}, {re,j}) (2.42)

WIFE({rΨ,j}, {re,j}) =
e2

2

M∑
Ψ=1

NΨ∑
j=1

M∑
Ψ′=1

NΨ′∑
k=1

(Ψ′,k)̸=(Ψ,j)

Z∗
ΨZ

∗
Ψ′

|rΨ,j − rΨ′,k|
− e2

M∑
Ψ=1

NΨ∑
j=1

Ne∑
k=1

Z∗
Ψ

|rΨ,j − re,k|

+
e2

2

Ne∑
j=1

Ne∑
k=1
k ̸=j

1

|re,j − re,k|
(2.43)

Since the ions are assumed to be point-like in this approach, interactions can only be sensitive to
the ion charge rather than to the detail of its electronic structure. All species Ψ sharing a same ion
charge Z∗

Ψ behave the same. Consequently, changes only occur in energy differences among different
charge states, yielding the notion of ionization-potential depression (IPD) or continuum lowering.

Two ways of accounting for this interaction energy are often described in the literature. They mostly
lead to the same results and rather pertain to different standpoints on the problem than to strictly
distinct approaches.

A first approach is to evaluate the average potentials v∗Ψ per unit charge, acting on the various
point-like particles of the plasma, due to the interactions with all the other particles of the plasma. If we
set vΨ(r) to be the average potential around a particle of species Ψ, we have:

v∗Ψ = lim
r→0

(
vΨ(r)−

ZΨe
2

r

)
(2.44)

For each ion, one then adds the corresponding v∗Ψ potential to the binding energy EΨ found from the
Hamiltonian ĤQ

isol.ion pertaining to the electronic structure. This may be interpreted as adding a constant
perturbing potential to the Hamiltonian. This interpretation is, for instance, used in [60]. The nucleus
and each bound electron of the ion are subject to the same perturbing potential. This is consistent with
the point-like ion hypothesis made in Equation (2.43). Of course, this hypothesis ceases to be relevant
if vΨ(r) varies appreciably over the scale of the electronic structure of the ion. In the context of detailed
modeling, this approach results in substituting for the energies EΨ in Equation (2.12):

E∗
Ψ = EΨ + Z∗

Ψv
∗
Ψ (2.45)

The correction to the ionization potential is thus:

∆IΨ = Z∗
Ψ′v∗Ψ′ − Z∗

Ψv
∗
Ψ with Z∗

Ψ′ = Z∗
Ψ + 1 (2.46)

≈ v∗Ψ′ (2.47)

In the average-atom model, each of the independent electrons (of charge −1) is subject to the same
perturbing potential v∗. The energies of the orbitals, in Equation (2.34), then become:

ε∗ξ = εξ − v∗ (2.48)

with v∗ calculated for the average ion charge Z∗.
However, this approach does not correspond to a unified treatment of both the atomic structure of

the ions and the interactions among the particles of the plasma. Such a transposition of the interaction
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potentials in the plasma, stemming from a particular model, to the effective potentials pertaining to the
ions’ electronic structure is not formally justified. This procedure shifts the energy reference of each
charge state without modifying the spectrum or the orbitals of the electronic structure per se.

A slightly different standpoint, maybe less heuristic, on the accounting for the interaction energy
is to add an approximate interaction contribution to the free energy of the ideal plasma. In statistical
mechanics, such a contribution is called an excess free energy.

In the detailed approach, Equation (2.8) becomes:

Ḟ ({nΨ}, ne, T ) = Ḟid ({nΨ}, ne, T ) + Ḟex ({nΨ}, ne, T ) (2.49)

This results in adding excess chemical potentials µex,Ψ, µex,e in the chemical-equilibrium Equation (2.10).
This standpoint is, for instance, adopted in [61,62].

µid,Ψ(nΨ, T ) + µex,Ψ({nΨ}, ne, T ) + (µid,e(ne, T ) + µex,e({nΨ}, ne, T ))Z
∗
Ψ = λi (2.50)

In this framework, the effective correction to the ionization potential appears when one calculates, for
instance, the ratio of populations for levels belonging to neighboring charge states. It results from the
corrections to the chemical potentials of the neighboring charge states, and free electrons:

∆IΨ = µex,Ψ′ − µex,Ψ + µex,e with ZΨ′ = ZΨ + 1 (2.51)

In the average-atom case, one simply adds the excess free energy Ḟex(ne, ni, Z
∗, T ) corresponding

to the plasma of free electrons and a sole species of ions having the average charge Z∗, which depends
on ne. Equation (2.21) becomes:

Ḟ {{pξ} , vtrial, ne;ni, T} = Ḟid,i(ni, T ) + Ḟid,e(ne;ni, T ) + Ḟex(ne, ni, Z
∗ = ne/ni, T ) + ∆F1 {{pξ} , vtrial}

(2.52)

and Equation (2.35) becomes

µ = µid,e(ne, T ) +
∂

∂ne
Ḟex(ne, ni, Z

∗ = ne/ni, T ) (2.53)

where one must account for the dependency of Z∗ on ne when calculating the derivative.
The underlying hypothesis common to these approaches is that the ion is point-like when compared

to the typical inter-particle distance d in the ion-free-electron plasma.

router << d (2.54)

In a detailed model, router is the largest mean radius of any populated orbital of any significantly popu-
lated multielectron state. In an average-atom model, router is the mean radius of the outer significantly
populated orbital. The relevant inter-particle distance d depends on the model used for the ion-free-
electron plasma.

The point-like-ion hypothesis is the key argument in separating the modeling of interactions in the
plasma from the modeling of the ion electronic structure. However, it excludes the case where some
populated orbitals of an ion are perturbed by the effect of its surrounding particles, that is, the case of
pressure-ionized plasmas.

2.2.2 Models for the Ionization-Potential Depression

In order to avoid the classical Coulomb catastrophe, well-chosen hypotheses have to be made in
order to approach the WIFE term using classical mechanics. We summarize two broadly used models.
However, other ways of circumventing the Coulomb collapse were also explored (see, e.g. [63]).
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Debye-Hückel Model

The Debye-Hückel model [64] (DH) is the linearized mean-field approach to the ion-free-electron
plasma. It accounts for the attractive interactions between ions and electrons and is valid in the limit
of weakly coupled plasmas. The linearization with respect to the mean-field potential is strongly un-
justified at short distances and leads to an unphysical behavior of correlation function at the origin.
However, it allows one to circumvent the classical Coulomb catastrophe.

In the DH model, the average potentials vDH
Ψ , vDH

e , excess free energy per ion ḞDH
ex , and chemical

potentials µDH
ex,Ψ, µDH

ex,e can be written as:

vDH
Ψ (r) = Z∗

Ψe
2 e

−r/λD

r
; vDH

e (r) = −e2
e−r/λD

r
; ḞDH

ex = − 1

12πβniλ3
D
; µDH

ex,Ψ = −1

2

Z∗ 2
Ψ e2

λD
; µDH

ex,e = −1

2

e2

λD

(2.55)

where λD =
(
4πβe2

(
ne +

∑M
Ψ=1 nΨZ

2
Ψ

))−1/2

is the Debye length.
It can be shown that the DH model fulfills the virial theorem of Equation (2.14). Thus, adding the

excess free-energy ḞDH
ex to the Saha model, as in Equation (2.49), preserves the virial theorem. The

correction to the ionization potentials is (see, for instance, [61]):

∆IDH
Ψ = −(Z∗

Ψ + 1)e2

λD
(2.56)

The latter correction is equivalent to applying the correction v∗DH
Ψ using the upper charge state, as

in [60].
In the average-atom context, the excess free energy of Equation (2.52) is:

ḞDH
ex = − 1

12πβni

(
4πe2β

(
ne + ni

n2
e

n2
i

))3/2

(2.57)

Accounting for this interaction correction leads to shifting the 1-electron eigenvalues as follows:

ε∗ξ = εξ +
(Z∗ + 1/2)e2

λD
(2.58)

Ion-Sphere Model

A model often used to address the case of strongly coupled plasmas is the ion-sphere model (IS;
see, for instance, [60]). In this model, one considers a point-like ion placed at the center of a sphere
filled only with a frozen, uniform background of free electrons, with which it interacts. The uniform
density of free electrons corresponds to the mean free-electron density of the plasma ne =

∑
Ψ nΨZ

∗
Ψ,

while the radius of the sphere is such that the ion sphere is neutral:

RZ∗
Ψ
=

(
3Z∗

Ψ

4πne

)1/3

(2.59)

In the case of an average ion, ne = niZ
∗, the ion charge Z∗

Ψ is replaced by Z∗ and the sphere radius is
just the Wigner-Seitz radius RWS = (3/(4πni))

1/3.
In the IS model, the interaction energy of the central ion with the surrounding electrons in the sphere

yields the correction v∗ IS
Ψ to the energy of the Ψ species. The total interaction energy of the ion sphere,

which corresponds to the energy added if one adds an ion to the system, gives the excess chemical
potential.

vIS
Ψ (r) =

Z∗
Ψe

2

r
+

1

2

Z∗
Ψe

2

RZ∗
Ψ

r2

R2
Z∗
Ψ

− 3

2

Z∗
Ψe

2

RZ∗
Ψ

; v∗ IS
Ψ = −3

2

Z∗
Ψe

2

RZ∗
Ψ

; µIS
ex,Ψ = − 9

10

Z∗ 2
Ψ e2

RZ∗
Ψ

(2.60)
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This leads to the following correction to the ionization potentials:

∆I IS
Ψ = − 9

10

(
(Z∗

Ψ + 1)2e2

RZ∗
Ψ+1

− Z∗ 2
Ψ e2

RZ∗
Ψ

)
≈ −3

2

Z∗
Ψe

2

RZ∗
Ψ

to first order in Z∗ (2.61)

which, to first order, is equivalent to applying the correction v∗IS
Ψ , as in [60].

On the interpretation of the IS model, two different physical pictures may be put forward. In the
first picture, the plasma is seen as a highly structured set of neutral spheres, somehow resembling a
solid-state situation (see, for instance, [60]). Another interpretation is that the medium surrounding the
ion may be split in two regions: a spherical statistical cavity in which other ions do not enter, and a
uniform neutral plasma beyond the cavity. This resembles more a liquid-state picture.

The hypothesis of the IS model which allows circumventing the Coulomb catastrophe is to neglect
the polarization of the free electrons driven by the attractive long range potential. Free electrons then
constitute a rigid uniform background neutralizing the ions. Rigorously speaking, it is applicable only
when free electrons’ degeneracy is so strong as to inhibit their polarization around the ions. This hy-
pothesis is also the founding hypothesis of classical plasma models: one-component classical plasma
(OCP) or multi-component classical plasma (MCP). However, in the IS model, the average ion density
around the central ion is approached by a Heaviside function. This corresponds to the strong-coupling
limit of the mean-field model of the OCP/MCP (often called nonlinear Debye-Hückel model or Poisson-
Boltzmann model).

However, in the case of strong coupling, the effect of correlations, beyond the reach of the mean-
field approximation, is important. Models of simple fluid that account for these effects, such as the
hyper-netted-chain model (HNC) [65, 66], exhibit a different behavior of the pair distribution functions
for strongly coupled plasmas, as well as a different limit for the chemical potential. These models of
fluid also better approach the Wigner crystal at conditions were the OCP/MCP system is crystallized.
In this limit, the ion-sphere model of a lattice provides a relevant approximation. However, despite the
similar name and the very close proximity of the equations, it is a different model from the IS model
of fluid. Thus, whereas the DH model of ion-free-electron plasma can be seen as rigorously valid in
the limit of weak coupling, the IS model of fluid only offers a qualitative description of strongly coupled
classical plasmas.

Stewart-Pyatt Model

Despite the fact that ion sphere model is questionable for strongly coupled plasmas, the description
of moderately coupled plasmas was often seen as a question of bridging between the DH and IS
models, seen as two “limits”. This question is notably addressed by Stewart and Pyatt in [60], using an
approach inspired from the Thomas-Fermi model (see next section) and the mean-field model of the
OCP. However, in [60], the model is used to describe the electron cloud around an ion rather than the
electronic structure of the ion itself. They obtain the following formula, which smoothly switches from
the DH to the IS result, according to the ratio between the Debye length and the ion-sphere radius:

∆ISP
Ψ = − 1

2β

(
ne

ni
+ 1

)−1
[(RZ∗

Ψ

λ∗
D

)3

+ 1

]2/3
− 1

 (2.62)

with λ∗
D = (4πβe2ne (ne/ni + 1))

−1/2.

2.3 Divergence of Partition Functions, Suppression of Bound States,
Screening and Limitations of the Non-ideality Corrections

The isolated-ion models of Section 2.1 both exhibit divergences of their partition functions. One
may relate this divergence issue to the Coulombic behavior of the atomic potential at large distances,
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typical of isolated-ion models.
First, let us remark that in the n → ∞ limit, the 1-electron spectrum of the average-atom model

of isolated ion forms a quasi-continuum having a density of states ϱqc, which diverges for energies
ε → 0−:

ϱqc(ε) =
Z∗ 2

ε2
(2.63)

The partition function of high-lying levels ε > εqc may be seen as the diverging integral:∫ 0

εqc

dε
{
ϱqc(ε)p

F(µ, T, ε)
}

(2.64)

However, by limiting the partition function to the negative-energy part of spectrum, one disregards the
distortion of the density of states induced by the atomic potential in the positive-energy part.

Let us consider two 1-electron Hamiltonians: the Hamiltonian of free electrons H̃0 and the Hamilto-
nian H̃eff of electrons feeling an external effective potential. Eigenstates of each of those Hamiltonians
constitute a complete orthonormal basis of the same 1-electron-state space E . The total number of
states within each of these bases is thus the same. If those two bases share a common continuous
label, for instance ε, then the density of states with respect to this label may change, but its integral over
the label remains the same. This principle is the foundation of Levinson’s theorem [67, 68]. From this
principle, one may expect the divergence of the density of states induced by a Coulomb-tail potential
at ε → 0− to be compensated elsewhere; more precisely, in the continuum.

A spherically symmetric potential does not couple the subspaces associated with the various orbital
quantum number ℓ. Consequently, it is possible to show that the total number of states is conserved
for each value of ℓ (see, for instance, [68, 69]). Moreover, for a spherically symmetric potential, the
distortion of the density of states with respect to that of free particles is related to the scattering phase
shift.

Let us consider the radial wave functions of states ξ = (ε, ℓ,m) belonging to the continuum:

φε,ℓ,m(r) =
Pε,ℓ(r)

r
Yℓ,mℓ

(r̂) (2.65)∫ ∞

0

dr {Pε,ℓ(r)Pε′,ℓ(r)} = δ(ε− ε′) (normalization convention) (2.66)

In the case of a free particle (zero external potential, Hamiltonian H̃0), the Schrödinger radial equation
is the Bessel equation and the radial wave functions are:

Pε,ℓ(r) = Aεkrjℓ(kr) with k =
√
2meε (2.67)

where jℓ is the spherical Bessel function regular at 0, yℓ denoting the irregular one in the following [70].
We define the local phase shift ∆ε,ℓ(R) of a continuum radial wave function Pε,ℓ(r) with respect to the
regular Bessel function as follows. Setting the potential to zero for r ≥ R, ∆ε,ℓ(R) is such that

Pε,ℓ(r ≥ R) = Aεkr [cos(∆ε,ℓ(R))jℓ(kr)− sin(∆ε,ℓ(R))yℓ(kr)] (2.68)

For a finite-range potential, the Schrödinger equation tends to the Bessel equation far from the
origin, and the local phase shift has a finite asymptotic value, which is the scattering phase shift ∆ε,ℓ.

lim
r→∞

∆ε,ℓ(r) = ∆ε,ℓ (2.69)

The latter scattering phase shift is related to the change of the density of state as follows (see, for
instance, [71]):

∆ϱℓ(ε) = 2(2ℓ+ 1)
1

π

∂∆ε,ℓ

∂ε
(2.70)
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Applying the conservation of the total number of states for a given ℓ, and remembering that there is no
bound state for a free electron (no classically allowed region for ε < 0), one immediately obtains:∫ 0

−∞
dε

{
nmax,ℓ∑
n=1

2(2ℓ+ 1)δ(ε− εn,ℓ)

}
= −

∫ ∞

0

dε {∆ϱℓ(ε)} (2.71)

nmax,ℓ = lim
ε→0

∆ε,ℓ

π
(2.72)

which corresponds to Levinson’s theorem. For a finite-range potential, the number of discrete orbitals
is thus finite [72].

For a Coulomb-tail potential, the solution of the Schrödinger equation tends to a combination of
regular and irregular Coulomb wave functions:

lim
r→∞

Pε,ℓ(r) = Ak

[
cos(∆C

ε,ℓ)F
C
ℓ

(
−Z∗

k
; kr

)
+ sin(∆C

ε,ℓ)G
C
ℓ

(
−Z∗

k
; kr

)]
(2.73)

where FC
ℓ , GC

ℓ are the Coulomb wave functions regular and singular at 0, respectively [70], and where
∆C

k,ℓ is a constant phase shift with respect to the Coulomb wave functions. This yields:

lim
r→∞

∆ε,ℓ(r) ∼
Z∗

k
ln(2kr) (2.74)

This singularity of the scattering phase shift is fully consistent with the infinite number of bound states
for a Coulomb-tail potential.

The detailed analysis of the compensation between bound and continuum parts of the partition
function was studied thoroughly in the framework of the virial expansion by Beth and Uhlenbeck [73],
Larkin [74], Ebeling [75–77] and Rogers [78,79]. Accounting for the density of state modification in the
continuum yields the Planck-Larkin suppression of the diverging terms in Equations (2.16) and (2.40).
In itself, the divergence of the partition functions related to the infinite number of bound states is mostly
due to a lack of proper accounting for the continuum.

However, non-ideal effects such as the screening by free electrons and the perturbation by sur-
rounding ions may also limit physically the range of the effective atomic potential and consequently
the number of bound states. In fact, in the context of the virial expansion, the Debye-Hückel correction
appears at the second order, together with the Planck-Larkin regularization (see, for instance, [74]).

For the most weakly bound states (either in the sense of many-electron states or in the sense of
1-electron orbitals), the non-ideality correction to the energy may be of the same order as the energy
itself, or even greater. The question then is: how to treat these states that potentially end up in the
continuum ?

In [80], Herzfeld truncate heuristically the set of bound states in the Saha equilibrium for hydrogen
by disregarding hydrogenic orbitals whose mean radii are larger than or of same order as the inter-
particle distance. Qualitatively, this corresponds to limiting the spatial extension of existing states to
the size of an ion sphere. In [81, 82], Urey and Fermi independently elaborate on this idea, introduc-
ing, in the free energy, an excluded-volume term associated with the volume occupied by the various
hydrogenic states. Minimizing the free energy, Fermi concludes that the population of a state drops
when the total volume is smaller than the excluded volume of this state times the population of the
most populated state.

In [74], Larkin relates the truncation to an assumed Debye-Hückel decay of the 1-electron effective
potential. Qualitatively, this corresponds to limiting the spatial extension of existing states to the Debye
length. However, without a unified treatment for both the electronic structure and the screening in
the whole plasma, the argument for using the Debye-Hückel potential in the ion electronic structure is
heuristic.
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Figure 2.2 – Mean ionization Z∗ of a silicon plasma at 20 eV temperature, as a function of matter
density. Comparison between average-atom model of isolated ion without any continuum lowering (no
IPD, principal quantum number limited to n = 8), with Debye-Hückel continuum lowering (DH), with
ion-sphere continuum lowering (IS), and with Stewart-Pyatt continuum lowering (SP). Comparisons
are shown both without suppression of bound orbitals (a) and with suppression (b). In the latter case,
the curves stop where suppression of a subshell having more than 10% of the electrons occurs (regime
of significant pressure ionization).

In [60], Stewart and Pyatt recommend suppressing any level which has an occupied orbital whose
energy is smaller than the ionization-potential depression.

One may put forward that, if one sees the non-ideality correction as a lowering of the continuum,
then the intersection of this lowered continuum boundary with the isolated-ion potential sets a restriction
on the range of the potential, yielding the truncation of the bound state spectrum. This qualitative
standpoint is fully consistent with that of suppressing the states whose energy lies above the lowered
continuum.

Most of the effect of accounting for non-ideality corrections is in the modification of the partition
function. Figure 2.2 shows the effect of various ionization potential depression models, either dis-
regarding or performing the suppression of bound orbitals. Looking at Figure 2.2 a, one can see that
without suppressing any orbital, the effect on the mean ionization remains moderate, the Debye-Hückel
model yielding the largest effect. In the case considered, the Stewart-Pyatt formula leads to results that
are close to those of the ion-sphere model. Looking at Figure 2.2 b, one can see that performing the
associated suppression of bound orbitals greatly increases the impact on the mean ionization.

However, in the context of a finite-range potential, a correct accounting for the effect of the potential
on the continuum remains a crucial issue. In this context, even if there is no singularity of the density
of state to compensate, a compensation still occurs between finite quantities, through the appearance
of resonances.

For any small perturbation of the potential that leads to the passing of a bound state above the
continuum limit, Levinson’s theorem informs us that the phase shift at zero energy jumps accordingly.
Since this small perturbation cannot lead to a modification of the phase-shift at energies that are large
compared to the perturbation, a rapid variation of the phase shift necessarily occurs just above zero
energy. This rapid variation corresponds to a sharp peak in the continuum density of states, called
a resonance (see Figure 2.3). In the end, the density of state, defined over the whole spectrum with
Dirac δ in the negative energy part, just evolves continuously when one of the Dirac δ’s crosses the
zero energy. In this way, any observable remains continuous.

As an elementary illustration of the effect of a finite-range potential, Figure 2.4 presents the 1-
electron eigenvalues and the total ∆ϱ(ε) =

∑
ℓ ∆ϱℓ(ε) contribution to the density of states for a

screened Coulomb potential, with charge Z = 26, as a function of the screening length. For infinite
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Figure 2.3 – Schematic view of the delocalization of a bound orbital, with a resonance appearing in the
continuum, as described by Levinson’s theorem.

Figure 2.4 – Electron in a screened Coulomb potential with charge Z = 26. Eigenvalues as functions
of the screening length, for principal quantum numbers up to n = 8, and ion contribution to the density
of states ∆ϱ(ε) of Equation (2.70), showing the corresponding resonances.
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screening length, one recovers the usual hydrogen-like eigenvalues, with their accidental ℓ-degeneracy.
As the screening length is decreased, one can see how the accidental degeneracy is removed and how
the eigenvalues are gradually shifted towards the continuum until the removal of the orbital from the
discrete spectrum. Once the orbital is removed from the discrete spectrum, one can see how it is
compensated for by a resonance in the continuum, which gradually spreads out as screening length is
further decreased.

In conclusion, even assuming that a continuum-lowering model is yielding the correct energy shift,
a sharp suppression of the bound states does not correspond to what stems from a screened potential
with a proper accounting for the continuum.

In practice, the continuum-lowering argument or the introduction of Planck-Larkin partition functions
suffices to justify the suppression of weakly bound states, which have negligible populations and do not
yield significant contribution of the corresponding resonances. This suppression enables the conver-
gence of the Saha partition function. However, when it comes to suppressing populated many-electron
states or orbitals, this method is no longer valid, and in fact the whole point-like-ion hypothesis used in
the treatment of interactions breaks down.

Whenever the interactions of the ions with the surrounding ions and free electrons have an impact
on the electronic structure, we will speak of pressure-ionized plasma. In this case, giving a relevant
answer to the problem requires one to account for the interactions among particles of the plasma
directly in the calculation of the ion electronic structure, while properly accounting for the continuum.
As far as possible, such a description should account for both the polarization of free electrons around
the ions, and the interactions of ions with their neighbors.

2.4 Atomic Models of Pressure-Ionized Plasmas

In the following, we will focus on the average-atom description of the plasma since it offers a simpler
framework for such modeling. However, most of the presented models can be extended to a detailed
description of the plasma.

The modeling of dense, pressure-ionized plasmas has historically been addressed using self-
consistent-field models of the ion electronic structure, including all electrons (bound and continuum)
and accounting for the surrounding ions through the notion of a Wigner-Seitz cavity. These models
focus on the electronic structure around a bare nucleus and depart from the formalism of correlations
in the plasma. Being models of the ion electronic structure, all these models necessarily rely, to some
extent, on quantum mechanics for the electrons and thus avoid the Coulomb catastrophe.

Depending on the model, the WS cavity is seen either as a neutral spherical cell in which the ion
is enclosed (ion-in-cell picture) or as a statistical cavity within which surrounding ions do not enter and
beyond which they are uniformly distributed (ion-in-jellium picture).

A common feature of these models of pressure-ionized plasmas is that the resulting atomic potential
has finite range, and thus naturally leads to a finite number of bound states.

2.4.1 Thomas-Fermi Ion-in-Cell Model

The Thomas-Fermi (TF) model is a semiclassical mean-field model of the ion electronic structure,
accounting for all electrons and for the surrounding ions through the notion of an ion cell (see Fig-
ure 2.5). In the TF model, the electrons inside the ion cell are seen as a negatively charged fluid,
behaving locally as an ideal gas. The atomic structure stems from the hydrostatic equilibrium of this
charged ideal gas around the positively charged nucleus. Application of the TF model at finite tem-
perature to dense plasmas was first proposed in [83]. A numerical method for solving the TF set of
equations was given in [84]. The equations of the TF model are:
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Figure 2.5 – Schematic picture of the Thomas-Fermi model.

∇2vel(r) = −4πe2n(r) (2.75)

lim
r→0

vel(r) = −Ze2

r
(2.76)

vel(RWS) = 0 (2.77)∫
WS

d3r {n(r)} = Z (2.78)

n(r) =
4√
πΛ3

e
I1/2

(
β
(
µF

id,e(ne)− vel(r)
))

(2.79)

where the WS denotes that the integral is performed only within the WS sphere. I1/2 is the Fermi
integral of order 1/2.

Equation (2.75) is the Poisson equation. Equations (2.76) and (2.77) are the boundary condi-
tions at the origin and at the WS radius, respectively. The latter sets the reference of the energies.
Equation (2.78) is the condition of neutrality of the ion sphere. Equation (2.79) corresponds to the
local-ideal-Fermi-gas hypothesis. Equation (2.75), together with Equation (2.79), may be seen as a
mean-field approximation.

An oft-used extension of the TF model consists of adding a local exchange or an exchange-
correlation contribution to the electrostatic potential. This is called the Thomas-Fermi-Dirac model,
referring to [85] in which a local exchange term was derived. In this case, Equation (2.79) is replaced
by:

n(r) =
4√
πΛ3

e
I1/2

(
β
(
µF

id,e(ne)− vtrial(r)
))

(2.80)

vtrial(r) = vel(r) + µxc(n(r))− µxc(ne) (2.81)

with µxc = ∂fxc(n)/∂n being the chemical potential associated with fxc, an approximate exchange-
correlation contribution to the free-energy per unit volume of a uniform electron gas.

Besides its heuristic setup, one may also derive the Thomas-Fermi-Dirac model from a variational
principle [58]. One approximates the free energy per ion as the free energy of an ion cell, filled with an
electron gas, locally considered as an ideal Fermi gas of density n(r).

Ḟ{n;ni, T} =

∫
WS

d3r
{
fF

e (n(r), T ) + fxc(n(r), T )
}
+

∫
WS

d3r

{
−Zn(r)e2

r
+

e2

2

∫
WS

d3r′
{
n(r)n(r)

|r− r′|

}}
(2.82)
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It is worth noting that this free energy does not include terms related to the ion motion or interactions.
This is among the shortfalls of such kind of model, which only focuses on the electronic structure of
a central ion. In a first approximation, an ion ideal-gas free energy contribution can be trivially added.
However, a proper accounting for the ion-ion interactions in such a model is a far more difficult subject,
on which we will elaborate later.

One performs the minimization of the free energy per ion while requiring the neutrality of the ion
cell

Ḟeq(ni, T ) = Min
n

Ḟ{n;ni, T} s. t. Z =

∫
WS

d3r {n(r)} (2.83)

The result of this constrained minimization is equivalent to Equations (2.75)-(2.78) and (2.80).
Starting from the equilibrium free energy, one can rigorously write the thermodynamic quantities

using the appropriate derivatives. One notably finds, for the pressure:

Pthermo(ni, T ) = −fF
e (ne, T )− fxc(ne, T ) + neµ

F
id,e(ne, T ) + neµxc(ne, T ) (2.84)

It can also be shown that the model fulfills the virial theorem [83].
In the TF model, the electron density is a local function of the potential. In fact, the hypothesis of

locally having an ideal Fermi gas may be recovered from a local-density approximation of the quantum
kinetic free energy of independent particles [86]. Since the electrostatic potential is zero at the WS
radius, the density at the WS radius is equal to that obtained from the chemical potential:

Z∗ =
ne(RWS)

ni
=

ne

ni
(2.85)

Due to its semiclassical character, the TF model does not yield a shell structure in the sense of
quantum mechanics. Consequently, there are no ionization plateaus, as in the mean ionization of the
quantum isolated ion. As an illustration, Figure 2.6 a displays the TF mean ionization as a function of
temperature for carbon at 10−4 g.cm−3, compared to that of a quantum isolated ion.

On the other hand, in the TF model, pressure ionization is obtained through a squeezing of the
ion cell when density is increased. As an example, Figure 2.6 b shows the TF mean ionization as a
function of matter density for carbon at a temperature of 20 eV.
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Figure 2.6 – Mean ionization Z∗ of a C plasma along the 10−4-g.cm−3-isochore (a), and along the
20-eV-isotherm (b). Comparison between the Thomas-Fermi model (TF) and the average-atom model
of isolated ion (AAII).
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In addition to being used in equation-of-state calculations, the TF model was also used for the
calculation of radiative properties. Such calculations were performed either resorting to a heuristic use
of the TF potential in orbital calculations [87] or from rigorous approaches to the dynamic semiclassical
model [32,88,89]. In the latter case, the unphysical behavior of the TF electron density in the vicinity of
the nucleus has strong consequences on the photoabsorption cross-section at high frequencies [89].
Moreover, the lack of shell structure implies the absence of line emission and absorption in the spectra.

Finally, let us remark that in the Thomas Fermi model, the equations are restricted to the WS cell.
This renders the model versatile in the sense that it is rather insensitive to the modeling of the medium
outside the WS sphere. On the one hand, one may interpret the ion sphere as an element of a highly
ordered pile of neutral spheres. In [90], the TF ion cell is used in this way, as an approximation of the
polyhedral WS cell of a metal lattice. On the other hand, one may interpret the ion cell as a statistical
cavity surrounded by a homogeneous neutral plasma (jellium), as suggested later by Liberman in the
context of his INFERNO model [91]. The coexistence of these two possible interpretations relates to the
similar ambiguity of the physical picture underlying the ion-sphere model. This duality of interpretation
left an imprint on the models proposed later for a quantum extension of the TF model.

2.4.2 Quantum Ion-in-Cell Models

Among the first quantum extensions to the TF model was the model of Rozsnyai [92]. This model
is based on the solid-state picture of the ion cell. The bound electrons are described by resorting to
energy bands, whose boundaries are obtained from the Wigner-Seitz cellular method (zeros of the
wave function and of its derivative, see [93,94] or the monograph [95]). Positive-energy spectrum (with
respect to the effective potential at infinity) is approximated using the TF approach, with a restriction on
the energy integration in order to only cover the classically allowed range. The treatment of continuum
electrons is therefore not consistent with that of bound electrons. In particular, the contributions of
resonances or energy bands in the continuum are disregarded. However, because of the treatment of
bound electrons through energy bands, the pressure ionization of a bound state occurs gradually and
does not result in a proper discontinuity of observables.

A variant of this model resorts to wave functions calculated with boundary conditions applied at
infinity. In this case, the boundary condition is the exponential decay of the wave function, or, in practice,
the matching onto localized zero-field solutions at the WS radius (third kind modified spherical Bessel
function). This kind of model is, for instance, used in [17]. In this model, due to the semiclassical
treatment of the continuum and the discrete nature of bound states, pressure ionization of a bound
state results in a discontinuity of observables.

In practice, the equations of the latter model are the same as in the TF model, except that the
electron density is partially calculated from quantum mechanics. Namely, one retains Equations (2.75)-
(2.78) and (2.81), whereas the electron density is given by:

n(r) =
∑

ξ bound

pF(µ, T, εξ)|φξ(r)|2 +
4√
πΛ3

e
I inc.
1/2

(
β
(
µF

id,e(ne)− vtrial(r)
)
;−βvtrial(r)

)
(2.86)

instead of Equation (2.80). The orbitals {|φξ⟩} are obtained solving Equation (2.28) only for the bound
states, since the sum only runs over the discrete part of the spectrum. pF is the Fermi-Dirac distribution
and I inc.

1/2 is the incomplete Fermi integral defined as follows:

I inc.
1/2 (y; z) =

∫ ∞

z

dx

{
x1/2

ex−y + 1

}
(2.87)

Another slightly different variant of this model approximates the positive-energy spectrum using the
non-degenerate limit of the 1-electron distribution instead of the Fermi-Dirac distribution [96] 1. Let us

1. In [96], this model is called “finite-temperature ion-sphere model”, whereas what we call in the present document
“ion-sphere model” is called “uniform electron gas model”.
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Figure 2.7 – Schematic picture of Liberman’s INFERNO model. The electron density is represented
with a discontinuity at the WS radius, consistently with the interpretation proposed by Liberman of a
homogeneous jellium surrounding the WS sphere.

also mention that some models also use bands for both the negative and positive parts of the energy
spectrum [97], with applications to matter in which an ion lattice may subsist.

The first fully quantum model of the ion cell in a plasma was Liberman’s model named “INFERNO” [91,
98, 99]. Contrary to Rozsnyai, Liberman proposes the physical picture of an ion cell surrounded by a
finite-temperature jellium, as sketched in Figure 2.7. A jellium is a homogeneous electron gas, neutral-
ized by a homogeneous ion background.

The equations of the INFERNO model are the same as in the TF model, with an electron density
fully calculated from quantum mechanics. One thus keeps Equations (2.75)-(2.78) and (2.81), with an
electron density given by:

n(r) =
∑
ξ

pF(µ, T, εξ)|φξ(r)|2 (2.88)

where the orbitals {|φξ⟩} are obtained solving Equation (2.28) for both the bound and continuum states,
since the sum runs over both the discrete and the continuum part of the spectrum. For the latter part,
the sum is to be understood as an integral over the momentum. Contrary to the Rozsnyai model and
its variants, the INFERNO model accounts for the resonances in the continuum.

Figure 2.8 shows the density of states obtained from the INFERNO model for silicon at 5 eV tem-
perature and matter densities of 1.1 and 1.2 10−2 g.cm−3. At these conditions, one can observe
resonances related to the delocalizations of the 5p and 4f subshells. In particular, between 1.1 and 1.2
10−2 g.cm−3, the 5p subshell is pressure-ionized, yielding a sharp resonance in the continuous spec-
trum. In order to illustrate the lack of resonances in Rozsnyai-like models, we also display the density
of states obtained when using Equation (2.86) for the electron density, at similar plasma conditions.
The discrete spectrum from the Rozsnyai-like model is not shown, to avoid obfuscation of the figure.

Consistently, with the picture of an ion cell surrounded by a neutral jellium, the boundary condition
applied to the wave functions φξ at the WS radius is just the matching onto the zero-potential solution
(a linear combination of Bessel functions, defining a phase shift). Like in the TF model, the medium
surrounding the ion cell does not interact with the content of the ion cell. Consequently, the model can
be formulated using equations restricted to the WS cell, with the jellium surrounding the WS sphere
playing no direct role in the model.

The quantum electron density of Equation (2.88) is a nonlocal functional of the self-consistent
potential. As a consequence, even if the potential is zero at the WS radius, the electron density
n(RWS) in general differs from the electron density obtained from the chemical potential ne. The latter
corresponds to the asymptotic value limr→∞ n(r).
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Figure 2.8 – Density of states obtained from the INFERNO model in the case of silicon at 5 eV tem-
perature and matter densities of 1.1 and 1.2 10−2 g.cm−3. In the negative energy ranges, the Dirac
distributions are represented by vertical lines. For the sake of comparison, the density of states stem-
ming from the Rozsnyai-like model of Equation (2.86), at 5 eV temperature and 1.15 10−2 g.cm−3, is
also shown, only in the positive energy range.

This yields an ambiguity in the definition of the mean ionization Z∗, which is closely related to the
ambiguity in the physical interpretation of the model. Either the electron density has a discontinuity at
the WS radius, or it is continuous but electrons of the jellium have a chemical potential that is different
from those of the ion cell.

Connected to this interpretation issue is the problem of defining the pressure in the model (electron
pressure at the WS boundary versus electron pressure stemming from a jellium of density ne). More
generally, due to the lack of variational formulation for this model, any thermodynamic quantity is de-
fined heuristically and may have more than one possible definition. Indeed, Liberman proposed two
versions of his model (denoted A and T), differing in the region of integration for the free and internal
energies [91,98,99]. Thermodynamic consistency among these quantities is in general not assured.

The sharp cut-off of the equations at the WS radius also implies that the virial theorem is not fulfilled.
When trying to derive the virial theorem for the system, surface terms appear at the WS radius, which
results in the impossibility of fulfilling the theorem (see, for instance [28]).

Nevertheless, Rozsnyai’s and Liberman’s models are among the most often used when dealing with
pressure-ionized plasma, both in their respective average-atom versions (see, for instance, [100,101])
or in a modified version adapted to fixed configurations (see, for instance, [17]). To some degree of
approximation, these models account for both the quantum shell structure of the ion and the pressure
ionization phenomenon. Both also have relatively low computation costs, favored by the restriction of
the equations to the WS cell. Of course, INFERNO involves a much higher computational cost than
Rozsnyai’s model, due to the quantum treatment of the continuum.

Moreover, a variant of Rozsnyai’s model was used in [96] as the starting point to obtain an approxi-
mate, closed formula fitting the atomic potential. Such a fit for the atomic potential can be used to infer
corrections to the isolated-ion energies, from perturbation theory [102, 103]. Such an approach yields
analytical formulae for the line shifts, which showed agreement with experimental measurements [104]
of line shifts in He-like ions at electron densities of the order of 1023 cm−3 [105,106]. In prior studies, the
simpler model of the ion-sphere had also been used, outside the context of point-like ion hypothesis,
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to calculate an analytical perturbing potential and infer line shifts [107].

2.4.3 Ion-in-Jellium Models

Models of an impurity (or a defect) in a jellium were developed during the 1970s in the context of
solid-state physics [108–110]. In these models, the perturbation generated by the impurity may extend
spatially far from its origin. There is no restriction to a particular cell (see Figure 2.9 a).

A first extension of the treatment of an impurity in a jellium to the modeling of an ion in a plasma
was suggested by Perrot in the 1990s, in his “Atome dans le Jellium de Charge Imposée” model (AJCI,
atom in a jellium with fixed charge). In his model, Perrot introduces a WS statistical cavity in the jellium,
much like the picture proposed by Liberman. However, he also considers an ion extending in the whole
space, rather than enclosed within a cell (see Figure 2.9 b). Consistently, the neutrality is assumed
to hold in the whole space rather than in the ion cell. In this model, the uniform ion background of
the jellium surrounding the cavity interacts with the electron density, which asymptotically tends to the
jellium density. This leads to the charge density:

qe (n(r)− niZ
∗θ(r −RWS)) = qe (n(r)− neθ(r −RWS)) (2.89)

The AJCI model, like models of impurity in metals, resorts to a fixed jellium density ne, given as an
input to the model. It is also lacking a variational derivation. However, the notion of an ion extending
beyond the WS sphere, up to infinity, allows one in principle to solve the problem of surface terms in
the virial theorem.

Starting from the founding ideas of the AJCI model, a model of a variational average-atom in a
quantum plasma (VAAQP) was proposed and studied [111–114]. This showed that building an atom-
in-jellium model within a variational framework enables one to set the jellium density from the thermo-
dynamic equilibrium condition and to fulfill the virial theorem.

Formally, to treat the nuclei-electron plasma as a set of ions, we resort to a reasoning called a
“cluster” decomposition. Let O be a quantity that may be calculated for any set of K nuclei, with spatial
configuration (R1...RK), including the empty set. We may then write (see [115] for more detail):

O(R1...RK) = O(∅) +
K∑
j=1

∆O1(Rj) +
1

2

K∑
j=1

K∑
k=1
k ̸=j

∆O2(Rj,Rk) + ... (2.90)

Figure 2.9 – Schematic pictures of an impurity in a jellium (a), and of an ion-in-jellium model such as
AJCI or VAAQP (b).
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defining the ∆OK terms recursively, so as to assure the equality for each value of K:

∆O1(R) = O(R)−O(∅) (2.91)
∆O2(R1,R2) = O(R1,R2)−∆O1(R1)−∆O1(R2) +O(∅) (2.92)

...

The quantity O has a clustering property if the terms in Equation (2.90) exhibit a decreasing ordering,
which makes Equation (2.90) a convergent expansion.

In the VAAQP model, we first assume that the electron density n(R1...RNi ; r) for a system of Ni ion
is correctly described by limiting the cluster expansion to the zeroth and first order only:

n(R1...RNi ; r) = n0(r) +

Ni∑
j=1

∆n1(Rj; r) = ne +

Ni∑
j=1

q(|r−Rj|) (2.93)

where the zeroth-order term n0 is identified as the homogeneous jellium density ne, and the first-order
term corresponds to the sum of spherically symmetric clouds of displaced electrons, corresponding
each to an ion in a jellium. We also assume the first-order cluster expansion to hold for the free energy
of the system. This leads us to write the free energy per ion as follows:

Ḟ (ni, T ) = Ḟ0(ne;ni, T ) + ∆F1{ne, q;T} (2.94)

Here, Ḟ0 = (fF
e (ne, T )+fxc(ne, T ))/ni is the free energy per ion of the uniform electron gas. We choose

to treat ∆F1 using a density-functional formalism [56–58] and decompose the ∆F1 as suggested by
Kohn and Sham [57]:

∆F1{ne, q;T} = ∆F 0
1 {ne, q;T}+∆F el

1 {ne, q;T}+∆F xc
1 {ne, q;T} (2.95)

∆F 0
1 corresponds to the kinetic and entropic contribution to the free energy of a system of independent

electrons subject to an external potential vtrial
{
ne, q; r

}
that yields the electron density ne + q(r), with

the contribution from a homogeneous system of density ne subtracted.

∆F 0
1

{
ne, q;T

}
=
∑
ξ

∫
d3r
{
pF(εξ;ne, T )

[
(εξ − vtrial(r)− TsF(εξ;ne, T )) |φξ(r)|2

− (εξ − TsF(εξ;ne, T )) |φ0
ξ(r)|2

]}
(2.96)

sF(εξ;ne, T ) = s (pF(εξ;ne, T )) (2.97)

where the {|φξ⟩} are obtained solving Equation (2.28) for the bound and continuum states. As in
INFERNO, the sum runs over both the discrete and continuum part of the spectrum. Here the {|φ0

ξ⟩}
correspond to the plane waves (eigenstates of H̃0) and only contribute to the continuum part. ∆F xc

1

corresponds to the exchange and correlation contribution to the free energy, with the contribution from
the homogeneous system subtracted, taken in the local density approximation:

∆F xc
1 {ne, q;T} =

∫
d3r {fxc(ne + q(r), T )− fxc(ne, T )} (2.98)

∆F el
1 is the direct interaction term, in which we introduce the hypothesis of the WS cavity. We model

the surrounding ions by a charge density qeneθ(r −RWS), like in the AJCI model. This leads to:

∆F el
1 =

∫
d3r

{
−Z (ne + q(r)− neθ(r −RWS)) e

2

r

+
e2

2

∫
d3r′

{
(ne + q(r)− neθ(r −RWS)) (ne + q(r)− neθ(r

′ −RWS))

|r− r′|

}}
(2.99)
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Accordingly, the condition of neutrality in the whole space can be written as:

Z =

∫
d3r {ne + q(r)− neθ(r −RWS)} =

ne

ni
+

∫
d3r {q(r)} (2.100)

Finally, the VAAQP model is based on the minimization of the free energy with respect to the
displaced-electron density q(r) and jellium density ne, while requiring the neutrality condition:

Ḟeq(Ni, V, T ) =Min
ne,q

Ḟ
{
ne, q;ni, T

}
s. t.

∫
d3r {ne + q(r)− neθ(r −RWS)} = Z (2.101)

This constrained minimization yields the following equations:

vtrial(r) = vel(r) + µxc(ne + q(r))− µxc(ne) (2.102)

vel(r) = −Ze2

r
+ e2

∫
d3r′

{
ne + q(r)− neθ(r

′ −RWS)

|r− r′|

}
(2.103)∫

d3r {vel(r)θ(r −RWS)} = 0 (2.104)

Equation (2.102) gives the self-consistent potential of the VAAQP model, which is in general nonzero
outside the WS sphere.

Equation (2.104) stems from the minimization condition with respect to the jellium density ne and
allows finding its value. Thus, in the VAAQP model, the density of the uniform background is uniquely
defined; it corresponds to the asymptotic electron density of each ion and is set by the thermodynamic
equilibrium condition.

From the equilibrium free energy per ion, it is possible to rigorously obtain the other thermody-
namic quantities, by calculating the appropriate derivatives. For the pressure, the following formula is
obtained:

Pthermo = −fF
e (ne, T )− fxc(ne, T ) + neµ

F
id,e(ne, T ) + neµxc(ne, T ) + nevel(RWS) (2.105)

The first four terms correspond to the pressure of an ideal Fermi gas of density ne. The last term is
related to the WS cavity. Moreover, it can be shown that the virial pressure leads to the same formula
as Equation (2.105), meaning that the virial theorem is fulfilled in the VAAQP model.

In the contributions to the free energy expression of Equation (2.94), the ions are disregarded. For
that reason, the thermodynamic quantities from the VAAQP model may be viewed as electron contri-
butions, which may be supplemented by ion contributions. Adding an ion ideal-gas contribution to the
model is straightforward. However, adding the results of a model of interacting ions is more problem-
atic because part of the ion-ion interactions is necessarily included in the VAAQP model through the
WS-cavity hypothesis.

Like INFERNO, the VAAQP model allows for the description of the ion shell structure, while the WS
cavity assumed in the model enables the description of pressure ionization. Treating the perturbation
of the density in the whole space, the model also accounts for the Friedel oscillations (see, for in-
stance, [95]) of the displaced-electron density. The physical relevance of these oscillations in the case
of ions in a plasma is rather unclear. However, accounting for them is essential to ensure the fulfillment
of the virial theorem.

In the VAAQP model, the potential range is not strictly limited to the WS radius but has a strong
decay, due to the total screening of the nucleus in the whole space. In practice, the variational Equa-
tion (2.104) most often constrains the atomic potential to take small values at the WS radius, of the
order of the amplitude of Friedel oscillations. For that reason, the VAAQP model yields results that
mostly agree with those of the INFERNO model, except in the low-temperature/high-density regime.

Figure 2.10 shows an example comparison of results from the isolated-ion, INFERNO, and VAAQP
models in the case of silicon at 5-eV temperature. Both the mean ionization and the 1-electron energies
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are displayed. As is seen from these figures, the energy correction, and consequently the mean
ionization, are rather well estimated using the Stewart-Pyatt approach with the suppression of bound
orbitals [60], up to cases of significant pressure ionization (here, around 0.1 g.cm−3). The INFERNO
and VAAQP models agree well in this regime. In the region of strong pressure ionization, the results
from VAAQP depart significantly from those of INFERNO. Accordingly, the thermodynamic consistency
of the INFERNO results is problematic in this region. However, differences in the 1-electron energies
are less pronounced (see Figure 2.10 b).

The Thomas-Fermi, INFERNO and VAAQP models can be used to calculate electron contributions
to the equation of state. For the sake of supplementing the electron thermodynamic quantities with
their corresponding ion contributions, it is perfectly justified to add an ion ideal-gas contribution. In
order to obtain results that are somewhat more realistic, ion contributions are often estimated using
models accounting for ion-ion interactions, like the OCP model, or semi-empirical approaches like that
of Cowan, or the corrected rigid ion sphere model of Kerley [116,117]. Theoretical justification for using
such models is however less rigorous, and there is a need for a unified formalism to describe both the
electron structure of ions and the ion fluid (see Section 4).

As an illustration of the application to equation-of-state calculations, Figure 2.11 display the Alu-
minum principal Hugoniot as it is obtained from the TFD, INFERNO and VAAQP models, compared
to measurements (see [118] and complete list of references therein). Due to the heuristic charac-
ter of the thermodynamic quantities in the INFERNO model, several definitions can be chosen and
may lead to different results. Here we have chosen to display only results from the thermodynamical
and virial definitions of the pressure, with energy integrals restricted to the WS sphere (A-version in
Liberman’s notations). One observes disagreement in the region where the Hugoniot is close to the
cold-compression curve, which falls outside the validity domain of such plasma models.

As regards the VAAQP model, applications to the calculation of radiative properties were also
studied. It is the subject of next chapter.

Let us point out that atom-in-jellium models seem a better starting point for improving the modeling
of ion-ion correlations than ion-cell models since they account for the ion surroundings in the whole
space. This is the subject of Chapter 4

2.5 In brief

Ideal plasma model is associated to isolated-ion model of the electronic structure. Non-ideality cor-
rections are obtained by accouting for interactions among the particles of the ion-free-electron plasma,
assuming point-like ions with fixed electronic structure. This leads to depressions of the ionization
potentials. Several approximate models are used to calculate these depressions, notably the Debye-
Hückel, ion-sphere, and Stewart-Pyatt models. These approaches are also used to set a restriction on
the spatial range of the atomic structure, and truncate the partition function that diverges in the purely
ideal case.

Pressure ionized plasma are addressed through models resorting to the notion of Wigner-Seitz
sphere. Two theoretical standpoints on the Wigner-Seitz sphere are co-existing: 1) plasma is seen as
a pile of neutral cells, this picture finding its origin in solid-state physics, and 2) plasma is seen as a
strongly-coupled fluid, with ion-ion correlations forming a statistical cavity.

The “solid-state” standpoint is that of band models such as that of Rozsnyai [92], or that proposed
by Massacrier et al. [97]. Despite the physical picture of an ion surrounded by a jellium presented in the
article, and even if it resorts to boundary conditions located at infinity for the wavefunctions, Liberman’s
INFERNO model [91] also belongs to this category.

The “fluid-state” standpoint was initally explored in Perrot’s AJCI model, extending to ions the pic-
ture of an impurity in a jellium. The VAAQP model provided this approach with the variational derivation
it was lacking, and notably enabled the determination of the plasma mean ionization from the thermo-
dynamic equilibrium condition.
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3. Application of the VAAQP Model to Photoab-
sorption in Dense Plasmas

3.1 Absorption of Light by Matter

3.1.1 Absorption and Linear Response to a Perturbing Field

From the electrodynamics of continuous media (see, for instance, [119]), one can relate the absorp-
tion coefficient kabs(k, ω) of a medium (opacity per unit volume) to its complex electric susceptibility
χk,ω.

kabs(k, ω) =
ωRe(nref

k,ω)

c
Im(χk,ω) (3.1)

Re(nref
k,ω) =

(
Re(1 + χk,ω) + |1 + χk,ω|

2

)1/2

(3.2)

where nref
k,ω corresponds to the complex refraction index of the medium.

The electric susceptibility is directly related to the dielectric function ϵk,ω and dynamic conductivity
σk,ω:

ϵk,ω = ϵ0(1 + χk,ω) ; σk,ω = iωϵk,ω (3.3)

Also, one may express the absorption of the medium in terms of absorption cross-section per ion or
atom σabs, or in terms of opacity per unit mass κ:

σabs(k, ω) =
kabs(k, ω)

ni
; κ(k, ω) =

N
Mmol

σabs(k, ω) (3.4)

where N is Avrogadro’s number and Mmol is the mean molar mass of the medium.
Let us now consider that each elementary volume V of the continuous medium contains a macro-

scopic plasma composed of a large number Ni of nuclei having atomic number Z and NiZ electrons at
a fixed temperature T . We will subsequently consider this system in the thermodynamic limit Ni → ∞,
V → ∞, Ni/V → ni.

For simplicity, let us assume a fixed configuration of the nuclei in space. The static many-electron
system has the Hamiltonian:

Ĥstatic = K̂ + V̂Ni nuc.(R1, ...,RNi) + Ŵ (3.5)

V̂Ni nuc.(R1, ...,RNi) =

Ni∑
j=1

∫
d3r

{ −Ze2

|r−Rj|
n̂r

}
(3.6)

with V̂Ni nuc. being the sum of the external potentials generated by the fixed nuclei. Ŵ is defined in
Equation (2.4). n̂r = â†râr is the operator giving the electron number density at r.

We now consider that this system is perturbed by an external time-dependent monochromatic elec-
tromagnetic field. The nuclei being at fixed positions, we disregard their response to the field and focus
on the response of the quantum many-electron system.

35
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In the minimal coupling approach (see, for instance, [48], Chapter 11), the perturbing field is asso-
ciated with the following time-dependent operator V̂pert(t):

V̂pert(t) =
∑
ξ,ζ

∫
V

d3r

{
φ∗
ξ(r)

(
qeΦ(r, t) +

qeiℏ
2me

(∇r.A(r, t) + 2A(r, t).∇r) +
q2e
2me

A2(r, t)

)
φζ(r)

}
â†ξâζ

(3.7)

where Φ(r, t) and A(r, t) are the scalar and vector potentials of the monochromatic perturbing field.
These are such that the electric field has the form:

E(r, t) = −∇Φ(r, t)− ∂A(r, t)

∂t
= E0 cos (ωt− k.r) (3.8)

In the following, we will neglect the non-linear term in the right-hand side of Equation (3.7). The explicit
expression of V̂pert(t) depends on the choice of a gauge. However, without loss of generality, we may
write it as:

V̂pert(t) = δv̂pert,S,k sin(ωt) + δv̂pert,C,k cos(ωt) (3.9)

From the quantum linear-response theory of the many-electron system (see, for instance, [120]) one
can evaluate the power absorbed by the system, due to these harmonic perturbations. One can thus
relate the electric susceptibility of Equation (3.1) to the susceptibility of the quantum system χ

δv̂pert,•,k
V,ω

associated to the operators δv̂pert,•,k, where • stands for the S or C label. The latter susceptibility is
just the Fourier transform of the retarded time-response function to this operator, which expresses the
linear response of the observable ⟨δv̂pert,•,k⟩ to the perturbation δv̂pert,•,k in the system of volume V .

χk,ω =
χ
δv̂pert,•,k
V,ω

ϵ0E2
0V

(3.10)

χ
δv̂pert,•,k
V,ω = − i

ℏ

∫ ∞

−∞
dt
{

Tr
{
ϱ̂
[
δv̂Heisen.

pert,•,k(t), δv̂
Heisen.
pert,•,k(0)

]}
θ(t)eiωt

}
(3.11)

where ϱ̂ is the density matrix of the static system, and where δv̂Heisen.
pert,•,k(t) corresponds to the operator

δv̂pert,•,k in the Heisenberg picture related to Ĥstatic. The Heaviside function θ(t) enforces causality in
the time response. In Equation (3.11), the square brackets denote a commutator.

Equations (3.10) and (3.11) may be seen as an expression of the fluctuation-dissipation theorem
for our quantum many-electron system at finite temperature (see, for instance, [121], §123 and 124)

3.1.2 Atomic Response

In atomic modeling of plasma, one decomposes the susceptibility of the macroscopic plasma
χ
δv̂pert,•,k
V,ω into contributions from the various ions. In principle, such a decomposition stems from the

considered atomic model.
For the case of an ideal plasma of isolated ions, the susceptibility of the plasma is directly obtained

summing the susceptibilities of each isolated ion, seen as an independent system, plus the suscepti-
bility of the free-electron gas.

χ
δv̂pert,•,k
V,ω = χ

δv̂pert,•,k
e,V,ω +

M∑
Ψ=1

NΨχ
δv̂pert,•,k
Ψ,V,ω (3.12)

where χ
δv̂pert,•,k
e,V,ω is the susceptibility of the ideal free-electron gas of density ne, at temperature T , en-

closed in the volume V . χ
δv̂pert,•,k
Ψ,V,ω is the susceptibility of an ion of species Ψ, calculated in the volume
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V . The latter corresponds to a system that is spatially localized, since continuum electrons are dis-
regarded. For that reason, taking the isolated-ion system in the limit V → ∞ does not lead to a
divergence of χδv̂pert,•,k

Ψ,V,ω . In the thermodynamic limit, we just get for the electric susceptibility:

χk,ω = χe,k,ω +
M∑

Ψ=1

nΨ

χ
δv̂pert,•,k
Ψ,ω

ϵ0E2
0

(3.13)

with χ
δv̂pert,•,k
Ψ,ω being calculated in an infinite volume. In the case of the average-atom model of the

isolated ion, all contributions χΨ,k,ω are considered equal to the average one, χAAII,k,ω:

χk,ω = χe,k,ω + ni
χ
δv̂pert,•,k
AAII,ω

ϵ0E2
0

≡ χe,k,ω + χAAII,k,ω (3.14)

For the VAAQP model, the cluster expansion of Eq. (2.90), which is used for the electron density
and free energy, can be extended to the plasma susceptibility [122–124]:

χ
δv̂pert,•,k
V,ω = χ

δv̂pert,•,k
0,V,ω +

Ni∑
j=1

∆χ
δv̂pert,•,k
1,V,ω (Rj) (3.15)

The zeroth-order corresponds to the susceptibility of a homogeneous electron gas of density ne, at
temperature T , enclosed in the volume V . The first-order term is the susceptibility of a cloud of dis-
placed electrons around a single nucleus, surrounded by a cavity beyond which other ions are seen
as an homogeneous charge density, minus the susceptibility of a homogeneous electron gas. The
latter subtraction yields a divergence-free quantity when V → ∞, even if the continuum electrons are
accounted for. In the thermodynamic limit, we just get for the electric susceptibility:

χk,ω = χe,k,ω + ni
∆χ

δv̂pert,•,k
1,ω

ϵ0E2
0

≡ χe,k,ω +∆χ1,k,ω (3.16)

where ∆χ
δv̂pert,•,k
1,ω is evaluated in an infinite volume.

3.1.3 Electric-Dipole Approximation

The perturbation induced by an isolated ion, or by the VAAQP ion (nucleus and cavity) has a limited
spatial range. For wavelengths large compared to the typical range of this perturbation, the dipole
approximation is justified. Making the dipole approximation in the Babushkin gauge (see [125] for a
discussion on the gauge choice), and setting the z-axis along k, the operator V̂pert(t) is expressed as:

V̂pert(t) =

∫
d3r
{

qeE0z︸ ︷︷ ︸
≡δvpert,ω(r)

n̂r

}
cos(ωt) (3.17)

Choosing the z axis along the direction of propagation, we get from Equation (3.11):

χ
δv̂pert,C,k
V,ω = q2eE

2
0

∫
V

d3rd3r′
{
zz′DR

ω(r, r
′)
}

(3.18)

where DR
ω is the density-susceptibility matrix, that is:

DR
ω(r, r

′) = − i

ℏ

∫ +∞

−∞
dτ
{

Tr
(
ϱ̂
[
n̂Heisen.
r (τ), n̂Heisen.

r′ (0)
])

θ(τ)eiωτ
}

(3.19)
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In the framework of the time-dependent density-functional theory (TD-DFT; see [126–130]), one can
properly relate the density-susceptibility matrix to the response of the electron density to the frequency-
dependent perturbing potential δvpert,ω(r):

δnω(r) =

∫
d3r′

{
DR

ω(r, r
′)δvpert,ω(r

′)
}

(3.20)

where δnω(r) is the frequency-dependent perturbation of the density, resulting from δvpert,ω(r).
In the isolated-ion case, writing Equation (3.14) in this approximation, we obtain:

χAAII,k,ω = 4πe2ni

∫
d3rd3r′

{
zz′DR

AAII,ω(r, r
′)
}

(3.21)

In the VAAQP context, Equation (3.16) leads to:

∆χ1,k,ω = 4πe2ni

∫
d3rd3r′

{
zz′
[
DR

1,ω(r, r
′)−DR

0,ω(r, r
′)
]}

(3.22)

These equations directly relate the electric susceptibility of the plasma to the atomic polarizability, and
are thus the Clausius-Mossotti relations associated to these atomic models.

3.2 Independent Particle Approximation and the Effect of Screen-
ing

3.2.1 Generalities

The simplest approximate approach to the atomic retarded susceptibility is to use the retarded sus-
ceptibility of the effective system of independent particles. This amounts to replacing, for the 1-center
system (isolated ion or VAAQP ion), the Hamiltonian Ĥstatic by H̃eff. The corresponding susceptibility
can be obtained directly from the dynamic perturbation theory of the effective 1-electron system.

ImDR
ω(r, r

′) ≈ ImDR,indep
ω (r, r′) =

∑
ξ,ζ

(pF(µ, T, εξ)− pF(µ, T, εζ))
φ∗
ξ(r)φξ(r

′)φζ(r)φ
∗
ζ(r

′)

εζ − εξ − ℏω
(3.23)

where ξ, ζ label the orbitals of the average-atom model, and where the sums run over both the discrete
and the continuum part of the 1-electron spectrum in the case of the VAAQP ion.

Averaging over the polarization and direction of propagation, the independent-particle approxima-
tion leads to the average-atom Kubo-Greenwood formula:

Im(χω) = 4πnie
2π

3

∑
ξ,ζ

(pF(µ, T, εξ)− pF(µ, T, εζ)) |⟨φξ| R̃ |φζ⟩|2 δ(ℏω − ℏωζ,ξ) (3.24)

where ℏωζ,ξ = εζ − εξ. Because channel-mixing is disregarded, the photoabsorption can be decom-
posed into bound-bound, bound-continuum, and continuum-continuum contributions. Although we use
the average-atom model here as an example for the discussion, a similar treatment can be performed in
the case of a more detailed model, yielding the contributions of the various excited states to the plasma
electric susceptibility function. The overwhelming majority of models used for opacity calculations is
based on the independent-particle approximation.

The oscillator strengths are the numbers defined as follows (see, for instance, [5,131]):

fξ,ζ =
2

3

me

ℏ2
ℏωζ,ξ |⟨φξ|R |φζ⟩|2 (3.25)
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Figure 3.1 – Continuum-continuum contribution to the opacity of a silicon plasma at 5 eV temperature
and 2.36 g.cm−3 matter denisty. Calculation using orbitals from the VAAQP model, and comparison
with the Kramers formula and the opacity corrected using the gDrude function of Equation (3.43).

when ξ, ζ belong to the discrete part of the spectrum. In the case where either ξ or ζ belongs to
the continuum, this expression is to be understood as a density of oscillator strength, also called a
differential oscillator strength.

When both ξ and ζ belong to the continuum, the dipole matrix elements appearing in Equa-
tion (3.25) are conditionally convergent integrals. In the case of isolated ions, continuum electrons
are excluded from the ions’ electronic structure, which amounts to set the populations pF of contin-
uum orbitals to zero. The continuum-continuum matrix elements thus disappear. The free-electron
contribution to the susceptibility may however be accounted for in the χe,ω term of equation (3.14).

In the case of the VAAQP model, continuum orbitals have nonzero populations. Subtraction of
the contribution of the homogeneous plasma in principle ensures the convergence of the first-order
term ∆χ1,ω. In practice, in the independent-particle approximation, there is no need to subtract the
contribution of the homogeneous plasma. One can use the Ehrenfest theorem in order to recast
the dipole matrix elements into their acceleration form (see, for instance, [131]), yielding convergent
integrals:

|⟨φξ|R |φζ⟩| =
1

meω2
ζ,ξ

∣∣∣∣∫ d3r {⟨φξ|r⟩∇rvtrial(r)⟨r|φζ⟩}
∣∣∣∣ (3.26)

where vtrial(r) is the potential associated with the orbitals {|φξ⟩}.
An example of the continuum-continuum contribution to the opacity of a plasma is given in Fig-

ure 3.1, corresponding to silicon at 2.36 g.cm−3 matter density and 5 eV temperature. In the presented
calculation, the double sum, or more precisely the double integral, of Equation (3.24) was performed
using continuum wave functions obtained from the VAAQP model. Approximate methods allowing one
to avoid the double summation exist (see, for instance, [132]). One can see in this figure that, at high
frequency, one recovers the Kramers classical result [133,134] involving the bare-nucleus charge, and
not an effective ion charge. This is expected since the atomic response at high frequencies essen-
tially involves the electrons located in the vicinity of the nucleus. At low frequencies, one recovers the
elastic-scattering limit (see [135,136]):

lim
ω→0

Im(χω) =
32

3

nie
2

ℏmeω3

∑
ℓ

(ℓ+ 1)

∫ ∞

0

dε

{
ε
∂pF(ε)

∂ε
sin2 (∆ε,ℓ+1 −∆ε,ℓ)

}
(3.27)

with ∆ε,ℓ being the scattering phase shift. This behavior yields a 1/ω2-divergence of the opacity at zero
frequency, often called “infrared divergence”.
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3.2.2 Effects of Screening

When the effective potential defining the orbitals is screened, the oscillator strengths have a be-
havior that is qualitatively different from those of an isolated ion. The underlying reasons are closely
related to the limitation of the number of bound states.

For a potential having a Coulomb-tail (pure Coulomb potential or potential stemming from an
isolated-ion model), the continuity of the cross-section across the ionization threshold may easily be
expressed through the matching of the two quantities:

fξ,ζ
1

dεξ/dnξ

∣∣∣∣
εξ→0−

= fξ,ζ
n3
ξ

Z∗ 2

∣∣∣∣
εξ→0−

=
dfℓξ,ζ(ε)

dε

∣∣∣∣
ε→0+

(3.28)

where ξ ≡ (nξ, ℓξ,m) for a bound orbital and ξ ≡ (ε, ℓξ,m) for a continuum orbital, nξ and ℓξ being the
principal and orbital quantum numbers, respectively. (dεξ/dnξ)

−1 is related to the density of states of
the quasi-continuum of infinitely close discrete states in the n → ∞ limit, for a Coulomb-tail potential.

For Coulomb-tail potentials, we have a finite value of the differential oscillator strength at the thresh-
old. With screening, the behavior of radial wave functions at infinity is changed: the radial wave func-
tions tend to Bessel functions instead of Coulomb functions in the case of Coulomb potential. Due to
the related change in the normalization coefficient, the differential oscillator strength smoothly goes to
zero [137]. This change in the behavior of oscillator strengths becomes more pronounced as density
is increased since the potential is screened over shorter distances.

Figures 3.2 a and b show an illustration of this oscillator-strength drop near the photo-ionization
threshold in the case of silicon at 5 eV temperature and matter densities of 10−3 and 10−2 g.cm−3,
respectively. In these figures, oscillator strengths are multiplied by the (dεξ/dnξ)

−1 term of Equa-
tion (3.28), in order to emphasize the continuity with differential oscillator strengths. The results from
the VAAQP model (or INFERNO, with both models being in agreement) are compared to those of
an isolated ion with an average configuration fixed to the VAAQP average configuration, as well as
to results from a Coulomb potential with a charge fixed to the VAAQP mean ionization. For both the
Coulomb potential and the isolated-ion, in principle, the set of bound states is infinite, as well as the se-
ries of oscillator strengths. At the low density of 10−3 g.cm−3, one can see that despite the qualitatively
different behavior of oscillator strengths near the photo-ionization threshold, a quantitative agreement
is obtained between the VAAQP model and the isolated-ion. On the contrary, at the higher density of
10−2 g.cm−3, the change of behavior has larger quantitative impact.

Using a model such as INFERNO or VAAQP, one accounts for both the decrease in the oscillator
strength and the appearance of a resonance when a bound state disappears. Using an isolated ion with
continuum lowering in order to suppress subshells does not account for either of these phenomena.
Figure 3.3 shows the oscillator strengths at two matter densities between which the 5p subshell gets
pressure-ionized. One can easily see how the discrete oscillator strength is replaced by an equivalent
contribution from a resonance in the differential oscillator strength. Thus, the corresponding bound-
bound channel does not disappear but is replaced by a contribution to the bound-continuum channels.
For the sake of comparison, the energy of the photoionization threshold obtained from the average-
atom of an isolated ion with Stewart-Pyatt IPD is also shown. The location of the threshold is in good
agreement with VAAQP in this case of relatively low density, but the cross-section of an isolated-ion
model would be different. Moreover, obtaining a fully continuous variation of the opacity with density
requires correct and consistent accounting for the resonances in the bound-continuum and continuum-
continuum contributions to the opacity. Figure 3.4 illustrates the compensations occurring between the
bound-bound, bound-continuum and continuum-continuum contributions to the opacity when a bound
states disappear and is replaced by the related resonance in the continuum. In the present case, the
3p subshell becomes pressure-ionized and one sees the 2s − 3p and 3s − 3p features disappearing
from the bound-bound spectrum (d) and being compensated in the bound-continuum spectrum (c).
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The 3p − s and 3p − d bound-continuum contributions disappear also and are compensated in the
continuum-continuum spectrum (b). As a result from these compensations, the total opacity remains
continuous, as shown in (a).

3.3 Fluctuations around the Average Atomic State and Detailed
Modeling

Whereas the average microstate of a whole macroscopic plasma may virtually sample many atomic
excited states, the average-atom approach is based on the average atomic state of the plasma.

In terms of detailed atomic modeling, spectral quantities such as the opacity or emissivity may re-
veal the contributions of the various atomic states that have significant populations, because different
atomic states contribute at distinct frequencies. Even when the resulting spectral features are unre-
solved due to physical broadening, the statistical distribution among the various atomic states yields a
statistical broadening of the unresolved feature.

For that reason, some degree of detailed modeling is required to obtain realistic estimates of spec-
tral quantities. The physical pictures underlying average-atom models can often be extended to more
detailed modeling. For instance, the models [17,138] rely on various extensions of the quantum ion-cell
model to detailed configuration or super-configuration accounting.

The variational approach leading to the VAAQP model can be formally generalized to configurations
or super-configurations [112]. In the case of configurations C ≡ 1sQ

C
1s 2sQ

C
2s 2pQ

C
2p ..., the free energy to

minimize is:

Ḟ
{
{PC} , ne,

{
qC(r)

}
, {RC} ;ni, Z, T

}
= Ḟ0(ne;ni, T ) +

∑
C

PC

(
∆FC

1

{
ne, q

C(r), RC ;ni, Z, T
}
+ kBT lnPC

)
(3.29)

where PC is the probability of configuration C, and RC its cavity radius. First order contribution to the
free energy ∆FC

1 is decomposed as in Equation (2.95), with ∆F 0,C
1 and qC(r) expressed as:

∆F 0,C
1

{
ne, {qC};T

}
=
∑

ξ bound

∫
d3r
{QC

ξ

gξ

[(
εCξ − vCtrial(r)− Ts

(
QC

ξ

gξ

))
|φC

ξ (r)|2
]}

+
∑

ξ continuum

∫
d3r
{
pF(εξ;ne, T )

[ (
εξ − vCtrial(r)− TsF(εξ;ne, T )

)
|φC

ξ (r)|2

− (εξ − TsF(εξ;ne, T )) |φ0
ξ(r)|2

]}
(3.30)

qC(r) =
∑

ξ bound

QC
ξ

gξ
|φC

ξ (r)|2 +
∑

ξ continuum

pF(εξ;ne, T )
(
|φC

ξ (r)|2 − |φ0
ξ(r)|2

)
(3.31)

with the {|φC
ξ ⟩} being obtained by solving the 1-electron Schrödinger Equation (2.28) associated with

the trial potential vCtrial(r).
∆F el,C

1 and ∆F xc,C
1 have the same expressions as in Equations (2.99) and (2.98), respectively,

substituting qC(r) for q(r) and RC for RWS. In the above expressions, and in the following, QC
ξ denotes

the number of electrons in the subshell to which belong the orbital ξ, and gξ the subshell degeneracy.
The neutrality condition is required to hold on average over the configurations, according to the 1st

order cluster expansion of the density (Equation (2.90)):

Z =
ne

ni
+
∑
C

PC

∫
d3r
{
qC(r)

}
(3.32)
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The constrained minimization of Ḟ yields the following equations:

vCtrial(r) = vCel (r) + µxc
(
nC(r)

)
− µxc (ne) (3.33)

vCel (RC) = v∗el , independent of C (3.34)

PC =
gC
Ξ
e−β(∆FC

1 −(µe+µxc(ne)+v̄el)Q
∗
C) (3.35)∑

C

PC

∫
d3r
{
vCel (r)θ(r −RC)

}
= 0 (3.36)

Equation (3.34) is a self-consistent condition involving all configuration potentials. Thus, solving
Equations (3.33)–(3.36) is in practice beyond reach. However, we used this approach in [29] to build
an approximate DCA model,noted hereafter VAAQP-DCA. The latter resorts only to results from the
VAAQP model and is based on the following approximations:

vCtrial(r) ≊ vAA
trial(r) ; ne ≊ nAA

e (3.37)

where vAA
trial and nAA

e are the trial potential and asymptotic density stemming from the VAAQP approach,
respectively. Within this approximation, the one-electron orbitals {|φC

ξ ⟩} and eigenvalues {εCξ } for all
configurations C are fixed to those of the VAAQP model: {|φAA

ξ ⟩}, {εAA
ξ }. Orbital relaxation is thus

neglected. This limits in particular the precision of the energies of spectral features. This kind of
approach can nonetheless bring useful results when spectroscopy-grade precision is not required, and
often gives reasonable estimates of the main spectral features and mean opacities. Moreover, it is also
possible to account perturbatively for orbital relaxation using the static linear response [139,140].

In Equations (3.30) and (3.31), only the bound states contribution to the electron density depends
on the configuration C, through the occupation numbers QC

ξ . We immediately get from the neutrality
condition that

Z =
∑

ξ bound

QC
ξ

gCξ︸ ︷︷ ︸
QC

−
∑

ξ bound

pF (εξ)︸ ︷︷ ︸
QAA

+
4π

3
R3

Cn
AA
0 +

∫
d3r
{
qAA(r)

}
︸ ︷︷ ︸

Z−Z∗
AA

(3.38)

with qAA(r) being the average-atom displaced electron density. Thus, in the VAAQP-DCA model, the
deviation of the bound electron number QC with respect to that of the average atom is simply balanced
by an adjustment of the cavity radius RC . Given that RC has to be positive, we should in principle limit
ourselves to configurations such that QC−QAA ≤ Z∗

AA. Other configurations cannot be described using
continuum wavefunctions fixed to those of the average-atom.

The formation of a statistical cavity around an ion can be recovered from the mean-field model
(nonlinear DH model) of a classical plasma of charged ions. Figure 3.5 presents the result from the
nonlinear DH model for a mixture of ions following the charge-state distribution obtained from the
VAAQP-DCA model in the case of an Iron plasma at solid density and 40 eV temperature. A compar-
ison with the cavity hypothesis is shown. As is easily understood, higher ion charges are associated
with larger cavity radii, because repulsion of other ions is stronger.

The change of RC in order to ensure neutrality for each ion charge state (Equation (3.38)), which is
a consequence of the approximation of Equations (3.37), may be seen as a crude way of accounting
for the ion charge in the ion-ion correlation functions.

However, fixing the trial potential, the continuum contribution to the density is fixed to that of the
average atom. The model behaves as if continuum electron density was insensitive to the changes
of bound-electron configuration and charge state, whereas the ion-ion correlations adapt. In addition
to the crude modeling of ion-ion correlation functions through Heaviside functions, we somehow as-
sume that each ion environment is correctly described through the equilibrium correlation functions
corresponding to its charge state. These are strong hypotheses, which can obviously be questioned.
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an iron plasma at solid density (7.8 g.cm−3) and 40-eV temperature, after [29] (a). Ion-ion coupling
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Figure 3.7 – Transmission of a silicon plasma from [145], at areal density of 80µg.cm−2. Estimated
plasma conditions are 60 eV temperature and 45 mg.cm−3 matter density. Comparison between re-
sults from the VAAQP-DCA approach [29], from the SCO approach [17], and measured transmission
spectrum from [145]. In the calculations, an arbitrary line width of 4 eV was added to the statistical
width to mimic the physical broadening and instrumental resolution.

Even resorting to simple models, the detailed modeling of plasma still remains an implementa-
tion challenge. For elements of moderate or high atomic numbers, especially at high temperatures,
the number of excited states that contribute to radiative properties may be enormous. Statistical ap-
proaches are available to reduce the number of species, leading to various levels of detail in the spectra.

From an average-atom standpoint, the populations of the various levels may be obtained from the
analysis of fluctuations around the average atomic state (see [121], Chapter 12, and [141]). Starting
from an approximate detailed model that resorts to the average-atom energies and orbitals, models
of fluctuations can be used to perform a statistical approach. An example of such an approach is
the Gaussian approximation [15], which was applied to the VAAQP-DCA model in [29]. In the context
of opacity calculations, the intensity of radiative transitions depends on products of two occupation
numbers (occupation of initial shell times vacancy of final shell). The approximation of independent
fluctuations of occupation numbers [142, 143] leads to an overestimation of the statistical broadening.
Correlated fluctuations [15,144] are required to obtain realistic estimates.

Figure 3.6 shows the charge state distributions obtained for iron at 40 eV temperature, at various
matter densities, using either the VAAQP-DCA model or its approximate, statistical treatment through
the Gaussian approximation (denoted VAAQP-GA).

In the case of pressure ionization, the removal of some orbitals from the discrete 1-electron spec-
trum results in the removal of any configuration having non-zero population of these orbitals. This
ultimately leads to a truncation of the charge state distribution, pushing it towards higher charge states.

In Figure 3.6, one can see how the charge state distribution of the DCA model is pushed towards
higher ionization stages as available configurations for the lowest ionization stages are removed. The
case of 15.6 g.cm−3 (2-fold compression, Figure 3.6 d) illustrates the pressure ionization of the 3d
subshell, whereas the case of 78 g.cm−3 (10-fold compression, Figure 3.6 e) illustrates the pressure
ionization of the 3p subshell. The Gaussian approximation to the fluctuations cannot account properly
for this cut-off, but it still yields the same qualitative trend of a narrow peak on the average charge state.

As an illustration of the need for detailed modeling to obtain realistic spectra, Figure 3.7 b displays
the ion charge state distributions for silicon at 60 eV temperature and 45 mg.cm−3 matter density
resulting from two detailed models: the DCA model from [29] and the STA model of [17]. In Figure 3.7a
the corresponding transmission spectra are shown and compared to the measured spectrum from [145]
(areal density of 80µg.cm−2). The latter measure was in fact performed on a plasma of SiO2. However,
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the ionization competition between oxygen and silicon in the mixture was studied using an isolated-ion
detailed model with Stewart-Pyatt continuum lowering in [146]. Its effect on the populations of silicon
was shown to be rather weak.

In Figure 3.7 a, one can easily identify the contributions from the various charge states. One may
note a slight shift in the positions of some spectral features obtained from the VAAQP-DCA model. This
is due to the lack of orbital relaxation in this approach, whereas it is accounted for in the STA model
of [17].

3.4 Various Implications of Collective Phenomena

What the linear response of the atom describe is really the response of the electron clouds around
the atom, which, depending on the model, may include the response of continuum electrons. This
picture is essentially relevant to frequencies at which small displacements of the electrons occur due
to the perturbing field. Essentially, this is well adapted in the dielectric regime typical of frequencies
higher than the plasma frequency ωP

ωP =

√
4πnee2

me
(3.39)

Close to the plasma frequency, the perturbing field is resonant with the natural frequency of the
free-electron gas, collective excitations of free electrons (plasmons, a.k.a. Langmuir waves) are then
expected to play a crucial role. In a model that rely on fictitious independent particles in an effective
potential, the collective behavior of the many-particle system stems from the self-consistency of the
potential. In the framework of the independent-particle approximation of previous section, the self-
consistency is accounted for only in the static screening of the atom. There is no self-consistent
accounting for the potential induced by the dynamical perturbation of the density. This is a shortfall,
and its impact is not necessary limited to the vicinity of the plasma frequency. Indeed, close to the
atom, polarization of electrons takes place and may generate a complex coupling between the exciting
field and the plasmons at various frequencies (notion of local plasma frequency).

At frequencies lower than the plasma frequency, the quasi-static collective behavior of the plasma,
i.e. the screening, prevents the electromagnetic field from propagating in the plasma. The plasma
behaves as a conductor, and speaking in terms of dynamic conductivity is more relevant than in terms
of opacity.

In this low-frequency regime, free electrons may travel at long distances, greater than inter-ionic
distances. It becomes necessary to account for the presence of other ions since the collisions have
an impact on the conductivity. Physical modeling of the plasma at the scale of multiple ions is well
known in the context of classical kinetic theory of plasmas. More precisely, modeling of low-frequency
inverse Bremsstrahlung absorption is possible through the Boltzmann equation in the relaxation-time
approximation (see, for instance, [147]). In this description, the average atom model may provide a
relevant estimate of the collision frequency through the electron-ion scattering cross-section.

For a correct description of radiative properties in all regimes, it is desirable to address each of these
topics. Moreover, as is clear from Equation (3.39), collective effects have an impact on a frequency
range that extends farther as density is increased. They thus have a specific importance for dense
plasmas. However, a fully consistent description of all these phenomena is still an open problem. The
next section deals with a heuristic way of accounting for the electron-ion scattering in the dynamic
conductivity at low frequency. Section 3.6 outlines our effort to tackle the dynamic self-consistent linear
response of the VAAQP model.
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3.5 Collisions and Regularization at Low Frequencies

The continuum-continuum opacity obtained from the independent-particle approximation exhibits
an unphysical divergence at zero frequency (see Figure 3.1). On the other hand, the Drude model,
which accounts for collisions (drag force), yields a finite value of the direct-current conductivity, as well
as of the corresponding opacity.

In [132], a very simple, heuristic approach is proposed in order to recover the Drude-like collective
behavior at low frequency. Very similar approaches are also described in [148–150].

From the Boltzmann equation in the relaxation-time approximation, one can derive Ziman’s static
conductivity [27]:

σZiman = −2

3

neq
2
eℏ2

m2
e

∫
d3k

(2π)3

{
k2

ωcol(k)

∂f0(ε)

∂ε

∣∣∣∣
εk

}
(3.40)

where εk = ℏ2k2/(2me), f0 is the free-electron energy distribution (normalized to unity) and ωcol is the
collision frequency. In our case, nef0 is just the Fermi-Dirac distribution pF.

In the quantum-mechanical framework, the collision frequency ωcol(k) of electrons can be related
to the net rate of elastic scattering out of the momentum ℏk. We may estimate the latter by summing
the electron-ion elastic-scattering cross-section in the limit of weak scattering (see, for instance, [22]).
One obtains:

ωcol(k) =
4πniℏ
mek

∑
ℓ

(ℓ+ 1) sin2 (∆εk,ℓ+1 −∆εk,ℓ) (3.41)

with ∆ε,ℓ being the scattering phase shift.
The method of correction of [132] for the conductivity or opacity is as follows. Starting from Equa-

tion (3.3) and from the elastic-scattering limit of Equation (3.27), one writes the low-frequency dynamic
conductivity. Identifying the collision frequency of Equation (3.41) in this expression, we obtain:

lim
ω→0

Re (σω) = −2

3

q2eℏ2

m2
e

∫
d3k

(2π)3

{
k2 ∂pF(ε)

∂ε

∣∣∣∣
εk

ωcol(k)

ω2

}
(3.42)

Then, by analogy with Ziman’s formula Equation (3.40) one builds a correcting factor gDrude that allows
removing the singularity and recovering Ziman’s result at zero frequency, while having no effect at high
frequency.

gDrude(k, ω) =
ω2

ω2 + ω2
col(k)

→
{
ω2/ω2

col for ω << ωcol

1 for ω >> ωcol
(3.43)

The resulting, regularized continuum-continuum contribution to the electric susceptibility then writes:

Im(χreg
ω ) = 4πnie

2π

3
2
∑
ℓ,mℓ

∑
ℓ′,m′

ℓ

∫ ∞

0

dε
{
gDrude(kε, ω) (pF(ε)− pF(ε+ ℏω)) |⟨φε,ℓ,mℓ

| R̃
∣∣φε+ℏω,ℓ′,m′

ℓ
⟩
∣∣2}

(3.44)

with kε =
√
2meε/ℏ.

The gDrude factor introduces a Drude-like behavior in the low-frequency part of the dynamic conduc-
tivity and spectral opacity. Figure 3.1 shows the effect of the correcting function gDrude in the case of
silicon at 5 eV temperature and 2.36 g.cm−3 matter density. This correction has a strong impact below
the plasma frequency.
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Figure 3.8 – Opacity of cold silicon at solid density (2.36 g.cm−3) in the visible-to-XUV range, typical
of the L and M edges. Results from INFERNO and VAAQP were obtained at a temperature of 2.5 eV,
using the correction gDrude of Equation (3.43) and the refraction index obtained from the Kramers-Krönig
Equation (3.45). Comparison with measurements of the opacity of cold silicon from [151].

At low frequencies, the complex refraction index may also have a significant imaginary part. The
assumption nref

ω = 1, often used in the dielectric regime (ω >> ωP), is no longer valid, and a more
realistic estimate is required. In [132], a simple estimate obtained from the Drude formula is used.
However, since Im(χω) is known, one can also use the Kramers-Kronig relations to obtain Re(χω)
(see, for instance, [121], §123):

Re(χω) =
1

π
PP

∫ +∞

−∞
dω′
{

Im(χω′)

ω′ − ω

}
(3.45)

Then, one uses Equations (3.2) and (3.1) to obtain the absorption coefficient.
Figure 3.8 displays the results of the present approach [30], using the heuristic coefficient gDrude and

the refraction index obtained from the Kramers-Kronig relation, for the case of silicon at solid density
and 2.5 eV temperature, using the VAAQP and INFERNO models. Rather good agreement is found
with measurements performed on cold solid silicon [151]. In fact, with cold solid silicon being a metal,
it is not so surprising that plasma models can give a reasonable description of it.

The method of [132, 148–150] enables a smooth transition to the static collective behavior of the
plasma, accounting for electron-ion collisions, but does not account for the dynamic screening by
electrons, which notably yields the collective plasma oscillations. This is the subject of next section.

3.6 Self-Consistent Linear Response

Making the independent-particle approximation of Equation (3.23), one disregards the excitation of
collective electron modes. In any approach based on an effective system of independent particles, the
collective behavior is accounted for through the self-consistency of the effective potential. When using
Equation (3.23), the static electron density and atomic potential are calculated self-consistently, but the
frequency-dependent perturbed density and potential are not.

A relevant approach to account for the collective behavior in the response of the ion is the self-
consistent linear-response theory. This was the subject of C. Caizergues’ Ph.D. thesis.
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Using the formalism of TD-DFT [126–130] to calculate the linear response leads to a self-consistent
scheme for the frequency-dependent density perturbation and induced potential:

δnω(r) =

∫
d3r′

{
DR

ω(r, r
′)δvpert,ω(r

′)
}
=

∫
d3r′

{
DR,indep

ω (r, r′) (δvext,ω(r
′) + δvind,ω(r

′))
}

(3.46)

δvind,ω(r) = e2
∫

d3r′
{
δnω(r

′)

|r− r′|

}
+

∂µxc(n)

∂n

∣∣∣∣
n(r)

δnω(r) (3.47)

Here, δvind,ω corresponds to the potential induced by the perturbation of the density δnω. In the above
equations, we limit ourselves to the adiabatic local density approximation of the exchange-correlation
term.

3.6.1 Self-Consistent Linear Response of the Thomas-Fermi Ion at Finite Tem-
perature

As a first step we can consider the self-consistent linear response of the semiclassical version of
the VAAQP model, which is equivalent to the usual TF model (see [28]). Just as the TF model can
be seen as an hydrostatic model of a charged ideal gas, the dynamic behavior of the system can be
addressed through hydrodynamic equations. The hydrodynamics of a charged ideal gas of electron is
usually referred to as Bloch’s hydrodynamics [152].

The study of the self-consistent linear response of the TF model was the first part of C. Caizergues’
Ph.D. work. In this effort, we have benefited from the pioneering paper [88] and also from the work
performed by K. Ishikawa during his Ph.D. thesis [89, 153, 154]. The system of interest in the latter
study was the TF model of an impurity in a jellium, but the numerical methods for solving the equations
of Bloch-hydrodynamics can be adapted to the VAAQP model (see [31,32]).

As regards the formalism, the study of the semiclassical version of the model [32] allowed us to
derive the following relation in the framework of Bloch’s hydrodynamics:∫

d3r {zδnω(r)} =
1

meω2
(
1− ω2

P
ω2

) (−∫ d3r

{
δnω(r)

∂vtrial(r)

∂z

}
+

∫
d3r

{
δvind,ω(r)

∂q(r)

∂z

})
(3.48)

where z denotes the projection of r along the z-axis. This relation was derived previously in the quan-
tum framework in [155] and plays the same role as the switching between the length and acceleration
form of the dipole matrix element, in the context of the self-consistent linear response.

The factor in front of the right-hand side stems from the contribution of the homogeneous medium
and results in a singularity at the plasma frequency ωP, related to ne. This is due to the accounting for
the induced field in the homogeneous plasma response, which yields the collective resonant plasma
oscillation. The present model disregards collisions with other ions, which should lead to a saturation
of this resonant behavior.

If one considers the ω >> ωP limit, then the first term on the right-hand side of Equation (3.48)
may be recovered from Equation (3.26). For that reason, we call this contribution “Bremsstrahlung”
term. The second term is purely due to the accounting for the induced potential, that is, for self-
consistency in the dynamic behavior of the displaced-electron density. Let us call it “collective” term.
Using Equation (3.48) allows one to make a distinction among those two contributions, and evaluate
the role of collective phenomena in the photoabsorption.

Figure 3.9 shows the photoabsorption cross-section of Aluminum at temperature 10 eV and solid
density, as calculated from the TF self-consistent linear response. The respective contributions of the
Bremsstrahlung and collective terms are also shown. As can be seen on this figure, the collective
response may be non-negligible even far from the plasma frequency, and can even dominate close
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Figure 3.9 – Photoabsorption cross-section of Aluminum at temperature 10 eV and matter density 2.7
g.cm−3, according to the self-consistent linear response in the Thomas-Fermi approximation. The
photoabsorption was calculated only above the plasma frequency ωP.

to it. Close to the plasma frequency, we also obtain a negative Bremsstrahlung contribution to the
absorption, which may be viewed as induced Bremsstrahlung emission.

The TF model is a relevant theoretical test-bed for the VAAQP model. However, this model leads
to unphysical results for the radiative properties, because it lacks the quantum shell structure of the
atom, and exhibit an unphysical behavior at high frequencies [89]. It is therefore of limited practical
use. Whether the above conclusions about the importance of the collective term can be extended to
the quantum VAAQP model is an open question.

3.6.2 Self-Consistent Linear Response of the VAAQP Atom

In the quantum framework, the self-consistent linear-response approach should enable one to ac-
count for the channel mixing between bound-bound, bound-continuum and continuum-continuum chan-
nels, in addition to describe the coupling with collective excitation modes. Let us mention that, although
the formalism is different, as well as the approximation framework, such channel-mixing effects are of
same nature than those addressed in quantum defect theory [156,157].

In the pioneering studies of [126, 127, 158], Equations (3.46) and (3.47) are solved to obtain the
photoabsorption cross-section in cases that do not involve continuum-continuum channels. In particu-
lar, [127] regards the photoabsorption cross-section of neutral rare gases, and it is showed that channel
mixing between bound-bound and bound-continuum contributions have a significant impact near the
photo-ionization edge.

For a plasma, the contribution of continuum-continuum transitions causes difficulties since they
involve non-localized wave functions. The study of the self-consistent linear response of the quantum
VAAQP model, accounting for continuum electrons, and using the methods described in [127,158,159]
was the second part of C. Caizergues’ Ph.D. work.
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Figure 3.10 – Photoabsorption cross-section of neutral Xe in the XUV region typical of the N-
edge. Comparison between the self-consistent linear response of the DFT atom, using Gunnarsson-
Lundqvist exchange-correlation term (same model as in [127]) and measurements from [161].

Recently, another study regarding the application of the self-consistent linear response to plasmas
was performed [160], but disregarding the continuum-continuum channels.

As a validation step, we attempted to recover the results of [127] on neutral atoms of rare gases.
Figure 3.10 displays the result of a self-consistent dynamic linear response calculation using the same
model as in [127], on a case of application considered in this paper. The results are in close agreement
both with those of [127] and with the measurement of [161] on liquid xenon and exhibit the significant
impact of channel mixing (see [33] for additional examples).

In the case of the VAAQP ion, the cluster expansion of Equation (3.16), leads to the subtraction
of the non-integrable contribution of the homogeneous medium Equation (3.22). This enables the
accounting for continuum-continuum channels in the first-order susceptibility. From the corresponding
self-consistent linear-response formalism, Equation (3.48) was derived in [155].

On the quantum version of the VAAQP model, although progress was achieved in the understanding
of the problem, the application of the self-consistent linear-response approach still leads to inconclusive
results [33]. In particular, the direct check of Equation (3.48) from an implementation of the self-
consistent linear response, using the methods described in [127,159] failed. The self-consistent linear
response in the context of dense plasmas, accounting for the continuum, remains an open problem, at
least from an implementation standpoint.

The work performed during C. Caizergues Ph.D. thesis nevertheless allowed us to test various
numerical methods and formalisms for the quantum model. It also confirmed the relevance of the sum
rule of Equation (3.48), by checking it in the TF case. This ultimately leads us to suspect the boundary
conditions used in the solution of the quantum problem.

3.7 Research Prospects

Heuristic approaches to collective effects are known [132,148–150]. However, all of them are in fact
very similar, and a better-founded approach would be of great interest. First, these approaches only
provides a smooth bridging with the Ziman direct-current conductivity which is not necessarily relevant
for the whole range of low frequencies. Moreover, the electron density that is used as a free electron
density in this context corresponds at best to the asymptotic electron density, in the VAAQP model, or
to some arbitrary definition in other models. In either case, weakly bound electrons are disregarded,
although they may participate significantly to the conduction.

During the Ph.D. thesis of Clément Caizergues progress was achieved on the linear response of
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the TF model, which corresponds to the semiclassical version of the VAAQP model. The quantum
self-consistent linear-response was successfully applied as regards bound electrons and their related
contribution to radiative properties, recovering the results of [127,158,162].

However, despite a significant theoretical and numerical effort [33], the study of the self-consistent
linear response of the quantum version of VAAQP was inconclusive. The work performed during this
Ph.D. thesis seems to indicate an issue with the boundary conditions. Further work on this subject will
have to give a fresh look to this particular problem.



4. Dense Plasmas as Ion Fluids

4.1 Difficulty of Dense-Plasma Atomic Modeling beyond the Cav-
ity Hypothesis

All models of pressure-ionized plasma that are described in Section 2.4 focus on the description
of the electronic structure of a particular ion, assuming that the surrounding ions will either restrict its
spatial extension to the WS cell (Rozsnyai’s model, INFERNO model) or will interact with it as a spread-
out uniform medium, not entering the WS sphere (AJCI, VAAQP). In these models, a key function is
the inhomogeneous density n(r) of the electron cloud associated with the ion. Of course such spatial
inhomogeneity of the electron density around a nucleus is in principle referring to correlations among
the respective positions of nuclei and electrons.

For a M -component classical fluid of particles interacting through pair potentials, obtaining the
M(M + 1)/2 pair distribution functions gα,γ(r), where α, γ label species, gives access to all statistical
averages of observables (see, for instance, [121]). Each pair distribution function gα,γ(r) expresses the
probability of finding a particle of species γ at a distance r of a particle of species α. Percus’ picture (or
Percus’ trick) is a reasoning that relates the pair distribution functions to densities of fictitious systems
with a particular particle placed at the origin [163].

nαgα,γ(r) = ninhom.
α {vα′ = uα′,γ, r} (4.1)

where ninhom.
α {{vα′}, r} is the density of α-particles in a M -component classical fluid rendered inho-

mogeneous by the set of external potentials vα′ acting on each species α′, respectively. Using such
equivalence, one can use approaches to 1-particle densities of inhomogeneous systems to address
pair distribution functions of homogeneous systems.

However, to correctly describe the electronic structure of an ion, one has to resort to quantum
mechanics. Quantum behavior is at the origin of the stability of matter with long-range attractive po-
tentials [164–168], and notably results in the shell structure. It turns out that Percus’ relation (4.1) is
not valid in the quantum-mechanical context. This may be seen as a consequence of the impossibil-
ity of separating the kinetic part of the partition function from its configurational (or interaction) part.
For this reason, a practical approach to the correlation functions in quantum mechanics remains a
long-standing, open problem (see, for instance, [169]).

In order to circumvent this problem, an idea is to keep the framework of classical statistical mechan-
ics and include approximate accounting for the quantum behavior in the interaction potentials [170], or
resorting to an effective temperature [171,172]. Approaches of this kind eventually led to the classical-
mapping approach to quantum systems [173,174]. However, such methods may only give an approxi-
mate accounting for the quantum behavior of the system.

Another kind of approach is to generalize Percus’ trick (see, for instance, [175]). Among the goals of
such an effort is the quantum generalization of the hyper-netted chain model, which may be derived in
the classical framework using the Percus picture and the classical DFT. As was pointed out by Chihara
in [176], if one assumes that nuclei behave as classical particles, it is even possible to partially apply
the Percus trick. This requires one to supplement the model with assumptions about certain correlation
functions. This approach led to the “quantum hyper-netted chain” (QHNC) model.

In order to better point out the limitations of deriving the HNC integral equations through classical
DFT, let us recall briefly the main steps. Nonlinear DH and DH models can also be derived similarly

53
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(see e.g., [39] appendix), with the same limitations. For the sake of simplicity, we limit ourselves to a
1-component system.

In the finite-temperature classical DFT, one writes the grand-potential Ω for an inhomogeneous
system of particles in an external potential vext(r), viewed as a unique functional of the particle density
n(r):

Ω {n, vext;µ, T} =Fid {n;T}+ Fex {n;T}+
∫

d3r {n(r) (vext(r)− µ)} (4.2)

where Fid is the ideal-gas part of the intrinsic free energy, Fex is the excess free energy, and µ is the
chemical potential. The ideal-gas part of the intrinsic free-energy is written as:

Fid {n;T} =
1

β

∫
d3r
{
n(r)

(
ln
(
n(r)Λ3

)
− 1
)}

(4.3)

Λ = h/
√
2πmkBT being the classical thermal length. The excess free energy of the inhomogeneous

system is approached using a second-order expansion around a homogeneous reference system, of
density n0, with n(r) tending to n0 far from the origin.

Fex {n;T} =Fex {n0;T}+
∫

d3r

{
(n (r)− n0)

δFex

δn(r)

∣∣∣∣
n0

}

+
1

2

∫
d3rd3r′

{
(n (r)− n0) (n (r′)− n0)

δ2Fex

δn(r)δn(r′)

∣∣∣∣
n0

}
(4.4)

For the total intrinsic free energy F , we have the relation:

δF

δn(r)
=

δ

δn(r)
(Fid + Fex) = µ− v {n(r′); r} (4.5)

where v {n(r′); r} is the external potential such that n(r′) is the equilibrium density (trial potential). In
the case of the homogeneous system of density n0, we then have:

δFex

δn(r)

∣∣∣∣
n0

= µ0 −
1

β
ln
(
n0Λ

3
)

(4.6)

µ0 being the chemical potential of the homogeneous system.
We now come to the hypothesis of the HNC model. Let us define the second-order direct correlation

function of the homogeneous system: c(|r− r′|) as:

c(|r− r′|) = − δ2βFex

δn(r)δn(r′)

∣∣∣∣
n0

(4.7)

In the exact many-body problem, this function fulfills the Ornstein-Zernike (OZ) relation:

h(r) = c(r) + n0

∫
d3r′ {h(r′)c(|r− r′|)} (4.8)

which relates it to the exact correlation function h(r) ≡ g(r) − 1 (see, for instance [163, 177]). In the
HNC model, we consider this relation as a definition for c(r), holding with the approximate h(r).

Minimizing Ω with respect to n(r), for a given external potential, we get:

ln

(
n(r)

n0

)
=β (µ− µ0 − vext(r)) + n0

∫
d3r′

{(
n(r′)

n0

− 1

)
c(|r− r′|)

}
(4.9)



4. DENSE PLASMAS AS ION FLUIDS 55 / 102

One immediately sees that, if n(r) tends to n0 far from the origin, we have µ = µ0.
Finally, we use the Percus trick of Equation (4.1), that is: we consider the density n(r) around

a particle of the homogeneous fluid fixed at the origin. This density is directly related to the pair
distribution function of the homogeneous fluid:

vext(r) ≡ u(r) ;
n(r)

n0

= g(r) ; n0 ≡ ni (4.10)

where u(r) is the pair interaction potential. We denote by ni the particle density of the homogeneous
fluid, and get:

ln (g(r)) = −βu(r) + ni

∫
d3r′ {h(r′)c(|r− r′|)} (4.11)

= −βu(r) + h(r)− c(r) (4.12)

where the second line is obtained using the OZ relation, and corresponds to the HNC closure relation.
The HNC model just corresponds to Equations (4.12) and (4.8). Such a derivation is, for instance,
presented in [177].

Let us now go back to the expression of the grand-potential of Equation (4.2), using the approx-
imation of Equation (4.4). This expression depends on the excess free energy of the homogeneous
reference system Fex {ni;T}, which is not known. In itself, the DFT approach to the Percus picture
give access neither to the grand-potential of a homogeneous system, nor to its free energy. One may
only evaluate the increment of the grand potential, which corresponds to the excess chemical potential
(see, for instance, [177]). For that reason, Chihara’s methods was applied to the problem of electrons
in metals, with given free-electron density, notably in [178]. Applications to the modeling of a plasma
resort to a supplementary condition, in order to set the free-electron density [179,180].

In principle, in a model of plasma in thermodynamic equilibrium, the ionization state of the plasma
should stem from its equilibrium state. The thermodynamic equilibrium state of a system is best ex-
pressed by minimizing its free energy. This is the reason why the trail we followed to include ion-ion
correlations in an atomic structure model was not that of Chihara. We rather tried building an approx-
imate free energy of a homogeneous plasma and then minimize it. This required in particular to have
generalized free-energy functionals for models of classical fluids with arbitrary interaction potentials.

As regards the electronic structure part of the model, the VAAQP model was seemingly a good
starting point, because it starts from an approximate free-energy functional and also enables the ac-
counting for the ion surroundings in the whole space rather than within an ion cell.

4.2 Generalized Free Energy of Classical Fluids

Relating the free energy Fex {ni;T} to the pair distribution function of the homogeneous medium
may be done through the Debye-Kirkwood charging relation.

Ḟex,eq(ni, T ) =
ni

2

∫ 1

0

dλ

∫
d3r
{
gλeq(r)u(r)

}
(for short-ranged u(r)) (4.13)

Ḟex,eq(ni, T ) =
ni

2

∫ 1

0

dλ

∫
d3r
{
hλ

eq(r)u(r)
}

(divergence-free, for long-ranged u(r)) (4.14)

where Ḟex,eq is the excess free energy per particle. In the case of a long-range potential, the free energy
per particle has a logarithmic divergence and we rather use the divergence-free (or renormalized) free-
energy. λ is a charging parameter, which multiplies the interaction potential u(r). gλeq(r) = hλ

eq(r) + 1
is the equilibrium pair distribution function of the system with interaction potential λu(r).
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This relation rigorously relates the exact excess free energy to the exact pair distribution function. It
expresses a gradual switching of all interactions in the system. It is not to be confused with the method
of gradually switching the interaction potentials associated to a single particle. The latter method in
fact leads to the derivation of previous section and give access to the excess chemical potential.

Using the charging relation (4.14), one can build an approximate free energy, starting from the
integral equation of an approximate model of fluid. Other routes to the free energy exist. Integration
over temperature, starting from the internal energy is an alternative way (see, for instance, [121], §78).
Using the chemical potential and the virial pressure is also possible (see, for instance, [181], Eq. 28).
The consistency among the obtained thermodynamic quantities may be checked a posteriori, as well
as the fulfilment of virial theorem, by differentiation.

For the sake of our application, the free energy should ideally take as input an arbitrary interaction
potential. In a plasma model, the effective interaction potential among ions would in principle stem from
the equilibrium condition. Moreover, in such a functional, the pair distribution function, which describes
the structure of the ion fluid, should play the role of an internal degree of freedom. In brief, for a given
model of classical fluid, our interest is in a functional that, for a given arbitrary interaction potential, is
minimal and equal to the corresponding free energy when the model equations are fulfilled.

A generalized free-energy functional of this kind was proposed by Morita and Hiroike in 1960 for
the HNC model [182]. An alternative derivation was later proposed by Lado [183] and subsequently
extended to the case of two-component fluids [184, 185]. The expression they obtained for the gener-
alized, divergence-free excess-free-energy functional in the 1-component case is:

ḞHNC
ex (h, u;ni, T ) =

ni

2β

∫
d3r

{
h(r)βu(r) + (h(r) + 1) ln (h(r) + 1)− h(r)− h(r)2

2

}
+

1

2βni

∫
d3k

(2π)3
{nihk − ln(1 + nihk)} (4.15)

Surprisingly, it seems that, prior to our work on the subject, no free-energy functional of this kind
had been proposed for the DH model with arbitrary interaction potential. The integral equation of this
model is:

h(r) = −βu(r)− ni

∫
d3r′ {h(r′)βu(|r− r′|)} (4.16)

which may be seen as the OZ Equation (4.8) with the DH closure: c(r) = −βu(r).
The DH model is only relevant to the limit of weak coupling, and does not account for the correla-

tions beyond the mean-field approximation. It nevertheless remains of permanent theoretical interest
in plasma physics, for it gives insight into the screening phenomenon and the decay of correlation
functions. It brings useful qualitative information both for systems with repulsive interactions only, and
for systems including attractive long-range potentials, since it circumvent the classical Coulomb catas-
trophe. For these reasons we had a strong interest in a generalized free-energy functional for the DH
model.

Moreover, in the study of [182, 183], the focus was put on the derivation of the equilibrium free en-
ergy. The possibility of extending a posteriori the expression in order to obtain a generalized functional
of g(r) or h(r) was mentioned, but the result was not derived in the form of a generating functional for
the model equations.

In [37], we proposed a first expression for a generalized free-energy functional of the DH model. In
this derivation, we constrained the functional to be a generating functional of the DH equation from the
beginning. Extension to two-component systems followed in [38], but the calculations were too tedious
to address general multi-component systems. The expression we obtained, in the 1-component case,
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for the generalized, divergence-free, excess-free-energy functional is:

ḞDH
ex {h, u;ni, T} =

1

β

∫
d3k

(2π)3

{(
1 +

1

niβuk

)(
1− ln (1 + niβuk)

niβuk

)
hk

(
hk

2
+ βuk +

niβ

2
hkuk

)}
(4.17)

We also showed that in the DH case, as in the case of HNC, starting from the charging relation allows
the obtained free-energy to fulfill the virial theorem.

In [39], we proposed a simpler derivation of a generalized free-energy functional for the DH model.
The latter derivation was closer to that of Lado [183]. We also showed the link with the method pro-
posed by Olivares and McQuarrie [186] to build generating functionals of integral equations. This
allowed us to easily extend the derivation to general multi-component systems. In the 1-component
case, the expression we obtained is:

ḞDH
ex (h, u;ni, T ) =

ni

2β

∫
d3r {h(r)βu(r)}+ 1

2βni

∫
d3k

(2π)3
{nihk − ln(1 + nihk)} (4.18)

It can be shown easily that Equations (4.17) and (4.18) define two distinct functionals of h(r),u(r),
which become identical functionals of u(r) when h(r) fulfills the DH integral equation.

These studies on the DH generalized free-energy functionals helped us to point out the non-unique
character of generalized free-energy functionals in the classical theory of fluids. We showed in [39]
that the Olivares-McQuarrie formalism [186] is a well-suited framework to explain this nonuniqueness.

The physical interpretation of generalized free-energy functionals for pair distribution functions that
do not fulfill the integral equation of the model is unclear. In statistical physics, the meaning of gen-
eralized thermodynamic potentials for out-of-equilibrium probability distributions is found in their time-
evolution through Markovian dynamics, and Boltzmann’s H theorem. Gaining further insight on the
free-energy functionals of fluid models would maybe require to have dynamic versions of the consid-
ered fluid models.

In practice, the generalized free-energy functionals of the HNC and DH models offer variational
formulations of the corresponding fluid integral equations, together with a expression of the equilibrium
free-energy for any interaction potential.

Finally, in addition to the specific context of our search for a variational atomic model of plasma
including the ion-fluid structure, such work may have other applications. Some theoretical approaches
to plasma modeling are based on the calculation of corrections, using the DH model as a starting
point [187,188]. Some models having direct practical applications are also based on the DH approach
[189, 190]. Moreover, in the physics of colloïds, the DH model also remains of practical interest, since
improved versions of this model are used [191,192].

4.3 VAMPIRES Model

A way towards an improved modeling of pressure-ionized plasma is to couple an atomic model of
plasma to a classical model of fluid through its interaction potentials, without making a point-like-ion
hypothesis to split the problem.

In such a model, one should account for the impact of the ion-fluid structure on the electronic
structure of ions but also for the effect of the electronic structure on the interaction potentials in the ion
fluid. The interaction potentials are then to be determined self-consistently with the electronic structure.
Ideally, they should be seen as thermodynamic averages, obtained from the minimization of the total
free energy.

A preliminary work on a model accounting for both the bound electrons of an ion and the ion fluid
structure was described in [40]. In this model, continuum electrons are excluded from the ion electronic
structure, as in an isolated-ion model, and constitute a species of a classical fluid. This classical
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fluid may be treated either through the Debye-Hückel model (thus avoiding the Coulomb collapse) or
by neglecting the polarization of continuum electrons, as in an OCP. Applicability of this model has
obvious limitations, due to its crude treatment of continuum electrons. However, this model formally
introduces the screening of the effective potential in the electronic structure. In the DH case, when
bound electrons are localized in a small region compared to the Debye length, this model yields the
point-like DH correction of Equation (2.58).

The variational atomic model of plasma with ion radial correlations and electronic structure (VAM-
PIRES) [41] is both an atom-in-jellium model of the ion electronic structure and a statistical model of
ion fluid. In this model, the continuum electrons are treated quantum-mechanically, as a part of the
electronic structure that is partially shared among ions. This model stems from the minimization of an
approximate free energy, and we showed that it fulfills the virial theorem of Equation (2.14).

Let us consider the free energy of Ni nuclei of atomic number Z and NiZ electrons, in a large
volume V and at a fixed temperature T . The nuclei are approximated by indistinguishable classical
particles, which allows us to write (see [193,194], and [41] for the present generalized form):

Feq(Ni, V, T )

= Min
w

∫∫
V

d3R1...d
3PNi

Ni!h3Ni

{
w(R1...PNi)

(
Ni∑
j=1

P2
j

2mi
+ F e

eq(R1...RNi ;Ni, V, T ) +
1

β
ln (w(R1...PNi))

)}

s. t.
∫∫

V

d3R1...d
3PNi

Ni!h3Ni
{w(R1...PNi)} = 1 (4.19)

where w(R1...PNi) denotes the probability distribution of the nuclei classical many-body states (R1...PNi),
and where F e

eq is the equilibrium free energy of a system of electron with a fixed configuration (R1...RNi)
of the nuclei (Hamiltonian Hstatic of Equation (3.5)), plus the nucleus-nucleus interaction energy. The
constraint in Equation (4.19) simply enforces the correct normalization of the probability.

Electrons are modeled quantum-mechanically, using a finite-temperature DFT formalism [56–58].
That is, we obtain F e

eq from the following minimization:

F e
eq(R1...RNi ;Ni, V, T ) =Min

n

[
F 0 {n;V, T}+Wdirect {n;R1...RNi ;Ni}+ F xc {n;V, T}

]
s. t.

∫
V

d3r {n(r)} = ZNi (4.20)

n(r) is the electron density; F 0 denotes the kinetic-entropic contribution to the free energy of a non-
interacting electrons gas of density n(r); and Wdirect denotes the total direct-interaction energy, which
includes the nucleus-nucleus contribution. F xc is the contribution of exchange and correlations. The
constraint corresponds to the neutrality condition of the nuclei-electron system.

Like in the VAAQP model, we assume that the equilibrium electron density n(R1...RNi ; r) for a
system of Ni nuclei is correctly described using a first-order cluster expansion (see Equation (2.93)).
This leads us to the following Ansatz for the electron density:

n(R1...RNi ; r) ≈ ne +

Ni∑
j=1

q(|r−Rj|) (4.21)

The system is seen as a set of ions, that is: nuclei, each with its spherical cloud of displaced electrons,
sharing a common uniform background of free electrons. The minimization with respect to the electron
density n(r) is thus performed within a particular class of functions and consists of minimization with
respect to the two parameters of the Ansatz, namely, ne and the function q(r).

The neutrality condition of Equation (4.20) can be rewritten using Equation (4.21), as:

ne

ni
+

∫
V

d3r {q(r)} = Z (4.22)
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Still using Equation (4.21), Wdirect can be written as:

Wdirect =
1

2

Ni∑
i=1

Ni∑
j=1
j ̸=i

vii
{
q; |Ri −Rj|

}
+Ni Wintra

{
q;V

}
+Ni Wbg

{
q, ne;V

}
(4.23)

with the definitions:

vii
{
q;R, V

}
=

Z2e2

R
− 2Ze2

∫
V

d3r

{
q(r)

|r−R|

}
+ e2

∫
V

d3rd3r′
{

q(r)q(r′)

|r− r′ +R|

}
Wintra

{
q;V

}
= −Ze2

∫
V

d3r

{
q(r)

r

}
+

e2

2

∫
V

d3rd3r′
{
q(r)q(r′)

|r− r′|

}
Wbg

{
q, ne;V

}
= nee

2

∫
V

d3rd3r′
{

q(r)

|r− r′|

}
+ e2

(
n2

e

2ni
− neZ

)∫
V

d3r

{
1

r

}
(4.24)

vii plays the role of an ion-ion interaction potential, Wintra corresponds to an intra-ion interaction en-
ergy, and Wbg gathers all terms related to interactions with the electron homogeneous background. In
VAAQP, we make a specific hypothesis on the electrostatic interaction term pertaining to an ion, ∆F el

1 ,
in order to introduce the cavity (see Equation (2.99)). In the VAMPIRES model, we do not introduce
any additional hypothesis in Wintra. The interaction terms just follow from the cluster expansion of the
electron density and the statistical treatment of the ion fluid.

Electron terms F 0 and F xc are approximated using a first-order cluster expansion, as in VAAQP:

F •
{
n(r) = ne +

Ni∑
i=1

q(|r−Ri|);V, T
}

= F • {n(r) = ne;V, T}+
Ni∑
i=1

∆F •
1

{
q, ne,Ri;V, T

}
(4.25)

∆F •
1

{
q, ne,R;V, T

}
=F • {n(r) = ne + q(|r−R|);V, T} − F • {n(r) = ne;V, T} = ∆F •

1

{
q, ne;V, T

}
(4.26)

where the • symbol is to be replaced by either the 0 or the xc label. ∆F 0
1

{
q, ne;V, T

}
is the kinetic and

entropic contribution to the free energy of non-interacting electrons in a trial potential vtrial
{
q, ne; r;T

}
,

which yields the electron density n(r) = ne + q(r), minus the contribution of the homogeneous back-
ground (see Equation (2.96)). ∆F xc

1

{
q, ne;V, T

}
is the exchange-correlation contribution to the free

energy of a system of electrons having density n(r) = ne + q(r), minus the contribution of the homo-
geneous background (see Equation (2.98)).

At this point, the minimization of Equation (4.19) becomes

Feq(Ni, V, T ) =Min
q,ne

[
F 0 {ne;V, T}+ F xc {ne;V, T}+ F i

eq

{
v(R) = vii

{
q;R, V

}
;Ni, V, T

}
+Ni

(
∆F 0

1

{
q, ne;V, T

}
+∆F xc

1

{
q, ne;V, T

}
+Wintra

{
q, V

}
+Wbg(q, ne;V )

)]
s. t.

ne

ni
+

∫
V

d3r {q(r)} = Z (4.27)

where F i
eq {v;Ni, V, T} gathers the nuclei kinetic energy and entropy, as well as ion-ion interaction

terms. This corresponds to the free energy of a one-component classical fluid of ions, interacting
through the potential vii:
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F i
eq {v;Ni, V, T} =Min

w

∫
V

d3R1...d
3PNi

Ni!h3Ni

w(R1...PNi)

 Ni∑
j=1

P 2
j

2mi
+

1

2

Ni∑
i=1

Ni∑
j=1
j ̸=i

v(|Ri −Rj|)

+
1

β
ln (w(R1...PNi))




s. t.
∫
V

d3R1...d
3PNi

Ni!h3Ni
{w(R1...PNi)} = 1 (4.28)

≡Min
w

F i {w, v;Ni, V, T} s. t.
∫
V

d3R1...d
3PNi

Ni!h3Ni
{w(R1...PNi)} = 1 (4.29)

In the thermodynamic limit, the free energy per ion Ḟi = Fi/Ni of such a system has a logarithmic
divergence because vii has a Coulomb tail. However, as in a usual OCP model, this divergence is
cancelled by an opposite-sign divergence in Wbg. We therefore group these terms together, which
renormalizes the free energy. We use either the HNC or the DH model to approximate the resulting
divergence-free ion-fluid free energy per ion, as a functional of the interaction potential v(r).

Ḟ i
eq +Wbg ≈ Ḟid, i(ni, T ) + Ḟ approx

ex, eq {v;ni, T} (4.30)

Ḟ approx
ex, eq is either the HNC or the DH divergence-free excess free energy per ion. Such approximate

equilibrium free energy may be written as the minimum of a generalized free-energy functional of the
radial correlation function h(r) = g(r)− 1 (see previous section):

Ḟ approx
ex, eq {v;ni, T} = Min

h
Ḟ approx

ex {v, h;ni, T} (4.31)

with the minimum occurring for the h(r) fulfilling the equations of the approximate model, either HNC
or DH. In the DH case, Ḟ approx

ex is given by Equation (4.18), whereas it is given by Equation (4.15) in the
case of HNC.

Finally, the VAMPIRES model is based on the minimization of the following approximate free energy
per ion Ḟ{h, q, ne}, with the neutrality constraint:

Ḟ{h, q, ne;ni, T} =Ḟid,i(ni, T ) + Ḟ i approx
ex

{
h, v(R) = vii

{
q, R

}
;ni, T

}
+

fF
e (ne;T )

ni
+

fxc(ne;T )

ni
+∆F 0

1

{
q, ne;T

}
+∆F xc

1

{
q, ne;T

}
+Wintra

{
q
}
(4.32)

Ḟeq(ni, T ) =Min
h,q,ne

Ḟ{h, q, ne;ni, T} s. t.
ne

ni
+

∫
d3r {q(r)} = Z (4.33)

The minimization with respect to h(r) leads to the fluid integral equations, that is, the Ornstein-
Zernike relation with the closure relation corresponding to the chosen approximate model:

h(r) = c(r) + ni

∫
d3r′ {c(|r′ − r|)h(r′)} (4.34)

c(r) =

{
−βvii(r)− ln(h(r) + 1) + h(r) (HNC)
−βvii(r) (DH)

(4.35)
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The minimization with respect to q(r) includes that on ne, which is expressed as a functional
ne{q;ni} using the neutrality constraint. It yields:

0 =− vtrial
{
q, ne; r;T

}
+ µxc (ne + q(r), T )− µxc (ne, T ) + vel

{
h, q; r

}
− ni

∫
d3r′

{
−vtrial

{
q, ne; r

′;T
}
+µxc (ne + q(r′), T )− µxc (ne, T )} (4.36)

where we have defined:

vel
{
h, q; r

}
≡ vintra

{
q; r
}
+ ni

∫
d3r′

{
h(r′)vintra

{
q; |r′ − r|

}}
(4.37)

vintra
{
q; r
}
=

−Ze2

r
+ e2

∫
d3r′

{
q(r′)

|r− r′|

}
(4.38)

In order to solve Equation (4.36), we define the distribution ṽel such that:

vel(r) = ṽel {vel, r} − ni

∫
d3r′ {ṽel {vel, r

′}} (4.39)

We thus obtain from Equation (4.36) the following electron self-consistent equation:

vtrial
{
q, ne; r;T

}
= ṽel(r) + µxc (ne + q(r), T )− µxc (ne, T ) (4.40)

where ṽel(r) is a shorthand notation for ṽel
{
vel

{
h, q
}
, r
}

. From Equation (4.39), ṽel may be expressed
in the Fourier space as:

ṽel,k =

{
vel,k = −4πe2

k2
(Z − qk)(1 + nihk) if k ̸= 0

0 if k = 0
(4.41)

The difference between ṽel and vel only impacts on integrals of product of ṽel with a function that is not
regular at k = 0 in the Fourier space. For instance, we have:∫

d3r {ṽel(r)} = 0 ̸=
∫

d3r {vel(r)} = − 1

βne
(4.42)

where the last equality may be shown from the equations of the model.
Thermodynamic quantities are rigorously derived from the equilibrium free energy Ḟeq. Especially,

the pressure is given by the following expression:

Pthermo(ni, T ) =nikBT + n2
i
∂Ai approx

∂ni

∣∣∣∣
eq

+ ne
(
µ(ne, T ) + µxc(ne, T )

)
− f0(ne, T )− fxc(ne, T ) (4.43)

In this formula, the first two terms correspond to the pressure of the ion fluid (ideal-gas and excess
contributions), while the next four terms correspond to the pressure of the uniform electron gas, as in
the VAAQP model. This means that displaced electrons only contribute to the pressure through the
ion-fluid excess term. From the expression of the virial pressure, it can also be shown that the virial
theorem is fulfilled in the VAMPIRES model.

Figure 4.1 presents results from the VAMPIRES model for lithium at 10 eV temperature. First, one
sees from Figure 4.1e, which displays the mean ionization as a function of density, that the accounting
for ion-ion correlations in the model yields the qualitative behavior of pressure ionization.

In order to quantify ion-ion coupling in this model, the usual coupling parameter Γ = βZ∗ 2e2/RWS

is not relevant. The ion-ion potential is not purely Coulombic, and the ion charge Z∗ corresponds to an
asymptotic limit, which, in general, is not relevant to the WS radius. Consequently, we use an effective
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Figure 4.1 – Results from the VAMPIRES model for lithium at 10 eV temperature. Pair correlation
function h(r), electron density 4πq(r)/Z, and electrostatic potential r vel(r)/Z, for various matter den-
sities (a-c). Mean ionization Z∗ (e) and effective coupling parameter Γeff (d) as functions of the matter
density.

coupling parameter Γeff = −βU̇approx
ex , which really corresponds to the ratio of the ion-fluid interaction

energy to the thermal energy.
Figure 4.1 a–c present the ion-ion pair correlation function h(r), electron-cloud density q(r), and

ion effective electrostatic potential vel(r), for three values of matter densities corresponding to weak,
moderate, and strong coupling, respectively. In each case, close to the central nucleus, one sees a
sharp peak in the electron linear density, which corresponds to the bound electronic structure of the
ion.

For a weakly coupled plasma (case of Figure 4.1 a), the range of the potential vel seen by the
electrons extends far beyond the WS sphere. vel variations may be decomposed into two regions.
Close to the nucleus, the steep variation is related to the “internal” screening by the bound electronic
structure. Far from the nucleus, the longer-range decay is related to both a tail of weakly displaced
electrons and the DH-like decay of the ion-ion correlation function.

Moreover, one can see in Figure 4.1 e that the mean ionization in these cases is lower than in
INFERNO or VAAQP. However, in VAMPIRES, some of the electrons that do not participate in the
background density ne, which defines Z∗, may in fact be weakly displaced and play a role similar to the
background electrons in an observable quantity. Especially, these electrons may interact significantly
with the surrounding ions.

For a moderately coupled plasma (in the case of Figure 4.1 b), the ion-ion pair correlation function
has the shape of a cavity, resembling the WS cavity assumed in VAAQP. In such situations, results
from the VAMPIRES model are indeed close to those of VAAQP and of INFERNO. One may check in



4. DENSE PLASMAS AS ION FLUIDS 63 / 102

the figure that the range of vel is close to RWS.
For a strongly coupled plasma (case of Figure 4.1 c), the ion-ion pair correlation function exhibits

oscillations beyond the WS radius, which is typical of liquid-like behavior. It is easily understood from
Equation (4.37) that the correlation peaks of h(r) draw some electrons. They are also “dressed” with
the ion electron cloud density. This generates repulsive features between the central nucleus and the
first correlation peak and between the successive correlations peaks because of the potential overlap
of electron clouds. Consistently, electrons are displaced away from these regions of potential overlap.
As a consequence, vel has a zero inside the WS sphere, and its effective range is thus shorter than
RWS.

In this model, it seems that the pressure ionization phenomenon goes along with the switching
to the liquid-like regime. This is illustrated in Figure 4.1d,e. The increase in the mean ionization is
connected to a sharp increase in the coupling parameter. Across the pressure ionization edge, the
plasma switches from a moderate-coupling to a strong-coupling regime, with the related feedback on
the range of vel. In addition to decreasing the value of RWS, the range of vel switches from longer than
RWS to shorter than RWS. This explains why pressure ionization leads to a steeper increase in the
mean ionization in this model than in VAAQP or INFERNO.

In the VAMPIRES model, the pressure-ionization phenomenon, as well as the switching from the
Debye-Hückel-scale to the WS-scale decay, stems from a first-principle accounting for the structure of
the ion fluid. At the same time, at each thermodynamic condition, the ionization state of the plasma is
obtained from the condition of thermodynamic equilibrium.

One of the known modeling issues for such a model is that the electrons of an ion feel the sur-
rounding ions through their average distribution, given by the pair correlation function. Among the
possible outcomes of such a modeling effort could be that this static picture breaks down at some
thermodynamic conditions.

4.4 Research Prospects

Accounting for the ion structure of the fluid in the modeling of the atomic structure is the only way
to better address pressure ionized plasma, for it is the interactions between the electron clouds of the
various ions that yield the pressure ionization phenomenon. Whether a statistical description based
on the pair distribution function (so in a sense, on the average environment of an ion) is sufficient to
correctly model the pressure ionization is unknown. An alternative description could be that of ion-ion
collisions, which is adopted for instance in line shape calculations. However, such representation of
ion-ion interactions resorts to some assumed definition of the ion.

The VAMPIRES model is in my opinion a notable step towards the accounting of the ion-fluid struc-
ture in atomic structure calculations. Extensions of this model to the cases of mixture and detailed
modeling are already in progress.

In the limit of weak coupling, a thorough study of the transition of the VAMPIRES model to the ideal-
gas limit may shed some new light on the long-standing controversy related to continuum-lowering
models.

However, some aspect of this model also remain unsatisfactory. For instance, results stemming
from this model for strong-coupling situations are puzzling, and we still need to gain insight on this
model and assess its weaknesses critically.

Of course, it is to be expected that such research effort results in the conclusion that atomic mod-
eling is not relevant at some conditions. However, atomic description of the matter is such a powerful
theoretical tool that it deserves to be extended as far as possible. In this topic, molecular-dynamics
simulations may constitute a complementary approach that could help to address some issues.





5. Atomic Physics of Non-LTE Plasmas

5.1 Collisional-Radiative Modeling of Plasmas

5.1.1 Ideal Plasma as a Premise of Collisional-Radiative Modeling

For systems out of equilibrium, the fundamental postulate of statistical physics is the evolution
according to a stationary Markovian dynamics. This probabilistic postulate relates to entropy production
in the system (i.e. second principle), just as the postulate of equiprobability of microstates relates to
entropy maximization at equilibrium. As a consequence of the stationary Markovian dynamics of the
system, evolution of the probability distribution function for a statistical ensemble is solution of a master
equation.

dPΞ(t)

dt
=
∑
Ξ′

PΞ′(t)τΞ′→Ξ − PΞ(t)
∑
Ξ′

τΞ→Ξ′ (5.1)

d

dt
P̄ (t) = ¯̄T P̄ (t) under matrix form (5.2)

Here Ξ denotes a microstate of the system as a whole. By construction, the rate matrix ¯̄T preserves
the normalization of the probability distribution PΞ associated to the ensemble.

When choosing a particular set of external thermodynamic variables imposed to the system, one
requires the rate matrix to have the relevant equilibrium statistical distribution as a stationary solution.
It is the microcanonical distribution for an isolated system, the canonical distribution if the system has
a thermostat, etc. Usually, this is done using the stronger condition of detailed balance of probability
fluxes [195].

P eq
Ξ′ τΞ′→Ξ = P eq

Ξ τΞ→Ξ′ (5.3)

where P eq
Ξ denotes the equilibrium distribution related to the chosen ensemble.

In the context of NLTE plasmas, one often postulate as a premise that the plasma is modeled as
a collection of independent ions and continuum electrons, seen as free electrons. This corresponds
to the picture of an ideal plasma described in Section 2.1. It usually goes along with the isolated-ion
model of the atomic structure, which disregards the continuum electrons.

Using such a model, we can switch from a description of the system in terms of general many-ion-
many-electron-many-photon microstates Ξ to a tremendously simpler description in terms of indepen-
dent atomic states Ψ, free-electron states k, s, and photon states k, s. These various particles are then
described using separate probability distributions.

The notion of probabilistic atomic processes that may occur in the plasma also stems from this mod-
eling framework. One considers that interactions of ions with photons are related to radiative atomic
processes, and interactions of ions with free electrons are related to collisional atomic processes. This
leads to the collisional-radiative (CR) modeling of the probability distribution PΨ of the ion atomic states
Ψ. In the following, Ψ will indeed denote an energy level rather than a single atomic state. Such an
energy level may be a fine-structure level or the mean energy of a statistical object gathering several
fine-structure levels, as for instance a configuration or a superconfiguration.

Radiative processes are characterized by the absorption or the emission of radiation by an ion,
changing its state Ψ. The strong distinction between bound and continuum (free) electrons implies that

65
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bound-bound, bound-free and free-free channels are treated separately. We thus distinguish among
photo-excitation (PE), line emission (LE, spontaneous and stimulated), photo-ionization (PI), and ra-
diative recombination (RR, spontaneous and stimulated).

ZXZ∗+
Ψ (EΨ) + γ(hν)

PE−⇀↽−
LE

ZXZ∗+
Ψ′ (EΨ′ = EΨ + hν) (5.4)

ZXZ∗+
Ψ (EΨ) + γ(hν)

PI−⇀↽−
RR

ZX(Z∗+1)+
Ψ′ (EΨ′) + e−(ε = hν − EΨ′ + EΨ) (5.5)

Free electrons being considered as a separate species, and not as a part of the ion atomic structure,
free-free processes do not play a direct role in the CR atomic modeling.

Processes involving the interaction between a free electron and an ion, without the emission of
a real photon, are called collisional processes. The interaction between a free electron and an ion
is modeled as a Coulomb interaction. Coulomb interaction being a two-body observable, the Slater
selection rules result in the possibility for both one- and two-electron jumps between the initial and
final atomic states. The one-electron jumps correspond to collisional excitation (CE), collisional de-
excitation (CD), collisional ionization (CI), and 3-body recombination (3R).

ZXZ∗+
Ψ (EΨ) + e−(ε)

CE−⇀↽−
CD

ZXZ∗+
Ψ′ (EΨ′) + e−(ε′ = ε− EΨ′ + EΨ) (5.6)

ZXZ∗+
Ψ (EΨ) + e−(ε)

CI−⇀↽−
3R

ZX(Z∗+1)+
Ψ′ (EΨ′) + e−(ε′) + e−(ε′′ = ε+ EΨ − EΨ′ − ε′) (5.7)

Accounting for the energy conservation, the only two-electron processes that possibly occur are the
auto-ionization (AI, called Auger effect in some context) and dielectronic capture (DC).

ZXZ∗+
Ψ (EΨ)

AI−⇀↽−
DC

ZX(Z∗+1)+
Ψ′ (EΨ′ = EΨ − ε) + e−(ε) (5.8)

At this level of approximation, the CR model is connected to the modeling of the whole macroscopic
plasma through the energy distributions of the photons and free electrons, which may be subject to non-
local transport phenomena. In some situation, one may also consider ion-ion collisional processes (for
instance, ionization by ion-ion collision or charge-exchange processes). In the latter case, the velocity
distribution of ions also enters into play.

For many applications we are dealing with, the mean free path of ions and free-electrons is much
shorter than that of photons. We then assume that free-electrons are locally in equilibrium at a temper-
ature Te and that the velocity distribution of ions is also Maxwellian, with a temperature Ti. One thus
focuses on the description of the photon energy distribution (local radiation field) and of the probabilities
of the various atomic states of ions.

This leaves us with a master equation for the probabilities of the ion atomic states PΨ, where the
transition rates between atomic states τΨ→Ψ′ depend on the local free-electron temperature Te and
density ne, and on the local radiative intensity averaged over polarization and direction Iω (we assume
isotropic distribution of the ions).

The CR master equation for the probabilities of the ion atomic states Ψ then writes:

dPΨ(t)

dt
=
∑
Ψ′

PΨ′(t)τΨ′→Ψ {Iω, ne, Te} − PΨ(t)
∑
Ψ′

τΨ→Ψ′ {Iω, ne, Te} (5.9)

d

dt
P̄ (t) = ¯̄T P̄ (t) under matrix form (5.10)

Let us remark that extensions to improve over the LTE hypothesis for free electrons is an active
field of research [196]. However, the consistency between the probabilistic postulate of statistical
physics and the partially or fully deterministic treatment of the transport equation is a highly nontrivial
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issue, also related to the treatment of Bremsstrahlung in the classical kinetic theory of plasma (see, for
instance [197]).

When Iω, ne and Te do not vary appreciably over the lifetime of the atomic states, it is justified to
make a quasi-stationary approximation. One is then interested in the stationary distribution PCRE

Ψ of
equation (5.9), at given Iω, ne, Te, which is called collisional radiative equilibrium (CRE). To find the
CRE requires solving a set of linear equations. On the other hand, calculating the evolution of PΨ(t)
with time requires one to solve the set of coupled ordinary differential equations, which can be stiff due
to the range spanned by the lifetimes of the various atomic states.

Normalization of the probability distribution is included in the initial condition for the time-dependent
problem. Since the rate matrix preserves the normalization, one of the equation (or matrix row) may
be replaced by the normalization condition. When considering the stationary case, this property of the
rate matrix results in redundancy of the equation set, since the system has a solution for any possible
choice of probability normalization. One of the equation has to be replaced by the chosen normalization
condition in order to remove the indeterminacy.

Let us finally remark that, in many contexts, the input to the problem of determining the microscopic
state of the plasma is the matter density, or the ion density ni, rather than the free-electron density ne.
Modeling of the CRE of the plasma then includes determining its mean ionization. One has to solve
self-consistently for the stationary state of equation (5.10) together with the neutrality condition:∑

Ψ

PΨZ
∗
Ψ =

ne

ni
(5.11)

This requires in practice to iterate the calculations of the probability distribution PΨ and of the free-
electron density ne.

5.1.2 Relation to Radiation Transfer and Hydrodynamics

The radiative properties (emissivity, opacity), thermodynamic properties (pressure, internal energy,
specific heat) and transport properties (heat conductivity) of the non-LTE plasma depend on the prob-
ability distribution of the atomic states PΨ. These macroscopic properties are inputs for the hydrody-
namic equations, that allow to determine ni, Te, and for the radiation transfer equation, that allows to
determine Iω. In principle, one has to solve all these equations and the CR equation self-consistently.
In practice, an operator splitting is frequently performed and one only cares about achieving some de-
gree of consistency among radiation transfer, heat transfer and CR modeling. This problem is already
of tremendous complexity.

When the radiation transfer of interest is not contributing significantly to heat transfer, one may
consider ne, Te as fixed functions of space. This is often the case when considering, for spectroscopic
purposes, the radiation transfer of a few lines that are escaping from a plasma. These lines may be
partially reabsorbed, while not contributing significantly to the heat transfer. To deal with this problem,
there are many approaches offering various degrees of approximation (for syntheses, see [198,199]).

In general, drastic simplifying assumptions are unavoidable in order to limit either the numerical
cost of the CR model, or the number of times it has to be solved. The modeling of a non-LTE plasma
flow always relies on some tradeoff between simplifications in the modeling of the radiation transfer
and in the CR modeling.

For instance, the state-of-the-art approaches to CR modeling implemented in numerical codes
like ATOMIC [200, 201] or AVERROES [202–204] may serve as references for the CR modeling in
itself. However, they are only tractable for given ne, Te, Iω, which amounts to completely disregards
the radiation transfer problem. This is a limiting case of the tradeoff but, in some situations, it can
be relevant to assume a homogeneous cell at fixed ne, Te, optically thin and with a known incoming
radiation field Iω. In such a case, all the effort can be put on the CR model.

The relevant tradeoff largely depend on the considered physical system and, of course, there is no
guarantee that there exists a tractable and relevant tradeoff for any system.
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5.1.3 Detailed Balance in the Collisional-Radiative Framework

The specialization of the canonical detailed-balance relation to the collisional radiative description
is obtained by balancing the probability fluxes between atomic states assuming canonical-equilibrium
distributions for the photons (Planckian radiation field) and free-electrons (Maxwellian energy distribu-
tion).

For the bound-bound radiative transitions (5.4), this yields the well-known Einstein relations [205]
among the so-called Einstein coefficients:

gΨB
PE
Ψ→Ψ′ = gΨ′BLE

Ψ′→Ψ (5.12)

ALE
Ψ′→Ψ

BLE
Ψ′→Ψ

=
2∆EΨ′,Ψ

(hc)2
(5.13)

where ∆EΨ′,Ψ = EΨ′ − EΨ, ALE
Ψ′→Ψ is the spontaneous line emission rate, BPE

Ψ→Ψ′ and BLE
Ψ′→Ψ are the

absorption and stimulated line emission rates per unit spectral energy density, respectively.
The extension of these relations to bound-free processes (5.5) are the Einstein-Milne relations

[206]:

σPI
Ψ→Ψ′(ν) =

gΨ′

gΨ

16πme

h3
εGRR

Ψ′→Ψ(ε) (5.14)

FRR
Ψ′→Ψ(ε)

GRR
Ψ′→Ψ(ε)

=
2(hν)3

(hc)2
(5.15)

where σPI
Ψ→Ψ′ is the photoionization cross-section (cross-section with respect to the radiative spec-

tral flux of photons). FRR
Ψ→Ψ′ is the spontaneous radiative-recombination cross-section (cross-section

with respect to the free electron spectral flux). GRR
Ψ→Ψ′ is the stimulated radiative-recombination cross-

section per unit photon spectral flux.
Let us remark that, in this context, the detailed balance relations are obtained assuming Dirac-

δ line profiles. As soon as finite-width line profiles are considered, the detailed balance amounts to
fulfilling the Kirchhoff’s relation at each frequency. As such, this topic is an open problem of spectral
modeling, related to the description of frequency redistribution [207, 208]. In practice, one often make
an assumption for the line profile of a chosen process and infer the line profiles for the other ones so
as to fulfill Kirchhoff’s relation (see [209], and [42] appendix).

For collisional bound-bound processes (5.6), the detailed balance yields the Klein-Rosseland rela-
tion [210]:

σCE
Ψ→Ψ′(ε) =

gΨ′

gΨ

(
1− ∆EΨ′,Ψ

ε

)
σCD
Ψ′→Ψ(ε

′) (5.16)

where σCE and σCD are the cross-sections for collisional excitation and de-excitation, respectively.
For collisional bound-free processes (5.7), the detailed balance yields the Fowler-Nordheim [211]

relation:

gΨ
h3

16πme
εσCI

Ψ→Ψ′(ε, ε′) = gΨ′ε′ε′′σ3R
Ψ′→Ψ(ε

′, ε′′) (5.17)

Finally, for dielectronic rates, the detailed balance condition gives:

σDC
Ψ′→Ψ =

gΨ′

gΨ

h3

16πme

AAI
Ψ→Ψ′

ε
δ(ε−∆EΨ,Ψ′) (5.18)

where AAI
Ψ′→Ψ is the autoionization rate and σDC

Ψ′→Ψ is the dielectronic capture (resonant) cross-section.
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Obviously, when free electrons are assumed to follow a Maxwellian distribution at temperature
Te = 1/(kBβe), then one may directly use the detailed balance of probability fluxes to infer the transition
rates:

gΨe
−βeEΨτCE

Ψ→Ψ′ = gΨ′e−βeEΨ′τCD
Ψ′→Ψ (5.19)

gΨe
−βeEΨ

neΛ
3
e

2
τCI
Ψ→Ψ′ = gΨ′e−βeEΨ′τ 3R

Ψ′→Ψ (5.20)

gΨe
−βeEΨ

neΛ
3
e

2
τAI
Ψ→Ψ′ = gΨ′e−βeEΨ′τDC

Ψ′→Ψ (5.21)

Due to the canonical detailed-balance imposed on collisional and dielectronic cross-sections, and
to the LTE assumption for free electrons, whenever radiative rates are unimportant, the atomic levels
are in LTE at temperature Te. This corresponds to the case of dense, cold matter. Moreover, due to
the Einstein-Milne relations for radiative processes, whenever radiative intensity is a Planckian having
temperature TR, and strongly dominates over collisional processes, the atomic levels are in LTE at
temperature TR. This is the case, for instance, of a thin slab heated by an intense black-body radiation.
Finally, whenever the radiative intensity is at equilibrium with the free electrons TR = Te, the atomic
levels are in equilibrium at the same temperature.

In practice, the detailed balance relations reduce the number of rates and cross-sections to calcu-
late in order to build the CR matrix ¯̄T . Many of the rates and cross-sections can be deduced from the
rates and cross-sections of their inverse processes.

5.1.4 Complexity and Tradeoff between Precision and Completeness

Because the atomic processes (5.4-5.8) cannot connect atomic states differing by more than one
charge state, the CR matrix ¯̄T has a block-tridiagonal structure, except for the line corresponding to the
probability normalization condition. More than the total rank of the matrix, it is the rank of the largest
block submatrix than determines the complexity of the matrix-inversion problem.

This rank depends both on the completeness of the chosen set of levels and on its level of detail,
when a statistical grouping of levels is performed (grouping by configuration, super-configuration...).
For that reason the choice of a relevant tradeoff between level of detail and completeness is crucial in
CR modeling (see, for illustration, [20], Chapter 1 by S. Hansen). This choice depends on the plasma
conditions, but often also on the application considered.

With my colleague Franck Gilleron, we started working on non-LTE plasma modeling with a moti-
vation that was twofold. The first motivation was the development of a fast atomic-physics package to
be included in radiation-hydrodynamics codes. The second motivation was the analysis of emission-
spectroscopy measurements, which are frequently used as a diagnostics to infer plasma conditions
in experiments. Over the past years, we developed two numerical tools, implementing different ap-
proaches, each suited to a particular category of application.

In this task, we have benefited much from the access to the AVERROES numerical code, developed
by Olivier Peyrusse [202–204]. This code implements a super-configuration-based CR model, with the
possibility of performing a detailed configuration accounting for some chosen super-configurations.
It implements a full quantum calculation of the rates and cross-sections, in particular based on the
distorted-wave approach for collisional cross-sections.

We also benefited much from the NLTE code-comparison workshops, in which I started to partici-
pate in 2011. This workshop series was initiated by R. W. Lee in 1996 and continued since [212–220].
It is a unique opportunity to make thorough comparisons with many numerical tools, implementing
various CR models such as ATOMIC [200, 201], SCRAM [221–223], CRETIN [224], FLYCHK [225],
THERMOS [226], NOMAD [227], DLAYZ [228] etc. It is also an occasion for people involved in non-
LTE plasma modeling to exchange ideas and report openly about their theoretical and numerical is-
sues. For experimentalists or applied physicists, it is also an opportunity to suggest relevant cases of
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study in order to stimulate a modeling effort and get some feedback. For instance, such an effort was
sustained over several workshops in order to address Tungsten for tokamak applications, or Gold for
ICF applications. Finally, interpretation of experiments are a recurring source of case studies (see, for
instance [218]) and feedback from the NLTE workshops may also stimulate experimental efforts (see,
for instance [229–232]).

5.2 Applications to X-ray Emission Spectroscopy

Emission spectroscopy of plasmas is of interest in astrophysics, because its main observable is the
radiation emerging from astrophysical objects, in particular stellar atmospheres. It is also of interest
as a diagnostics in experiments involving hot plasmas, performed on high-power lasers, pulsed-power
devices and tokamaks. In these contexts, interpretation of emission spectra is often used to infer
plasma conditions.

When collisions do not dominate overwhelmingly over radiative processes, the sole fact that signif-
icant radiation is emerging, and thus escaping, from the plasma, drives it out of equilibrium. For that
reason, emission-spectroscopy analysis very often requires non-LTE plasma modeling.

In practice, observed radiation typically emerges from regions of the plasma of low to moderate
densities, for which collisional processes do not dominate sufficiently to force LTE, and for which phys-
ical broadening of lines is weak enough to allow part of the line structure to be observed, especially
lines from closed-shell configurations. Consequently, the modeling of emission spectra frequently re-
quires mixing various levels of detail, in order to enable a relevant tradeoff between precision and
completeness of the model. This is among the purposes of our standalone numerical code called
DEDALE [42].

In order to identify possible candidates for a fast atomic-physics package to be included in a
radiation-hydrodynamics code, we needed our own numerical implementations, allowing us to eas-
ily test various simplified models and numerical methods. However, comparisons with more sophisti-
cated tools like AVERROES [202–204], ATOMIC [200, 201] or SCRAM [221–223], also required us to
calculate some quantities, like spectral radiative properties, using more sophisticated approaches.

Besides, the interpretation of emission-spectroscopy experiments in which are directly involved
[233] or which are considered in the NLTE workshops, require flexibility in the modeling of the atomic
structure. In particular, we needed a possibility to include tabulated data for fine-structure levels, taken
from various sources, such as detailed atomic structure code (e.g., Cowan’s code [5], FAC [234] or
CFAC [235]), or the NIST atomic structure database [236,237].

Our DEDALE code is an implementation of a hybrid CR model mixing super-configurations and
more detailed levels taken from tabulated data. According to the specific case of application, we can
apply various modeling options.

In its most basic version, the model implemented in DEDALE resort to a statistical grouping of levels
based on Layzer complexes. Layzer complexes are super-configurations for which supershells are the
shells defined by the principal quantum numbers:

(1)Q1 (2)Q2 (3)Q3 ...(nmax)
Qnmax where (1) ≡ (1s) (5.22)

(2) ≡ (2s 2p)

(3) ≡ (3s 3p 3d)

A semi-relativistic extension of More’s screened-hydrogenic model [238] is used to approach the elec-
tronic structure and estimate the mean energies of the Layzer complexes. The rates and cross-
sections of radiative and collisional processes, including the dielectronic ones, are obtained from semi-
empirical expressions resorting to the screened charges. Radiative rates are obtained from Kramers
model [133, 134, 239]. Collisional cross-sections for excitation and ionization are estimated using the
approaches of Van Regemorter and Mewe [240,241], and Lotz [242], respectively. Dielectronic capture
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Figure 5.1 – Mean ionization of Iron in thermodynamic equilibrium, defined as Z minus the number
of bound electrons, calculated by the average-atom model of isolated ion (AAII), the AAII model with
Stewart-Pyatt correction and orbital suppression (AAII w. SP), DEDALE, and INFERNO, for Iron at
temperature of 200 eV.

is estimated using the approach of Burgess [243], with a correction factor chosen in order to recover
values close to the distorted-wave results of AVERROES. The rates of non-resonant processes are
calculated by integration, assuming Maxwellian distribution for the free electrons and accounting for
the given radiative intensity for radiative processes.

This basic model is close to those implemented in CRETIN [224] or FLYCHK [225]. It enables fast
calculations with a high level of statistical completeness, due to the large super-configurations used.
In a quantum calculation of the rates, among the most time-consuming part is the computation of
collisional ionization rates, which require double summations. Using semi-empirical formulas allows us
to build most of the CR matrix in a relatively short amount of time.

In order to refine over this approach, we can resort to tabulated data. Tabulated data may be used
either to replace the semi-empirical estimates stemming from the basic modeling, or to refine over the
statistical grouping of levels. One may, for instance, replace one of the Layzer complex by a set of
configurations and fine structure levels.

The tabulated data that we include is usually calculated using other numerical codes such as AVER-
ROES [202–204] or CFAC [234, 235], depending on the kind of approach we need. Some data can
also be taken from databases such as the NIST Atomic Structure Database [236,237], which includes
precise experimental measurements.

Of course, splitting Layzer complexes into smaller super-configurations, configurations or fine-
structure levels can impact strongly on the rank of the CR matrix. This requires an insightful choice of
the statistical objects to split, and at which level of detail they should be treated. This choice depend
both on the plasmas conditions and on the application considered. One may, for instance, put the fo-
cus on a refined description of the main levels contributing to a particular spectral region, or choose to
split a too-large supershell at plasma conditions where it is expected to be open. At some conditions,
metastable levels may also have a strong impact on the atomic-state distribution and require a detailed
accounting.

In order to solve for the CR equilibrium, we can use various direct or iterative solvers, our default
being a Gauss-Jordan elimination algorithm of our own, optimized to take advantage of the particular
structure of the CR matrix.

In the case of low density plasmas, we usually truncate the set of levels by fixing a limiting value for
the principal quantum number and excitation number.

When there is a significant effect of density on the atomic structure, we resort to a quantum-ion-
cell model (see Section 2.4.2) with subshell populations fixed to the non-LTE mean populations. This
model is used to evaluate which subshells are delocalized. Many-electron energy levels having nonzero
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populations in these delocalized subshells are gradually removed, first using a degeneracy-reduction
scheme, and ultimately removing the level from the CR model. Using such an approach, we manage
to mimic equilibrium results from ion-cell approaches (see Figure 5.1). However, all the limitations
discussed in Section 2.3 apply to the present approach as well and a relevant modeling of dense-
plasmas out of equilibrium is an open problem (see Section 5.4).

The DEDALE standalone code does not aim at being used within a numerical scheme solving the
radiation transfer equation. For that reason, we can afford to have spectral features that are not strictly
consistent with the atomic energy levels used in the CR modeling.

In order to get realistic spectral features, even when using our most basic CR model, radiative
properties are estimated using quantum calculations based on the Pauli approximation. For levels
taken from tabulated data, the tabulated data is used also in the calculation of radiative properties.

Optionally, when calculating the radiative properties, we can use additional tabulated data in order
to split some features which are accounted for in the CR matrix as a single statistical object. In this
case, the population of the more-detailed levels are inferred from an LTE hypothesis within their parent
statistical object. This enables refining further the spectra, without increasing the rank of the CR matrix.

For transition arrays among statistical objects, the statistical broadening is accounted for as a contri-
bution to the Gaussian width. For all radiative transitions, the physical broadening of lines is accounted
for as follows. Doppler broadening related to the ion temperature Ti gives a contribution to the Gaussian
width. Electron Stark broadening is estimated in the impact approximation, as described in [244], and
gives a contribution to the Lorentzian width. Finite-lifetime broadening is obtained using the inverse of
diagonal terms of the CR matrix, and yields a supplementary contribution to the Lorentzian width. Line
profiles are then modeled as Voigt functions, using the Gaussian and Lorentzian widths. At present,
we do not account for any ion Stark broadening.

Our treatment of the radiative properties allows us, from a relatively simple and fast model of the
CRE, to get rather realistic emissivity and opacity spectra allowing comparisons with more sophisti-
cated approaches. This kind of comparison allows us, in particular, to assess the relevance of the
simplified CR modeling, which is used in our atomic physics package for radiation hydrodynamics (see
next section).
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Figure 5.2 – Comparison between results from the DEDALE and AVERROES codes on Iron emissivity
at free-electron density of 1013 e−.cm−3 and temperatures of 1 keV (a) and 1.6 keV (b). Calculations
were performed with and without partial detailed-configuration accounting for the AVERROES code
(AVERROES and AVERROES CPLX, respectively), and with and without using some tabulated con-
figuration data from CFAC in the DEDALE code (DEDALE CFAC and DEDALE, respectively).

To illustrate this, figures 5.2 a and b presents comparisons between results from AVERROES with
pure super-configuration accounting based on Layzer complexes (AVERROES CPLX), AVERROES
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Figure 5.3 – Interpretations of spectroscopy experiments using the DEDALE code. (a) K-shell features
of He-like Iron, spectrum obtained on the TORE SUPRA tokamak [245,246]. Line notations are those
of [247]. Assuming zero radiation field and electron density in the 1014 e−.cm−3 (coronal-limit case),
the electron temperature inferred from the DEDALE computations was 1.9 keV. (b) K-shell features
of He-like Aluminum. Preliminary interpretation of an emission spectroscopy experiment performed
on the ELFIE facility (see [233]). Assuming zero radiation field, the conditions inferred from DEDALE
computations are electron density 3.1020 e−.cm−3 and electron temperature of 325 eV.

with partial detailed-configuration accounting, DEDALE code using the basic CR model and using
also some detailed-configuration accounting from CFAC. The present cases of Iron are of interest for
astrophysical applications and were suggested for the NLTE-12 workshop by Timothy Kalman (NASA).

The flexibility of modeling that we obtain by adding tabulated data with various level of detail allows
us to cope with specific situations such as problems with metastable states and also to use DEDALE
for detailed spectroscopic analysis that requires some fine-structure description (e.g., spectra involving
lines from closed-shell configurations).

Figures 5.3 a and b illustrate the use of DEDALE for the interpretation of K-shell emission spec-
troscopy experiments. For these calculations detailed level accounting data from the CFAC code was
used.

Figure 5.3a corresponds to an experiment performed on the TORE SUPRA tokamak, and was
proposed as a case study by O. Marchuk [245, 246] for the NLTE-9 workshop [219]. The plasma is
at coronal conditions and results are thus not sensitive to electron density. In this spectrum one can
observe He-α resonance line (W) with its Li-like satellites, and He-α intercombination line (Y). The
detailed level accounting using CFAC, in particular for the fine-structure levels 1s 2s 3S0, 1s 2s 3S1 and
1s 2p 3P2, enables a better description of the total 1s 2s population and of the dipole-forbidden lines (X,
Z).

Figure 5.3b present the interpretation of an experiment performed on the ELFIE laser facility during
the Ph.D. thesis of Ambra Morana, supervised by Serena Bastiani [233]. In the conditions we were
expecting for this interpretation, our calculations were showing that the Heα resonance line was likely
reabsorbed. In order to infer the plasma conditions from this emission spectrum, we have tried to
reproduce the experimental intensity ratio of the Li-like satellites of the Heα resonance line to Heα

intercombination line, as well as Lyα to Heα intercombination line.
Figures 5.4 a and b illustrate the use of DEDALE for the interpretation of an L-shell emission spec-

troscopy experiment. It presents two spectra obtained at different time, corresponding to L-shell fea-
tures of open-L-shell Germanium, obtained on the OMEGA laser facility. The preliminary analysis of
these spectra [231] was a case study proposed by Edward Marley for the NLTE-11 workshop. It is part
of a series of experiments performed on OMEGA and NIF [230–232] that was stimulated by the feed-
backs of the NLTE workshops [219, 220]. For our calculations, detailed configuration accounting data
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Figure 5.4 – Interpretation of an L-shell spectroscopy experiments using the DEDALE code. The
spectra correspond to measurements of L-shell features of open-L-shell Germanium, obtained on the
OMEGA laser facility [231]. (c) and (d) correspond to the gated spectra obtained with delays of 1.8 ns
and 2.2 ns, respectively. For these calculations detailed configuration accounting data from the CFAC
code was used. Interpretation was done assuming zero radiation field and making no hypothesis
on the ion density. In order to quantify the agreement among synthetic and experimental spectrum,
we performed a principal-component analysis on a set of DEDALE synthetic spectra. Experimental
spectrum was projected onto the 10 first principal components and this projection was used to define
the distance to minimize. Map of distance to experimental spectrum (c) (respectively (d)) is shown in
(a) (respectively (b)). The red dot corresponds to the DEDALE best fit respresented on (c) (respectively
(d)).
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from the CFAC code was used. Interpretation was done assuming zero radiation field and making no
hypothesis on the ion density. In order to quantify the agreement between synthetic and experimental
spectra of such complexity, we performed a principal-component analysis on a set of DEDALE syn-
thetic spectra covering the plausible range of temperatures and electron densities. We then projected
the experimental spectrum onto the 10 first principal components and used this projection to define a
distance to minimize. On figures 5.4 a,b, one can see how the minimal distance roughly follows the
curves of same mean-ionization.

The analysis published more recently in [231], along with the experimental data, resorts to a joint
measurement of Scandium K-shell emission spectra, and to an estimation of the ion density. The latter
is inferred from the emitting volume observed using a side-on gated pinhole camera. This allows to
better constrain the interpretation.

Work is in progress towards a robust accounting of line reabsorption in our DEDALE code using the
escape-factor approach (see, in particular [248–250]). However, in the task of inferring plasma condi-
tions from spectroscopic analysis, using lines that are significantly reabsorbed is always questionable.
The results highly depends on the line profile, which is difficult to evaluate precisely, and is most of-
ten hidden by instrumental resolution. It also requires an estimate of the reabsorption length, which
is usually not known and ends up as a parameter enabling to tweak the line intensity of reabsorbed
features.

5.3 Applications to Radiation-Hydrodynamics Simulations

A way of producing X-rays is to heat a material of high atomic number up to temperatures at which
significant part of its emission spectrum will lie in the X-ray range. Such heating can be achieved
using absorption of infrared or optical light of a high-power laser (e.g., case of a hohlraum), or Joule
effect in a pulsed-power device (e.g., case of a Z-pinch). However, at high frequencies, the opacity
of the material drops. Non-thermal radiation (in the sense of Te) escaping from the interior causes
significant departure from the ideal black-body behavior and from the local thermodynamic equilibrium
in the regions of moderate density.

Modeling the energy balance of X-ray sources is crucial for estimating their conversion efficiency.
In this matter, a detailed description of the emission spectrum is often not required, but there is an in-
terplay between hydrodynamics, heat conduction, radiation transfer and collisional-radiative dynamics.
This requires radiation-hydrodynamics simulations of a non-LTE plasma flow.

In order to estimate the non-LTE plasma radiative properties, models based on a two-level CR
approach were proposed and used in radiation-hydrodynamics simulations since many-years now [213,
251]. These models resort to the notion of an effective ionization temperature TZ at which the LTE (i.e.
Saha) model yields the same mean ionization. Having TZ , one estimates the radiative properties
starting from the LTE properties at the temperature TZ , and then applying some correction to get
the free-free contribution corresponding to the electron temperature Te. Such an extremely simplified
approach enables very fast calculations, relying on tables of LTE radiative properties.

Average-atom approaches to CR modeling [140,252,253] are also used in the context of radiation-
hydrodynamics simulations. In particular CR screened-hydrogenic average-atom models are used
for this purpose. One may cite for instance the XSN [252] and NOHEL (see in [213], Section 2.3)
packages. The average-atom CR model is much more intensive computationally than the two-level
approach. In the average-atom approach, the levels considered correspond to one-electron orbitals,
which are grouped into shells in the case of the screened-hydrogenic approximation. This leads to a
CR matrix of low rank, of the order of a few units to a few tens, while offering unbeatable completeness.

However, average-atom CR models have two limitations. First, as in the equilibrium average-atom
model, the orbitals, as well as the transition rates of the various processes, have to be calculated self-
consistently with the orbital populations. This is required in order to have the CR matrix pertaining to
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the CRE. Such an implicit dependency makes the CR system strongly nonlinear, which notably impacts
on the robustness of the solution algorithm. Second, dielectronic processes crucially depends on the
two-occupation correlation functions [254–257]. Although an average atom CR approach including the
description of such correlation functions was proposed [258, 259], it seems beyond reach for a use
within radiation-hydrodynamics simulations.

In order to perform integrated simulations of hohlraum and other X-ray sources, we developed a
fast non-LTE-atomic-physics package called ICARE (Inline Collisional And Radiative Equilibrium). This
atomic-physics package can be run inline the CEA radiation hydrodynamics code, named TROLL.
TROLL is used for the simulations of hohlraums and other types of X-ray sources (see [260,261]). For
this project, we collaborate closely with the group in charge of developing the TROLL numerical code,
as well as with the people in charge of designing X-ray sources. On the basis of their daily use of our
ICARE package, they provide us with precious feedback.

ICARE is a lighter version of the DEDALE standalone code. In this version, we limit ourselves
to the model based on the screened-hydrogenic atomic structure and semi-empirical formula for the
rates and cross-sections. The considered set of levels is limited to a few tens of Layzer-complex-type
super-configurations for each charge state. For the application to radiation hydrodynamics, the input
is the ion density, so we resort to an iteration scheme to solve for ne. In the course of the iterative
procedure, we increase gradually the set of levels and perform a detection of LTE, in order to speed
up the convergence steps. The approach remains even more intensive computationally than the CR
average-atom approach. However, the solution algorithm seems somewhat more robust.

The spectral emissivities and opacities, which we subsequently calculate, are used for solving the
radiation transfer problem. For that reason, there is a need for consistency in the treatment of radia-
tive transitions between the CR model and the calculation of radiative properties. Super-configuration
populations, together with the same radiative transition energies, rates and cross-sections as in the
CR model, are thus used to compute the radiative properties. In practice, contributions to the spec-
tral opacities and emissivities are first averaged over the whole set of super-configurations and then
accounted for as statistical features corresponding to each mono-electronic jump.

As a result of the simplified modeling and optimized implementation, the typical duration of a ICARE
calculation lies in the 0.01 to 0.1 s range on an Intel Xeon E5630 @2.53 GHz. This enables significantly
complex simulations to be performed within human-acceptable time. It nevertheless constitutes one of
the most time-consuming part of the radiation-hydrodynamics simulation in virtually any case involving
a non-LTE plasma flow. To give an idea, a typical 2-dimensional simulation of a megajoule-class-
laser hohlraum may require a few 107 to a few 108 calls to the ICARE atomic-physics package. A
3-dimensional simulation requires typically a thousand times more.

A recent publication [261] gives an example of application of the ICARE package. It deals with
the experimental validation of the design of an X-ray source. The experiment was performed on the
OMEGA facility. In this experiment, a silver foil is heated by the beams of the OMEGA laser. Time-
resolved, partially-frequency-integrated emission is recorded by the DMX broad-band spectrometer.
Details about the experiment and interpretation using the TROLL and ICARE tools are given in [261].
Figure 5.5 shows the comparison of the simulated radiant intensity on the DMX axis, compared to the
measurement, on a shot that was rather well reproduced by the TROLL/ICARE simulation. However,
beside these encouraging results, there were also other shots showing larger discrepancies.

Radiative properties of non-LTE plasmas have a functional dependency on the radiative intensity.
For that reason, it is difficult to use tables. An approach that was implemented by Howard Scott
(see [20], Chapter 4 by H. Scott) is to make tables of the whole linear response function of the radiative
properties with respect to the input radiative intensity, for a given reference intensity. From the response
function, one can correct the radiative properties using the difference between the considered radiative
intensity and the reference. Encouraging results were reported for some cases of application, including
hohlraum simulations. Of course such table is made for a chosen reference radiative intensity, which
should be suited to the application, in order to remain within the linear response domain.
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Figure 5.5 – Radiant intensity as a function of time of a silver X-ray source driven by the OMEGA
laser (shot #95066). Detailed plots of radiant intensity integrated over the 0 - 2 keV (a) and >2 keV
(b) spectral ranges, respectively, as measured by the DMX broadband spectrometer (red) compared
to calculations from the TROLL radiation hydrodynamics code using the ICARE NLTE atomic physics
package. Detailed descriptions of the experiment and simulation are given in [261], as well as analysis
of other shots.

An alternative to making tables is to fit the results using regression analysis techniques. In the
course of an integrated simulation of an X-ray source, many calculations are performed with the ICARE
package at closely similar conditions. Moreover, this kind of simulations are often likely to be repeated
with small variations of many modeling parameters. In order to take advantage of this strong similarity
among the calculations made with the ICARE package, an effort is now ongoing to mimic its results
using specifically trained neural networks. In this view, we initiated a collaboration with Gilles Kluth,
who started to work on this topic during a stay at the Lawrence Livermore National Laboratory [262]. A
typical application of this method would be to first perform an approximate 2-dimensional simulation of
an X-ray source of a given design using the ICARE package, then train a specific neural network and
use it for a more realistic, and more demanding, 3-dimensional simulation [263].

Finally, let us remark that the effort of making tables of linear-response matrices, just as the training
of a neural network, requires in itself a rather fast atomic-physics numerical code, based on a simplified
model.

5.4 Collisional Processes in Dense Plasmas and Research
Prospects

The accounting for continuum electrons and pressure ionization in the modeling of non-LTE plasma
is an open problem, and relevant research prospect. Dense plasmas are often associated to LTE condi-
tions, because collisional processes tend to dominate at high density. However, there is a rather broad
range of conditions for which both pressure ionization of orbitals and departure from LTE significantly
matters. Moreover, some experiments using short radiation pulses can generate dense matter which
strongly departs from equilibrium (short-pulse, high intensity lasers, X-ray free-electron lasers...).

As explained in Section 5.1, the CR model of non-LTE plasmas is based on the physical picture
of an ideal plasma of isolated ions. The problem of truncating the set of states, and of introducing
non-ideality correction in the model is just as relevant as in the case of LTE. In the CR context, this
problem also has some specific implications like the limitation of dielectronic channels. The neglect
of resonances notably yields a discontinuity among the 1- and 2-electron collisional processes. There
is thus an interest for a description of collisional processes in the framework of dense-plasma atomic
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Figure 5.6 – Total electron-ion elastic-scattering cross-section (a) and 2p→3s collisional-excitation
cross-section (b) for a silicon plasma at a temperature of 5 eV, for various values of the matter density.
Comparison between results from the INFERNO and VAAQP models, which are in close agreement
up to matter density of 0.1 g.cm−3.

models.
In the heuristic bridging to the Ziman formula (see Section 3.5), we obtained the collisional fre-

quency by considering the net rate of electron-ion elastic-scattering out of momentum k. In this context,
we used the electron-ion elastic-scattering cross-section that stems from the limit of weak collisions.
The latter only depends on the wave functions through the phase shifts (see, for instance, [22]):

σscatter(εk) = a20
4π

k2

∑
ℓ

(2ℓ+ 1) sin2(∆k,ℓ) (5.23)

The elastic scattering of electrons by ions may be categorized as an elementary collisional atomic
process, even if it does not change the ion electronic state.

Figure 5.6a displays the total electron-ion elastic-scattering cross-section for a silicon plasma at a
temperature of 5 eV, for various values of the matter density. Contributions of some resonances are
clearly visible in these cross-sections. Below matter density of 1 g.cm−3, the results from the INFERNO
and VAAQP models agree well.

For CR modeling, more relevant is the case of collisional excitation. The distorted-wave approxi-
mation (DWA; see, for instance, [22]) is widely used for the calculation of cross-sections of collisional
processes for isolated ions (see, for instance [200,202]). A straightforward approach to collisional ion-
ization in dense plasmas consists of extending heuristically the DWA to models of pressure-ionized
plasmas. One may calculate the collisional-excitation cross-section by generalizing the configuration-
averaged collision strength [202] to the orbitals and fractional occupation numbers given by an average-
atom model such as INFERNO or VAAQP.

As an illustration, in Figure 5.6 b we display the 2p→3s collisional-excitation cross-section, obtained
using the distorted-wave approach using the INFERNO and VAAQP models, respectively. The chosen
case is a silicon plasma at 5 eV temperature, for matter densities of 10−3, 10−1, and 2.36 g.cm−3.
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At high energies, the Born approximation behavior (plane-wave incoming and outgoing electrons) is
recovered. At matter density of 10−3 g.cm−3, the 7d bound orbital is delocalized, but still contributes a
sharp resonance in the continuum. At matter density of 10−1 g.cm−3, the same occurs for the 3d bound
orbital.

As a direct consequence of these resonances, we obtain sharp, quasi-discrete features in the
corresponding cross-sections. These near-threshold sharp features may be seen as the remnants of
the corresponding dielectronic recombination channels, namely, 2p→3s,7d, and 2p→3s,3d.

One thus can see how, prior to effectively removing them, screening of the potential may redispatch
the collisional channels. Part of the dielectronic recombination channels then becomes collisional
excitation.

However, the application of the usual distorted-wave method to dense plasma may be questionable
in the context of dense plasmas. For instance, the effect of transient spatial localization of electrons
was pointed as a potentially relevant effect, lacking in the usual distorted-wave approach [264].

More generally, one may question the usual approach to collisional processes in the context of
dense-plasma models. The usual CR approach is based on the ideal plasma picture. Collisional
processes are introduced as a perturbative accounting for continuum electrons, seen as free, which
supplements an isolated-ion Hamiltonian that completely disregards them (see, for instance, [22]).
In this context, collisions are the only way continuum (free) electrons interact with the ion electronic
structure.

In principle, following strictly the ideal plasma model would even mean sticking with the Born ap-
proximation, because free electrons are supposed to be free, and thus not to interact at all with the
ions. However, one usually considers this approximation not to be valid close to the ion, and the
distorted-wave approximation is often preferred.

Models of pressure-ionized plasma account for the continuum electron as part of the ion electronic
structure. They account for the static screening effect by continuum electrons. In this framework, one
should probably adapt, re-interpret, or redefine the whole approach to collisional processes. To the
best of the author’s knowledge, such a rigorous approach to collisional processes in pressure-ionized
plasma is an open question.

Finally, regarding the experimental side, let us mention that measures of a collisional-ionization
cross-section in a dense plasma were recently performed and showed significant impact of density
effects [265].





6. Conclusions

Atomic models of dense plasmas in themselves are still an active field of research, facing open
questions as regards their theoretical foundations. The main shortfalls of models based on the notion
of continuum lowering are rather well identified. However, models used in order to go beyond the
continuum lowering picture are still mostly based on the picture of a Wigner-Seitz cavity. This picture
may be seen as a practical, heuristic way of introducing the pressure ionization in the models but
seems poorly motivated, especially for weakly and strongly coupled plasmas.

Progress is still ongoing towards achieving a better modeling of pressure ionization, closer to the
first principles. That means obtaining pressure ionization directly as a consequence of the plasma
structure as an ion fluid. Recent research efforts were carried out in this direction with the models
based on the QHNC approach and the VAMPIRES model. These models may be viewed as steps in
the understanding of the problem but, for sure, they do not exhaust the theoretical challenge of the
consistent modeling of nucleus-electron plasmas.

It is to be expected that defining a relevant notion of ion may not be possible at all plasma conditions.
Defining the validity domain of atomic physics of plasma, if not of a particular model, remains among
the most challenging issues.

Finding a satisfactory model of ions in dense plasmas is the essential first step towards applying
many methods and notions from atomic physics. This notably includes the calculation of radiative
properties or atomic processes typically involved in collisional-radiative modeling.

As regards radiative properties, most approaches are based on the independent-particle approxi-
mation. In these methods, the high number of excited states in high-temperature, mid-to-high-Z plas-
mas may still constitute an implementation challenge, requiring a tradeoff between completeness and
level of detail.

A self-consistent linear-response approach was successfully applied as regards bound electrons
and their related contribution to radiative properties since the 1980s [127,158,162]. However, despite a
significant theoretical effort [32,33,155], the consistent treatment of the continuum electron remains an
issue in the quantum framework. Yet, this would constitute an important step towards a first-principles
approach to the collective effects on radiative properties, neglected by the independent-particle ap-
proximation.

Approaches to the effects of collisions on the radiative properties are known [132,148–150]. These
approaches are in fact very similar and focus on the description of electron scattering by ions in the
framework of the Boltzmann equation. However, in practice, they are limited to a heuristic bridging to
Ziman’s formula of static conductivity. A better-founded approach would be of great interest.

Regarding the modeling of non-LTE plasma, collisional-radiative modeling has been used for many
years and still remains challenging in itself. Some long-standing issues are well-identified, notably the
truncation of the set of levels and the description of dielectronic channels. These issues are in fact
related to the modeling of collisional processes in dense-plasmas.

Addressing collisional processes is required for the collisional-radiative modeling of dense plasmas.
Work is in progress to study the collisional processes in the framework of fully quantum models of
screening in dense plasmas. From a direct application of the distorted-wave approach, it appears
that screening of the potential can result in a different distribution of transitions among excitation,
ionization, and dielectronic channels. However, the theoretical justification for applying the distorted-
wave approach to models that account for continuum electrons deserves a deeper investigation.

Some equilibrium dense-plasma models, such as INFERNO, have now been studied and used for
many years. However, experimental checks of their validity are scarce and do not really allow one to
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discriminate among the various models. Equation-of-state measurements often have large experimen-
tal uncertainties and rarely access the temperature of the plasma in regimes properly relevant to hot
plasmas. On the other hand, measurements of radiative properties are most frequently performed on
diluted plasmas (see, for instance, [266–271]), addressing regimes in which differences among models
are not pronounced. Direct-current conductivity measurements [272,273] or X-ray Thomson scattering
may address relevant regimes but usually require one to take a further step in the modeling in order to
interpret the measurements [274,275].

Efforts to improve atomic models of dense plasmas are timely, in view of the growing concern
for understanding the warm-dense matter, with applications to stellar astrophysics and planetology
in mind. These efforts are also in sync with the recent advances in experiments on warm and hot
dense plasmas, enabled by the advent of new facilities and experimental platforms. One may cite,
for instance, the recent convergent-spherical shockwave experiments at NIF [276, 277], which give
access to equation-of-state and X-ray Thomson scattering data at Gbar pressures; the opacity mea-
surements of compressed plasma at OMEGA [278]; the measurement of spectral emission of dense,
near-equilibrium plasma using buried layers at ORION [104,279]; or the experiments on the photoion-
ization of metals using tunable X-ray free-electron laser at LCLS [280]. These recent improvements in
experimental techniques may allow one to better investigate the models’ limitations.

Regarding the validation of collisional radiative models of non-LTE plasmas, benchmarks experi-
ments remain hard to set up. Characterizing precisely the state of the non-LTE plasma that is probed
is difficult. It is also difficult to conceive an experiment that would selectively address the collisional-
radiative part of the modeling, leaving aside any issue of radiation transfer. However, progress is
occurring rapidly and recent experiments using multiple diagnostics may provide stringent tests of
non-LTE-plasma models. One may cite, for instance, experiments coupling L- and K-shell spec-
troscopy [230, 231], experiments measuring absorption and emission simultaneously [281], or mea-
suring emission spectra along two lines of sight with distinct reabsorption lengths [282].
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8. Symbols and Notations

This table gives systematic rules of notation rather than an exhaustive list of symbols. Symbols
may play a slightly different role in the various chapter, in particular when the same symbol is used in
the description of different models (e.g. ne). Tildas are sometimes used in order to make a distinction
among two functions that are closely related to each other.

Physical constants
ℏ Planck constant
qe Elementary charge
ϵ0 Electric constant
e2 q2e/(4πϵ0)
me Electron mass
kB Boltzmann constant
α Fine-structure constant
c Speed of light
a0 Bohr radius
N Avrogadro’s number

Mathematical notations
• Functional dependency
¯̄• Matrix
•̄ Vector of arbitrary space

(vectors of 3D space in bold)
θ Heaviside function
δ Dirac distribution

PP Cauchy principal part
I1/2, I3/2 Fermi-Dirac integrals

(order 1/2, 3/2)
jℓ, yℓ Regular and irregular

spherical Bessel functions
FC
ℓ , GC

ℓ Regular and irregular
Coulomb wavefunctions

Re, Im Real and Imaginary parts
Tr Trace

[•, •] Commutator

General plasma parameters
•e Free-electron quantity
•i Ion quantity
n• Number density

(homogeneous system)
T Temperature
Z Bare charge
Z∗

• Effective charge
Z∗ Mean ionization
Mmol Molar mass
Λ• Thermal length
RWS Wigner-Seitz radius
λD Debye length
ωP Plasma frequency (angular)

General mechanical quantities
r, R Position vector
p, P Momentum vector
u(r) Interaction potential

Classical mechanics
H Hamiltonian
W Coulomb interaction
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Quantum mechanics
•̂ Quantum many-electron operator
•̃ Quantum 1-electron operator
•† Hermitian conjugate

|•⟩, ⟨•| State vector
(ket, bra of Dirac’s notation)

|1 : • 2 : •⟩ Tensorial-product state vector
H Hamiltonian
K Kinetic energy
V , v External or self-consistent potential
W Coulomb interaction
a• Fermion annihilation operator
n• number operator
ϱ Density operator
χ• Susceptibility assoc. to operator
DR Retarded density susceptibililty
Ψ Many-electron state or energy level
E Many-electron energy
ξ, ζ orbital labels
φ• 1-electron state or wavefunction
P (r) 1-electron radial wavefunction
ε 1-electron energy or eigenvalue
g• Degeneracy
n Principal quantum number
ℓ Orbital quantum number
m Magnetic quantum number
∆• Scattering phase-shift
•xc exchange-correlation contribution

Radiative Properties
k Wave vector
ν Frequency
ω Angular frequency
χ Electric susceptibility
ϵ Dielectric function
σ Conductivity
kabs absorption coefficient
κ opacity (per unit mass)
nref Refraction index
A, Φ Vector potential, scalar potential
E Electric field

Statistical Physics & thermodynamics
g(r) Pair distribution function
h(r) Pair correlation function
n(r) Electron density

(inhomogeneous system)
q(r) Displaced electron density
•̇ Quantity per ion
•eq Equilibrium quantity
•ex Excess quantity
•id Ideal-gas quantity
•F Fermion-gas quantity
•DH Debye-Hückel quantity
•HNC Hypernetted chain quantity
•IS Ion-sphere quantity
N• Particle number
Ω Grand potential
F Free energy
U Internal energy
f Free energy per unit volume
u Internal energy per unit volume
s Entropy per unit volume
P Pressure
V Volume
µ Chemical potential
pF Fermi-Dirac distribution
β (kBT )

−1

Atomic processes
τ•→• Transition rate
σ•
•→•

F •
•→•

G•
•→•

Transition cross-section

PE, LE Photoexcitation, line emission
PI, RR Photoionization,

radiative recombination
CE, CD Collisional excitation, de-excitation
CI, 3R Collisional ionization,

3-body recombination
AI, DC Autoionization, dielectronic capture





Outline
Modeling plasmas in terms of atoms or ions is theoretically appealing for several reasons. When it is relevant,

the notion of atom or ion in a plasma provides us with an interpretation scheme of the plasma’s microscopic
structure. From the standpoint of quantitative estimation of plasma properties, atomic models of plasma allow
extending many theoretical tools of atomic physics to plasmas. This notably includes the statistical approaches
to the detailed accounting for excited states, or the collisional-radiative modeling of non-equilibrium plasmas,
which is based on the notion of atomic processes.

This habilitation manuscript is mostly focused on the studies to which the author has contributed in the field
of atomic modeling of dense, non-ideal plasmas.

First we introduce the problem of atomic physics of plasma by reviewing a selection of atomic models, from
ideal plasmas to non-ideal and pressure-ionized plasmas. We discuss the limitations of these models, closing
this selected review with the Variational Average-Atom in Quantum Plasma (VAAQP) model.

We then address the applications of the VAAQP model to the calculation of radiative properties. This includes
an extension of the model for detailed configuration accounting, and a study of the self-consistent, dynamic linear
response in the framework of the VAAQP model.

We then address the extension of atomic models to the accounting of ion-ion correlations in plasmas. We
discuss the problem, review some studies on the generalized free-energy functionals for classical fluids. Finally,
we outline our recent work on a variational atomic model of plasma that account for both the electron structure
of ions and the ion structure of the plasma, seen as a classical fluid of ions.

At the end of the manuscript, we briefly address the studies to which the author contributed in the field
of collisional-radiative modeling of non-LTE plasmas and sketch the prospect of bridging with dense-plasma
models.

Résumé
Modéliser les plasmas en utilisant la notion d’atome présente un grand intérêt théorique. Lorsqu’elle est perti-

nente, la notion d’atome fournit un schème interprétatif de la structure microscopique du plasma. Du point de vue
de l’estimation quantitative des propriétés des plasmas, les modèles atomiques de plasma permettent d’étendre
de nombreux outils théoriques de la physique atomique aux plasmas. Ceci inclut notamment les approches sta-
tistiques de la description des états atomiques excités, ou l’approche collisionnelle-radiative des plasmas hors
d’équilibre, qui se fonde sur la notion de processus atomique.

Ce manuscrit d’habilitation se concentre sur les études auxquelles l’auteur a contribué sur la modélisation
atomique des plasmas denses, non-idéaux.

Nous introduisons d’abord le sujet en passant en revue une sélection de modèles atomiques de plasma,
allant des plasmas idéaux, aux plasmas non-idéaux et ionisés par la pression. Nous discutons des limitations de
ces modèles, terminant cette revue partielle par le modèle variationnel d’atome dans un plasma VAAQP.

Nous abordons ensuite les applications du modèle VAAQP au calcul des propriétés radiatives. Ceci inclut
une extension du modèle VAAQP aux calculs détaillés en configurations, et une étude de la réponse linéaire
dynamique autocohérente dans le cadre du modèle VAAQP.

Nous nous penchons ensuite sur l’extension des modèles atomiques pour prendre en compte les corréla-
tions ion-ion dans le plasma. Nous discutons du problème, passons en revue nos travaux sur les fonctionnelles
d’énergie libre généralisées pour les fluides classiques. Pour finir, nous décrivons succinctement nos travaux
récents sur un modèle atomique variationnel de plasma qui décrit à la fois la structure électronique des ions,
incluant les électrons du continuum, et la structure ionique du plasma, vu comme un fluide classique d’ions.

Enfin, nous décrivons brièvement les travaux auxquels l’auteur a contribué dans le domaine de la modéli-
sation collisionnelle-radiative des plasmas hors d’équilibre, esquissant une perspective de faire le lien avec les
modèles de plasmas denses.
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