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1 SUMMARY 

The human brain is continuously bombarded with sensory information and is therefore in need 

of a “tool” to select and filter its input. The overarching goal of my research is to understand 

whether and how rhythmic brain activity, also termed neural oscillations, can be used for this 

purpose. These oscillations lead to a rhythmic alternation between moments that “open the 

gate” for important events needing attention, and moments that inhibit the processing of 

irrelevant, to-be-ignored information. My focus is on the auditory system, as a modality that 

is not only currently under-investigated with respect to oscillatory processes, but also seems 

to be different from others. During my PhD, I explored and confirmed the possibility that, due 

to its rapidly changing input, the auditory system is particularly vulnerable to information loss 

that can occur when the “gate is closed”. I also developed the hypothesis that the often-

described synchronisation between neural oscillations and rhythmic stimuli (“neural 

entrainment”) avoids such information loss by aligning high-excitability moments (“open 

gates”) with relevant events in the stimulus. I showed that neural entrainment to human 

speech persists even in the absence of pronounced changes in spectral energy, suggesting the 

involvement of a higher-level, potentially linguistic, process. During my post-doc, I developed 

brain stimulation methods to manipulate neural entrainment. I showed that a change in 

entrainment leads to changes in neural and perceptual responses to speech, further 

corroborating the causal, specific role that neural entrainment plays for the perception of 

speech. Together with several students and researchers I supervise, I am currently applying 

a state-of-the-art combination of neuro-/electrophysiological and brain stimulation methods to 

further develop these lines of research. One of our aims is to test the hypothesis that neural 

oscillations in the auditory system can be “useful” or “harmful” and can therefore be “turned 

on and off”, depending on the circumstances the system is confronted with. This approach will 

address the question of how neural oscillations operate in a world that changes rapidly and is 

not always predictable. We also develop novel protocols to control auditory perception and 

attention, via a manipulation of neural oscillations. Such protocols are not only designed to 

advance fundamental research, but are also important to improve conditions associated with 

a malfunctioning of oscillatory processing. They might also inspire future clinical and 

technological applications for everyday life scenarios in which sustained attention is critical.  
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3 INTRODUCTION 

3.1 Auditory Oscillations – an attentional filter that operates in time 

“You can’t do everything at once” – what is true for the career of a scientific researcher is all 

the truer for the human brain. Continuously bombarded with sensory input, it needs to filter 

the information it receives to avoid interference and overload. This function – selective 

attention – operates in both space and time, but requirements differ across modalities. 

Acoustic information is defined in the temporal domain, as regular changes in sound 

pressure over time that arrive at the ear, conventionally expressed in cycles per second (Hertz). 

We would not perceive sound without integrating information over time. Already in the cochlea, 

each hair cell responds selectively to sound waves at a certain frequency; this frequency tuning 

is preserved across the hierarchy up to (at least) primary auditory cortex (Saenz and Langers, 

2014), a notion I will come back to in later chapters. We are also remarkably good in processing 

the temporal features of acoustic information. Two short auditory clicks can be distinguished 

if they are only 2 ms apart, a precision that is ten times that found in the visual system (Exner, 

1875). Even the detection of sound in space relies on time: Humans use interaural time 

differences to localise sound and can distinguish timing differences between the two ears that 

are as low as ten µs (Bonham and Lewis, 1999). 

Given this strong link with the temporal domain, it is clear 

that the auditory system has a particular need to 

select information in time. Although multiple processes 

exist to achieve this goal, throughout my scientific career I 

have extensively explored one of them: neural oscillations. 

There is little doubt that neural oscillations structure information processing in time (Jensen 

and Mazaheri, 2010; VanRullen, 2016). These oscillations reflect rhythmic fluctuations in neural 

excitability (Buzsáki and Draguhn, 2004) and cycle, several times per second, between (high-

excitability) phases during which input is amplified and (low-excitability) phases during which 

input is suppressed (Fig. 1A,B). This property makes oscillations a neural substrate of 

information selection in time: High-excitability phases can amplify important input while 

low-excitability phases can inhibit irrelevant, potentially distracting events (Schroeder and 

Lakatos, 2009). The inhibition of incoming information during the low-excitability phase might 

also prevent interference with other internal processes, such as memory consolidation. Thus, 

Figure 1. Neural Oscillations. A. Neural oscillations underlie 

rhythmic changes in perception, alternating between amplifying 

and suppressive phases for stimulus input. From VanRullen, 

2016. B. Accordingly, perception (e.g., target detection) co-

varies with oscillatory phase. The blue line illustrates such a 

phasic effect. The red line shows a sine function fitted to the 

data. The amplitude a of the sine fit reflects the magnitude of 

the phasic modulation of performance and is often used to 

quantify such phasic effects. C. The brain is able to adjust 

neural oscillations (red) so that they are aligned (blue) to a 

rhythmic stimulus, such as human speech (black). This 

phenomenon is often termed “neural entrainment” (e.g., 

Lakatos et al., 2008).  

                

                 

     

 
 
 
 
  
 
 

  
  
 
 
  
  
 
  
 
  
 
 
  

      

   

   

   



10 
 

neural oscillations might not only gate information uptake, but coordinate various neural 

functions in time. 

One important consequence of this neural rhythm is that stimulus processing is not 

uniform over time, but alternates between optimal and non-optimal moments for 

a given function, depending on the instantaneous phase of the oscillatory cycle. Indeed, a 

seminal study demonstrated that the probability of detecting a visual target co-varies with the 

phase of an oscillation fluctuating at ~7 Hz (Busch et al., 2009). Since then, the large amount 

of studies demonstrating “rhythmic attention” leaves little doubt that neural oscillations are a 

driving force behind numerous perceptual and attentional functions (Landau and Fries, 2012; 

Fiebelkorn et al., 2013; VanRullen, 2016; Helfrich et al., 2018; Nobre and van Ede, 2018; 

Fiebelkorn and Kastner, 2019). Notably, however, a vast majority of these rhythmic effects 

has been discovered in the visual domain. This is surprising, as the auditory system is 

confronted with information that changes rapidly in time and therefore seems to be in a 

stronger need of a temporal filter than the visual one, which is not exposed to such rapid 

fluctuations. Is this a mere reflection of the fact that vision is studied more extensively than 

audition? As I will detail below, it is most likely not the only reason: As a central thread that 

runs through this thesis, oscillations in the auditory system can be a curse or a 

blessing – they can be harmful or useful, depending on the context they are confronted with.  

This notion is a consequence of a property of neural oscillations that has been ignored in most 

of previous work: Neural oscillations will inevitably entail moments during which a 

stimulus is relatively unlikely to be perceived and processed. These low-excitability 

phases are necessary to ensure an effective attentional filter as they inhibit the processing of 

irrelevant, to-be-ignored events that occur at the same time. However, such stimulus-

suppressive phases become problematic if they coincide with important events, leading to a 

potential loss of information.  

Logically, a temporary inhibition of stimulus processing will be particularly harmful if that 

stimulus is present only briefly. The transient nature of typical auditory stimuli (e.g., speech, 

music) therefore suggests that the auditory system is particularly vulnerable to 

information loss during low-excitability parts of the oscillatory cycle. In contrast, 

visual information is relatively stable over time, making the visual system more robust against 

such a loss of information.  

Does this mean that oscillations do more harm than good in the auditory system, as they might 

suppress important information? Indeed, we have previously reported that auditory detection 

in quiet does not co-vary with the phase of neural oscillations (Zoefel and Heil, 2013), a finding 

which was confirmed by other groups at the same time (summarized in VanRullen et al., 2014). 

This is in contrast to the visual system, where oscillations are omnipresent (VanRullen, 2016). 

On the other hand, there is no doubt that neural oscillations do play an important 

role in audition. A rapidly growing field of research is focused on the alignment between 

neural oscillations and rhythmic auditory stimuli (Fig. 1C), termed “neural entrainment” 

(Lakatos et al., 2008; Thut et al., 2011a; Lakatos et al., 2019; Obleser and Kayser, 2019). 

Entrainment is at the heart of current theories of speech perception (Giraud and Poeppel, 

2012), and my own work has played a role in this development.  
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Until now, my scientific career was dedicated to these two sides of the coin of 

oscillations in audition. During my PhD, I tested the idea that a random oscillatory “sampling” 

of acoustic information can indeed lead to information loss and a corresponding deterioration 

of auditory perception. I am currently testing the hypothesis that the degree of potential 

information loss is a decisive factor for whether neural oscillations are present in 

electrophysiological or behavioural data. During my PhD and post-doc, I extensively studied 

neural entrainment. Due to the temporal regularity (and hence predictability) in the stimulus, 

neural oscillations can align their high-excitability phase to important events, thereby reducing 

the risk of information loss. Rhythmicity is therefore an ideal stimulus property for 

oscillations, and neural entrainment is the prime example of oscillatory information selection 

in time. At the same time, the field of entrainment is prone to responses that only seem 

oscillatory, a point I will come back to below. My work continues to be shaped by the theory 

of neural entrainment that I investigate from various angles and describe in detail in various 

chapters of this thesis.    

Together, neural oscillations can act as an attentional filter that operates in time, but stimuli 

can be missed if they occur during the inhibitory part of the oscillation. This issue is most 

critical for audition as it needs to process brief, rapidly changing input. Nevertheless, 

oscillations can be a powerful tool for audition if amplifying, high-excitability phases are 

synchronized with important events. This brain-stimulus synchronization is easiest to achieve 

when stimuli are rhythmic, an observation that led to the field of neural entrainment. My 

previous studies and their findings that ultimately led to this conclusion will be presented in 

the following chapter. It will be followed by a chapter dedicated to open questions and 

hypotheses that I will address in the future. Of course, scientific research is never done well 

when it is done alone, and I am very grateful to advisors, collaborators and students involved 

in both past and future research. Those contributing to a specific study are mentioned explicitly 

at the beginning of each section.   
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4 PREVIOUS RESEARCH 

4.1 PhD work (2012-2015) 

I have completed my PhD thesis at the Centre de Recherche Cerveau & Cognition (CerCo), 

CNRS, under supervision of Dr Rufin VanRullen in Toulouse, France. During this time, I was 

also a visiting scholar at the Nathan Kline Institute for Psychiatric Research (NKI) in 

Orangeburg, NY, USA, in collaboration with Dr Peter Lakatos and Prof Charles E Schroeder. 

The PhD thesis was titled “Phase entrainment and perceptual cycles in audition and vision”. 

This work was supported by a doctoral fellowship awarded by one of the most prestigious 

research foundations in Germany (Studienstiftung des Deutschen Volkes). 

 

4.1.1 Perceptual impact of information loss during rhythmic sampling of stimulus 

input 

 

The first study of my PhD thesis was inspired by the previous observation – made during my 

M.Sc. project and confirmed in parallel by other research groups – that auditory target 

detection in quiet does not depend on the phase of neural oscillations (Zoefel and Heil, 2013; 

VanRullen et al., 2014), whereas corresponding phase effects in the visual domain seem robust 

(Busch et al., 2009; Busch and VanRullen, 2010). We speculated that this is due to the fact 

that vision, but not audition, can tolerate information loss during the low-excitability part of 

the oscillation (see Introduction) to a certain degree, a hypothesis we aimed to test during 

my PhD work. 

Advisors: Rufin VanRullen, Peter Heil 

Collaborators: Barkin Ilhan, Saskia Brüers 

Supervision: Naveen Reddy Pasham (B.Sc.) 

Publications: 

Zoefel, B., and Heil, P. (2013). Detection of Near-Threshold Sounds is Independent of 

EEG Phase in Common Frequency Bands. Front. Psychol. 4. 

VanRullen, R., Zoefel, B., and Ilhan, B. (2014). On the cyclic nature of perception in 

vision versus audition. Philos. Trans. R. Soc. B Biol. Sci. 369, 20130214. 

Zoefel, B., Reddy Pasham, N., Brüers, S., and VanRullen, R. (2015). The ability of the 

auditory system to cope with temporal subsampling depends on the hierarchical level of 

processing. Neuroreport 26, 773–778.  

Zoefel, B., and VanRullen, R. (2017). Oscillatory Mechanisms of Stimulus Processing and 

Selection in the Visual and Auditory Systems: State-of-the-Art, Speculations and 

Suggestions. Front. Neurosci. 11. 
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In psychophysical experiments, we tested this hypothesis by mimicking the rhythmic 

modulation of stimulus processing that goes along with neural oscillations. This was done by 

temporarily subsampling auditory (speech sounds) and visual stimuli (videos of sign language) 

and measuring the impact of subsampling frequency on recognition performance (2-back task) 

in human subjects. As shown in Fig. 2, performance declined in both modalities with a 

decrease in subsampling frequency. This is not very surprising as more information, and in 

particular temporal patterns (“fine structure”), is lost when the stimulus is sampled more 

coarsely. Importantly, however, performance declines much faster for the auditory system 

(black line/circles in Fig. 2). For a sampling frequency of 15 Hz, for example, participants 

performed the visual task with ease (d-prime > 3), whereas they failed to do so in the auditory 

case (d-prime < 1). We concluded, therefore, that subsampling input to the visual and 

auditory systems is indeed more disruptive for the auditory one. In principal, this 

result might indicate that oscillatory processes – at least at commonly considered frequencies– 

result in a loss of information for the auditory system that is too large to be affordable – and 

therefore speak against the use of neural oscillations for auditory stimulus processing.  

There is, however, an alternative that we described in several publications (VanRullen et al., 

2014; Zoefel et al., 2015; Zoefel and VanRullen, 2017): Whereas auditory input fluctuates 

rapidly at early levels of auditory processing, the representation of input is more abstract (and 

potentially more stable in time) on higher levels of the auditory hierarchy (Davis and 

Johnsrude, 2003; Edwards and Chang, 2013). We designed another psychophysical 

experiment (Zoefel et al., 2015) for which we constructed speech stimuli that were subsampled 

in two different ways, mimicking processing at two different levels of processing: In the first 

condition, sounds were subsampled directly in the time domain (i.e. the input waveform; 

mimicking processing at early auditory levels such as the cochlea). This condition corresponds 

to the auditory condition of the first experiment described. In the second condition, sounds 

were subsampled at the level of auditory features (obtained by a vocoder using linear 

predictive coding; mimicking cortical levels of auditory processing). As shown in Fig. 3, 

performance in the same recognition task indeed improves when subsampling is applied on 

the feature level (grey line). This finding suggests that auditory recognition is more robust 

Figure 2. Videos of sign language (left) and speech sounds (right) were subsampled at different 

frequencies. Recognition performance (in a 2-back task; middle) in the auditory condition declined 

faster with decreasing subsampling frequency than in the visual condition. Error bars show standard 

error of the mean (SEM) across participants. From VanRullen et al. (2014). 
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to subsampling on a relatively high level of auditory processing than to subsampling 

in the time domain.  

 Together, our results confirmed that a rhythmic inhibition of acoustic information, at most 

rates (< 40 Hz) typically associated with neural oscillations, can disrupt perception. However, 

on a relatively high hierarchical level, neural oscillations could operate in the auditory system 

without critically disrupting temporal information. 

4.1.2 Neural entrainment to speech without slow changes in spectral energy 

 

Figure 3. A. Recognition performance in a two-back task for two experimental conditions 

(subsampling on the input or auditory feature level, respectively). Dashed lines show sigmoidal fits 

to the data. B. Inflection points of the sigmoidal curves shown in A. The higher inflection point for 

the input condition indicates that subsampling has more detrimental effects when done on the level 

of the input waveform (mimicking cochlear processing). Error bars show SEM across participants. 

From Zoefel et al. (2015). 

Advisors: Rufin VanRullen, Peter Lakatos 

Collaborators: Jordi Costa-Faidella, Charles E Schroeder  
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fluctuations in laminar recordings in monkey A1. NeuroImage 150, 344–357.  
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A second, not mutually exclusive, possibility exists that would enable oscillatory processes in 

the auditory domain: Loss of information during non-optimal oscillatory phases would be 

reduced if the auditory system actively adjusted optimal phases to particularly relevant 

moments in time. Indeed, it has been shown repeatedly that the phase of neural oscillations 

can be aligned to rhythmic (hence predictable) input, a mechanism termed neural entrainment 

(Lakatos et al., 2008) and that was already described in the Introduction. Thus, neural 

entrainment seems to be a mechanism that allows auditory oscillations to play to 

their strengths while reducing harmful effects at the same time; its further 

investigation was an essential part of my PhD work. 

It has been shown that neural entrainment to speech (Fig. 1C) – arguably the most important 

(quasi-)rhythmic stimulus in the auditory environment – correlates with successful speech 

perception (Luo and Poeppel, 2007; Peelle and Davis, 2012; Gross et al., 2013; Peelle et al., 

2013). Speech perception was more successful (e.g., participants responded more accurately) 

when rhythmic brain responses, measured using electro- or magnetoencephalography 

(EEG/MEG), aligned to the rhythm of speech more reliably. However, speech is a complex 

stimulus, and it remained unclear to which features of speech the brain actually adjusts to. 

For instance, in standard speech, changes in sound amplitude or spectral energy 

always go along changes in phonetic or linguistic features that could possibly be 

“tracked” or followed by the brain. As long as certain acoustic and linguistic features co-vary 

in speech, their effects on speech tracking cannot be disentangled.  

 

 

 

For my PhD work, we therefore developed novel speech/noise stimuli without 

systematic fluctuations in amplitude and spectral content, but with conserved 

intelligibility and speech characteristics (Zoefel and VanRullen, 2015a). This was done by 

constructing noise that was tailored to counterbalance the rhythmic fluctuations in spectral 

energy of everyday speech – mixing speech with the constructed noise yielded speech/noise 

sounds without systematic slow fluctuations in spectral energy (Fig. 4). These stimuli allowed 

us to test whether neural entrainment to speech rhythm persists, even when these acoustic 

variables are controlled for. In several experiments, we demonstrate that the brain can indeed 

follow the rhythm of speech that is conserved in these stimuli. This outcome demonstrates 

Figure 4. In everyday speech (A), 

spectral energy (color-coded) is 

concentrated at certain phases of the 

speech envelope. It is therefore 

unsurprising that neural activity follows 

these pronounced energy fluctuations. 

In our constructed speech/noise stimuli 

(B), these differences in spectral 

energy were counterbalanced (by 

injection of noise). From Zoefel and 

VanRullen (2015a). 



16 
 

that neural entrainment is more than a passive following of fluctuations in acoustic energy – 

it must involve some higher-level processes, necessary to distinguish speech from the 

spectrally counterbalanced noise (reviewed in Zoefel and VanRullen, 2015b).  

Psychophysics  

We first carried out a psychophysical experiment 

(Zoefel and VanRullen, 2015a) in which human 

participants were asked to detect short pure tones, 

embedded in the constructed speech/noise stimuli. 

If neural entrainment to speech persisted, despite 

counterbalanced spectral energy fluctuations (Fig. 

4), then target detection should depend on the 

phase of the original speech envelope (which reflects 

the conserved speech rhythm). Perceptually, the 

latter reflects an alternation of speech and noise 

(stimuli were constructed so that speech dominates perception at some envelope phases, while 

noise dominates at others), and a phasic modulation of target detection would 

demonstrate that participants can entrain to the speech rhythm hidden in noise. 

Such a phasic modulation was indeed what we found (Fig. 5, black). We also reported two 

additional observations: First, the entrained phase (leading to most accurate target detection) 

was dependent on the sound frequency of the target, and opposite for the two target 

frequencies tested (100 Hz and 2400 Hz). This result implies that neural entrainment follows 

the tonotopical organization of the auditory 

system, a concept that is discussed in detail 

below (non-human primates) and in Section 

Figure 5. The detection of a short pure tone (click) was 

significantly modulated by the rhythm of speech, inherent 

in the constructed speech/noise stimuli. A shows the p-

value of the modulation (comparison with a simulated null 

distribution), B the actual performance as a function of 

original envelope phase (which reflects the conserved 

speech rhythm). Note that the significant modulation of 

performance is absent when the stimuli were presented 

in reverse (abolishing intelligibility), indicating a potential 

dependence on linguistic features. Shaded areas show 

SEM across participants. From Zoefel and VanRullen 

(2015a). 

Figure 6. Control experiment. Probability of 

detecting a pure tone target in noise (A and B 

show results for the two target frequencies 

separately). The noise had the spectral profile 

of the constructed speech/noise stimuli, at the 

peak or trough of the original speech envelope 

(cf. Fig. 4). Error bars show SEM across 

participants. From Zoefel and VanRullen 

(2015a). 
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4.3.3. Second, we found that the phasic modulation was abolished when stimuli were 

presented in reverse (Fig. 5, red). This result is important as it suggests that neural 

entrainment includes a tracking of linguistic features of speech that are removed by the 

temporal reversal.   

In a control experiment, we tested whether remaining spectral differences at different phases 

of the original speech envelope can explain our effects. We again asked subjects to detect 

short pure tones. These were presented in noise that was designed to have the average 

spectral profile of the constructed speech/noise snippets, either at the peak (Fig. 4B, phase 

0) or the trough (Fig. 4B, phase -pi/pi) of the original signal envelope. We found no differences 

in target detection between the two noises (Fig. 6). This result shows that the perceptual 

effects described are not due to small residual spectral differences during stimulus 

construction.  

EEG  

We then carried out an EEG experiment in human subjects to follow up on these perceptual 

results. In addition to the constructed speech/noise stimuli and their time-reversed version, 

we also presented the original speech. We found that EEG responses align to the speech 

rhythm hidden in the constructed stimuli (Fig. 7), corroborating the perceptual effects 

described. However, we also found entrained EEG responses to the time-reversed version. In 

the corresponding publication (Zoefel and VanRullen, 2016) and a following review article 

(Zoefel and VanRullen, 2015b), we discussed this discrepancy to our perceptual study. We 

proposed that neural entrainment to sound occurs to any pattern in acoustic information (note 

that reversed speech and noise alternated perceptually in the time-reversed speech/noise 

stimuli), independent of intelligibility, explaining our EEG results. However, this entrainment 

has stronger behavioural consequences in the presence of an intelligible stimulus, explaining 

the absence of a perceptual modulation for the time-reversed stimuli. Irrespective of this 

speculative explanation, results from this EEG experiment confirmed that, in addition to 

perceptual responses, neural responses can align to speech rhythm in the absence of 

spectral energy fluctuations.  

 

 

 

 

 

Figure 7. Alignment (phase-locking or entrainment) 

between EEG responses and the original speech 

envelope in three stimulus conditions (averaged 

across EEG channels). P-values were obtained from 

a permutation procedure. From Zoefel and 

VanRullen (2016). 
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Non-human primates  

In a third experiment, and in collaboration with researchers at the Nathan Kline Institute 

(Orangeburg, New York), the same constructed speech/noise stimuli were presented during 

intracranial recordings in the auditory cortex of non-human primates. This experiment had 

several aims: (1) to test whether entrainment effects described above are restricted to humans 

(given the EEG results, this seemed unlikely); (2) to characterize entrainment on the laminar 

level; (3) to test for tonotopic entrainment effects. 

The third aim was based on previous research and requires a more detailed explanation. As 

described in the Introduction, the auditory system is organized according to sound frequency: 

A mechanism that is conserved across species, neurons respond preferentially to certain sound 

frequencies but not to others, and neurons that are spatially close to each other are more 

likely to respond to similar frequencies than those further apart (Römer, 1983; Lippe, 1995; 

Lee et al., 2004). This tonotopy is found throughout the auditory hierarchy, up to (at least) 

primary auditory cortex (Saenz and Langers, 2014). Interestingly, neural entrainment 

seems to follow a similar tonotopical organization. Previous studies in non-human 

primates have reported that neural entrainment depends on the sound frequency of the 

presented stimulus: Only those parts of the auditory cortex that are tuned to that sound 

frequency align the high-excitability phase of their oscillations to the presented sounds – other 

parts are set to their low-excitability phase (O’Connell et al., 2011, 2014). This suggests that 

entrainment is not only a temporal filter (see Introduction), but also a spectral one: 

At a given point in time, only sound frequencies considered to be important are 

amplified, whereas others are suppressed (Lakatos et al., 2013a). This is a notion that I 

will come back to in Section 4.3.3 of this thesis. In the experiment described here, we tested 

for similar tonotopical effects during the presentation of human speech.  

We quantified oscillatory responses in non-human primate auditory cortex using current-

source density (CSD) estimation. CSD profiles are the second spatial derivative (Nicholson and 

Freeman, 1975) of the more commonly measured local field potential (LFP). They have the 

advantage of being less affected by volume conduction than the LFP, allowing more 

straightforward interpretation of the location and direction (Mitzdorf, 1985; Schroeder et al., 

1998). Fig. 8 shows an example of such a laminar profile (A) and how it changes in response 

to (clear) human speech (B,C). We used cross-correlation to quantify how and when a change 

in the speech envelope leads to corresponding changes in the CSD profile. As shown in Fig. 

8B,C, the time lag and magnitude of the neural response to speech depends on the layer in 

which the signal is recorded. Note that the sign of cross-correlation also depends on the 

polarity of the layer (sink vs source). 

We next examined how this response depends on the sound frequencies present in speech, 

relative to the “best” frequency of the recording site (i.e. the sound frequency that produces 

the strongest response). That is, we again cross-correlated speech envelope and CSD profiles, 

but instead of using the broadband speech envelope (as for Fig. 8B,C), we first filtered the 

(clear) speech stimulus into narrower frequency bands and used their envelopes for cross-

correlation. For Fig. 9, we contrasted results for recording sites tuned to low (<= 1000 Hz) 

and high (>= 8000 Hz) sound frequencies.  
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This contrast revealed that the response pattern (i.e. the sign of cross-correlation) depends 

on the best frequency of the recording site relative to that of the stimulus. For instance, cross-

correlation peaked around 50 ms for the infragranular (IG) sink, but the direction of this peak 

depended on whether the frequency of speech used for the analysis matches the best 

frequency of the site (negative correlation) or not (positive correlation). In other words, 

neurons responded to speech even if they were not tuned to its frequency – however, their 

response was opposite as compared to that to the preferred frequency.  

 

 

 

Figure 8. A. Example CSD profile measured in response to a pure tone in 

primary auditory cortex. The sound frequency of the tone corresponded to 

the “best” frequency (producing the strongest response) of the recording site. 

The profile reveals sinks and sources of current flow (referenced to a pre-

stimulus interval) in various cortical layers. SG: Supra-granular, G: granular, 

IG: infra-granular. B and C show the equivalent profile in response to human 

speech. The amplitude envelope of the speech signal was cross-correlated 

with CSD responses to obtain the patterns shown. For C, recording channels 

that best capture sinks and sources were selected. From Zoefel et al. (2017). 

Figure 9. Difference of cross-correlation (recording sites tuned to sound frequencies <= 1000 Hz 

minus recording sites tuned to frequencies >= 8000 Hz) between CSD and the speech envelope 

filtered into narrow frequency bands. For other conventions, see Fig. 8. From Zoefel et al. (2017). 
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These results indicate that neural entrainment to human speech in auditory cortex 

of non-human primates is indeed tonotopically organized. This observation is 

particularly important when combined with a property of human speech that we described in 

the same publication (Zoefel et al., 2017) and that is illustrated in Fig. 10: High- and low-

frequency components in speech, dominated by certain fricatives and vowels (Shamma, 1988), 

respectively, often alternate. The two findings combined – tonotopical organization of 

neural entrainment and alternation of high- and low-frequency sounds in speech – 

point to a spectrotemporal filter mechanism as proposed in previous work (Lakatos 

et al., 2013a). If neural oscillations entrained tonotopically, then aligning their high-excitability 

phase to moments of high spectral energy in one particular frequency band would 

automatically align low-excitability phases to high spectral energy in other bands (as these 

occur, on average, half a cycle later; Fig. 10). Such a mechanism would not only boost neural 

activity precisely when “needed” and suppress it otherwise (temporal filter), but also 

depending on the spectral tuning of the neural 

population (spectral filter) – activity in regions 

with different spectral tuning can be amplified 

and suppressed at the same time. 

Figure 10. Cross-correlation between the amplitude envelope of one selected frequency band in 

human speech (here 75-150 Hz; thick black line) and the envelopes of other frequency bands. Note 

that, at time lag 0, this cross-correlation is positive for most bands of relatively low frequency, 

including the broadband envelope (thick blue line). However, the sign of correlation becomes 

negative for higher frequencies. Note also a change of sign at a time lag that corresponds to 

approximately one cycle of the broadband envelope (~±200 ms). This pattern can be explained by 

alternating low- and high-frequency components. From Zoefel et al. (2017). 

Figure 11. Coupling between the phase of 

neural responses aligned to speech rhythm and 

the amplitude of a higher frequency. The two 

lines correspond to the stimulus presented 

(original clear speech or constructed 

speech/noise stimuli). Shaded areas show SEM 

across nine recordings in one subject. From 

Zoefel et al. (2017). 
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In addition to these neural responses to clear human speech, we also tested whether CSD 

responses align to the rhythm of the constructed speech/noise stimuli. We found that such 

entrained responses were present in all cortical layers, without significant differences between 

them (not shown). In addition, these stimulus-aligned responses were locked to changes in 

amplitude at higher frequencies, a phenomenon commonly termed phase-amplitude coupling 

(Lisman and Jensen, 2013). We found that the phase of the entrained neural response was 

coupled to amplitude changes around 30 Hz during the presentation of speech/noise stimuli 

(black in Fig. 11), but to ~100 Hz during original, clear speech (green). This result was 

reminiscent of a previous study in human subjects (Fontolan et al., 2014) that observed similar 

spectral components, and associated them with top-down (~30 Hz) and bottom-up processing 

(~95 Hz), respectively. Together, we found (1) that neural entrainment to human speech 

persists in the absence of slow changes in spectral energy, even in non-human primates; and 

(2) evidence for a top-down process involved in separating speech and noise (of course, the 

latter needs to be tested more explicitly in future experiments). 

 

4.1.3 Neural oscillations structure acoustic information 

 

Another question that I addressed during my PhD work is the impact of oscillatory processes 

on auditory perception. As mentioned above, it is likely that oscillatory activity is structured by 

stimulus input in the auditory system – but is it possible that oscillatory activity provides 

structure to the input as well? We tested this using the so-called “ABA paradigm”, a 

popular stimulus in auditory 

research (van Noorden, 1975): In 

this paradigm, triplets (“ABA”) of 

tones are presented, with different 

sound frequencies for A and B 

Figure 12. A. Sound frequencies 

and timing of A and B tones (blue 

and red dots, respectively) in our 

ABA paradigm. Bistable ABA 

constellations are indicated in 

green. Based on human 

psychophysical data (B), their 

perception is biased by the 

“stimulation history” (i.e. towards 

the preceding percept): A change in 

percept after the bistable 

constellation occurred significantly 

later than a typical reaction time, 

shown as red bar. 

Advisors: Rufin VanRullen, Peter Lakatos 

Collaborators: Monica N O’Connell, Annamaria Barczak 
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tones. The ABA triplet can be perceived as one integrated stream when the sound frequencies 

for A and B tones are similar, and as two segregated streams (one stream of A tones and 

another stream of B tones with half the presentation rate) when the sound frequencies for A 

and B tones are far apart (Moore and Gockel, 2012). Although it seems to be a straightforward 

idea to compare oscillatory phases for integrated vs segregated stimulus streams, it should be 

noted that the stimuli physically differ in these two cases – a potential phase difference might 

thus reflect a mere consequence of these stimulus differences, but not a change in percept. 

We therefore developed a version of the ABA paradigm in which an identical stimulus can 

evoke different percepts. In the course of our experimental protocol (Fig. 12A), bistable 

constellations of A and B tones were present, i.e. at this constellation of sound frequencies, it 

has been reported that listeners sometimes perceive stream integration, and sometimes 

stream segregation (Deike et al., 2012). Importantly, these occurrences of bistability were 

either preceded by stream integration or segregation; it might thus be that the “history” of 

stimulation affects perception at the time of bistability (towards the percept of the preceding 

trials) if the stimulus streams are presented at a rapid pace. We verified this hypothesis in a 

psychophysical experiment on human subjects indicating that perception can indeed be biased 

towards the percept evoked by the preceding stimulation (Fig. 12B). 

We then applied this paradigm during electrophysiological measurements in the primary 

auditory cortex of non-human primates, and focused again on CSD responses. We found a 

difference in oscillatory phase when comparing “stimulation history” (integration vs 

segregation) at the time of bistable ABA constellation (Fig. 13). The effect was strongest in 

supragranular layers, the cortical layers in which the alignment of neural oscillations to 

rhythmic input is typically observed (Lakatos et al., 2008, 2009, 2013a). This finding supports 

the notion that our observed effect reflects a direct impact of oscillatory processes on auditory 

perception. Together, we were able to confirm the idea that, in an ambiguous auditory scene, 

it is the neural phase that “decides” whether two simultaneous auditory inputs are grouped 

into a single stream or segregated into two separate streams. This finding indicates that the 

phase of neural oscillations indeed has consequences on perception and stimulus 

processing, and changing it actively might be an important tool to control or “gate” stimulus 

input. 

 

 

 

 

 

 

Figure 13. Circular phase differences between trials with different “stimulation history” but identical 

stimulation (green patches in Fig. 12). There is a significant phase difference between (assumed) stream 

integration and segregation, but only in supragranular layers, where oscillatory effects are typically 

strongest. Non-significant results are shown in grey. 
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4.1.4 Summary: PhD work 

Whereas the rhythmic, oscillatory component in visual processing is relatively established 

(VanRullen and Koch, 2003), the amount of negative results in the auditory system seemed 

surprising at first glance. My findings demonstrate that this apparent absence of 

oscillatory processes in the auditory domain does not necessarily mean that they 

do not exist. Rather, due to a higher risk of information loss, oscillations might be harmful 

or helpful in audition, and the system needs to develop ways to minimize such information 

loss during oscillatory sampling. The entrainment of neural oscillations to rhythmic input might 

fulfill this role in the auditory system; oscillations might also operate on a hierarchically high 

level of stimulus processing. Both processes ensure that auditory oscillations do not entail a 

critical loss of information. At the same time, my PhD results demonstrate that neural 

entrainment is a critical mechanism for auditory processing, in particular for that of human 

speech. The development of methods to enhance neural entrainment during my post-doc was 

therefore the direct consequence of my PhD work and is described in the next section. 
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4.2 Post-doc work (2016-2019) 

My post-doctoral work was carried out at the MRC Cognition and Brain Sciences Unit (CBU), 

University of Cambridge, UK, in the group of Dr Matthew H Davis. This work was supported 

by a post-doctoral fellowship awarded by the German Academic Exchange Service (DAAD) and 

a Marie-Curie Individual Fellowship.  

4.2.1 Causal role of neural entrainment for speech processing 

 

Neural entrainment has been associated with improved speech comprehension (Luo and 

Poeppel, 2007; Peelle and Davis, 2012). This conclusion mainly resulted from studies reporting 

that the time-reversal of speech, masking with background noise, or noise vocoding (all of 

which disrupt intelligibility) impacts neural entrainment (Gross et al., 2013; Peelle et al., 2013; 

Hauswald et al., 2022). However, typical manipulations of speech intelligibility might alter the 

acoustic properties of the sound that the brain entrains to (such as “acoustic edges”; Doelling 

et al., 2014), leading to a decline in neural entrainment and speech intelligibility at the same 

time. Consequently, the link between neural entrainment and speech comprehension could be 

merely epiphenomenal. Modulating neural entrainment with brain stimulation and 

observing consequences for speech processing can therefore provide us with a 

decisive answer to the question of whether these two factors are indeed causally 

linked.  

Advisor: Matthew H Davis 

Collaborators: Alan Archer-Boyd, Lars Riecke 

Supervision: Megha Anil (medical student), Isabella Allard (medical student) 
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Riecke, L., and Zoefel, B. (2018). Conveying Temporal Information to the Auditory 

System via Transcranial Current Stimulation. Acta Acust. United Acust. 104, 883–886.  

Zoefel, B., Archer-Boyd, A., and Davis, M.H. (2018a). Phase Entrainment of Brain 

Oscillations Causally Modulates Neural Responses to Intelligible Speech. Curr. Biol. 28, 

401-408.e5.  

Zoefel, B., Allard, I., Anil, M., and Davis, M.H. (2019). Perception of Rhythmic Speech Is 

Modulated by Focal Bilateral Transcranial Alternating Current Stimulation. J. Cogn. 

Neurosci. 32, 226–240. 
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One method to manipulate the ongoing rhythm of neural oscillations is transcranial 

alternating current stimulation (tACS). This method played a crucial role for my post-doc 

and continues to do so in my current research. During tACS, rubber electrodes (Fig. 14A) are 

used to apply alternating current to the scalp, which then propagates through the skull to 

interact with underlying cortical tissue and leads to oscillating membrane potentials at the 

stimulated frequency (Ali et al., 2013; Fröhlich, 2015). Importantly, previous research has 

suggested that using tACS we can “impose” a rhythm on neural oscillations (Herrmann et al., 

2013b). For my post-doctoral work, I manipulated neural entrainment by systematically 

varying the phase relation between tACS and speech rhythm (Fig. 14B), and 

measured the consequences for speech processing in several experiments. I also summarized 

and discussed the application of transcranial current stimulation techniques for the 

investigation of speech processing (Zoefel and Davis, 2017; Riecke and Zoefel, 2018). 

Experiment 1: Neural entrainment causally modulates fMRI responses to 

intelligible speech  

In a first study (Zoefel et al., 2018a), we applied tACS at 3.125 Hz with electrodes attached 

over left auditory cortex (inset of Fig. 15). We combined tACS with concurrent functional 

magnetic resonance imaging (fMRI) to measure BOLD responses to rhythmic speech stimuli. 

Stimuli consisted of sequences of rhythmically spoken one-syllable words, presented at specific 

phases of tACS (Fig. 15). The “perceptual centre”, or p-centre (Scott, 1998) is the part of the 

word that is aligned to the beat when someone is asked to speak rhythmically (e.g., to a 

metronome). The p-centre is defined perceptually, but not necessarily acoustically as it is not 

straightforward to define an acoustic correlate (Fowler et al., 1988; Howell, 1988). By defining 

Figure 14. Modulating speech processing with tACS. A. Position of tACS ring electrodes to target 

auditory brain regions in Zoefel et al. (2020). Ring-shaped electrodes are assumed to improve the 

focality of the stimulation as compared to standard rectangular ones (Saturnino et al., 2017). B. 

Neural entrainment (cf. Fig. 1C) can be manipulated by presenting speech (top) at different phases 

(here: trough and peak, or phase ±π and 0) of the alternating current (bottom), applied 

simultaneously. If perceptual or neural responses to the sound co-vary with the phase relation 

between tACS and sound (cf. Fig. 1B), this suggests a causal role of neural entrainment for the 

responses tested.  
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the stimulus rhythm (and its phase relation to tACS) based on the p-centre of the spoken 

words (vertical lines in Figs. 14B and 15), we therefore constructed a stimulus that is 

perceptually rhythmic.  

We used noise-vocoding (Shannon et al., 1995) to manipulate the intelligibility of speech 

sounds. During noise-vocoding, speech is filtered into N frequency bands and the amplitude 

envelopes of these bands are imposed onto noise, filtered likewise, before noises are re-

combined to form a single sound (Fig. 17). Depending on N, the resulting sound can be 

intelligible or not, while preserving the overall speech envelope. In this experiment we used 

16-channel vocoded speech (Fig. 17 with p = 1), which is clearly intelligible, and 1-channel 

vocoded speech (Fig. 17 with p = 0), which sounds like unintelligible noise. We then tested 

whether the BOLD response to speech depends on the tACS phase the speech is presented at, 

and whether this effect depends on intelligibility. The hypothesized phasic modulation of neural 

activity was quantified by fitting a sine function to the BOLD response as a function of tACS 

phase. The amplitude of the sine fit reflects the magnitude of phasic modulation (labeled a in 

Fig. 1B). These amplitude values are shown, for a specific region of interest (roughly 

corresponding to Superior Temporal Gyrus (STG), a region involved in speech processing; 

Davis and Johnsrude, 2003), in Fig. 16A, along with their statistical quantification (relative to 

a simulated null distribution) in Fig. 16B. We found a reliable tACS-induced modulation 

of the BOLD response, but only when speech was intelligible. This phasic effect 

corresponded to a suppressed BOLD response, relative to a sham condition, that was present 

only at some tACS phases and only during intelligible speech (Fig. 16C). A suppressed BOLD 

response does not necessarily correspond to a decrease in performance. As a next step, we 

therefore tested whether tACS leads to corresponding changes in speech perception (that was 

not measured here). 

Figure 15. Rhythmic speech was presented at different phases of the underlying alternating current 

(tACS). We expected that the magnitude of the BOLD response to these speech sounds (shown as 

beta value) depends on the phase relation between tACS and speech. The panel in the top right 

corner shows the electrode positions and shapes during the applied tACS. From Zoefel et al. 

(2018a). 
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Experiment 2: Neural entrainment causally modulates speech perception 

In a second study (Zoefel et al., 2020), participants performed a word report task while tACS 

was again applied at different phase relations to the speech rhythm. 16- and 1-channel 

vocoded speech stimuli were mixed (Fig. 17) so that participants reported on average 50% 

of the presented words correctly. They were asked to click on an image that corresponds to 

the word they heard (8-alternative forced choice). Performance was quantified relative to a 

sham stimulation condition. We compared two tACS electrode setups: One that corresponded 

to the fMRI study (Zoefel et al., 2018a) and used unilateral stimulation with rectangular 

Figure 16. A. BOLD modulation by the phase relation between tACS and speech in four experimental 

conditions (stimulation vs sham, intelligible vs unintelligible), quantified as the amplitude of a sine 

function fitted to the data (cf. Fig. 1B). B. Same as A, but expressed relative to a surrogate distribution 

(z-score). The significance threshold is shown by a red line. C. BOLD response as a function of the 

phase relation between tACS and speech. In order to account for individual “best” phase relations 

(leading to strongest BOLD response), the maximum response of each participant was aligned at the 

centre bin before averaging across participants. This bin is therefore trivially a maximum and is shown 

separately. Error bars and shaded areas show SEM across participants. From Zoefel et al. (2018a).  
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electrodes (Fig. 18, top left); and another that used bilateral stimulation with “ring” 

electrodes, assumed to improve focality of the stimulation (Saturnino et al., 2017).  

It is a common finding in the field of tACS that the “best” tACS phase – e.g., the phase 

that yields highest accuracy in a task – varies across individuals (Riecke and Zoefel, 

2018; Riecke et al., 2018; Wilsch et al., 2018). To account for these individual differences, the 

maximal or minimal response of each participant can be aligned at an arbitrary (e.g., centre) 

phase bin before averaging across participants. This has been done to produce results shown 

in Fig. 18, where open circles show bins used for the alignment. These bins cannot be 

analyzed as they are trivially an extremum (maximum or minimum, depending on the 

alignment procedure). However, in the presence of a phasic modulation, the rest of the data 

points should follow a circular shape. For this study, we compared performance in the two bins 

adjacent to the bin used for alignment with those opposite to it (green vs blue and yellow vs 

orange in Fig. 18). In the presence of a phasic effect, this difference should be positive when 

performance is aligned to the maximum, or negative when it is aligned to the minimum. We 

found such a pattern, but only when tACS was applied bilaterally and with ring 

electrodes (right column in Fig. 18), not unilaterally with rectangular electrodes (left 

column). This result does not only highlight tACS as a promising tool to modulate entrainment 

and speech perception, but also supports the notion that the choice of stimulation protocol 

is critical in brain stimulation research (Zoefel and Davis, 2017). Together, results from these 

two experiments suggest that entrainment has a specific, causal influence on speech 

processing.  

 

Figure 17. Noise-vocoding. A. For noise-vocoding, speech is filtered into various frequency bands 

and their envelope is extracted (blue). The top panel shows envelopes for 16 frequency bands 

whereas the bottom panel only uses one (corresponding to the broadband envelope). B-D. These 

envelopes are then used to modulate noise (filtered into the same frequency bands) and later re-

combined to form noise-vocoded speech. For the experiment described in Zoefel et al. (2020), we 

mixed 16-channel and 1-channel speech. Here, p corresponds to the ratio between the two. Note 

that p’s of 1 and 0 yield conventional 16-channel and 1-channel noise-vocoded speech, respectively.  
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4.2.2 Optimised methods to test for oscillatory phase effects 

 

A crucial question for my research, and for the field of neural oscillations in generally, is 

whether perception or various neural measures depend on the oscillatory phase. Indeed, many 

of the results shown in this thesis depend on the outcomes of such analyses. It is all the more 

surprising that it remained unknown which statistical method is optimal to detect such a phasic 

modulation of perception or neural activity. In collaboration with a group in Maastricht, I 

conducted Monte-Carlo simulations (Zoefel et al., 2019) to determine how reliably each of 

several different statistical methods can detect a true oscillatory modulation of 

Figure 18. Performance in a word report task, expressed relative to a sham condition (as Log Odd’s 

Ratio, LOR). Results are shown for two different tACS electrode setups, and aligned relative to 

maximal or minimal performance (open circles). Shaded areas show SEM. From Zoefel et al. (2020).  
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performance or reject an absent one. We also tested how these results depend on two 

different classes of parameters (Fig. 19): Parameters that describe the nature of the phase 

effect and reflect underlying neural processes (effect size, width, and asymmetry), and 

parameters that depend on the specific experimental design (e.g., number of trials, number 

of phase bins used in the analysis).  

 

 

 

 

 

 

 

 

 

We made various observations that continue to guide my research (Fig. 20). (1) Methods that 

regress single-trial responses on circular predictors (sine and cosine) generally 

outperform other methods. The fit of a sinusoidal function to data, as described for the tACS-

fMRI study above (Zoefel et al., 2018a), is part of this class of methods. (2) Sensitivity of 

methods to detect phasic effects increases rapidly with the number of trials used, 

whereas the number of phase bins does not play an important role. (3) The question of 

whether targets are randomly presented at different (e.g., neural) phases and sorted post-

hoc, or imposed specifically (e.g., with tACS) does not affect sensitivity to detect phase effects. 

(4) These observations were not strongly affected by the shape of the effect (Fig. 19), 

although symmetric effects were easier to detect than asymmetric ones.  

In sum, this study lays a foundation for optimized experimental designs and 

analyses in future studies – including ours described in many of the following sections – 

investigating the role of neural phase for perception and behavior. 

 

Figure 19. Modelling phasic effects. We simulated data with a phasic modulation of task 

performance. We varied asymmetry (relative width of positive and negative deflections), total width 

(proportion of the cycle covered by negative and positive deflections) and effect size of this phasic 

effect. From Zoefel et al. (2019).  
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4.2.3 Intelligibility improves the perception of speech rhythm 

 

In a final post-doc project (Zoefel et al., 2023), I examined the role of intelligibility for the 

perception of speech rhythm. Again, we relied on the fact that noise-vocoding can manipulate 

speech intelligibility without affecting broadband changes in amplitude, or changes in rhythm 

perception that such amplitude changes would cause (Fig. 17). In the tACS-fMRI experiment 

described above (Zoefel et al., 2018a), participants were asked to detect an irregularity in the 

rhythm of the presented (intelligible or unintelligible) speech sequences. This irregularity was 

introduced by shifting one of the words towards another. Interestingly, irregularity 

detection was reliably better for intelligible as compared to unintelligible speech 

(not shown). For this project, we designed a series of experiments to follow up on this finding. 

Most of these were run online using Prolific, a web-based participant recruitment and payment 

platform (https://www.prolific.ac/). 

In a first (lab) experiment, we replicated the original effect (better rhythm perception for 16-

channel than for 1-channel speech) in a forced-choice paradigm (participants had to choose 

between “regular” and “irregular”) and with more irregular trials as compared to the original 

Figure 20. Results from simulation study. Sensitivity of methods to detect a phasic effect is color-

coded. Random and imposed designs refer to the possibility of sorting neural phases post-hoc or 

imposing a limited number of phases during data collection, respectively. The three columns refer 

to three method categories tested. Each category comprised several methods (not shown); the one 

with highest sensitivity was selected for this illustration. From Zoefel et al. (2019).  

 

Advisor: Matthew H Davis 

Collaborator: Rebecca A Gilbert  

Publications: 

Zoefel, B., Gilbert, R.A., and Davis, M.H. (2023). Intelligibility improves the perception 

of speech rhythm. PLOS One. 18: e0279024. 

 

https://www.prolific.ac/


32 
 

paradigm (Zoefel et al., 2018a). In a second (online) experiment, we addressed the fact that 

16-channel speech is spectrally more complex than 1-channel speech. By including a condition 

that has the same spectral complexity, but is unintelligible (16-channel rotated speech), we 

found that improved performance for intelligible speech cannot be explained by 

differences in spectral complexity, as performance was also disrupted for 16-channel 

spectrally rotated speech (Fig. 21A).  

In a third (online) experiment, we used sine-wave speech (Remez et al., 1981) that is often 

heard as a series of whistles by naïve listeners but can be understood when listeners are 

trained to identify it as speech sounds. We trained three different groups of subjects to 

perceive sine-wave speech as speech, but, crucially, at different moments during the 

experiment. We were thus able to contrast irregularity detection between groups that had 

already learnt to perceive the sine-wave stimulus as human speech with others that were still 

naïve at the same moment in time. We found that the ability to detect an irregularity in 

the stimulus rhythm is indeed improved when the sounds are identified as speech 

(in trained participants) as compared to when they are not (in naïve participants) (Fig. 21B). 

As the stimulus is physically identical for these contrasts, this result confirms that linguistic 

information contributed to auditory rhythm perception. This result also supports our previous 

finding that intelligible speech contributes specifically to neural entrainment and oscillatory 

dynamics (Zoefel and VanRullen, 2015a; Zoefel et al., 2018a). Nowadays, there is converging 

evidence that human speech is a stimulus that is plays a particularly important role for auditory 

neural dynamics, and produces neural activity that is distinct from that in response to sounds 

Figure 21. A. Sensitivity (d-prime) to detect rhythmic irregularities in 16-channel, 1-channel or 16-

channel rotated noise-vocoded speech. Points represent data from individual participants, mean and 

SEM are shown as a red line and colored area, respectively. B. Sensitivity in detecting rhythmic 

irregularities in sine-wave speech. Bars shows average performance for three experimental blocks 

(only one for group 3), a red t indicates when participants were trained to perceive the stimulus as 

speech. Note that participants’ improvements are larger when they are trained prior to the block as 

compared when they are not (across groups, for the same experimental blocks). Error bars show 

SEM across participants. From Zoefel et al. (2023).  
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in general. In collaboration with Dr Anne Kösem (Lyon), I have recently summarized such 

evidence (Zoefel and Kösem, 2022). 

4.2.4 Summary: Post-doc work 

Most of my post-doc time was dedicated to the development of tACS protocols that aim to 

manipulate neural entrainment underlying speech perception. In several experiments, we were 

able to demonstrate a causal role of neural entrainment for speech processing. We also found 

that this role might be specific, or at least stronger, for the processing of intelligible speech 

and the perception of its rhythm. Finally, we developed statistical analyses that are tailored to 

detect the corresponding phasic effects with high sensitivity. All of these results continue to 

influence my research, as described in the next chapters. Meanwhile, we were able to show 

that the effects observed are indeed due to an entrainment of endogenous neural oscillations 

(Section 4.3), and other work highlights the involvement of the cerebellum in these processes 

(Section 5.1.1). In parallel, we are working on novel paradigms to manipulate neural 

oscillations (Section 5.3) and to understand their role for auditory and speech perception 

(Section 5.2). All of these together form the next part of this thesis. 
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4.3. First steps as principal investigator (2019 – 2022)  

During my final post-doc year in Cambridge (2019), I started to run my own studies as principal 

investigator. For this purpose, I acquired a small grant from the Leverhulme Trust, and was 

able to employ Sander van Bree as my first trainee beyond student supervision (Sections 

4.3.1 and 4.3.2). In 2020, when I joined the CNRS-CerCo in Toulouse as a chargé de 

recherche (roughly equivalent to an assistant professor), my work was, like that of many of 

us, temporarily disrupted by the Covid pandemic. Together with Master student Sylvain 

L’Hermite, we used recent technological improvements to run an extensive online study on the 

role of neural oscillations for auditory perception (Section 4.3.3). The following sections also 

include the theoretical background for a line of research that I will work on in the coming 

years, and therefore set the stage for Chapter 5 on my future research.    

 

Rhythmic entrainment echoes: A window into endogenous neural oscillations 

The field of neural entrainment is fundamentally based on the assumption that 

rhythmic electro- or neurophysiological responses to a rhythmic stimulus reflect 

endogenous neural oscillations aligned to the stimulation (Lakatos et al., 2008; 

Schroeder and Lakatos, 2009; Thut et al., 2011a; Giraud and Poeppel, 2012; Obleser and 

Kayser, 2019). However, this assumption is rarely tested.  

This is because each event in a rhythmic sequence will evoke a neural response; due 

to the regularity of the stimulus, the evoked responses will appear regular as well (middle row 

in Fig. 22), without necessarily involving endogenous neural oscillations (bottom row in Fig. 

22) (Capilla et al., 2011; Thut et al., 2011a; Keitel et al., 2014; Zoefel et al., 2018b). Strikingly, 

this problem has already been described by Walter and Walter (1949), but continues to affect 

our field today. In their paper, they explain that rhythmic brain responses could be produced, 

among several alternatives, by a “fusion of evoked responses giving an accidental appearance 

of rhythmicity” or by a “true augmentation or driving of local rhythms at the frequency of the 

stimulus”. 

Rhythmic Entrainment Echo 

Figure 22. Rhythmic entrainment echoes. A rhythmic neural response that is measured during 

rhythmic sounds (here speech; top) cannot distinguish endogenous neural oscillations (bottom) 

aligned to the stimulus rhythm from regular stimulus-evoked responses (middle). However, only 

endogenous oscillations outlast the rhythmic stimulus (leading to a rhythmic entrainment echo). 

Modified from van Bree et al. (2021). 
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One solution to this problem is based on the notion that endogenous oscillations should 

linger for some time after having been entrained, similar to a swing that has been pushed, 

whereas other, evoked brain activity will disappear rapidly when no stimulus is present. These 

rhythmic entrainment echoes (Fig. 22) – defined as rhythmic brain responses that are 

produced by a rhythmic stimulus and persist after its offset – therefore play a crucial role in 

distinguishing entrained neural oscillations from other brain responses that are not 

endogenously rhythmic. 

Rhythmic entrainment echoes are also interesting for other reasons. For example, they might 

give us insights into whether and when participants expect a stimulus to occur, and how 

properties of the preceding rhythmic stimulus affect this expectation. Entrainment echoes 

might therefore be intimately linked to temporal expectation, a notion that I will come 

back to below and that is much in line with previous models considering neural oscillations a 

mechanism of attentional selection in time (Large and Jones, 1999; Lakatos et al., 2008; 

Schroeder and Lakatos, 2009; Lakatos et al., 2013a). My first years as principal investigator 

were dedicated to the investigation of rhythmic entrainment echoes, and this research is 

explained in the following. 

 

4.3.1 Entrainment echoes in the MEG 

 

We first tested whether rhythmic speech produces rhythmic entrainment echoes in the MEG 

(van Bree et al., 2021). As in previous experiments, participants were presented with 

sequences of intelligible (16-channel) or unintelligible (1-channel) noise-vocoded speech and 

were asked to detect rhythmic irregularities (Fig. 23). Sequences were presented at 2 Hz or 

3 Hz. We then quantified rhythmic entrainment echoes as rhythmic brain responses that follow 

and outlast the stimulus rhythm. To do so, we contrasted MEG responses at a frequency that 

corresponds to the stimulus rate (e.g., 2-Hz responses after a 2-Hz stimulus) with responses 

at the same frequency but after a different stimulus rate (e.g., 2-Hz responses after a 3-Hz 

stimulus). This contrast allowed us to remove generic effects that are produced by stimulus 

offset (e.g., omission response) and affect the outcomes of spectral analyses, but are not 
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specific to the rate of the stimulus. We labelled the resulting measure “rate-specific response” 

index (RSR). 

We found reliable rate-specific responses outlasting the stimulus rhythm only after 

intelligible (but not after unintelligible) speech. Fig. 24A shows the topography of 

these rhythmic entrainment echoes (plus signs). Fig. 24B shows that these were localised to 

parietal areas, although a more thorough analysis revealed an involvement of the cerebellum 

(see Section 5.1.1). Fig. 24C illustrates the time course of these echoes (0 corresponds to 

the first omitted word after a rhythmic speech sequence), for selected sensors with the 

strongest RSR during (green) or after (red) the stimulus, respectively. Importantly, the 

entrainment echo seems to cover most of the post-stimulus time period rather than being 

dominated by a single outlier. 

Together, we reported evidence for an involvement of endogenous neural oscillations 

in neural entrainment to human speech. The fact that entrainment echoes were only 

found after intelligible speech underlines the unique role that speech might play for 

auditory neural oscillations and that was already suggested by our previous work (Zoefel 

and VanRullen, 2015a; Zoefel et al., 2018a, 2023; Zoefel and Kösem, 2022). 

 

Figure 23. Experimental design. Participants were presented with rhythmic sequences of words 

that were 2 or 3 seconds long, intelligible (16-channel) or not (1-channel vocoded speech) and 

presented at 2 or 3 Hz. They were asked to detect an irregularity in the rhythm (red). We tested 

whether rhythmic MEG responses to these rhythmic stimuli persist in the silent periods between 

sequences. From van Bree et al (2021). 
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4.3.2 Entrainment echoes after tACS 

 

During the presentation of a rhythmic stimulus, neural responses fluctuate at the frequency of 

the stimulus, without necessarily involving genuine endogenous oscillations. What was 

described above for neurophysiological recordings also holds for tACS, commonly assumed to 

entrain neural oscillations (Herrmann et al., 2013b): Rhythmic changes in speech perception, 

produced by the stimulation (Riecke et al., 2018; Wilsch et al., 2018; Zoefel et al., 2018a, 

Figure 24. A. Rate-specific responses (RSR) after intelligible speech sequences. Plus signs show a 

cluster of MEG sensors with statistically reliable RSR (t-test against 0). B. Estimated neural sources 

for results shown in A. C. Time course of RSR, shown for selected sensors with the strongest RSR 

during or after the stimulus, respectively. Sensors selected for the red curve correspond to those 

shown with plus signs in A. Shaded areas show SEM. From van Bree et al (2021). 
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2020; Keshavarzi et al., 2020), might simply reflect the rhythmicity of the current, rather than 

a rhythmic neural process. However, not only the issue but also the solution holds for tACS: 

If rhythmic effects are measured after the offset of the electric stimulation, when 

oscillations are assumed to persist, but effects produced by the current per se can 

be ruled out (as no stimulation is applied), then we can more confidently assume 

that endogenous oscillations underlie these effects.  

We therefore tested for rhythmic entrainment echoes in speech perception after tACS. The 

experimental paradigm is shown in Fig. 25. Participants were asked to listen to and type in 

acoustically presented target words (red in Fig. 25A) embedded in noise (black in Fig. 25A). 

Accuracy in this task was quantified using Levenshtein distance, which is the minimum number 

of edits (deletions, insertions etc.) necessary to change response into target word. While 

participants completed this task, tACS was applied at 3 Hz in two different conditions, and 

using the ring electrode configuration shown in Fig. 18 (right, top). In one condition (“ongoing 

tACS” in Fig. 25) it was applied so that the target word was presented at one out of six 

Figure 25. Testing for entrainment echoes produced by tACS. A. tACS was applied while 

participants listened to and typed in target words embedded in noise. tACS was either turned off 

immediately prior to (pre-target tACS) or after tACS (ongoing tACS). B. If rhythmic effects are 

exclusively due to the current applied, phasic effects on word report accuracy should only be visible 

in the ongoing tACS condition. C. If they are also caused by entrained neural oscillations, phasic 

effects should also be visible in the pre-target tACS condition. From van Bree et al (2021). 
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possible tACS phases in each trial, resembling our previous work. In the second condition 

(“pre-target tACS”), tACS was turned off immediately before the target word, and the latter 

was presented so that it falls at one out of six tACS phases, had it continued. If tACS produced 

entrainment echoes, then accuracy in reporting the target word should still depend on the 

rhythm of tACS even after it has been turned off (Fig. 25C) whereas no such effect would be 

expected if rhythmic effects in perception are exclusively due to changes in current applied 

(Fig. 25B). tACS was applied for 3, 4, or 5 seconds before presentation of the target word to 

examine the role of stimulation duration for the hypothesized effect. 

 

 

 

 

 

 

 

 

We used statistical methods that were revealed to be optimal to detect phasic effects in the 

simulation study described above (Section 4.2.2; Zoefel et al., 2019). Here, the amplitude of 

a sine function fitted to the data (cf. Fig. 1B) reflects how well perceptual outcomes can be 

predicted by tACS phase (or its imaginary continuation) and therefore the strength of the 

phasic modulation. These amplitudes are shown in Fig. 26. We found an overall effect of tACS 

(irrespective of experimental condition) that increases with stimulation duration, in line with 

entrained neural oscillations (that should take some time to align to the current; Fröhlich, 

2015). Most importantly, we found a phasic modulation of word report accuracy in the 

condition where tACS was turned off before the target was presented (pre-target tACS). 

Although the effect was not statistically reliable in the ongoing tACS condition, it was also not 

reliably different from the pre-target tACS condition. Together, the most important conclusion 

is that tACS produces entrainment echoes in speech perception and can therefore 

be assumed to entrain endogenous neural oscillations.  

 

 

Figure 26. Phasic modulation of word report 

accuracy across and separately for the two tACS 

conditions, and how it depends on tACS duration. 

Error bars show SEM. From van Bree et al 

(2021). 
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4.3.3 Entrainment echoes in auditory perception  

 

In a series of lab and online experiments, we examined rhythmic entrainment echoes in 

(human) auditory perception. Experiments followed a relatively simple paradigm, illustrated in 

Fig. 27. Participants were presented with a pure tone that was amplitude-modulated (AM) 

rhythmically, and that was followed by a target tone they were asked to detect. The role of 

the AM tone was to entrain oscillations and produce a rhythmic entrainment echo (red in Fig. 

27). The target was presented at different delays relative to the AM tone and thus used to 

“sample” the entrainment echo. 

This paradigm was inspired by a study by Hickok and colleagues (2015) that had already 

demonstrated entrainment echoes in auditory perception. In that study, a 3-Hz AM noise 

produced entrainment echoes in the detection of a subsequently presented target tone. 

Targets were most likely to be detected when they occurred in anti-phase with the preceding 

AM noise. Since then, several research groups have tried to replicate the results, with mixed 

outcomes (Lin et al., 2022; Saberi and Hickok, 2022a; Sun et al., 2022). This led to a current 

debate on the effectiveness of the paradigm (Saberi and Hickok, 2022b, 2022c; Sun et al., 

2022) and even to a multi-lab effort with the aim of replicating results across labs (Henry et 

al., 2022). In our study, we tried to improve the original paradigm by including several 

modifications. 

First, we replaced the entraining AM noise with an AM tone. This allowed us to test 

whether entrainment echoes in auditory perception are tonotopically organised 

Figure 27. Experimental paradigm. A target pure tone was presented at variable delays after another 

pure tone that was rhythmically modulated in amplitude (AM), and presented at a certain rate. The 

hypothesized entrainment echo, produced by the AM tone, is shown as red dotted line. All possible 

delays for the target tone (one per trial) are shown. These delays corresponded to the peak, zero-

crossing, or trough of the preceding AM rhythm (four delays per cycle). From L’Hermite and Zoefel 

(2022). 
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(which is not possible with noise, as it contains acoustic energy across a wide range of 

frequencies). As explained in Section 4.1.2, previous work in non-human primates (O’Connell 

et al., 2011; Lakatos et al., 2013a; O’Connell et al., 2014), including ours (Zoefel et al., 2017), 

showed that entrainment of neural activity in auditory cortex is organized according to sound 

frequency. That is, the phase of stimulus-aligned activity is opposite depending on whether it 

was measured in parts of auditory cortex that are tuned to the sound frequency of the stimulus 

or not (cf. Fig. 9). It is therefore plausible that entrainment echoes are organised tonotopically 

as well, and the use of noise might have led to unclear results in the past because it is 

tonotopically hard to define. In this study, we independently varied the sound frequencies of 

AM tone and target tone to test for tonotopic entrainment echoes. Based on results in non-

human primates, we expected that targets are more likely to detect if they are presented in 

phase with the preceding AM tone and if the two sound frequencies match (orange in Fig. 

28), but in anti-phase if they mismatch (black in Fig. 28).  

Second, we asked whether some stimulus rates produce stronger rhythmic entrainment echoes 

than others. A general property of neural oscillations is that they have an 

eigenfrequency, i.e. a frequency they oscillate at in the absence of stimulus input, or a 

Figure 28. A. We assumed that a rhythmic (AM) stimulus entrains fluctuations in neural excitability 

(i.e. oscillations) differently, depending on whether they occur in an auditory region that is tuned to 

the sound frequency of that entraining stimulus (orange) or not (black). In our paradigm, the role of 

the target tone was to “probe” these oscillations: The likelihood of target tone detection should 

depend on neural excitability in the region processing its sound frequency. B,C. If sound frequencies 

of AM tone and target tone match, tonotopic entrainment echoes would lead to a highest proportion 

of detected targets at the peak of the preceding AM rhythm (B), and (C) to a positive difference for 

peak vs trough performance. If the sound frequencies mismatch, tonotopic entrainment echoes 

would lead to a highest proportion of detected targets at the trough of the AM tone (B), and (C) a 

negative difference for peak vs trough performance. In both cases, we expected a(n absolute) peak-

trough performance difference that is larger than that between the two zero-crossings tested (green 

in C). From L’Hermite and Zoefel (2022). 
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stimulus rate that they respond to most strongly (Thut et al., 2011a; Fröhlich, 2015; van Bree 

et al., 2022). The eigenfrequency of audition, and in particular that of entrainment echoes, 

remained to be examined in detail. One previous study (Farahbod et al., 2020) found strongest 

echoes for relatively slow rates (~2-3 Hz), but the number of subject tested was low (N = 3-

5). Another important addition to the field was therefore the sample size used in our study, 

which was considerably higher (total N = 154).  

To quantify perceptual entrainment echoes, we contrasted the proportion of detected targets 

presented at the peak and trough of the preceding AM rhythm, respectively (Fig. 28B,C). In 

the presence of entrainment echoes, this difference should be positive or negative, depending 

on whether sound frequencies of AM tone and target tone match or mismatch, respectively 

(Fig. 28C). In contrast, target detection should not differ much between the two zero-

crossings of the rhythm. We therefore also compared the peak-trough performance difference 

with the corresponding difference between zero crossings (Fig. 28C).  

In a first (lab) experiment (N = 16), we found entrainment echoes in auditory perception 

– reflected by a peak-trough performance difference that was reliably different from 0 and 

from the corresponding difference between zero-crossings (Fig. 29A) – but exclusively after 

6-Hz stimulation. This result supports the notion that the auditory system is tuned to process 

sounds that mimic certain characteristics of human speech (Poeppel and Assaneo, 2020; Zoefel 

and Kösem, 2022). Across languages, speech contains amplitude modulations between ~2 and 

8 Hz (Ding et al., 2017; Varnet et al., 2017); the 6-Hz eigenfrequency revealed here falls into 

that range. Strikingly, a similar 6-Hz rhythm was recently demonstrated even at the cochlear 

level (Köhler et al., 2021). In this experiment, the proportion of detected targets peaked in 

anti-phase with the preceding AM tone (Fig. 29B). This result is in line with tonotopic 

entrainment echoes, as sound frequencies of AM and target tones mismatched in this 

experiment (matching sound frequencies were not tested).  

 

Figure 29. Results from Experiment 1. A Differences in the proportion of detected targets that 

would have occurred at the peak and trough of the preceding AM tone (had it continued), or at the 

two zero-crossings (cf. Figs. 27,28). B. Performance as a function of the delay of target presentation, 

relative to the offset of a 6-Hz AM tone. The dashed line shows the rhythm of the AM tone (had it 

continued). Continuous lines represent delays with statistically reliable entrainment echoes. Shaded 

areas show SEM. From L’Hermite and Zoefel (2022). 

 



43 
 

In a second (online) experiment (N = 47), we fixed the stimulus rate to 6 Hz and tested the 

hypothesized tonotopical organisation in more detail. We again found rhythmic entrainment 

echoes in auditory perception, however in opposite phase to what was observed in 

Experiment 1: Most targets were detected in phase with the AM rhythm when sound 

frequencies of AM tone and target tone mismatched (black in Fig. 30), and in anti-phase when 

they did match (orange).  

This result was not in line with our 

expectations (Fig. 28), and we 

therefore designed a third (online) 

experiment (N = 49) to reveal 

potential reasons behind this 

discrepancy. Participants were able 

to predict the sound frequency of the 

target in Experiment 1 (because it 

was identical in each trial) but not in Experiment 2 (where it was randomly selected in each 

trial). In Experiment 3, some blocks used predictable combinations of sound frequencies for 

AM and target tones, whereas other block used unpredictable, random ones. We found, 

however, results that closely resembled those from Experiment 2, irrespective of the 

predictability of sound frequencies (not shown).  

In a fourth (online) experiment (N = 42), we therefore explored another hypothesis to explain 

differences between experiments. If a stimulus, such as a pure tone, is repeated, then neural 

responses to this stimulus decrease over time (Lange, 2009; Costa-Faidella et al., 2011; 

Herrmann et al., 2013a). This is a phenomenon that can be described as neural adaptation 

or habituation (sometimes also called repetition suppression) (Bäuerle et al., 2011; Segaert 

et al., 2013; Prado-Gutierrez et al., 2015). After habituation, any deviance in the expected 

presentation time or stimulus identity produces a stronger neural response, and can lead to a 

higher probability of the stimulus to be detected (Ulanovsky et al., 2003; Khouri and Nelken, 

2015). Importantly, such a scenario predicts entrainment echoes that are in opposite 

phase as compared to those predicted from the conventional theory of neural 

entrainment. Targets would be least expected in anti-phase with the preceding rhythm (only) 

if their sound frequency matches that of the AM stimulus, and vice versa for a mismatch. Such 

a pattern is precisely what we observed in Experiments 2 and 3. It is possible that in those 

experiments habituation was particularly strong, as the rate of the AM stimulus was constant 

across trials, whereas it varied across trials in Experiment 1. In Experiment 4, we tested this 

hypothetical explanation by again varying stimulus rate across trials (this time with a finer 

resolution of stimulus rates, centred at 6 Hz). As in Experiments 2 and 3, AM and target tones 

either had the same or different sound frequencies, randomly selected in each trial.   

Figure 30. Same as Fig. 29B, but for 

Experiment 2. The two lines 

correspond to conditions where sound 

frequencies of AM tone and target tone 

matched (orange) or not (black), 

respectively. Note that only the latter 

case was tested in Experiment 1 (Fig. 

29). 
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We found statistically reliable entrainment echoes, but only after 8-Hz stimulation 

(Fig. 31A). Importantly, results again resembled those predicted from tonotopic 

entrainment: When the two sound frequencies matched, performance was best in phase 

with the preceding stimulus rhythm (orange in Fig. 31B). However, no such effect was found 

for the mismatch condition (black). Together, these results can be seen as tentative evidence 

that repetition-related habituation – most prominent in Experiments 2 and 3 – and neural 

entrainment – most prominent in Experiments 1 and 4 – exercise competing, opposite 

influences on perception. So far, this notion is speculative and we will aim to confirm it in 

future work. This could be done by using EEG to measure neural adaptation during the 

rhythmic stimulus, or by replacing the rhythmic stimulus with an irregular one that should not 

lead to strong adaptation. If confirmed, it would have important consequences for 

experimental design, as mixing two counteracting processes might lead to falsely negative or 

conflicting outcomes. It might also explain why previous studies on entrainment echoes have 

not always produced the same outcomes, and contribute to resolving the resulting debate (Lin 

et al., 2022; Saberi and Hickok, 2022b, 2022c; Sun et al., 2022). 

 

 

 

 

 

 

 

 

 

 

Figure 31. Same as Fig. 29A,B, but for Experiment 4.  
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5 FUTURE RESEARCH 

My future research is a logical continuation of the previous work described in the preceding 

chapter. As I will describe in the following, I am now leading a group of people with the 

common aim of understanding neural oscillations in the auditory system, and 

financed by several grants (ANR, Fondation pour l’Audition, Fondation Fyssen). Inspired 

from previous results, our overarching aims are to reveal (1) in which situations neural 

oscillations modulate auditory perception and in which they do not (“harmful vs helpful”), (2) 

how neural entrainment shapes auditory perception, and (3) how neural entrainment can be 

manipulated with various techniques and experimental protocols to ultimately change 

perception.  

 

5.1 Rhythmic entrainment echoes 

5.1.1 Entrainment echoes in the cerebellum 

 

As described in detail in Section 4.3, entrainment echoes are rhythmic brain responses that 

are driven by the rhythm of the stimulus and reverberate afterwards. It is therefore plausible 

that these echoes reflect participants anticipating the stimulus rhythm. This is in line with initial 

theories of neural entrainment or temporal attending that considered temporal prediction a 

primary function of neural oscillations (Large and Jones, 1999; Schroeder and Lakatos, 2009). 

Entrainment echoes might be a first step towards substantiating this assumption that was 

previously difficult to verify. 

Revealing the neural sources of rhythmic entrainment echoes was not the focus of the MEG 

study described above (van Bree et al., 2021) and was therefore restricted to the neocortical 

surface (Fig. 24B). In an unpublished re-analysis of the MEG data, we found that strongest 

entrainment echoes are present in the cerebellum (Fig. 32). This is a striking 

observation, given that patients with cerebellar lesions struggle to adapt to changes 

in stimulus rhythm (Schwartze et al., 2016; Stockert et al., 2021), and the role of the 

cerebellum for temporal sensory predictions in general (Roth et al., 2013; Cao et al., 2017). It 

is possible that entrainment echoes are causally relevant for temporal predictions and, 

consequently, an important variable for both the diagnosis and treatment of pathological 

conditions that are associated with corresponding deficits.  

In collaboration with Prof Sonja Kotz (Maastricht), we plan to test the hypothesis that 

entrainment echoes are both a marker and valuable treatment approach for alterations in 

temporal prediction abilities. In a first experiment, we will use a specifically developed EEG 

setup to measure cerebellar activity in patients with cerebellar lesions. We expect that they 

show reduced entrainment echoes as compared to a control group without lesions, and that 

these go along with a deficit in adapting to changes in stimulus rate. In other words, we 

Collaborators: Sonja Kotz, Omid Abbasi, Joachim Gross 
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expect a neural marker of temporal prediction to be absent in a population that 

struggle with this very same cognitive function.  

In a second experiment, we will apply tACS to manipulate neural entrainment in healthy 

participants. We will use a tACS electrode configuration designed to stimulate the human 

cerebellum, based on previous work (Wessel et al., 2023) and modelling of the electric field 

(https://simnibs.github.io/simnibs/build/html/index.html). We will then enhance or disrupt 

entrainment echoes with tACS (Fig. 33), and hypothesize that this leads to changes in 

participants’ timing abilities. Participants will be asked to tap along with an isochronous 

stimulus and to adjust their tapping to the stimulus rate when the latter changes, a task that 

requires temporal anticipation and involves the cerebellum (Schwartze et al., 2016). We expect 

entrainment echoes to reflect and “store” previous stimulus rates (Fig. 33) that are needed 

for the interpretation of subsequent information and, consequently, to adapt motor responses 

accordingly. 

We define the stimulus rate before a change as r1, the rate after the change as r2, and an 

unrelated rate as r3. Our hypothesis states that, when the stimulus changed to r2, successful 

adaptation requires an entrainment echo at r1 (Fig. 33A). We will apply tACS at a frequency 

that corresponds to r1 and vary the timing of tACS (i.e. its phase) relative to the stimulus. We 

Figure 32. Rhythmic entrainment echoes stem from the cerebellum. A. The top panel shows 

the topography of entrainment echoes from the original study (van Bree et al., 2021), also depicted 

in Fig. 24A. The bottom panel shows where activity from the cerebellum would be captured with MEG 

sensors (simulated lead field). Note that the topography shown on top has been “flattened” so that 

the lowest sensors correspond to the back of the head. The similarity between the two graphs is 

evidence that the topography observed might indeed stem from the cerebellum. B. Entrainment 

echoes (as RSR after the first omission) in the cerebellum. One panel is shown for each of three 

possible orientations. The colour illustrates the reliability of the rate-specific response, corresponding 

to Fig. 24B (cortical surface). C. The top panel shows the entrainment echo as a function of time, for 

selected MEG sensors (also depicted in Fig 24C). The bottom panel shows the echo for estimated 

sources from primary auditory cortex (blue) and the cerebellum (red). Note that activity from these 

sources closely resembles that in MEG sensors selected for their strong response during (green in 

top panel) and after (red in top panel) the rhythmic stimulus, respectively. 

https://simnibs.github.io/simnibs/build/html/index.html
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expect that rate adaptation performance depends on the phase relation between tACS and 

stimulus: tACS either boosts performance (if it is applied at an “optimal” phase relation to the 

stimulus, presumably in phase with the oscillatory echo produced by the stimulus; Fig. 33B) 

or disrupts it (if is applied in anti-phase to the optimal phase relation; Fig. 33C). We will 

compare this tACS-induced modulation in performance with another condition in which tACS 

is applied at r3. This controls for effects of potential sensations evoked by tACS which might 

influence performance and can be used to define “baseline” performance. We will further test 

whether performance is better when tACS is applied at r1 but turned off (Fig. 33D) when the 

stimulus changes to r2 (producing an echo that might resemble or boost that produced by the 

isochronous stimulus) or when it is applied at r1 even after the rate change (Fig. 33B; 

potentially boosting the echo further, but also leading to a disequilibrium between internal 

models of r1 and r2). 

Together, these experiments will examine the causal role of cerebellar entrainment 

echoes for temporal prediction and adaptation, and might reveal a potential approach 

to improve temporal predictions (via a manipulation of entrainment echoes) in pathological 

conditions in the near future.     

In parallel, in collaboration with Prof Kotz and researchers from Münster (Prof Gross, Dr 

Abbasi), we will analyse neural connectivity profiles between the cerebellum and other cortical 

regions during neural entrainment and its echo. Much progress has been done on the 

development of such analyses (e.g., multivariate Granger causality; Chalas et al., 2022), and 

we will apply those to the MEG dataset collected by van Bree et al. (2021). This will reveal 

Figure 33. Overview of tACS protocol and hypothesized brain responses in different 

experimental conditions. A. We assume that an isochronous stimulus (top) produces an oscillatory 

response and corresponding echo (bottom). After a change in stimulus rate, this echo reverberates, 

by definition, at the preceding stimulus rate. It might allow a more reliable detection of changes in 

stimulus rate as old (in form of the echo; dashed line) and new rates (faint continuous line) can be 

compared more directly. B-D. We will test whether tACS can enhance (B,D) or disrupt (C) the 

entrainment echo, and lead to corresponding changes in performance in a rate adaptation task.   
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“who drives whom”: If rhythmic cerebellar activity consistently precedes the cortical one (e.g., 

from auditory cortex), then cerebellar entrainment echoes might reflect rhythmic predictions 

about stimulus onsets that are relayed to cortical areas. If the cerebellum lags cortical activity, 

then the cerebellum might instead process the discrepancy between predicted information 

(with predictions relayed, e.g., from auditory cortex) and the actual outcomes. In this case, 

entrainment echoes might be particularly prominent in the cerebellum as prediction errors are 

largest when the stimulus has stopped.   

5.1.2 Entrainment echoes after tACS 

 

We will run an experiment that follows up on the finding that tACS produces rhythmic 

echoes in speech perception, described in Section 4.3.2. Participants will be asked to 

detect and report a target word, embedded in noise, while tACS is applied at 3 Hz (Fig. 34). 

In each trial, tACS will be applied for 5 seconds and then turned off. The target word will be 

presented at various delays after tACS offset, corresponding to different tACS phases and 

covering the full 3-Hz cycle of 333.3 ms. This part of the design is identical to the one used in 

the original study (Section 4.3.2). However, in addition, (1) we will record participants’ EEG 

to measure neural oscillations assumed to underlie the sustained tACS effect; (2) the 

timing of the target will cover three instead of one cycle post-tACS (red in Fig. 34), allowing 

us to test how long the sustained effect lasts; and (3) in a separate condition, participants 

will be asked to detect a simple auditory target (e.g., pure tone), presented at the same delays 

relative to tACS offset. In this condition, we can test whether tACS induces sustained rhythmic 

changes in the perception of a wider range of (acoustic) input, or whether the effect is 

specific to speech sounds. 

For (1), phases in the EEG will be extracted using established methods such as Fast Fourier 

Transformation (FFT). Rhythmic sustained EEG responses after tACS offset will be quantified 

using inter-trial coherence (ITC), a standard measure quantifying phase consistency across 

Figure 34. In each trial, tACS will be applied at 3 Hz and then turned off. A target word will be 

presented at various delays after tACS offset, covering three full 3 Hz-cycles (4 delays per cycle). 

EEG will be recorded in parallel, but data will only be analysed after tACS offset to avoid artefacts 

produced by the applied current. 

 

Supervision: Florian Kasten (post-doc), Jules Erkens (post-doc) 
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trials at a given frequency and already used in our previous work (van Bree et al., 2021). A 

simulated null (surrogate) distribution will be constructed by adding a random phase to each 

trial and repeating the analysis, thereby abolishing the hypothesized phase consistency across 

trials. A high ITC in the observed data (at 3 Hz), as compared to the null distribution, reflects 

a sustained rhythmic response in the EEG. By analysing EEG data after tACS offset, we also 

avoid artefacts in the EEG that are produced by the applied current (Noury et al., 2016). 

Auditory responses in the EEG are typically strongest over central sensors (Parker et al., 2019). 

The placement of tACS ring electrodes over auditory cortex (Fig. 18, top right), preventing 

EEG recordings for certain temporal sensors, will therefore not hinder the measurement of the 

hypothesized effect.   

For (2), we will test for how long, relative to tACS offset, ITC remains higher than that seen 

in the surrogate distribution. Using the sine fit procedure, we will quantify how strongly word 

report accuracy depends on the timing of the target word relative to the preceding tACS, 

reflecting sustained rhythmic changes in speech perception as in the original study. By 

gradually shifting the time window in which the tACS-induced modulation of speech perception 

is analysed (from earlier to later delays), we will be able to test for how long the effect lasts. 

Finally, we will correlate the sustained rhythmic modulation of perception with that measured 

in the EEG (i.e. the ITC), linking perceptual and neural measures of sustained oscillations.  

For (3), we will compare the degree of sustained rhythmic modulation of perception (i.e. the 

amplitude of the fitted sine functions) across the two conditions (speech vs tone target).  

Together, we expect to demonstrate, and further characterize, how tACS manipulates 

endogenous oscillatory activity. Given the relative lack of such a demonstration in the 

literature, this study will be of critical importance to the field, as one of the few investigating 

neural mechanisms underlying tACS. 

 

5.2 Auditory Oscillations: Useful or harmful? 

I now come back to the idea that neural oscillations can be useful or harmful in the auditory 

system, depending on the amount of information lost at phases of low excitability of the 

oscillation (see Introduction and PhD work). During neural entrainment, oscillations are useful 

as the timing of events is known and oscillations can be aligned accordingly.  

But what happens if stimulus timing is unknown? According to the hypothesis presented 

here, auditory oscillations are only helpful if a loss of important information can be 

ruled out, for example, if the low-excitability parts of the oscillation do not coincide with 

relevant input. Only in this case, I expect auditory oscillations to operate, as evidenced by a 

rhythmic modulation of perception and neural processes – otherwise they are suppressed, 

resulting in input processing that is more stable over time. As explained in the following, this 

is a hypothesis that will guide our research in the coming years. 
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5.2.1 Effects of relevance and predictability on phasic modulation of auditory 

perception 

 

Unpredictable targets 

In a first EEG experiment, participants will be presented with two pure tones at two different 

sound frequencies, several seconds long and presented simultaneously. In each trial, 

participants will be instructed to attend to one or both of the tones. They will be asked to 

detect a gap that can occur in any of the two tones, and at a random time. As an incentive to 

follow instructions, they will receive more “points” if they detect a gap in the attended tone 

than in the unattended one. According to our hypothesis, a potential loss of irrelevant (but not 

relevant) information can be tolerated by the auditory system. We therefore expect the 

detection of the unattended (but not the attended) target to co-vary with the phase 

of oscillations, measured in the EEG (Fig. 35A). Analytically, such a result will be reflected 

in significantly predictive value of oscillatory phase for perceptual outcomes in the unattended 

(blue in Fig. 35A) but not in the attended condition (orange), evaluated using regression 

models with circular predictors as described in Section 4.2.2.  

Of note is that our hypothesized result is in stark contrast to previous findings in the visual 

domain, where oscillations phasically modulate perception only for attended stimuli (Busch and 

VanRullen, 2010). Such a result would again demonstrate that findings obtained for the visual 

system cannot necessarily be generalized to the auditory one. 

Additionally, we will test for oscillatory effects when both tones are equally important and 

attention needs to be divided. Intuitively, it seems difficult to attend more than one sound 

frequency at a time, making a continuous mode of processing impossible to sustain. Studies 

Figure 35. A. We expect the detection of unattended (blue), but not attended (red) targets to be 

modulated by EEG phase. B. We expect amplifying and suppressive oscillatory phases to be aligned 

at the onset of the second tone if the latter is relevant (brown) or irrelevant (orange) for the task, 

respectively.  

Supervision: Ka-Yan Lui (post-doc) 
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on the visual domain have suggested that oscillatory sampling of the environment switches 

rhythmically between multiple objects in the attentional focus (Landau and Fries, 2012; 

Fiebelkorn et al., 2013; Fiebelkorn and Kastner, 2019). Given the equivalence between visual 

space and auditory sound frequency (Kubovy, 1988; VanRullen et al., 2014), divided attention 

might evoke a rhythmic alternation of the attentional focus between sound frequencies (see 

also next section). In this case we would expect to find a phasic modulation of perception 

when both tones are attended. Alternatively, it could be that audition cannot afford such 

regular switches in which case we would not find any phasic modulation, similar to the 

condition with a single attended tone.    

Predictable, non-rhythmic targets 

The field of neural oscillations in the auditory domain is heavily focused on “neural 

entrainment” and corresponding stimulus-aligned responses to rhythmic stimuli (Lakatos et 

al., 2008; Schroeder and Lakatos, 2009; Calderone et al., 2014; Zoefel and VanRullen, 2017; 

Obleser and Kayser, 2019). However, perhaps due to this current focus on rhythmic stimuli, it 

remains largely unknown how neural oscillations operate in audition when such external 

rhythms are absent. Even in the absence of rhythmic input, as long as the timing of 

information is known, the adjustment of high-excitability (amplifying) and low-

excitability (suppressive) phases to expected important and irrelevant events, 

respectively, would be a powerful way of reducing information loss during 

oscillatory mechanisms. Whereas such an effect has been reported in the visual 

(Bonnefond and Jensen, 2012) and olfactory (Arabkheradmand et al., 2020) domains, we 

currently lack evidence that auditory oscillations adjust their phase to expected, non-rhythmic 

(e.g., single) events. This will be tested in a second experiment, by presenting participants 

with stimuli which occur at a predictable time and need to be detected or suppressed to 

perform well in a given task, respectively. In each trial, participants will be asked to retain the 

pitch of a pure tone in memory while a second tone is presented at a predictable time. They 

will then have to decide whether the pitch of a third tone (“target”), presented subsequently, 

is higher or lower than the pitch of one of the other two tones (“reference”). Importantly, prior 

to each trial, participants will be informed about the identity of the reference tone. If the first 

tone is the reference, the second tone will act as an irrelevant distractor, and we expect 

to see the suppressive phase (measured with EEG) aligned to the expected onset of 

the second tone (reflected by a consistent phase across trials, i.e. by a high ITC relative to a 

null distribution; Fig. 35B, orange). If the second tone is the reference, it becomes 

relevant, and we expect to see the amplifying phase aligned to its onset (Fig. 35B, 

brown). Thus, in addition to a high ITC in both conditions (irrelevant and relevant second 

tone), we also expect opposite phases aligned to the tone, depending on whether it is relevant 

or not.    
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5.2.2 Auditory phase-reset 

 

It has been shown previously that neural signals and perception in the visual system fluctuate 

rhythmically after a cue, and this finding has been interpreted as an external manipulation of 

endogenous oscillations that are “reset” by the cue (Landau and Fries, 2012; Fiebelkorn et al., 

2013). Another study suggested similar mechanisms in the auditory system (Ho et al., 2017). 

However, such studies remain sparse; it is therefore unknown under which conditions such an 

auditory “phase-reset” occurs, and the consequences it has for perceptual and neural 

processes. On the one hand, auditory oscillations need to be flexible enough to respond and 

adapt (or “entrain”) to stimulus input – a phase-reset might therefore be indispensable 

for an efficient adjustment to the rhythm of upcoming input (Ghitza, 2011; Giraud and 

Poeppel, 2012; Thorne and Debener, 2014). On the other hand, such a mechanism might 

be harmful when the timing of subsequent information is unknown. This apparent 

discrepancy will be addressed in this experiment. Participants will be asked to detect target 

tones, presented at variable intervals after a cue. These targets will have two possible sound 

frequencies, and participants will be cued to attend to one or both of the target frequencies. 

Given its importance for neural adjustment mechanisms, we expect a cue-induced phase-reset 

in both conditions (attended and unattended sound frequencies). This phase-reset will lead to 

rhythmic fluctuations in perception after the cue (Fig. 36), which will be evaluated statistically 

using regression models (with the delay between cue and target as a predictor for perceptual 

outcome). However, due to the unpredictable timing of the targets (making oscillations 

potentially harmful to their detection), we expect those “perceptual oscillations” to 

disappear more quickly for attended (i.e. relevant) than for unattended (i.e. 

irrelevant) target frequencies (Fig. 36, top).  

 

 

Figure 36. We expect that a cue “resets” neural oscillations and produces rhythmic fluctuations in 

perceptual accuracy that are longer if the stimulus is irrelevant (blue in top panel). 

Amplifying/suppressive phases alternate between two possible targets if both are relevant (bottom 

panel). 

Collaborator: Céline Cappe 
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Using similar paradigms, previous research has shown that visual attention can alternate 

rhythmically between the two hemifields or different visual objects (Landau and Fries, 2012; 

Fiebelkorn et al., 2013; Fiebelkorn and Kastner, 2019). In the auditory system, such attentional 

rhythms were investigated by testing whether moments of highest perceptual accuracy 

alternate between the two ears, claiming equivalence to the spatial alternation observed in 

vision (Ho et al., 2017, 2019). Although the study revealed some evidence for oscillatory 

mechanisms underlying auditory attention, effects sizes were small, the experimental scenario 

relatively artificial (targets were presented only in one ear), and results difficult to interpret 

(as they varied with outcome measure and ear). This might have been due to the fact that 

visual space has its equivalent in frequency (and not space) in audition (Kubovy, 1988; 

VanRullen et al., 2014). This experiment addresses this fact by manipulating sound frequency 

rather than location of the targets. More precisely, we will test whether audition switches 

rhythmically between multiple sound frequencies by asking participants to attend to 

both sound frequencies. Such an alternation would be visible as a rhythmic pattern in target 

detection for both possible target frequencies, but also as a phase opposition between the two 

(Fig. 36, bottom).  

Simultaneous EEG recordings will be used to measure the neural underpinnings of the 

behavioural effects – in particular, we will test whether a phasic modulation of perception goes 

along with an oscillatory response in the EEG.  

Finally, we will run modified versions of this paradigm to address additional research questions: 

• We will replace a single cue with a sequence of tones. This sequence can be rhythmic 

or irregular. If it is rhythmic, we expect to find a rhythmic entrainment echo in the 

detection of the subsequent target as described in Section 4.3.3. In the rhythmic 

condition, these echoes should follow the rate of the tone sequence that is used as a 

cue. By comparing results with those obtained after a single cue (i.e. in the original 

experiment, without rhythmic component), we can test whether and to which degree 

the rhythm in the sequence can “overwrite” the natural frequency of audition. 

For example, a single cue might produce perceptual oscillations at 6 Hz (Fig. 36) 

whereas an 8-Hz tone sequence would be expected to produce an 8-Hz echo. In 

addition, we can address the dichotomy (entrainment vs adaptation) described in 

Section 4.3.3: If a rhythmic stimulus leads to neural adaptation at specific moments 

in time, but an irregular one (with the same average rate) does not, then best moments 

for target detection in the subsequent echo should differ between the two.  

• Auditory stimuli in everyday life are often coupled with those from other modalities 

(e.g., speech and music also involve the visual and motor systems). Together with Dr 

Céline Cappe (Toulouse), we will address such cross-modal interactions: We will 

test whether a visual cue can produce oscillations in auditory perception, and whether 

voluntary actions are followed by similar rhythmic changes in perceptual accuracy, such 

as previously reported for the visual system (Benedetto et al., 2016). 
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5.3 Manipulating oscillations to control auditory perception and 

attention  

If neural oscillations acted as an attentional filter, any alteration in oscillatory 

activity – irrespective of whether these are induced pathologically or 

experimentally – should have consequences for various perceptual and attentional 

processes. In line with this notion, a malfunctioning of neural oscillations has been associated 

with pathological conditions such as attention-related deficits (Calderone et al., 2014) or 

schizophrenia (Lakatos et al., 2013b). Changes in neural entrainment have been demonstrated 

in hearing-impaired individuals (Petersen et al., 2016; Fuglsang et al., 2020), suggesting neural 

oscillations underlying basic auditory abilities required in everyday life. Logically, developing 

tools to manipulate neural oscillations in a controlled fashion (Thut et al., 2012) is of utmost 

importance. Successful manipulation of neural oscillations leading to changes in perception 

and attention would not only establish a causal link between oscillations and such functions; 

it would also make oscillations an important target for clinical interventions and demonstrate 

how such interventions could work in practice. As described extensively in Section 4.2.1, we 

have repeatedly used tACS to modulate auditory processing via a manipulation of neural 

oscillations. I will continue this line of research in the future and complement it with novel 

experimental and methodological protocols. All of these are designed in the aim of 

manipulating oscillations to improve hearing and attention.   

 

5.3.1 Modulating speech perception with tACS 

Adapting tACS protocols to individual participants 

 

Although statistically reliable and replicable (Zoefel et al., 2020), tACS effect sizes are often 

small and fall short of those needed for clinical utility. There is, however, important evidence 

that participants differ in their susceptibility to a given stimulation protocol (Laakso et al., 

2015). Individualizing brain stimulation protocols has therefore been proposed as a crucial step 

to advance this field of research (Romei et al., 2016; Zoefel and Davis, 2017). Indeed, 

anatomical factors partly explain how strongly 10-Hz oscillations in visual regions can be 

modulated by tACS in individual participants (Kasten et al., 2019). However, it remains 

unknown if similar factors determine success in tACS-induced modulation of speech 

processing. Revealing parameters that are critical to adapt tACS to individual brains 

would make the stimulation more efficient, increasing its potential to play an 

important role in both research and everyday life applications. 

We will apply the tACS-fMRI protocol that was described in Section 4.2.1 to tackle this aim 

(following the paradigm described in Zoefel et al., 2018a). In short, participants will listen to 

Collaborators: Matthew H Davis, Mathieu Marx 
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rhythmic speech while tACS is applied over auditory brain regions during simultaneous fMRI 

(using bilateral ring configurations shown in Fig. 14A). In each trial, the speech stimulus will 

be presented at one out of six possible tACS phases, and participants will be asked to repeat 

the words they have heard. In parallel, participants’ BOLD responses to the presented speech 

will be measured. This will allow us to determine how strongly the BOLD response (for each 

fMRI voxel), as well as word report accuracy, is modulated by the phase relation between tACS 

and speech.  

We will use available state-of-the-art computer simulations (Thielscher et al., 2015; Puonti et 

al., 2020; Saturnino et al., 2020; Salvador et al., 2021) to estimate the electric field induced by 

tACS in each fMRI voxel, based on individual, structural MRI data. We will then use the 

individual electric fields to “normalise” the phasic effects observed. For instance, we 

might find the strongest phasic modulation in a voxel that is also exposed to the strongest 

electric field, but another voxel might show a phasic modulation that is nearly as strong despite 

being exposed to a much weaker electric field. “Correcting” for differences in electric field 

between voxels will reveal brain regions that respond – given the same electric field 

– most readily to tACS. Regions that respond most readily across participants will be 

considered an optimal target for tACS-induced modulation of speech processing. 

We will then use computer simulations again, but this time to predict optimal electrode 

positions to target these regions in individual participants. For example, we might find 

that tACS is particularly successful in modulating speech processing when applied to target 

Superior Temporal Gyrus. We would confirm with computer simulations where electrodes need 

to be attached to optimally target this region in individual participants, given their structural 

MRI data. 

In a second experimental session, participants will again be asked to complete the word report 

task. tACS will be applied (without simultaneous fMRI), using two different protocols: (1) Our 

standard protocol, identical for each participant (electrodes attached over auditory regions) 

and (2) the optimised, individualized protocol. We expect that the optimised tACS protocol 

produces a stronger modulation of speech perception than a conventional protocol. 

This result would be important as it shows that we can tailor protocols to individual brains and 

increase tACS effect sizes by doing so. This experiment would therefore have implications for 

both the scientific field and future practical applications. 

 

Effects of tACS in complex listening scenarios 

 

Collaborator: Mathieu Marx 
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It has been shown repeatedly that tACS can be used to change speech perception. However, 

these findings are often based on relatively artificial scenarios in which participants listen to 

simple, isolated words (Wilsch et al., 2018; Zoefel et al., 2018a, 2020; van Bree et al., 2021). 

In one study (Riecke et al., 2018) with a more sophisticated experimental setting (listeners 

attended to one of two simultaneously presented speech streams), the role of the distracting 

stimulus remained untested. This is important, as tACS might enhance perception by 

amplifying attended speech, or by suppressing distracting speech (or both). 

Understanding whether tACS should be timed relative to the attended or distracting input is of 

crucial relevance, not only to understand underlying neural effects, but also from an applied 

perspective and for future clinical applications. 

In this experiment, participants will be asked to listen to one of two rhythmic speech streams, 

presented simultaneously, while tACS is applied (Fig. 37A). After each trial, they will be asked 

to repeat the words they have identified from the attended speech. The timing of the two 

speech streams relative to each other (i.e. their phase relation) will be determined randomly 

in each trial. Both (attended and distracting) speech streams will be presented so that they 

fall at one out of six possible tACS phases in each trial. It will therefore be possible to determine 

how accuracy in reporting words from the attended speech depends on the phase relation 

between tACS and attended speech, but also on that between tACS and distracting speech 

(Fig. 37B). 

In a given trial, word recognition accuracy might be a result from the phase relation between 

tACS and both attended and distracting speech. However, on average, due to the random 

phase relation between speech streams, it will be possible to disentangle the two: Averaged 

across trials, word report accuracy for a given phase relation between tACS and attended (or 

distracting) speech will not be affected by the phase relation between tACS and distracting (or 

attended) speech, as the latter is random, and potential phase effects will cancel out. This is 

the critical difference to previous work using tACS in relatively complex listening scenarios 

(Riecke et al., 2018), where the phase relation between the two speech streams was fixed, 

and effects of tACS on attended vs distracting speech could not be disentangled. Our design 

Figure 37. A. Two rhythmic speech streams will be presented simultaneously, both with a well-

defined phase relation to tACS in each trial, but with a random phase relation to each other. B. We 

will test whether tACS can enhance speech perception by boosting attended speech (blue), relative 

to a sham condition (black), and/or by suppressing distracting speech (red). In the example shown 

here, enhancing attended speech (at phase relation pi/2) and suppressing distracting speech (at 

phase relation -pi/2) is equally effective.  
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also controls for the effect of temporal delay between attended and distracting speech (e.g., 

perception might be more accurate if the two do not overlap), as this delay is varied 

independently of the phase relation between tACS and speech, and will therefore not affect 

the trial average shown in Fig. 37B.     

We will quantify the hypothesized tACS-induced modulation of word report accuracy as 

explained in detail in Sections 4.2.1, 4.2.2, and 4.3.2. The degree of phasic modulation will 

then be compared: (1) across conditions (attended vs distracting speech), to test whether 

tACS is more effective in modulating attended or distracting speech; (2) against a 

null distribution (obtained with a surrogate procedure), separately for each of the two 

conditions, to test whether tACS is effective in modulating speech processing in the 

respective condition; (3) against a sham condition to test whether tACS can enhance or 

disrupt speech perception, as compared to a scenario without stimulation. We will also 

extract the “best” phase relations (leading to most accurate perception) between tACS and 

speech in the two conditions (attended vs distracting speech). We expect to find opposite best 

phase relations between the two conditions (Fig. 37B): The phase associated with an 

amplification of input would lead to highest accuracy if centred on attended speech, but to 

lowest accuracy if centred on distracting speech.  

Together, this experiment will reveal whether tACS works more efficiently by 

enhancing relevant information, or by suppressing distracting ones, both of which 

is predicted to lead to improved speech perception in a multi-speaker scenario. 

 

 

Predicting individual best tACS phases for speech perception 

 

A common finding across studies is that the “best” tACS phase (that leads to most accurate 

perception or strongest neural responses) differs across individuals (Riecke et al., 2018; 

Wilsch et al., 2018; Zoefel et al., 2018a, 2020; van Bree et al., 2021). From a practical 

Figure 38. We found that the 

phase of EEG responses relative 

to rhythmic intelligible speech 

predicts individual best tACS 

phases for speech perception. 

Crosses show EEG channels 

with significant predictive value. 

The circular distribution shows 

the phase lag between EEG and 

tACS, yielding a ~90° lag for 

most participants. Modified from 

van Bree et al (2021). 

Collaborator: Mathieu Marx 
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perspective, this means that in typical tACS experiments, all phases have been sampled for 

each subject, leading to relatively inefficient procedures and long experiments. From 

a theoretical perspective, reasons for this inter-individual variability remained unclear. In the 

study described in Sections 4.3.1 and 4.3.2 (van Bree et al., 2021), we found that the 

individual best tACS phase can be predicted from the individual lag between EEG 

responses and rhythmic intelligible speech, obtained in a separate dataset and collected 

on a different day (Fig. 38). This is an important step towards practical applications of tACS: 

If perception is optimal at different tACS phases for each individual, then extensive testing 

might be required to determine this optimal phase before further interventions. Based on our 

results, however, it should be possible to predict optimal tACS phase from individual EEG 

responses to rhythmic speech.  

We will build on this finding in a follow-up experiment. In a first session, we will record 

participants’ EEG responses to rhythmic speech and use them to predict, for each participant, 

their individual best tACS phase (as well as their worst tACS phase, 180° away). In a second 

session, we will then apply tACS and present target words at the predicted best (i.e. 

amplifying) and worst (i.e. suppressive) phases for speech perception, respectively (Fig. 39A). 

We expect that reporting target words is easier for participants when these were 

presented at the predicted best (as compared to predicted worst) tACS phase (Fig. 39B). This 

finding would have important implications for both research and practical applications, as it 

suggests that we can use tACS to control perception in individual participants. 

 

 

 

 

Figure 39. A. We will control perception by presenting targets (grey) at tACS phases that were 

predicted (based on separate EEG recordings) to be “best” (green) and “worst” (red) for perception 

in individual participants, respectively. B. We expect more accurate perception at the predicted best 

than at the predicted worst tACS phases. 

A B 
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5.3.2 Neural entrainment vs alpha oscillations: Two competing “modes” of 

auditory stimulus processing? 

 

A previous study in non-human primates (Lakatos et al., 2016) reported the important 

observation that not all oscillations in the auditory system are directly linked to the processing 

of incoming information. While subjects attended a rhythmic stimulus, the authors observed 

oscillations entrained to the stimulus. At certain times, however, neural entrainment was 

reduced and alpha oscillations (~10 Hz) dominated processing in the auditory system. 

Importantly, while alpha oscillations rhythmically modulated neuronal firing, they also reduced 

neural and behavioural responses to stimulus input. This finding was interpreted as a reflection 

of “internal attention”, characterized by strong alpha oscillations and reduced sensitivity to 

external information. In humans, strong alpha oscillations are similarly associated with an 

inhibition of incoming information (Klimesch et al., 2007; Romei et al., 2008; Jensen and 

Mazaheri, 2010), and specific auditory ones do exist (Weisz et al., 2011). 

We will develop a novel approach that will allow us to automatically detect moments 

of presumed internal attention in human participants and “rescue” task 

performance by triggering a “switch” to external attention (Fig. 40). We will test the 

same participants that volunteered for the experiment described in the preceding section 

(5.3.1); we will therefore already have identified their “best” tACS phase for speech 

perception. The same recordings will be used to identify EEG sensors reflecting alpha 

oscillations in the auditory system. Identification of auditory alpha oscillations is feasible with 

EEG  (Obleser and Weisz, 2012; Lim et al., 2015; Wöstmann et al., 2017) . 

Figure 40. While participants listen to rhythmic speech (orange), our real-time system will detect 

periods of strong alpha oscillations (blue, first row) which have been shown to reflect states of internal 

attention with corresponding decline in speech perception and entrained activity (blue, second row). 

When such an “alpha-mode” is detected, the system will trigger tACS (green), which we expect to 

re-synchronize neural oscillations with the speech sounds, and lead to a suppression of alpha 

oscillations and improved speech perception.  

Collaborator: Mathieu Marx 
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In this experiment, while participants listen to rhythmic speech sounds and complete simple 

tasks measuring speech perception, we will use EEG to identify – in “real-time” – times with 

strong alpha oscillations in auditory regions (at the EEG sensors selected for their alpha 

activity). When processing in such an “alpha mode” is detected, we will apply tACS to boost 

the processing of the rhythmic speech – i.e. at the phase relation, relative to the presented 

speech sounds, that is predicted to lead to most accurate speech perception. We expect that 

the electrical stimulation will lead to a switch from internal to external attention 

and, consequently, to reduced alpha oscillations and improved task performance 

(as compared to a control condition during which the applied tACS is unrelated to the presented 

speech stimuli). Such a finding would suggest new exciting technological applications for 

combined EEG-tACS, in situations in which sustained attention is critical (e.g., for pilots).   

 

5.3.3 Modulating speech perception with neurofeedback 

In addition to a passive (from a participant’s point of view) modulation of neural oscillations 

via tACS, humans can also learn to actively control their own oscillations via 

neurofeedback (Herrmann et al., 2016). Neurofeedback works by extracting a certain 

measure of interest (e.g., oscillations) from a neurophysiological (e.g., EEG) signal and by 

providing participants with an arbitrary means of feedback that reflects the status of this 

measure (Fig. 41A). For example, in previous work we have used a square whose colour 

changes with the amplitude of oscillations (Zoefel et al., 2011). Participants were only told to 

change the colour, but were unaware that it is linked to their oscillations. In this way, they 

implicitly learnt to regulate their oscillations which led to improvements in a cognitive task. 

Nowadays, neurofeedback is routinely used in clinical practice (Marzbani et al., 2016). We will 

use novel applications of neurofeedback, with the common aim of modulating neural 

oscillations and speech perception.  

 

Neurofeedback to regulate neural entrainment 

 

In a first experiment, we will examine whether participants can learn to change their 

own neural entrainment, and consequently, speech perception. We will also test 

whether an external manipulation of entrainment via tACS can help participants in unsuccessful 

phases of the neurofeedback training. 

The experimental design is illustrated in Fig. 41. Participants will listen to rhythmic speech 

embedded in noise, and their EEG will be recorded simultaneously. For each participant, their 

“baseline” entrainment will be measured, i.e. the degree to which EEG oscillations are aligned 

Collaborator: Stefanie Enriquez-Geppert 
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to speech without neurofeedback. Subsequently, participants will listen to the same stimuli 

again, but this time they will receive feedback about their own entrainment. Entrainment will 

be measured over central EEG sensors as auditory responses are typically largest there (Parker 

et al., 2019). Feedback will be given visually, as the colour of a square on the screen (Fig. 

41A), inspired by previous successful studies (Zoefel et al., 2011; Herrmann et al., 2016). The 

square will be red (blue) if the instantaneous entrainment is above (below) that measured 

during baseline, with several colour increments between brightest red and brightest blue. 

Participants will be asked to make the square as red as possible, but no specific instructions 

will be given of how this can be achieved. To make the visual stimulation during baseline 

comparable with the neurofeedback condition, during the former a square will be presented 

as well, but with colour changes unrelated to the participants’ entrainment. In this case, 

participants will be asked to attend to both speech and square. 

 

 

 

 

 

 

 

A separate group will undergo the same procedure, but receive mock feedback (as the colour 

sequence from another experimental block) instead of true neurofeedback. With help from Dr 

Stefanie Enriquez-Geppert (Groningen), the mock feedback will be made more realistic by 

changing the colour of the square immediately after participants’ eye blinks (Enriquez-Geppert 

et al., 2014b, 2014a). For this purpose, prior to the experiment, artefacts in the EEG, produced 

by eye blinks, will be estimated for each participant (Enriquez-Geppert et al., 2017). This 

Figure 41. A.  During neurofeedback, participants receive feedback about their own oscillatory 

activity, for example reflected by the colour of a square, which they are asked to change. From 

Herrmann et al. (2016). B. Experimental design. First, a template for eye artefacts will be estimated 

in individual participants’ EEG. This will be used to make mock feedback more realistic (by changing 

the colour of the square after eye blinks). Second, participants will be asked to repeat words they 

have heard while their EEG is recorded. Third, for individual participants, baseline entrainment to 

rhythmic speech will be measured. Fourth, in six blocks of neurofeedback or mock feedback (in two 

separate groups), participants will receive feedback about their own entrainment, relative to their 

baseline (or feedback from another block as mock feedback). Neuro-/mock feedback will be 

interrupted by trials in which tACS is applied and participants are asked to report words they have 

heard (detailed in C). Entrainment will either be boosted by presenting target speech at the same 

tACS phase in five consecutive trials, or, in a control condition, the phase relation between tACS and 

speech will be randomized, abolishing such effects on EEG-speech alignment. Fifth, participants will 

again complete the word report task while EEG is recorded. 
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makes it difficult for participants to distinguish mock feedback from neurofeedback (Enriquez-

Geppert et al., 2014b, 2014a, 2017).  

In certain trials (“tACS-trials”; Fig. 41C), while speech is presented, the square will become 

grey. In this case, participants will be instructed to ignore the square. Only during these trials, 

tACS will be applied, and the speech sounds will be presented at one out of four possible tACS 

phases. tACS will always be applied for five consecutive trials, with speech presented at the 

same tACS phase, to increase the effect of tACS on the subsequent neurofeedback trials. In a 

control condition, speech will be presented at a random tACS phase in each of the five trials. 

Due to this random phase relationship, tACS cannot increase subsequent EEG-speech 

alignment and therefore acts as a control. To avoid tACS-related artefacts in the EEG, tACS 

will not be applied in other trials. After each tACS-trial (including controls), participants will be 

asked to repeat the words they have heard in that trial. In addition, their word report accuracy 

will be tested before and after the experiment. In this case, their EEG will be recorded but no 

tACS will be applied.  

In each part of the experiment (word report, baseline, neurofeedback/mock sessions), the 

alignment between EEG and speech will be quantified using the phase-locking value (PLV; 

Lachaux et al., 1999). The PLV is a standard measure in the field of entrainment (Peelle et al., 

2013), and quantifies the phase consistency between EEG and stimulus at a given frequency 

(typically that corresponding to the stimulus rate). It was, for instance, used to quantify 

entrainment results shown in Fig. 7 (Zoefel and VanRullen, 2016). We will then test the 

following hypotheses: (1) We will see an improvement in word report accuracy (after vs 

before the experiment), which is higher in the neurofeedback than in the mock 

feedback group. (2) This improvement goes along with an increase in PLV (after vs before 

the experiment). (3) PLVs during neurofeedback differ when comparing those obtained after 

tACS with those obtained after control trials (within subjects), indicating that tACS can be 

used to influence participants’ success during neurofeedback. More precisely, we expect 

higher (lower) PLVs for individual participants after tACS was applied with their “best” (“worst”) 

phase relation to speech. These phase relations will be determined post-hoc. (4) Both PLV and 

word report accuracy will increase gradually during the experiment, with more 

pronounced increases in the neurofeedback as compared to the mock feedback group. This 

can be quantified as the gradient of a regression line fitted to PLV/accuracy as a function of 

experimental time, compared across groups (Zoefel et al., 2011). This experiment will 

therefore show us whether participants can regulate their own entrainment to speech, whether 

this leads to benefits for speech perception, and whether tACS can support them during the 

neurofeedback training.  
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Neurofeedback to regulate entrainment echoes 

 

Rhythmic entrainment echoes and their importance for both fundamental and clinical research 

have already been described in detail in Sections 4.3 and 5.1. In this experiment, we will 

teach participants to control their own entrainment echoes. Given the involvement of 

the cerebellum in these echoes (Section 5.1.1), we will use MEG rather than EEG, due to its 

higher spatial resolution and ability to localise cerebellar activity (Andersen et al., 2020). Data 

will be collected in collaboration with Dr Burkhard Maess (Leipzig). 

We will use real-time MEG signal analyses to calculate participants’ entrainment echo, 

produced by rhythmic speech sounds and extracted from sensors shown in Fig. 42. PLV will 

be used to quantify neural entrainment and its echoes as described in the preceding section. 

For entrainment echoes, PLV will be calculated as the phase coherence between MEG signal 

and the stimulus rhythm, had it continued. In each trial, participants will see a square that 

changes colour according to this PLV. In other words, we will visualize how strongly their 

rhythmic neural activity at those sensors is phase-locked to the stimulus rhythm (and to the 

imaginary continuation of this rhythm after stimulus offset). When participants learn to control 

the square’s colour, we expect to see entrainment echoes that become stronger 

during the course of the neurofeedback training, and that these training-induced 

changes are larger than those in a control condition (tested in the same participants but on a 

different day). For the latter, participants receive feedback on a frequency in the MEG signal 

that is unrelated to the stimulus rate. We label this condition incongruent, as stimulus rate and 

neurofeedback frequency mismatch. This allows us to isolate effects of neurofeedback on 

the entrainment echo from neurofeedback per se, as participants are only trained to 

enhance the entrainment echo in the congruent condition, but exposed to neurofeedback in 

both conditions.  

Figure 42. Participants will be presented with a square that changes in colour depending on the 

phase coherence (phase locking) between stimulus rhythm and MEG signal. We expect to find 

entrainment echoes that are stronger in the congruent neurofeedback condition (blue) than in an 

incongruent control condition (orange). In the latter, neurofeedback is given for a frequency that is 

unrelated to the stimulus rate. 

Collaborator: Burkard Maess 
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Our neurofeedback protocol has implications for several lines of research. First, it allows us to 

test the hypothesis that the auditory system only relies on neural oscillations when they are 

“useful” whereas oscillations are suppressed in other situations (see Sections 4.1.1 and 5.2). 

In the incongruent condition, rhythmic entrainment echoes are not particularly “useful” and 

should therefore be relatively short. In the congruent condition, echoes are necessary to 

complete the task and therefore become “useful”. Our expected finding – stronger or 

longer echoes during neurofeedback – would therefore support the hypothesis that 

neural oscillations are only sustained in the auditory system when they are needed. 

Second, given the link between entrainment echoes and the cerebellum (Section 5.1.1), our 

findings will have implications for our understanding of temporal predictions and associated 

pathologies. Patients with cerebellar lesions do not perform well when they have to tap along 

with a beat that changes in rate (Stockert et al., 2021). Other pathologies, such as dyslexia or 

schizophrenia have been linked with a deficit in the ability to predict stimulus timing (Lakatos 

et al., 2013b; Casini et al., 2018). Together with the fact that neural oscillations are often seen 

as a mechanism of temporal prediction (Lakatos et al., 2008, 2019), an active training of 

entrainment and its echo might lead to improvements in temporal stimulus 

processing – a hypothesis that needs to be tested in follow-up studies – and open up new 

opportunities to treat such pathological conditions.    

 

Neurofeedback at the “cocktail party”  

 

When humans age, it is extremely common that their hearing declines: This is one of the most 

prominent health issues of an aging world. This decline is not necessarily caused by actual 

hearing loss but often by a reduced ability to suppress distracting speakers or noise 

(Füllgrabe et al., 2015). Indeed, impaired speech perception in multi-speaker scenarios seems 

to be an early warning sign for dementia (Livingston et al., 2020). At the same time, 

suppression of background noise is a task that current hearing aids often fail at. It 

is therefore important to find alternative ways of improving distractor suppression in ageing 

listeners. In this experiment, we aim to find such a way by using neurofeedback to control 

neural oscillations involved in the suppression of distracting information. 

Oscillations can suppress information that occurs at their low-excitability phase (see 

Introduction), and recent research suggested that this role is particularly important in multi-

speaker scenarios (Zion Golumbic et al., 2013). Crucially, neural oscillations and their 

synchronisation to sounds are also altered in ageing listeners (Henry et al., 2017), which makes 

them a promising target for such manipulative interventions. 

In this experiment, we will present participants with two simultaneous speech streams and ask 

them to attend to one of them – this is a classical task that requires distractor 

suppression and becomes more difficult with age. Using EEG, we will estimate participants’ 

oscillations synchronised to speech in “real-time”, an approach already described above. We 

Supervision: Ram Kumar Pari (research engineer) 
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will present participants with a square whose colour reflects this synchronisation and ask them 

to keep it at a certain colour without further instructions.  

In two different conditions, this colour will either reflect the synchronisation with the attended 

speech stream or with the distracting one, respectively. Thus, depending on the condition, 

participants will either be trained to increase brain-speech synchronisation with 

the attended stream or to decrease synchronisation with the distractor (the colour 

of the square will be adapted accordingly). At random times during training, participants will 

be asked to repeat words from the attended stream which allows us to measure their speech 

comprehension and its evolution during neurofeedback. Ageing subjects (without hearing 

impairment) will be contrasted with younger ones with matched hearing in quiet and other 

cognitive abilities. 

Our hypotheses are the following:  

• As shown previously (Henry et al., 2017), ageing listeners show overall differences in 

brain-speech synchronisation as compared to younger ones. 

• Both groups (young and old) can learn to regulate their own brain-speech synchronisation, 

leading to improvements in a speech perception task. These improvements are larger 

than those in a control group that receives mock (arbitrary) neurofeedback (to control for 

placebo effects).   

• As it is mostly the suppression of distractors that ageing listeners struggle with, (1) their 

speech perception improves more from reducing synchronisation with distracting speech than 

from increasing synchronisation to attended speech, and (2) this difference is larger than for 

younger subjects (i.e. we expect an interaction between age and condition). 

Together, this project will establish a novel approach to manipulate neural substrates of 

successful speech perception and reveal new ways of improving distractor suppression in 

ageing participants. 

 

5.3.4 Modulating speech perception with AM-kTMP 

 

Given results presented in this thesis, there is little doubt that tACS can produce robust, 

replicable effects when applied to modulate neural oscillations and speech processing. 

However, its fundamental issue is that most of the current applied is shunted by skin 

and skull (Lafon et al., 2017). Due to tolerance limits imposed by peripheral nerve stimulation, 

conventional tACS intensities (1-2 mA) only produce weak electric fields of ~0.2-0.5 V/m 

(Vöröslakos et al., 2018). Current intensities that are sufficiently strong to have more 

Collaborator: Ludovica Labruna 
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important effects on the neural level would cause skin sensations that exceed a 

tolerable level for participants (Vöröslakos et al., 2018). 

Another established technique is repetitive transcranial magnetic stimulation (rTMS; Fig. 43, 

middle). This approach is based on rhythmically applied magnetic pulses to which brain 

oscillations align (Thut and Miniussi, 2009; Thut et al., 2011b). The electric field produced (as 

a consequence of the magnetic field applied) is significantly stronger than that produced by 

tACS and spatially more focused. However, several drawbacks exist that hinder successful 

application in research on neural entrainment and speech perception. (1) It produces rhythmic 

clicks; effects of rhythmic auditory and magnetic stimulation therefore cannot be distinguished. 

(2) It uses pulsed waveforms with limited potential for probing frequency-specific effects on 

neural oscillations (a pulse contains power in a wide range of frequencies). (3) It produces 

relatively strong, rhythmic sensations (leading to rhythmic somatosensory stimulation in 

addition to auditory and magnetic ones). 

In recent years, a technique has been developed that combines benefits of tACS (sinusoidal 

waveform) and rTMS (stronger stimulation and higher focality) while avoiding the issues 

described (Labruna et al., 2021). This technique, called kilohertz transcranial magnetic 

perturbation, is a magnetic induction method that can produce cortical electric fields at kHz 

frequencies. In one variant, the high-frequency carrier waveform is rhythmically modulated in 

amplitude (AM-kTMP; Fig. 43, right). Due to their non-linear properties, neural populations 

follow the amplitude modulation (AM) of higher-frequency carrier signals, leading 

to brain oscillations entrained to the rhythmic AM (Grossman et al., 2017; Negahbani et al., 

2018; Haslacher et al., 2021). For tACS, this approach has been used, but seems too weak to 

have important effects (Negahbani et al., 2018). Relying on the stronger electric fields 

and higher focality of magnetic stimulation, AM-kTMP has therefore the potential 

to manipulate neural oscillations and their synchronisation to speech to a degree 

that is clinically relevant, while avoiding previous drawbacks of rTMS described 

above. 

Figure 43. Comparison of transcranial stimulation methods to manipulate brain oscillations. Note 

that all of the stimulation waveforms shown are designed to entrain oscillations at 3 Hz. Note also 

that AM-kTMP is a promising “compromise” between tACS and rTMS that combines benefits (green) 

and avoids drawbacks (red) of these two more established methods. 
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In a previous study, Labruna and colleagues (2021) showed that AM-kTMP over participants’ 

motor cortex leads to an increase in neural excitability (measured as the TMS-evoked motor 

potential) that is significantly stronger than after sham stimulation. This shows that AM-kTMP 

indeed modulates neural activity. In addition, annoyance, pain, and muscle twitches during 

kTMP were low (all between 0 and 0.5 on a subjective report scale between 0 and 10 where 

0 = “not at all” and 10 = “extremely”). Sensations were not rated as significantly stronger 

than during sham stimulation, and were significantly weaker than during conventional TMS. 

kTMP produces a faint tone at the carrier frequency which has been masked successfully in 

this study. 

In collaboration with Dr Ludovica Labruna (Berkeley), we will apply AM-kTMP in three 

experiments, all of them designed to manipulate neural oscillations and speech perception. All 

experiments rely on a paradigm that has been described repeatedly in this thesis (Sections 

4.2.1 and 5.3.1), and used to reveal an important role of neural oscillations for speech 

processing. The three experiments differ in that they test auditory-only, auditory-visual, 

and auditory-motor (top-down) contributions to speech perception. Their common aim 

is to demonstrate that AM-kTMP can indeed manipulate neural entrainment and 

speech perception, and does so to a degree that goes beyond that achieved with more 

established techniques. Such a result would have important consequences: First, it would 

reveal a method for the manipulation of neural oscillations that is more efficient than current 

ones that often struggle with small effect sizes (Riecke and Zoefel, 2018). Second, it would 

suggest new treatments for conditions associated with altered neural oscillations and their 

synchronisation to input (Calderone et al., 2014; Petersen et al., 2016; Henry et al., 2017). If 

AM-kTMP can improve neural entrainment, it is possible that these conditions will also improve 

following (or during) the stimulation. Exploring such a possibility is a realistic endeavour for 

the years following the project. 

We will acquire data from healthy participants who will complete all of the three experiments 

in randomised order. Participants will be asked to listen to and report sequences of one-syllable 

words that are spoken rhythmically at 3 Hz and degraded in intelligibility (Fig. 44A, orange). 

As in other experiments described above, participants’ perceptual accuracy will be quantified 

using Levenshtein distance. During the task, AM-kTMP will be applied at the corresponding 

frequency (AM at 3 Hz; Fig. 44A, blue), and the phase of the 3-Hz AM will be varied relative 

to that of the speech stimulus. Based on previous work and theoretical considerations 

Figure 44. A. Experimental paradigm. In all experiments, we will present rhythmic speech sounds 

(orange) at different phases of the amplitude-modulated kTMP signal (blue). Participants will be 

asked to repeat the words. B. We expect that accuracy in reporting words depends on the phase 

relation between speech and AM-kTMP. 
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(Fröhlich, 2015; Negahbani et al., 2018; Haslacher et al., 2021; Labruna et al., 2021), we 

expect neural oscillations to follow the AM. By changing the phase relation between 3-Hz AM 

and speech rhythm, we will thus alter neural entrainment and, consequently, speech 

perception. We therefore expect word report accuracy to depend on the phase 

relation between speech rhythm and AM-kTMP (Fig. 44B). 

The three experiments differ in the brain region targeted with AM-kTMP while participants 

complete the word report task (auditory: left Superior Temporal Gyrus [STG], visual: left 

middle occipital gyrus [MOG], motor: left inferior frontal gyrus [IFG]). As participants complete 

all experiments, we will be able (1) to determine whether AM-kTMP modulates speech 

perception in each experiment separately, but also (2) to compare results between them, 

thereby contrasting rhythmic auditory, visual and motor/top-down contributions to speech 

perception. In all experiments, we will also compare results with unmodulated kTMP, which 

produces similar sensations (e.g., a faint tone) but does not entrain neural oscillations. This 

comparison will enable us to test whether AM-kTMP improves speech perception (relative to 

unmodulated kTMP) at some phase relations, disrupts it, or both. We will produce an estimated 

electric field of 8 V/m at the cortical surface. This exceeds a field strength that an influential 

study (Vöröslakos et al., 2018) proposed to be necessary to mimic physiological conditions in 

oscillatory networks and that tACS cannot achieve. 

In our previous tACS work, we targeted auditory regions including (left) STG, known to 

contribute to speech processing (Davis and Johnsrude, 2003). Although we did find reliable 

phasic modulation of speech processing induced by tACS (Section 4.2.1), effect sizes were 

low, in the range of 2-3 % modulation of accuracy (or a 0.3 dB change in hearing, summarized 

in Riecke and Zoefel, 2018), and only in one case up to 8 % (Zoefel et al., 2020). In Experiment 

1, we will target the same auditory regions but replace tACS with AM-kTMP. As explained 

above, we expect to reproduce our previous findings, but with a larger effect size.  

In Experiment 2, we aim to manipulate the impact of neural activity in the visual system on 

speech perception. Recent studies have shown such an impact (Hauswald et al., 2018). For 

example, visual speech cues robustly precede corresponding auditory information with a 

relatively constant delay (Chandrasekaran et al., 2009), and the brain seems to use these 

visual cues to “prepare” oscillations in the auditory system for upcoming auditory events (Biau 

et al., 2021). We will use kTMP to mimic and systematically vary visual information. We will 

use the same paradigm (Fig. 44), i.e. rhythmic speech sounds will be presented acoustically, 

with no corresponding visual cues, and participants will repeat the words they heard. We will 

then apply AM-kTMP over a visual region highlighted by previous research (left MOG in Biau 

et al., 2021) so that – if timed correctly – the stimulation can prepare auditory regions 

just as the (absent) visual cues would do. We expect that speech perception is optimal 

when the timing (i.e. phase) of AM-kTMP precedes the speech stimulus with a certain delay, 

but non-optimal at other delays. Such a result would not only demonstrate a causal role of 

audio-visual neural interactions for speech perception, but also suggest novel approaches to 

improve speech perception in populations that cannot use visual cues during speech processing 

(e.g., blind individuals). 
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In Experiment 3, we aim to manipulate interactions between auditory and “higher-order” brain 

regions during speech processing. A recent, impactful study has shown that some participants 

spontaneously align their speech production with a rhythmic, acoustically presented stream of 

syllables (Assaneo et al., 2019). This motor-speech entrainment was correlated with 

performance in a speech perception task and reflected in anatomical differences to participants 

that did not synchronise spontaneously. Most notably, “high synchronisers” exhibited stronger 

white matter connections between auditory and inferior frontal regions. We will use AM-kTMP 

to manipulate participants’ motor-speech entrainment. We will use the same paradigm, but 

AM-kTMP will be applied over the left IFG. The IFG is involved in motor production and top-

down modulation of auditory processing (Davis and Johnsrude, 2003; Poeppel and Assaneo, 

2020), in particular in the left hemisphere, and had a distinctive role for motor-speech 

entrainment in the study by Assaneo and colleagues (2019). Again, we expect task accuracy 

to depend on the phase relation between AM-kTMP and speech rhythm. This phase relation 

reflects the timing of oscillations in IFG (entrained by AM-kTMP) relative to those in auditory 

regions (entrained by speech). The hypothesized phasic effect would therefore support a 

causal role of auditory-frontal synchronisation for speech perception and suggest 

that those participants that do not spontaneously exhibit such synchronisation might 

particularly benefit from AM-kTMP in follow-up studies.    
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6 CONCLUSION: PERSPECTIVES IN FUNDAMENTAL, 

APPLIED, AND CLINICAL RESEARCH 

In this thesis I have given an overview of my scientific career, dedicated to the investigation 

of neural oscillations underlying auditory perception and attention. This career had its 

beginning during my Bachelor and Master projects, where I explored neurofeedback to 

manipulate oscillations (Zoefel et al., 2011), and tested whether auditory target detection 

depends on EEG phase (Zoefel and Heil, 2013), respectively. The “negative” results obtained 

in the latter study inspired much of my PhD work where I developed, together with Dr 

VanRullen, hypotheses to explain this observation. I also started to work on neural 

entrainment, which then became the main focus of my Post-Doc work. Together with Dr Davis, 

I developed brain stimulation methods to manipulate neural entrainment and speech 

processing. Today, I continue this work in the form of several lines of research. This is not 

possible alone; I am grateful to the group of students and researchers I work with, and my 

local and international collaborators. Each of these research lines will open up new questions 

that we will aim to answer in the future, or possibly lead to new directions in our research. I 

hope that, within the next decade, our results can critically contribute to our 

understanding of how neural oscillations can help us cope with the vast amount of 

information we continuously receive. I also foresee that brain stimulation methods 

will gain in importance, as these can be used to regulate neural information flow 

in case it fails. I hope that the corresponding line of research describe can also contribute to 

this development. The following paragraphs summarise the different paths our research might 

follow, and of the impact it might have from a fundamental, applied, or clinical perspective. 

Current work on neural oscillations is heavily focused on vision, leading to the implicit 

assumption that similar mechanisms are at work in audition. This approach might not be valid, 

given that audition (but not vision) crucially relies on information unfolding over time. In 

parallel, auditory oscillation research is dominated by “neural entrainment” and 

therefore almost exclusively based on rhythmic stimuli. So far, this has prevented us from 

understanding how auditory oscillations operate when confronted with rapidly changing 

information whose timing cannot be predicted. By addressing these gaps in our knowledge 

(Section 5.2), we might find a highly flexible attentional filter that relies on continuous 

predictions of the timing of upcoming input and its relevance for current goals, sometimes 

operating rhythmically, sometimes in a more constant fashion.  

In addition, the tonotopical organization of the auditory system is long known and 

thoroughly investigated (Brewer and Barton, 2016), but it has been mostly ignored in the 

field of neural oscillations. Previous research in non-human primates has demonstrated its 

importance (O’Connell et al., 2011, 2014; Lakatos et al., 2013a), however corresponding 

results in human participants are almost completely lacking. One reason for this is the current 

focus on the visual system and the common assumption that results are directly transferable 

to other modalities (VanRullen et al., 2014; Ho et al., 2017, 2019; Zoefel and VanRullen, 2017). 

By testing whether rhythmic fluctuations in attention and perception are organized according 

to sound frequency (Sections 4.3.3 and 5.2), we aim to demonstrate tonotopy 

structuring neural oscillations in humans. 
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Finally, our research can improve our ability to identify endogenous neural oscillations. 

Distinguishing “true” rhythmic activity in the brain from other, simultaneously active processes 

is not always straightforward (Thut et al., 2011a; Keitel et al., 2014) and involves multiple 

pitfalls during signal processing (Widmann et al., 2015). In our research, we use various 

paradigms (Sections 4.3 and 5.1) that avoid a contamination of the measured oscillatory 

responses with those which only seem rhythmic due to the regularity of the stimulus (e.g., 

regular sequences of stimulus-evoked responses). 

Our research has implications that are not restricted to fundamental science. If an 

attentional filter fails, important consequences are easy to imagine: Irrelevant 

information might be prioritized, or important events ignored. Indeed, altered oscillatory 

activity is present in various pathological conditions, such as attention-related disorders 

(Calderone et al., 2014), schizophrenia (Lakatos et al., 2013b), or hearing impairments 

(Petersen et al., 2016). Deficits in the ability to predict the timing of upcoming events, 

potentially linked to oscillatory activity (Lakatos et al., 2013a) and its echo after entrainment 

(Section 5.1), have been observed as well, e.g. for dyslexia (Casini et al., 2018) or cerebellar 

lesions (Schwartze et al., 2016).  

By developing ways to manipulate neural oscillations, we might also develop tools 

that can be used for future clinical research or applications. This includes, for instance, 

neurofeedback protocols that can help participants sustain their own oscillations or regulate 

neural entrainment (Section 5.3.3). Neurofeedback might help listeners who struggle at 

present to extract speech features necessary for optimal entrainment (such as hearing aid 

users; Petersen et al., 2016); once these have been extracted, they might be able to do so 

even in absence of neurofeedback. Other neurofeedback protocols are aimed to improve 

distractor suppression, a task ageing listener typically struggle with (Section 5.3.3). 

During tACS, the electrical stimulation can control which information is enhanced, and which 

is suppressed (Section 5.3.1). Consequently, the stimulation mimics the role of an 

attentional filter, which might be impaired in the clinical conditions described above, and 

therefore improved by the stimulation in clinical follow-up studies. Our efforts to individualise 

the stimulation and adapt them to more realistic situations (Section 5.3.1) are designed 

under this perspective. Similarly, controlling whether information is perceived or not is one of 

the most important tasks for hearing aids. Our research might contribute to advancing 

current technologies to improve hearing, with important implications for an aging 

world. Finally, some of our protocols are designed to detect lapses in external attention, or 

“correct” them using electrical stimulation (Section 5.3.2). Such attentional lapses can be 

dangerous in certain situations (e.g., flying an airplane) – a possible outcome of our research 

is therefore an integration of the obtained results in existing technologies that aim 

to prevent “human errors” (Reason, 2000) – our proximity to potential industrial partners 

(e.g., Airbus in Toulouse) would support such a perspective.  

I will end this thesis by insisting, once more, that research needs collaboration. None of the 

previous, current, and future work described would have been possible without all the people 

involved, and I thank all of them for joining with me on this journey.  
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