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“I have read, alas! through philosophy,
medicine and jurisprudence too,
and, to my grief, theology,
with ardent labour studied through.
And here I stand with all my lore,
poor fool no wiser than before.”

Goethe/Faust
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Abstract
Centre de Géosciences

MINES Paris - PSL

Habilitation à Diriger des Recherches

Energy Features of Underground Exploitation by Fluid Circulation

by Murad ABUAISHA

This work presents the geomechanical and thermodynamic aspects related to the problem of
exploiting underground energy resources by fluid circulation. The first chapter discusses the
thermodynamics of continuous media. The two frameworks of thermodynamics of isotropic
fluid mixtures and thermodynamics of multiphase compositional flows in porous media are
briefly pointed out. The second chapter treats the problem of hydraulic stimulation of deep
geothermal reservoirs. While considering a continuum approach, it investigates hydraulic frac-
turing effects on impedance and efficiency of thermal recovery from these reservoirs. The chap-
ter continues to scrutinize the technique of hydraulic fracturing, particularly the fluid-injection
related induced seismicity. In a continuum-discontinuum framework, it provides a strategy to
relate induced seismicity to non-diffusive triggering fronts that encompass most of the seismic
cloud.

Since renewable energy is limited to its intermittent nature, this research introduces gas
storage in salt caverns as a large-scale storing technique. The increasing energy demands will,
however, necessitate frequent utilization of these caverns. The fast cycling, and its subsequent
severe mechanical and thermal charges, impose challenges regarding the thermodynamic state
within the cavern, and the masses exchanged between the cavern phases. To have precise tracks
of cycled gas quantities and to master losses, these challenges have to be considered. This work
validates the mathematical models at the laboratory scale, and provides transferring techniques
to real-scale applications. Each section provides a precise introduction concerning the discussed
problem, and terminates by a conclusion. A general introduction and a review and perspectives
are also furnished.
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Abstract
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Habilitation à Diriger des Recherches

Energy Features of Underground Exploitation by Fluid Circulation

by Murad ABUAISHA

Ce travail présente les aspects géomécaniques et thermodynamiques liés à la problématique
de l’exploitation des ressources énergétiques souterraines par la circulation de fluides. Dans le
premier chapitre, on traite de la thermodynamique des milieux continus. Les deux cadres de la
thermodynamique des mélanges fluides isotropes et de la thermodynamique des écoulements
multiphasiques et multiconstituants dans les milieux poreux sont brièvement soulignés. Dans
le deuxième chapitre, on présente la problématique de la stimulation hydraulique des réser-
voirs géothermiques profonds. En considérant une approche continue, on étudie les effets de
la fracturation hydraulique sur l’impédance et l’efficacité de la récupération de chaleur de ces
réservoirs. On continue d’examiner la technique de la fracturation hydraulique, en particulier la
sismicité induite liée à l’injection de fluide. Dans un cadre continu-discontinu, on propose une
stratégie permettant de relier la sismicité induite aux fronts non-diffusifs englobant la majeure
partie des événements sismiques.

Les énergies renouvelables étant intermittentes, cette recherche introduit le stockage des
gaz dans les cavités salines comme une technique de stockage à grande échelle. Or, la demande
croissante en énergie nécessitera des sollicitations fréquentes de ces cavités. Le cyclage rapide,
et les charges mécaniques et thermiques sévères qui en résultent, imposent des défis concernant
l’état thermodynamique de la cavité et les masses échangées entre les phases. Pour avoir une
trace précise des quantités de gaz cyclées et maîtriser les pertes, ces défis doivent être relevés.
Ces travaux valident les modèles mathématiques à l’échelle du laboratoire et permettent de
les transférer vers des applications à l’échelle réelle. Chaque section fournit une introduction
précise concernant le problème abordé et se termine par une conclusion. Une introduction
générale ainsi qu’un bilan et des perspectives sont également fournis.
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1

Introduction

For the last thirty years there has been a worldwide conscientiousness with regard to the con-
sumption of available energy resources. Such concerns were also accompanied by awareness
of the climate change crisis, the emergence of new economic world powers, and the geopoliti-
cal conflicts. All of these factors have caused energy prices to raise up bringing a considerable
fraction of humanity to energy scarcity. Exploitation of abundant renewable energy resources
is seen as the optimum solution to reply to these challenges. However, renewable energy re-
sources are limited to their intermittent nature, and require the development and mastering of
a new knowledge. This research is dedicated to studying the geomechanical and thermody-
namic aspects pertaining to energy exploitation by underground fluid circulation.

Since I have started my PhD in 2011, I have chosen a research axis that focused on renewable
energy exploitation. I began by using the hydraulic fracturing technique to explore its effect on
thermal recovery from geothermal systems. I employed the same technique for applications
related to shale gas extraction. For the last seven years, I have been working extensively on gas
storage in salt caverns. The idea of this work emerged as I felt the need to put the information
I collected and gained during developing this research axis in a general context. This work is
divided into two main parts: the first part focuses on fluid (liquid) circulation in porous media;
and the second part concerns fluid (gas) circulation (cycling) in salt caverns. Even-though the
two applications may seem different, the physics behind them is similar.

Chapter one of this work presents the thermodynamic frameworks of fluid flow in contin-
uous media. Both the thermodynamics of fluid mixtures and multi-phase compositional flows
in porous media are briefly discussed. The second chapter concerns deep geothermy. Heat
extraction from deep reservoirs is challenging in the sense that such reservoirs are imperme-
able. Hydraulic stimulation, through hydraulic fracturing or chemistry, enhances the reservoir
fluid flow capacities leading to lucrative and productive utilization. This research provides
a simple continuum modelling approach to perform hydraulic fracturing in a fully coupled
therm-hydromechanical framework. A special emphasis is given to the nature of fracture evo-
lution (mode I or mode II), to the used geothermal fluids, and to the impedance and efficiency
of thermal recovery. However, public opinion may prevent future large-scale utilization of deep
geothermal systems. This is attributed to uncontrolled induced seismicity which is perceived
as an unsolicited side effect of geothermal energy exploitation. The development of geother-
mal systems therefore requires a better control on induced seismicity. For this reason, this
work investigates induced seismicity related to fluid injection in a continuum-discontinuum
(quasi-static) modelling tactic. Based on the injection information, a seismicity triggering front
is predicted giving important information about the range of induced seismicity and hydraulic
fracture size.

Clean energy resources are intermittent and production of geothermal energy requires stor-
age, this necessitates the development of large-scale storage techniques. Gas storage in salt
caverns is presenting a promising solution. Nevertheless, increasing energy demands entail
frequent solicitations of such caverns. Fast charges, mechanical and thermal, impose several
challenges that include:

– investigating the widely adopted hypothesis of a uniform thermodynamic state in the
cavern, and consequently the precision of the used codes embracing this hypothesis;
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– keeping good records of cycled gas quantities, which necessitates studying all possible
mass exchanges between the cavern phases.

The third chapter of this work addresses the technology of gas storage in salt caverns while
furnishing solutions to the two above mentioned challenges. The research approach/strategy
presented in this work has many particularities, of which I may cite:

– the used/developed numerical models are validated by in situ or experimental data;

– the experimental setups are designed by common team reflection, and by the help of other
research centers of MINES Paris, I may mention the Center of Thermodynamics of Pro-
cesses (CTP);

– the transfer between laboratory and real applications is done by developing non-
dimensional approaches or by adopting some physical simplifications;

– different gases are included in the performed analyses (hydrogen, helium, and carbon
dioxide);

– research is conducted for different gas cycling scenarios in salt caverns (daily, weekly, and
monthly). However, emphasis is given to fast cycling to reply to the increasing energy
demands.

Each section of this work starts by a precise introduction that tackles the particular problem
presented, and terminates by a conclusion. A general review and perspectives are offered at the
end of this research.
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Chapter 1

Thermodynamics of continuous media

The main objective of this chapter is to construct comprehensive thermodynamic frameworks
for gas storage in salt caverns and multiphase compositional flows in porous media. Most
of physical problems related to earth science and engineering require the employment of ro-
bust numerical techniques (Chen, Huan, and Ma, 2006; Kolditz et al., 2012). While improving
the numerical methods is a vital topic, the mathematical and physical explanations behind the
used models need to be based on thermodynamics. Unlike modelling strategies based on anal-
ogy, thermodynamics helps give theoretical and consistent foundations to the used macroscopic
equations.

This work applies the principles of thermodynamics of irreversible processes to reply to
problems related to the underground exploitation by fluid circulation. Macroscopic thermo-
dynamic descriptions for such applications are explored since decades (Svendsen and Hutter,
1995; Rouabhi et al., 2017; Everett, 1975; Marle, 1982; Hassanizadeh and Gray, 1990). For its clar-
ity, this chapter is based on the work of Rouabhi (2019). An important benefit of this approach
is to avoid assuming specific processes at the microscale, only that the studied system is close
to equilibrium. This framework is sufficient to introduce macroscopic constitutive laws that
verify the second principle of thermodynamics. Physical assumptions can be also expanded to
include additional processes.

1.1 Introduction

Let us consider a fluid mixture of q constituents. The total mass of this mixture M occupying
a total volume V can be written as the sum of the constituent masses M = ∑Mk. Let U and
S be the internal energy and entropy of the material in V . If the studied system is closed, the
first law of thermodynamics (Gibbs relation) takes the form dU = −pdV + TdS . This relation is
valid for any infinitesimal transformation of the system, in which the mixture thermodynamic
pressure is p = −∂VU , and its absolute temperature is T = ∂SU . If a thermodynamic system
changes material with the surrounding, it becomes thermodynamically open which allows us
to write the previous law as dU = −pdV + TdS +∑ µkdMk, where µk is the chemical potential
of the k constituent in the mixture. All the quantities U , S , V , M are extensive and do not
depend on the size of the considered system. However, the partial derivatives of the internal
energy with respect to its variables are intensive quantities that depend on the system size.
By applying the Euler’s homogeneous function theorem to the Gibbs relation, it is found that
U = −pV + TS + ∑ µkMk. By introducing the specific free enthalpy G = U + pV − TS , it is
concluded that G = ∑ µkMk and dG = Vdp − SdT + ∑ µkdMk.

The homogeneous function theorem can be used as well to write the internal energy in
terms of its specific quantities u = −pν + Ts + ∑ ckµk, with ν = V/M, s = S/M, and
ck = Mk/M being the specific volume, the specific entropy, and the mass concentration of the
constituent k. By definition ∑ ck = 1 and only q − 1 concentrations are independent, therefore
c = (c1, c2, ..., cq−1). Equivalently, the specific free enthalpy is g = ∑ µkck. With some manipu-
lation, the Gibbs-Duhem relation is reached νdp − sdT − ∑ ckdµk = 0. This relation shows that
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when the extensive quantities S , V , Mk are fixed, the intensive quantities p, T, and µk become
dependent. Establishing a relation between an extensive quantity and its density is interesting.
For any extensive quantity, function of the thermodynamic state, Φ(p, T,M1, ...,Mq) = Mφ of
the specific density φ(p, T, c), it is written (Rouabhi, 2019),

φ(p, T, c) = ∑ ck φ̄k(p, T, c), (1.1)

with φ̄k(p, T, c) = ∂Mk Φ(p, T,M1, ...,Mq).

The first part of this section presents the thermodynamics framework of mixtures of
isotropic fluids. The second part discusses the thermodynamics framework of fluid circulation
in porous media.

1.2 Thermodynamics framework of mixtures of isotropic fluids

This work proposes a derivation of macroscopic equations for isotropic fluid flows in a contin-
uous medium. It is assumed that local equilibrium applies at an elemental volume (Kondepudi
and Prigogine, 2014). A mixture of isotropic fluid contains different phases. To construct ther-
modynamically compatible relations for any phase, the strategy adopted in this research intro-
duces its thermodynamic potential. Consequently, all remaining state functions can be derived
from this potential by using appropriate partial derivatives. For a thermodynamic state charac-
terized by the independent variables (p, T, ccc), the thermodynamic potential is the free enthalpy
g, other state functions derive as (Rouabhi et al., 2017),

ν = ∂pg, Cp = −T∂2
Tg, s = −∂Tg,

µq = g −
q−1

∑
j=1

cj∂cj g, µk ̸=q = µq + ∂ck g,
(1.2)

with Cp being the mixture heat capacity.
The behavior of the mixture is described by its mass density ρ = ∑ ckρk, its barycentric

velocity vvv = ∑ ckvvvk, its temperature T, and its constituent concentrations ck. The conservation
laws that govern the evolution of these fields are expressed macroscopically (Fer, 1971) by the
following field equations:

total mass conservation: ρ̇ + ρ∇∇∇ · vvv = 0; completed by,

k-component mass conservation: ρċk +∇∇∇ · (ρJJJk) = πk; ∀k = 1, . . . , q − 1,

momentum conservation: ρ v̇vv −∇∇∇ · σσσ = ρggg;

internal energy conservation: ρ u̇ +∇∇∇ ·ΨΨΨu = σσσ : ∇∇∇vvv + Qr;

entropy conservation: ρ ṡ +∇∇∇ · (ΨΨΨs/T) = (Qr + ϖ)/T;

(1.3)

where JJJk is the diffusive flux of constituent k, πk is the mass production rate of component
k per unit volume due to chemical reactions with the condition ∑ πk = 0, σσσ is the mixture
stress tensor, ggg is the gravitational acceleration vector, ΨΨΨu is the internal energy flux vector, Qr
is the heating source per unit volume, ΨΨΨs is the entropy flux vector, and ϖ is the volumetric
dissipation. For any physical quantity F (xxx, t), Ḟ = dF/dt = ∂tF + vvv · ∇∇∇F is the material
derivative of F following the motion of the mixture. The volumetric dissipation can be further
expressed as,

ϖ = (σσσ + pδδδ) : ∇∇∇vvv −ΨΨΨs · ∇∇∇T/T − ∑ πk µ̄k − ∑ ρJJJk · ∇∇∇µ̄k, (1.4)
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with µ̄k = µk − µq (µ̄q = 0), and,
ΨΨΨs = ΨΨΨu − ∑ ρµ̄kJJJk. (1.5)

The mathematical relation between the two energy flux vectors ΨΨΨs and ΨΨΨu is very important
to give a physical meaning to all the physical quantities presented in the fields of the system
1.3. For instance, in case of non-reacting components/no mass production and no diffusion
(πk = 0 and JJJk = 000), the system behaves as a closed system of a single phase component,
and we can simply write ΨΨΨu = ΨΨΨs = ψψψ, with ψψψ = −Λ∇∇∇T being the heat flux vector and Λ is
the mixture thermal conductivity (Fer, 1970). Furthermore, the volumetric dissipation becomes
ϖ = (σσσ + pδδδ) : ∇∇∇vvv −ψψψ ·∇∇∇T/T with irreversibilities related only to the presence of velocity and
temperature gradients.

Even-though this approach sounds straight forward in the case of a closed system, ensur-
ing a continuous production of entropy (ϖ ⩾ 0) becomes more complicated in the case of an
open system. In this case, it is convenient to partition the volumetric dissipation into separate
irreversibility sources (Rouabhi, 2019; Gelet, Loret, and Khalili, 2012a; Loret and Simões, 2017),
where each inequality (ϖn ⩾ 0) is demanded. The first two dissipation partitions are simple
and comparable to the case of a closed system. When the velocity field and the thermody-
namic state are homogeneous (∇∇∇vvv = 000, ∇∇∇T = 000, and ∇∇∇µ̄k = 000), the only irreversibility source
is attributed to chemical interactions between the constituents ϖ = ϖc = −∑ πkµ̄k. When
the thermodynamic state is only homogeneous (∇∇∇T = 000 and ∇∇∇µ̄k = 000) without any chemi-
cal interactions, the left irreversibility source is intrinsic and related to the viscous dissipation
ϖ = ϖi = (σσσ + pδδδ) : ∇∇∇vvv. However, if the velocity filed is homogeneous without any chemical
interactions between constituents (∇∇∇vvv = 000 and ∇∇∇µ̄k = 000), the volumetric dissipation of Eq.
1.4 becomes ϖ = −ΨΨΨs · ∇∇∇T/T − ∑ ρJJJk · ∇∇∇µ̄k. If we consider that the temperature variations
between constituents are attributed to pure heat conduction, then we may write,

ϖ = −ψψψ · ∇∇∇T/T︸ ︷︷ ︸
ϖψ

−∑ ρJJJk · ∇∇∇Tµ̄k︸ ︷︷ ︸
ϖJ

, (1.6)

where ∇∇∇T is the isothermal gradient operator. The introduction of this operator implies that the
diffusion velocities contribute to the conjugate heat flux between constituents. Knowing that
µ̄k = ∂ck g(p, T, ccc), it is concluded that:

ΨΨΨs = ψψψ +
q−1

∑
k=1

ρT∂ck s(p, T, ccc)JJJk;

ΨΨΨu = ψψψ +
q−1

∑
k=1

ρ∂ck h(p, T, ccc)JJJk,

(1.7)

with,
ϖ = ϖc + ϖi + ϖψ + ϖJ , restricted to, ϖc ≥ 0, ϖi ≥ 0, ϖψ ≥ 0, ϖJ ≥ 0, (1.8)

with these definitions in mind, the internal energy and entropy conservation equations become
equivalent. The mathematical problem is to be completed by initial and boundary conditions,
and by constitutive laws that relate the secondary unknowns {ζζζ, πk, ψψψ, JJJk} to the primary un-
knowns {vvv, ρ, T, ccc} while abiding to the second principle of thermodynamics.

The Fourier’s heat conduction has been defined earlier, it relates the heat flux vector to the
negative temperature gradient through the mixture thermal conductivity (ψψψ = −Λ∇∇∇T). The
diffusive flux can be written in terms of the diffusion velocity of the constituent JJJk = −Dk∇∇∇ck =
ck(vvvk − vvv), with Dk being the diffusion coefficient of the constituent k. The Stockes law is used
to calculate the stress tensor in the moving mixture undergoing external effects,

σσσ = ζζζ − p δδδ, with, ζζζ = 2µEEE d, (1.9)
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where µ is the mixture dynamic viscosity, and EEE d is the deviatoric part of the rate of strain tensor
EEE = (1/2)

(
∇∇∇vvv +∇∇∇vvvT). The deviatoric part is calculated as EEE d = EEE − (1/3) tr(EEE) δδδ. If the vol-

umetric dissipation is caused only by a deviatoric mechanism, then EEE d = (1/2)
(
∇∇∇vvv +∇∇∇vvvT)−

(1/3)(∇∇∇ · vvv) δδδ. Thus, the viscosity stress tensor is defined as,

ζζζ = µ
(
∇∇∇vvv +∇∇∇vvvT

)
− (2/3)µ(∇∇∇ · vvv) δδδ. (1.10)

1.3 Thermodynamics framework of multiphase compositional flows
in porous media

There are several thermodynamic approaches that treat multiphase compositional flows in
porous media. Generally, such approaches use the same strategy of developing a thermody-
namic description at the pore level, and subsequently derive the macroscopic description from
it. Linking properly the descriptions at the two levels is challenging. Though most studies use
the notion of a length scale to relate the two levels, this length scale appears independently in
porous media and continuum thermodynamics. In porous media, it is convenient to consider
that the length scale corresponds to the Representative Elementary Volume (REV) (Bear, 1972).
In the case of continuum thermodynamics, an elemental volume, that separates between uni-
form and non-uniform descriptions of the continuum, is used (Kondepudi and Prigogine, 2014).
These two scales can be defined differently depending on the structure of the porous medium
and the processes taking place inside it. Applying the thermodynamic principles to porous me-
dia involves using both length scales, and the way they relate has a considerable effect on the
developed macroscopic description.

A porous medium is composed primarily of a deformable solid skeleton in which different
fluid species circulate. Indeed, these fluids are composed of several immiscible phases. In this
research, the concept of a REV is used. At this macroscale level, it is assumed that the thermo-
dynamic quantities are uniform and that the porous medium is seen as a smooth continuum.
At each point of this continuum, the different parts of the porous medium are independently
at local equilibrium (or very close to it) and governed by their own equations of state (Gray
and Miller, 2014). Let us consider a REV that occupies at time t the domain δΩ(t) with volume
δV and mass δM. It can be attributed to each phase α in this domain an apparent density ρα

and a velocity vvvα. The elementary mass of this phase in δV is δMα = ραδV = ραnαδV with
nα = δVα/δV . Consequently, δM = ∑ δMα and ρ = ∑ ρα, with ρα = ραnα. Knowing that
each phase α is composed of qα constituents, it can be assigned to each constituent k a density
ρkα and a velocity vvvkα. Thus, it is written that ρα = ∑ ρkα and vvvα = ∑vvvkα. If the mass of the
k constituent in the phase α is δMkα, then ρkα = δMkα/δVα and ckα = δMkα/δMα = ρkα/ρα

being the mass concentration of the constituent k in the phase α. With these definitions in mind,
the conservation equations can be derived.

1.3.1 Conservation equations

The skeleton of the porous medium is considered deformable. For a solid particle initially at
the position xxx0, deformation brings the particle to its a new position xxx = xxx(xxx0, t) with velocity
vvvσ = ∂txxx. The evolution of the volume occupied by this particle through this position change
is defined through the transformation Jacobian J = δV/δV0. All conservation equations are
derived while taking the movement of the solid skeleton vvvσ as a reference. For any physical
quantity F (xxx, t), Ḟ = dF/dt = ∂tF + vvvσ · ∇∇∇F . For simplicity, in the coming descriptions the
following notation is used vvvσ = vvv. While the phase α is crossing through the elementary area
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δA with normal vector nnn, its mass flux is decomposed into two components,

ραvvvα · nnnδA = ραvvv · nnn δA︸ ︷︷ ︸
due to solid movement

+ ρα(vvvα − vvv) · nnn δA︸ ︷︷ ︸
due to reltive movement

, (1.11)

which leads to the definition of filtration velocity ωωωα = nα(vvvα − vvv) of the phase α in the porous
medium.

All the subsequent conservation laws are written in the Lagrangian form, i.e. with respect to
the reference configuration of the solid phase. A local thermal equilibrium is assumed between
all phases. The equation of mass conservation takes the form,

J̄ ṁα +∇∇∇ · (ρα ωωωα) = π̄α, with, mα = ραJ , (1.12)

while J̄ = 1/J , and π̄α being the total mass rate of all constituents exchanged through the
interfaces of the phase α. If we consider only the solid skeleton of the porous media, Eq. 1.12
becomes J̄ ṁσ = π̄σ. This indicates that the mass conservation of the solid phase is only verified
when there are no chemical reactions contributing to the creation of a solid matter. Equation 1.12
has to be completed with the mass conservation equation of the constituent k,

J̄ ṁα
k +∇∇∇ · (ραckα ωωωα + ραJJJα

k ) = πα
k + π̄α

k , with, mα
k = ckαmα, (1.13)

and that ∑
k

πα
k = 0 and π̄α = ∑

k
π̄α

k .

The momentum conservation equation in the Lagrangian form is expressed as,

∑(ραv̇vvα + π̄αvvvα) =∇∇∇ · σσσ + ρggg, with, σσσ = ∑σσσα, (1.14)

indicating that forces applied to the porous medium accelerate phase flow and mass convection
that results from constituent exchanges on boundaries.

At interfaces, the surface tension between two phases α and β contributes to the conservation
of momentum. According to Class, Helmig, and Bastian (2002), Forsyth and Simpson (2012),
and Rouabhi (2019), the following macroscopic relation can be used,

⟨p|α⟩Sαβ
− ⟨p|β⟩Sαβ

= ⟨±2Hαβ γαβ⟩Sαβ
, (1.15)

where Hαβ = ±(1/2)nnn · ∇∇∇s · (δδδ − nnn ⊗ nnn), the surface gradient operator ∇∇∇s is such that for any
function ϕ we get ∇∇∇sϕ = (δδδ − nnn ⊗ nnn) · ∇∇∇ϕ, and γαβ is the surface tension between the two
phases α and β. The numerical application of Eq. 1.15 is exhaustive. Usually the surface av-
eraged quantities are replaced by their volume averaged equivalents (⟨p⟩α and ⟨p⟩β) using a
heuristic analogy completed by empirical relations that take temperature and volume fractions
into consideration (Rouabhi, 2019).

The internal energy conservation equation is cast in the following form,

J̄ U̇+∇∇∇ ·
(

ΨΨΨu + ∑(ραuαδδδ − σσσα)ωωω
α
)
= Qr + σσσ : ∇∇∇vvv − ∑ ραωωωα · (v̇vvα − ggg), (1.16)

with σσσα = ⟨σσσ⟩α, U = ∑Uα = ∑ mαuα, ΨΨΨu = ∑ΨΨΨα
u, and Qr = ∑ Qα

r . The internal en-
ergy density U contained in the REV of the porous medium at time t can be expressed as

U =
∫

Ω(t)
ραuα dV =

∫
Ω(t=0)

U dV0.

While assuming local thermal equilibrium, the entropy conservation equation takes the
form,

J̄ Ṡ+∇∇∇ ·
(

ΨΨΨs/T + ∑ ραsαωωωα
)
= (Qr + ϖ)/T, (1.17)

with S = ∑ Sα = ∑ mαsα, ΨΨΨs = ∑ΨΨΨα
s , Qr = ∑ Qα

r , and ϖ = ∑ ϖα. The entropy density S
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contained in the REV of the porous medium at time t can be expressed as S =
∫

Ω(t)
ραsα dV =∫

Ω(t=0)
S dV0.

1.3.2 Constitutive laws

To verify the second principle of thermodynamics, a clear relation between the two fluxes (ΨΨΨu
and ΨΨΨs) needs to be established. The definition introduced in Sect. 1.2 can not be used directly
here due to complexities related to the thermodynamic state of the solid phase. If it is assumed
that the solid phase represents a closed system (JJJσ

k = 000 and π̄σ = 0), then the following expres-
sions are reached,

ΨΨΨα
s = ΨΨΨα

u − ∑ ραµ̄kαJJJα
k (α ̸= σ), and, ΨΨΨσ

s = ΨΨΨσ
u. (1.18)

If phases flow velocities are very small in the porous medium, viscous stresses can be ne-
glected and the following expression is obtained for phase stresses σσσα = −pαδδδ (α ̸= σ). The
macroscopic state variables are used as defined previously (Sect. 1.2), therefore the partial
derivatives of the free energy fα(να, T, cccα) give,

pα = −∂να fα(να, T, cccα), sα = −∂T fα(να, T, cccα), and, µ̄kα = ∂ckα
fα(να, T, cccα), (1.19)

with a rigorous assumption that mass is conserved for the α-phase. Even-though this assump-
tion is correct in the case of an isotropic fluid flow, it is not necessarily the case in porous media
(term π̄α of Eq. 1.12).

With these definitions in mind, the two energy equations can be combined to get the parti-
tions of the volumetric dissipation,

ϖ = ϖc + ϖi + ϖψ + ϖJ + ϖω, restricted to, ϖc ≥ 0, ϖi ≥ 0, ϖψ ≥ 0, ϖJ ≥ 0, ϖω ≥ 0.
(1.20)

This combination indicates that irreversibility sources are mostly due to chemical reac-
tions, volumetric intrinsic dissipation, thermal conduction, constituents diffusion in phases,
and phases transport with respect to the solid skeleton. These irreversibility sources can be
expressed mathematically as,

ϖc = − ⟲

∑ ∑ πα
k µ̄kα −

⟲

∑
(

π̄α
(
gα − ∑ ckαµ̄kα

)
+ ∑ π̄α

k µ̄kα

)
;

ϖi = J̄
(

TṠ− U̇+ J σσσ : ∇∇∇vvv +

⟲

∑ gαṁα +

⟲

∑ ∑ mαµ̄kα ċkα

)
;

ϖψ = −ψψψ · ∇∇∇T/T;

ϖJ = − ⟲

∑ ∑ ραJJJα
k · ∇∇∇Tµ̄kα, and;

ϖω = − ⟲

∑ ραωωωα ·
(
∇∇∇gα + sα∇∇∇T − ∑ µ̄kα∇∇∇ckα + v̇vvα − ggg

)
,

(1.21)

with ψψψ = ΨΨΨs +

⟲

∑ ∑ ραT∂Tµ̄kαJJJα
k and gα(pα, T, cccα) being the specific free enthalpy of the α-phase.

These volumetric dissipations can be used to derive the needed constitutive laws while en-
suring a continuous production of entropy (Eq. 1.20). The Fourier’s law of heat conduction is
adopted to ensure the positivity of ϖψ,

ψψψ = −ΛΛΛ · ∇∇∇T, (1.22)

with ΛΛΛ being the effective thermal conductivity tensor of the porous medium.
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The positivity of ϖω is ensured through the generalization of the Darcy’s law for every phase
α,

ωωωα = −
kkkα

µα
·
(
∇∇∇pα + ρα(v̇vv − ggg)

)
, (1.23)

with kkkα being the permeability tensor of the porous medium occupied by the α-phase, and µα is
the dynamic viscosity of the α-phase.

For a binary mixture, the positivity of ϖJ can be assured if the dissolved constituent has a
poor concentration that it does not affect the specific volume of the α-phase (∂cνα ≈ 0). Con-
sequently, a relation similar to the Fickian diffusion in binary mixtures can be used where the
reference velocity is the barycentric,

JJJ = −DDDα · ∇∇∇c, (1.24)

with DDDα being the diffusion coefficient of the constituent k in the α-phase.
The positivity of ϖc is assured by considering the case of two phases α and β that exchange

a single constituent k,
ϖc = π̄α

k (µkβ − µkα), (1.25)

indicating the difference between chemical potentials of this constituent in the two phases. By
introducing a coefficient ϱ

αβ
k ≥ 0 such that Eq. 1.25 is written as ϱ

αβ
k π̄α

k = µkβ −µkα, the positivity

of ϖc is ensured. When the two chemical potentials are equal ϱ
αβ
k = 0, a phase change without

volumetric dissipation takes place.
The positivity of the volumetric intrinsic dissipation ϖi is ensured through the development

of the solid skeleton state laws. If the solid skeleton deforms elastically, neglecting the volumet-
ric intrinsic dissipation ϖi = 0 leads us to the following definition,

Ġσ = ΠΠΠ : ∆̇∆∆ − SσṪ − ⟲

∑ nαJ ṗα, (1.26)

where the term ΠΠΠ : ∆̇∆∆ reflects the contribution of J σσσ : ∇∇∇vvv in Eq. 1.212. The symmetric Piola-
Kirchoff tensor is ΠΠΠ = J FFF−1σσσ FFF−T, the Cauchy Green tensor is ∆∆∆ = (FFFTFFF − δδδ)/2, with FFF being
the macroscopic transformation gradient of the solid skeleton. The free enthalpy of the solid
skeleton is Gσ = Fσ − ⟲

∑ nαJ pα, with Fσ = mσ fσ being the free energy density of the solid
skeleton.

A thermodynamic potential Gσ(∆∆∆, T, PPP) can be defined with the following set of indepen-
dent state variables (∆∆∆, T, PPP), with PPP = (pα, pβ, ..., pω) being the set of present fluid phase pres-
sures. Therefore, Eq. 1.26 should be satisfied for every variation of the thermodynamic state,

ΠΠΠ = ∂∆∆∆G
σ(∆∆∆, T, PPP), Sσ = −∂TG

σ(∆∆∆, T, PPP), nαJ = −∂pαG
σ(∆∆∆, T, PPP). (1.27)

The macroscopic state laws of the solid skeleton are defined through the two Eqs 1.19
and 1.27, that relate the state variables (να, T, cccα) and (∆∆∆, T, PPP) to their associate equivalents
(pα, sα, µ̄kα) and (ΠΠΠ, Sσ, nαJ ).

The heat equation (Eq. 1.17) can be written in an explicit form ready to be used in the
engineering applications. According to Rouabhi (2019), the heat equation of multiphase com-
positional flows in elastically deformable porous media is cast in the following form,

ρCpṪ +

⟲

∑
[(

ρσ

ρσ
0
(χχχ : κκκα − χnα)−

ρα

ρα
χpα

)
Tṗα +ωωωα ·

(
ραCpα∇∇∇T − χpαT∇∇∇p

)]
+

ρσ

ρσ
0

Tχχχ : Π̇ΠΠ = ϖω + Qr +∇∇∇ · (ΛΛΛ · ∇∇∇T)− ⟲

∑ ∑
(
π̄α

k h̄kα + πα
k ∂ckα

hα + ραJJJα
k · ∇∇∇(∂ckα

hα)
)
,

(1.28)
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with:

– ρσ
0 being the initial density of the solid skeleton;

– χχχ being the second order tensor of volumetric thermal expansion. It relates linearly the
increments of the strain tensor ∆∆∆ to any temperature increment at constant stresses and
phase pressures;

– ρCp = ρσCσ +

⟲

∑ ραCpα, where the heat capacity at constant stresses and fluid pressures
is Cσ = C∆ + (1/ρσ

0 )Tχχχ : HHH˜ : χχχ. Noting that C∆ is a scalar coefficient that corresponds
to a mass heat capacity at constant strains and phase pressures, and HHH˜ is the fourth order
elasticity tensor of Hooke that relates linearly the increments of the stress tensor ΠΠΠ to any
increment of the strain tensor ∆∆∆ at constant temperature and phase pressures (it is the
drained isothermal elasticity modulus);

– κκκα being the second order tensor of the hydro-mechanical coupling. It relates linearly the
increments of the stress tensor ΠΠΠ to any α-phase pressure increment at constant tempera-
ture, strains, and phase pressure pβ (β ̸= α);

– χnα being a scalar coefficient that relates linearly the increments of nαJ to any increment
of the temperature at constant strains and phase pressures;

– for any phase α, the specific entropy can be expressed in terms of the state variables
(pα, T, cccα),

ραTṡα = −ρα

ρα
Tχpα ṗα + ραCpαṪ + ∑ ραT(∂ckα

sα)ċcckα, (1.29)

from which the heat capacity of the α-phase at constant pressure and composition is
Cpα = T∂Tsα(pα, T, cccα), and the volumetric thermal expansion at constant pressure and
composition is χpα = −∂Tρα(pα, T, cccα)/ρα; and,

– h̄kα(pα, T, cccα) = hα + ∂ckα
hα − ∑ cjα∂cjα hα, with hα being the specific enthalpy of the α-

phase.

These coefficients, mostly of different tensorial nature, stem from the partial derivatives of
Gσ. This heat equation is derived while considering the solid skeleton as a closed thermody-
namic system (ṁσ = π̄σ = 0). The intrinsic volumetric dissipation is set equal to zero (ϖi = 0),
and the Fourier’s heat conduction law is adopted.

The final part of this chapter presents the Lagrangian derivatives of Eq. 1.27,

Π̇ΠΠ = HHH˜ : (∆̇∆∆ −χχχṪ) +

⟲

∑κκκα ṗα, Ṡσ = HHH˜ : χχχ : ∆̇∆∆ + ρσ
0 C∆Ṫ/T − ⟲

∑ χnα ṗα,

d
dt
(nαJ ) = κκκα : ∆̇∆∆ − χnαṪ +

⟲

∑ M̄αβ ṗβ,
(1.30)

with M̄αβ = 1/Mαβ being a scalar coefficient that linearly relates an increment of nαJ to an
increment of the pressure pβ of the phase β in any evolution at constant temperature, deforma-
tion and fluid pressures pγ (γ ̸= β). The coefficients Mαβ form the components of a symmetric
matrix.
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Chapter 2

Fluid circulation in porous media

The first part of this chapter addresses the technique of hydraulic fracturing for thermal recov-
ery form geothermal systems. Aspects related to thermal efficiency, impedance, and effect of
used geothermal fluids are briefly discussed. In the second part, hydraulic fracturing for appli-
cations related to oil an gas industry is presented, with a special emphasis on the non-diffusive
induced seismicity triggering fronts.

2.1 A continuum approach to simulate fluid circulation in hydrauli-
cally stimulated geothermal reservoirs

In the context of energy transition, thermal recovery from Hot Dry Rock (HDR) reservoirs is be-
coming an alternative to grey energies (Turcotte and Schubert, 2002; Bruel, 1995a; Bruel, 1995b).
Thermal extraction from geothermal systems is achieved by injecting cold fluids into deep reser-
voirs where the temperature gradient is favorable. The retrieved geothermal fluid is either used
directly for heating purposes, or indirectly in generating electricity. The economic viability of
the recovery process is controlled by crucial factors that include the evolution of the reservoir
pressure, of the effective stresses, and of the fluid losses (Bruel, 1995a; Bruel, 1995b). Permeabil-
ity changes and irreversible processes of thermo-mechanical nature may also play a significant
role in the overall behavior of the HDR reservoirs (Papanastasiou, 1999).

Modern geothermal projects are nowadays focusing on enhancing the permeability of the
reservoirs, the so-called Enhanced Geothermal Systems (EGS) (Jupe et al., 1995). Geothermal
fluids are injected with high flow rates that the assumption of a time-independent permeability
becomes improper. Extreme thermo-hydromechanical changes are expected to take place near
the injection well. Indeed, such abrupt changes cause fractures to evolve and to connect and
permeability to increase in a highly heterogeneous manner. The increase in HDR reservoir
permeability due to hydraulic fracturing is bound to affect the thermal recovery process.

Hydraulic fracturing has been used for years to enhance oil and gas recovery (Fjaer et al.,
2008). However, for heat recovery from geothermal reservoirs, a few key points should be
emphasized:

– thermal effects on the fracturing process are quantitatively significant. They typically
reduce the fracturing pressure by 50% or more;

– unlike simulations of drilling induced fractures, the length over which the permeability
should be enhanced encompasses several hundred meters. The initial heterogeneities due
to preexisting faults certainly attract and modify the enhancement that would develop in
an otherwise homogeneous formation. Re-activation of these faults alone is to be avoided
as the process would easily produce shortcuts and render the circulation paths inefficient.
Therefore, even if large-scale spatial heterogeneities are unavoidable, a significant portion
of the reservoir volume, where the fracture network can be considered homogeneous,
should be sought;
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– modeling of drilling induced fractures in petroleum engineering in a finite element con-
text insists on creating a few fractures, typically extending over a borehole diameter, from
existing singularities around the well based on numerically enhanced strain or pressure
fields and cohesive fracture tricks. Such an approach is not viable in a geothermal con-
text: indeed, as already indicated, a) the fracture network should be more homogeneously
spread; b) the length scale is orders of magnitude larger; and c) critically, the width of the
fractures is of capital importance for the permeability.

For these reasons, this study provides a continuum modelling approach for hydraulic frac-
turing in a thermo-hydromechanical framework. The Finite Element Method (FEM) is used,
and fractures and their spatial evolutions are translated into spatial permeability evolutions.

2.1.1 Hydraulic fracturing in a thermo-hydromechanical framework

Hydraulic fracturing is addressed in a thermo-hydromechanical framework. As a key ingredi-
ent to this framework, a simple Hydraulic Fracturing Model (HFM) based on an opening mode
of fracture evolution (Mode I), is used in a first step. The model is next modified to account for
the influence of the deviatoric stress. At any time and any geometrical point, the state of fracture
is embodied in a fabric that includes both the actual fracture length and actual fracture width
in all directions of space. The local current anisotropic permeability tensor, which describes
the evolving permeability of the fractured medium, is obtained by directional integration of the
updated fracture fabric.

The fracture model is used to simulate circulation tests between an injection well and two
production wells in a simplified geometrical setting. Field data from several references are col-
lected to validate the numerical simulations. The effect of hydraulic fracturing on the designing
characteristics of HDR reservoirs, primarily impedance and efficiency, is discussed based on
the simulations (Grecksch et al., 2003; Jupe et al., 1995). The field record of the Soultz-sous-
Forêts geothermal site presented in Bruel (1995b) indicates that hydraulic fracturing affects sig-
nificantly the efficiency of the thermal extraction process. However, a minimal size of HDR
reservoirs is required to ensure efficient thermal extraction and long-term low impedance (Jupe
et al., 1995).

This section aims at studying the effect of hydraulic fracturing on the impedance and ef-
ficiency of HDR reservoirs using finite element simulations which are correlated to field data
when available. It also discusses the effect of temperature change on the viscosity of geothermal
fluids, and the subsequent implications on the hydraulic fracturing process and the resulting
impedance and efficiency. The fracturing models, with and without a temperature-dependent
viscosity, are implemented in a domestic Fortran 90 finite element code and the simulations, for
the same reservoir, are systematically compared. Some designing considerations, in terms of
injection pressure or flow rate, are included as well as issues pertaining to the stability of the
wellbores.

2.1.1.1 Thermo-hydromechanical framework

The thermodynamics framework of this section features a single-phase single-constituent fluid
seeping through an elastically deformed porous medium. Even-though the characteristic time
of heat diffusion in the rock matrix is significantly larger than the characteristic time of heat
propagation by convection in the fractures, the present study assumes Local Thermal Equi-
librium (LTE). The mechanical response of a poroelastic medium undergoing thermal changes
while in LTE is governed by two constitutive equations. The Biot’s effective stress tensor of
the mixture σσσ + κδδδ expresses in terms of the strain tensor εεε and the temperature departure
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θ = T − T0 with respect to a reference T0 as (McTigue, 1986),

σσσ + κpδδδ = 2Gεεε +
2Gν

1 − 2ν
tr(εεε)δδδ − Kχpσθδδδ, (2.1)

where σσσ is the total stress tensor, p is the pore fluid pressure, tr(εεε)δδδ is the volumetric strain, G
is the shear modulus, ν is the drained Poisson’s ratio, κ = 1 − K/Kσ is the Biot’s coefficient,
K is the drained bulk modulus, Kσ is the bulk modulus of the solid constituent, and χpσ is
the volumetric thermal expansion coefficient of the solid. Sign convention is that compressive
stresses and strains are negative.

The change of the fluid mass content,

m̃ = κtr(εεε) +
p
M

− χpθ, (2.2)

involves mechanical, fluid, and thermal contributions, with coefficients,

1
M

=
κ

Kσ
+ nλ

( 1
Kλ

− 1
Kσ

)
, (2.3)

and χ̄p = κχpσ + nλ(χpλ − χpσ), that features the volumetric thermal expansion coefficient of
the fluid χpλ, the bulk modulus of the fluid Kλ, and the reference porosity of the porous medium
nλ (porous volume is full of the single phase fluid, hence nσ = 1 − nλ). The subscripts σ and λ
refer to the solid and fluid phases respectively.

Two additional constitutive equations are needed to define the transport of fluid and transfer
of heat. The first equation features the Darcy’s law, that describes the seepage of the fluid
through the porous medium. It relates the apparent fluid flux relative to the solid skeleton ωωω to
the effective pressure gradient ∇∇∇p − ρλggg,

ωωω = qqq = nλ(vvvλ − vvv) = −
kkk
µ
· (∇∇∇p − ρλggg), (2.4)

where kkk is the permeability tensor of the mixture, µ is the fluid dynamic viscosity, ρλ is the
intrinsic fluid density, and ggg = g eee with g being the gravitational acceleration and eee the unit
vertical vector directed downwards. According to Fourier’s law of heat conduction, the heat
flux ψψψ is aligned with the negative of the temperature gradient ∇∇∇θ,

ψψψ = −Λ∇∇∇θ, (2.5)

since the porous medium is in local thermal equilibrium, the effective thermal conductivity
Λ = nσΛσ + nλ Λλ is obtained by volume averaging over the species. Though this analysis
focuses on the evolving anisotropy of the permeability tensor, it is convenient to consider an
isotropic thermal conductivity of the solid.

The displacement vector, pore pressure, and temperature satisfy three field equations:

balance of momentum of the whole mixture : ∇∇∇ · σσσ + ρggg = 000;

balance of mass of the fluid : ∇∇∇ · qqq +
∂m̃
∂t

= 0;

balance of energy of the whole mixture : ∇∇∇ ·ψψψ + ρCv
∂θ

∂t
+ ρλCpλqqq · ∇∇∇θ = 0.

(2.6)

Here ρ = nσρσ + nλρλ is the mass density of the mixture. The heat storage contribution is
expressed in terms of the volumetric isochoric heat capacity of the mixture, ρCv = nσρσCvσ +



14 Chapter 2. Fluid circulation in porous media

nλρλCvλ, which is obtained by volume averaging over the species. The energy equation de-
scribes heat convection due to fluid seepage through the solid skeleton introduced by the iso-
baric heat capacity of the fluid ρλCpλ = ρλCvλ + Kλχ2

pλT. The convective term can by no means
be neglected in the context of geothermal reservoirs. Therefore, the equation of balance of en-
ergy can not be decoupled from the system of equations and solved independently. This thermo-
hydromechanical framework is integrated into a Fortran 90 domestic finite element code. All
details of matrices development, combination, and solving by several time integration schemes
are documented in AbuAisha (2014) and AbuAisha, Loret, and Eaton (2016).

2.1.1.2 Mode I hydraulic fracturing model

This section provides the basic elements for a fracturing model (HFM) which is capable
of ensuring a directionally stable mode I of fracture evolution in a fully coupled thermo-
hydromechanical framework. Let us consider a group of penny-shaped fractures of average
length ℓ and arbitrary normal direction nnn in the horizontal plane (x, y) around a borehole. If
the borehole pressure is gradually increased to a point the normal effective stress σ′

n = nnn · σσσ′ · nnn
(at the fracture tip) becomes tensile and exceeds the limit of material tensile strength, the group
of fractures starts propagating and consequently the average aperture increases. To track the
evolution of the average length ℓ of a group of fractures in direction nnn, a simple criterion is
proposed,

F(σ′
n, ℓ) = f (ℓ) σ′

n

√
πℓ− KIc = 0, (2.7)

where KIc is mode I fracture toughness of the rock, f (ℓ) is a positive scalar valued function
which controls the stability of fracture propagation (Shao, Zhou, and Chau, 2005),

f (ℓ) = η


ℓ f

ℓ
, ℓ < ℓ f ;

1, ℓ ≥ ℓ f ,
(2.8)

with ℓ f denoting the critical fracture length for accelerated coalescence of fractures. In this
study fracture healing or macroscopic damage are not considered and fracture length cannot
grow beyond ℓ f . The parameter η is the fracture growth stabilizing parameter. While ℓ < ℓ f
fractures begin to propagate reflecting the relaxation of local tensile stresses as fractures grow
away from zone of stress concentration. For ℓ ≥ ℓ f , the function f (ℓ) reaches an asymptotic
value as fractures coalesce and damage localizes. Based on physical considerations, authors
like Klimczak et al. (2010) and Shao, Zhou, and Chau (2005) and Papanastasiou and Thiercelin
(1993) have related the fracture aperture to fracture face mismatch and local grain matrix inter-
action during fracture growth. Here, the fracture aperture w is taken as an increasing power
function of the fracture length ℓ, i.e. w(m) = 0.0002 ℓ0.25 (m) (AbuAisha, Loret, and Eaton, 2016).

The philosophy of integrating this fracture model into the developed thermo-
hydromechanical framework starts by assuming that the reservoir has preexisting fractures
distributed homogeneously over its volume. Once fluid injection starts, the state of effective
stresses on each fracture group changes. Each Gauss point of the finite element mesh can be
seen as a borehole1 surrounded by fractures in all possible directions (Fig. 2.1). Solving for the
thermo-hydromechanical framework gives the effective stresses at each Gauss point which can
be substituted into the fracture criterion (Eq. 2.7) to get the updated length and aperture.

Knowing the fracture length ℓ(nnn) and aperture w
(
ℓ(nnn)

)
in the arbitrary direction nnn, the

local velocity field is calculated by implementing the Navier-Stokes equation for laminar flow
between two parallel plates. The anisotropic permeability tensor, which is provided by the

1The radius of the borehole is assumed very small compared to the dimensions of the Boundary Value Problem
(BVP).
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FIGURE 2.1: Integrating the fracturing model into the thermo-hydromechanical frame-
work. Each Gauss point is seen as a borehole surrounded by preexisting fractures in all

possible space directions.

fractures, is calculated by averaging the individual Poiseuille flows over all the directions of the
space, i.e. by integrating over the unit sphere S ,

kkkc =
1
48

N
V

∫
S

C(ℓ(nnn))w
(
ℓ(nnn)

)3
ℓ(n)2 (δδδ − nnn ⊗ nnn) dA(nnn), (2.9)

where N/V is the fracture density (number of fractures N in the volume V). The connectivity
function C(nnn),

C(ℓ(nnn)) = cc
ℓ(nnn)− ℓ0

ℓ f − ℓ0
, (2.10)

indicates that connection between fractures increases as they grow in size from the initial length
ℓ0 to the final length ℓ f , with cc being a material constant. The overall permeability tensor of the
fractured medium is composed of two parts: the initial permeability tensor denoted by kkk0 due
to the initial porosity, and the fracture induced permeability tensor denoted by kkkc. The flows
in the two cavities are assumed to take place in parallel and the total permeability tensor is
obtained by summation kkk = kkk0 + kkkc.

The method is numerically demanding that it requires an important spatial discretization to
get a sufficient number of the vectors nnn to ensure a smooth evolution of the directional quan-
tities. Figure 2.2 shows how the directional evolution of a fracture length is traced by spatial
discretization.

Fractures are assumed to be penny-shaped and their lengths can grow in the three dimen-
sions following the stress state evolution at each Gauss point.

2.1.1.3 Fracture initiation and wellbore stability

Once injection into the reservoir starts, the wellbore pressure increases and the rock formation
cools down leading to more tensile effective stresses on the fractures. Knowing the initial geo-
static conditions of the reservoir, the wellbore excess pressure needed to start hydraulic fractur-
ing can be calculated. For a vertical borehole penetrating a rock formation with homogeneous
and isotropic elastic and transport properties, the excess borehole pressure pHF

b − pr to start
fracturing parallel to the major principal stress depends on the presence of a mud cake and
on the range of formation permeability (Fjaer et al., 2008). If a mud cake is present or if the
formation is impermeable (permeability < 10−18 m2),

pHF
b − pr = −3σh + σH − pr +

E
1 − ν

χpσ

3
θ + σT, (2.11)
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FIGURE 2.2: Directional evolution of a penny-shaped fracture length. The figure shows
how space needs to be discretized to trace a smooth evolution of the directional quantities.

while if the rock formation is permeable/without a mud cake (permeability > 10−18 m2),

pHF
b − pr = (1 − ν)

[
− 3σh + σH − pr +

E
1 − ν

χpσ

3
θ + σT

]
+ ν pr, (2.12)

where σH and σh are the maximum and minimum horizontal far-field stresses, pr is the reservoir
pressure just behind the wall of the borehole, E > 0 is the drained elastic modulus of the
rock formation , σT > 0 its tensile strength, and θ its change of temperature after injecting the
geothermal fluid. As expected, large longitudinal geological stress σH, formation pressure, and
cooling ease fracturing. Meanwhile, large transversal confinement σh and high tensile strength
hinder fracturing. The value of the excess pore pressure is used to parameterize the HFM,
namely to calculate the stabilization parameter η (Eq. 2.8) so that hydraulic fracturing in the
numerical model starts at this particular value of pHF

b − pr.

The other modelling aspect that needs to be considered concerns the stability of boreholes
against shear failure. Shear failure of a borehole may be reached if the deviation of effective
stresses around the borehole, due to the change in pore fluid pressure and temperature between
the borehole and the formation, exceeds the failure criterion of the rock. To safeguard against
this event, the borehole pressure pb should not be lower than the minimum of these two values
(Fjaer et al., 2008):

pmin
b − pr = −3 σH − σh + 2 pr + σC

1 + tan2 β
+

1
1 + tan2 β

E
1 − ν

χpσ

3
θ; (2.13)

and,

pmin
b − pr = −σv + 2 ν(σH − σh) + pr + σC

tan2 β
+

1
tan2 β

E
1 − ν

χpσ

3
θ, (2.14)

where σC is the compressive strength of the rock formation, σv is the vertical geostatic stress, ϑ is
the angle of friction of the rock formation, and the angle β = π/4 + ϑ/2 indicates the direction
of the failure plane with respect to the maximum stress direction.

2.1.2 Stimulation tests: In situ results and simulations

This section presents numerical results for simulating heat extraction from the HDR reservoir
of Soultz-sous-Forêts. It starts by validating the numerical approach by performing short time
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simulations. Subsequently, simulations are conducted over the reservoir lifetime where the
thermal recovery from the natural and the enhanced reservoir are compared systematically.

2.1.2.1 Stimulation tests of the Soultz-sous-Forêts HDR reservoir

A stimulation test of the well GPK1 (Fig. 2.4), between 2800 m and 3500 m, was conducted in
1993 at the Soultz-sous-Forêts HDR reservoir. Pressurized fluid led to fracture evolution which
generated microseismic events. The works of Bruel (1995b) and Jupe et al. (1995) have fairly
addressed this stimulation test and are used as a guiding reference for simulations.

This section is devoted to define the material data pertaining to the reservoir, the finite el-
ement mesh, and the initial and boundary conditions. In Sect. 2.1.2.2, the field flow history at
the well GPK1 during a stimulation test for 17 days is simulated using the HFM implemented
in the domestic finite element code, where injection is controlled by fluid volume (Fig. 2.3(a)).
The time window of the simulations is next extended in Sect. 2.1.2.3 to study the permeability
enhancement of the whole reservoir, where injection is controlled by fluid pressure (Fig. 2.3(b)).
The effect of hydraulic fracturing on the reservoir impedance and efficiency is later highlighted.
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FIGURE 2.3: Two injection scenarios at the well GPK1: (a) the short period scenario is
used here to validate the numerical model (Bruel, 1995b); (b) the injection scenario over the

reservoir lifetime is purely numerical to serve the purpose of this research.

Based on the locations of the seismic events presented in Bruel (1995b) and on the geometri-
cal information provided by Baumgärtner et al. (1996), the fractured zone to be stimulated (Fig.
2.4) lies at a depth that ranges between 2.8 to 2.9 km and has dimensions of 1 km and 400 m
around the well GPK1 with N170 Azimuth and W70 Dip. The second well GPK2 is drilled 500 m
away from GPK1 and in the direction of fracture evolution signaled by the seismic events. The
initial pressure p0 = 28.5 MPa, the initial temperature T0 = 155 ◦C, and the geostatic stresses
with the vertical stress being equal to the maximum horizontal stress, correspond to a typical
depth of 2.85 km (Bruel, 1995b; Evans et al., 2009). The fluid is injected at T = 50 ◦C while the
temperature at the outlet production well GPK2 is sought.

A mesh of 800 elements, 40 elements in x-direction and 20 elements in y-direction, is used
to perform the simulations. The mesh is refined close to the inlet during the stimulation test of
17 days, otherwise, it is uniformly spread over the volume. Due to symmetry, only a quarter of
the reservoir is modeled.

Table 2.1 summarizes the mechanical, the hydraulic, and thermal boundary conditions used
in the stimulation process. The hydraulic boundary conditions are further discussed in Sect.
2.1.2.2. As for thermal insulation at the boundaries of the mesh, several studies (Jiang, Luo, and
Chen, 2013; Gelet, Loret, and Khalili, 2013) have found that conductive heat contribution of the
rock formation, external to a reservoir domain, is secondary for most of its lifetime.
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FIGURE 2.4: Schematic representation of the numerical model that is used to simulate the
hydraulic fracturing tests at the HDR reservoir of Soultz-sous-Forêts. Boundary and initial

conditions are displayed on the graph.

TABLE 2.1: Boundary conditions for the stimulation tests at Soultz-sous-Forêts: l=left,
r=right, o=outer, and i=inner boundaries of Figure 2.4.

Type Boundary Condition
Displacements l No horizontal displacement

i No vertical displacement
r and o Calculated based on the stresses applied

Fluid flow l, i Impermeable
r and o Impermeable (scheme 1)/permeable (scheme 2)
Injection well Fluid flux or pressure (Fig. 2.3)
Production well Pore fluid pressure (p = p0 − 1 MPa)

Heat flow l, i, r and o Thermally insulated
Injection well T = 50 ◦C
Production well Temperature is sought

The thermo-poroelastic properties of Soultz-sous-Forêts reservoir, shown in Table 2.2, are
typical for the reservoir rock as reported by Evans et al. (2009).

TABLE 2.2: Material properties of Soultz-sous-Forêts HDR reservoir.

Property Value Unit
Drained Young’s modulus E 54 GPa
Drained Poisson’s ratio ν 0.25 -
Bulk modulus of solid grains Kσ 50 GPa
Bulk modulus of fluid Kλ 2.2 GPa
Dynamic viscosity of the fluid µ 3 × 10−4 Pa×s
Initial porosity nλ 0.1003 -
Initial permeability† k0 2.85 × 10−14 m2

Solid thermal conductivity Λσ 2.49 W/m/K
Fluid thermal conductivity Λλ 0.6 W/m/K
Solid heat capacity at constant volume Cvσ 1000 J/kg/K
Fluid heat capacity at constant volume Cvλ 4200 J/kg/K
Density of solid ρσ 2910 kg/m3

Volumetric thermal expansion of the solid χpσ 7.5 × 10−6 K−1

Volumetric thermal expansion of the fluid χpλ 1 × 10−3 K−1

The initial permeability† k0 has been back-calculated from figure 5 of Bruel (1995b) by con-
sidering that the enhanced permeability of the reservoir has an order of magnitude of ∼10−11

m2 (Evans et al., 2009). Material properties required by the HFM are listed in Table 2.3.
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TABLE 2.3: Information required by the HFM to perform hydraulic stimulation

Type Parameter Value Unit Reference
Fracture Initial length of fractures ℓ0 0.25 m Evans et al. (2009)

Final length of fractures ℓ f 0.80 m estimated
Toughness KIc 1.87 MPa

√
m Atkinson (1991)

Fracture stabilizing parameter η 0.2 - calculated
Fracture density 10−6 1/m3 Bruel (1995b)

Flow Connectivity coefficient cc 0.0001 - calculated/parametrized

The excess borehole pressure pHF
b − pr needed to start the fracturing process is provided

by Eq. 2.12 since the initial permeability of the reservoir k0 is larger than 10−18 m2. The rock
tensile strength σT is taken equal to 10% of rock compressive strength σC = 130 MPa (Evans et al.
(2009)). For a temperature change θ of -105 ◦C, the resulting casing shoe pressure at the injection
well GPK1 should be around 39.15 MPa. This value is close to the actual pressure (around 40
MPa) implemented at Soultz-sous-Forêts to start hydraulic fracturing during the field tests at
a depth of 2.85 km (Bruel, 1995b). Henceforth, the threshold of hydraulic fracturing is chosen
to be as in the field, namely 40 MPa. It is of interest to observe that the thermal cooling eases
considerably the hydraulic fracturing process. Indeed in the absence of thermal contribution,
the borehole pressure required to start fracturing would be equal to 54.3 MPa.

The stabilizing parameter η is now determined by Eq. 2.7 knowing the effective normal
stress σ′

n in the direction of the maximum far-field stress, the threshold of hydraulic fracturing,
and the material properties of Table 2.3. The connectivity coefficient cc is chosen so that it leads
to an enhanced permeability of ∼10−11 m2 in agreement with Evans et al. (2009). In the absence
of definite data, the length of fractures ℓ f at which connectivity between fractures is complete
is estimated to be a multiple of the initial fracture length ℓ0.

Equations (2.13) and (2.14) provide the minimum borehole pressures that need to be applied
to ensure the stability of the wellbore against shear failure. The friction angle ϑ of granite at 5
km depth is estimated to 42◦ (Cornet, Bérard, and Bourouis, 2007). For a failure angle β =
π/4 + ϑ/2 ≃ 66◦, the minimum value of borehole pressure required to cause shear failure is
25.5 MPa by Eq. 2.13 and 12 MPa by Eq. 2.14. Since the borehole pressure is definitely larger
than the initial reservoir pressure of 28.5 MPa during the fracturing process, the borehole GPK1
is not likely to fail in shear but rather in tension due to hydraulic fracturing.

2.1.2.2 Short period stimulation test: Numerical validation

The Boundary Value Problem (BVP) (Fig. 2.4) is stimulated by the HFM. The results of simu-
lations are correlated to the flow logging injection tests performed at the well GPK1 of Soultz-
sous-Forêts HDR reservoir. The most important level of the stimulation process is located at 2.85
km and absorbs about 60% of the injected fluid (Bruel, 1995b). The field test was performed by
pumping geothermal fluid into the well GPK1 gradually until a total flow rate2 of 40 l/s was
reached at day 17. The in situ pressure curve at the injection well showed a non-linear behavior
announcing the existence of turbulent flow (Grecksch et al., 2003).

Figure 2.3(a) shows the applied flow rate history at the well GPK1 as suggested by Bruel
(1995b) and as applied in the simulations. The hydraulic boundaries are either impermeable
(scheme 1) or permeable (scheme 2). Figure 2.5 displays the responses obtained by the numeri-
cal simulation and the in situ data for a period of 17 days.

When the reservoir is assumed impermeable at the outer and right boundaries (first scheme),
the geothermal system reaches a pressure of 137 MPa at a flow rate 20 l/s with a plateau an-
nouncing the presence of extreme turbulent flow near the well GPK1 (Fig. 2.5(a)). This pressure
value of 137 MPa is 3.5 times higher than the hydraulic fracturing pressure (40 MPa). However,

2The flow loss is approximately equal to 40%: the effective flow absorbed by the reservoir volume is about 60%
of the total injected flow, i.e. 24 l/s. The value of 20 l/s used in the simulations is after Bruel (1995b).
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FIGURE 2.5: Injection pressure at the well GPK1 during the 1993 field injection test at
Soultz-sous-Forêts. Comparison between the in situ data (Bruel, 1995b) and the response

of the numerical model with (a) impermeable and (b) permeable boundaries.

when the outer and right boundaries of the reservoir are assumed permeable (second scheme),
the geothermal system reaches the pressure of hydraulic fracturing at a flow rate of 20 l/s almost
as applied in field. The numerical response in Fig. 2.5(b) is no longer showing an asymptotic
plateau as the fluid turbulence is greatly eliminated when the outer and right boundaries are
assumed permeable, i.e. smoother flow is achieved within the reservoir. As a conclusion to this
section, the HFM is verified against field data and only permeable boundaries (scheme 2) are
considered in next long term simulations as injection is controlled by fluid pressure (Fig. 2.3(b)).

2.1.2.3 Reservoir lifetime stimulation test: Impedance and efficiency of thermal recovery

While Sect. 2.1.2.2 presented the results of a short period stimulation test, the permeability
enhancement over the whole reservoir is now addressed. The effects of the hydraulic fracturing
process on the reservoir impedance and efficiency of thermal recovery are considered during
the lifetime of the reservoir. In order to highlight the qualitative and quantitative effects of
hydraulic fracturing, tests are run both with and without activating the HFM in the simulations.

Unlike the previous section, injection is now controlled by fluid pressure: pumping starts
with 34.5 MPa and reaches 35.9 MPa at year 1. Thereafter, it continues to increase linearly but
with a lower rate to reach a value of 40 MPa after 20 years of injection (Fig. 2.3(b)). Hydraulic
fluxes are set to vanish on the model four boundaries. Convection of heat is treated a priori using
the SUPG method. However, some stubborn numerical noises at the injection and production
wells still require more attention (Sect. 2.1.5).

Simulations without hydraulic fracturing

The results of circulation tests in the natural/unenhanced reservoir are commented below for 5
and 10 years of simulations. Figure 2.6 shows that the pore pressure establishes in early times, in
a matter of days. Therefore its contours are not showing any significant changes at subsequent
times.

The fractured zone cools in x- and y-directions due to the strong fluid pressure gradients
spreading all over the reservoir volume (Figs 2.7 and 2.8). These strong pressure gradients, par-
ticularly near the injection well, accompanied by thermal tensile stresses resulting from cooling
help propagating and opening fractures.

Figures 2.9 and 2.10 show the contours of the effective horizontal stresses in x- and y-
directions. The reservoir is relaxing faster in y-direction than in x-direction: the pace at which
the stress σ′

yy returns to its geostatic value is faster than the stress σ′
xx. This effect is due to
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FIGURE 2.6: Contours of the unenhanced reservoir pore pressure at two times: (a) 5 years;
and (b) 10 years. Contours are not showing any significant changes due to the fast hy-

draulic diffusion, in a matter of days.
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FIGURE 2.8: Contours of the unenhanced reservoir temperature at two times: (a) 5 years;
and (b) 10 years.

the geologic far-field stress state which imposes smaller stresses on the outer boundary of the
reservoir in the y-direction. Indeed, as expected, hydraulic fracturing is going to enhance the
permeability of the HDR reservoir following the direction of the maximum far-field stress.
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FIGURE 2.10: Contours of the unenhanced reservoir transversal effective stress σ′
yy at two

times: (a) 5 years; and (b) 10 years.

The impedance Z , defined as the ratio of the pressure differential between the injection and
production wells required to ensure the produced flow rate Q,

Z =
pinj − ppro

Q
, (2.15)

is an important overall characteristic of a reservoir. The vertical section of the well GPK1, over
which flow is taking place, is approximately 550 m extending to about 3.3 km and the radius of
the well at such a depth is 15 cm (Baria et al., 2000; Bruel, 1995b). Therefore, the flow takes place
over an area of ∼518 m2. Assuming no leak off, the impedance of the unenhanced reservoir
is obtained from the computed flux-pressure relation at the injection well GPK1 (Fig. 2.11(a)) .
The time course of the injection pressure is displayed in Fig. 2.3(b) and the production pressure
is maintained at p = p0 − 1 = 27.5 MPa.

Impedance is seen to be virtually constant in time and greater than 1000 MPa/(m3/s) (Fig.
2.11(b)). Such a large impedance indicates an inefficient operation where the power pumped
through the reservoir exceeds a substantial fraction of the power produced by the reservoir
(Murphy et al., 1999).
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Simulations with hydraulic fracturing

If hydraulic fracturing is activated in the simulations, fractures are evolving in the direction of
the maximum far-field stress (along the x-axis) causing the longitudinal permeability to reach
its maximum value up to distances of ≃80 m in y-direction and ≃240 m in x-direction. The
permeability contours for the enhanced HDR reservoir after 1 year of pumping at the GPK1
well are shown in Fig. 2.12. The results of these simulations are in a good agreement with
the micro-seismic events diagram presented in Bruel (1995b) announcing the propagation of
hydraulic front and fracture coalescence.
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FIGURE 2.12: Contours of longitudinal permeability component kxx after 1 year of pump-
ing.

Figure 2.13 shows the projection of the contours of kxx/kyy in the x-y plane with some points
(A, B, C, and D) where the evolution of fracture radii is studied. The degree of anisotropy
between the longitudinal and the transversal permeability components remains in the range
kxx/kyy ∈ [2.5, 0.4] as documented by Schulze, Popp, and Kern (2001a).

Figure 2.14 shows the directional evolution of the fracture radius after 1 year of hydraulic
fracturing at points A and D of Fig. 2.13. Point A represents a position very close to the injection
well where the components of the permeability tensor increase rapidly and almost equally, nev-
ertheless, with a little preference in the direction of the far-field longitudinal stress θ = 90◦ and
kxx/kyy = 1.05. Point D is far away from the region of hydraulic enhancement and no change
of the fracture radius is observed ℓ = ℓ0 = 25 cm.

Figure 2.15 shows the directional evolution of fracture radii at points B and C. At point C,
fractures evolve strongly in the longitudinal direction and slightly in the transversal direction
kxx/kyy = 1.7. Meanwhile, a slighter evolution of fractures in the longitudinal direction is
observed at point B which gives kxx/kyy = 1.6.
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Figure 2.16 shows the evolution of the longitudinal permeability component kxx at the injec-
tion well GPK1 during the hydraulic enhancement. The permeability evolution at the injection
well happens very rapidly. This is due to modeling hydraulic fracturing while considering only
mode I of fracture propagation.

The experimental work of Papanastasiou (1999) has proven that for every geothermal sys-
tem there exists an optimum injection schedule (injection pressure and duration). Any further
increase in stimulation effort, i.e. stimulation time for a given stimulation pressure, does not
provide additional permeability enhancement. The injection pressure schedule (Fig. 2.3(b)) is
sufficient to enhance the reservoir permeability (Fig. 2.12) up to one year. The subsequent in-
crease in stimulation pressure over time did not enhance the reservoir permeability any more.
The point N, indicated in Fig. 2.16, announces the end of hydraulic enhancement/fracturing,
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i.e. t = 1 year.
Preferential cooling following the new paths of the enhanced permeability is thus expected:

heat convection is dominant in the direction of the major far-field stress (direction of fracture
evolution, Fig. 2.17). The numerical oscillations observed in temperature contours near the
production well are related to stabilization of heat convection as fluid fluxes converge leading
to high pore fluid velocity. The Subgrid Scale method (SGS) and the Discontinuity Capturing
Method (DCM) have been seen to be more efficient in curing such numerical noises than the
SUPG method (Sect. 2.1.5).
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and (b) 10 years. Convection of heat is dominant in the direction of fracture evolution.

The velocity field at year 1 of hydraulic enhancement (Fig. 2.18) shows larger pore fluid
velocity in the zone of active hydraulic enhancement, i.e. ∼2.75×10−5 m/s against ∼0.62×10−5

m/s in other regions.
The contours of pore fluid pressure at years 5 and 10 are shown in Fig. 2.19. The tremendous

fast increase in the permeability in the zone of active enhancement makes the changes in pore
fluid pressure quite small (kind of leveled up surfaces) in this zone as compared to the situation
of unenhanced HDR reservoir (Fig. 2.6). This behavior of pressure distributions/contours was
also observed by Lee and Ghassemi (2010) and Lee and Ghassemi (2011) for two-dimensional
and three-dimensional BVPs.

The contours of the longitudinal and transversal effective stresses (Figs. 2.20 and 2.21) are
following the preferential cooling derived by the hydraulic fracturing process. Compressive
stresses are mitigated in the cooled regions as the reservoir is constrained to some degree on the
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boundaries of symmetry. The created new highly-permeable paths take most of the fluid flow
in the direction of the maximum far-field stress causing increased compressive stresses near the
outer boundary of the HDR reservoir. Thus, at the outer boundary, fractures are most likely
closing and permeability is decreasing, unless shear dilatation copes for the reduction in the
fracture aperture (Chen, Zhou, and Sheng, 2007).

The jump between the two points M and N in Fig. 2.22(a) is understood by studying the
permeability history at the injection well GPK1 (Fig. 2.16). The period of intense permeability
enhancement is taking place earlier at the injection well which is expected due to significant
thermo-poroelastic changes at this location. However, if permeability histories are averaged
over the whole reservoir, the period of intense permeability enhancement in the averaged curve
corresponds to the jump M-N in Fig. 2.22(a). The process of HF, for only one year, has reduced
the flow impedance of the HDR reservoir from ∼1170 MPa/(m3/s) to ∼600 MPa/(m3/s) (Fig.
2.22(b)). This reduction in the impedance lowers the power required to pump geothermal fluid
through the reservoir and enhances its efficiency by about 49%.

Efficiency and thermal recovery

Figure 2.22(b) proves the effect of hydraulic enhancement on reducing the impedance of ther-
mal recovery from HDR reservoirs. Besides, the profiles of the reservoir produced fluid tem-
peratures with hydraulic fracturing (enhanced) (Thf) and without hydraulic fracturing (natural)
(Twhf) are displayed in Fig. 2.23(a). In most geothermal systems, the produced fluid is effi-
ciently used as long as its temperature does not drop below 80 ◦C (Lund, 2009). The standard
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mean production temperature curve (Fig. 2.23(a)) is based on the analytical solution provided
by Kolditz (1995) for one-dimensional matrix heat diffusion and for 15 l/s injection flow rate.
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As another indicator of thermal recovery from geothermal reservoirs, Fig. 2.23(b) shows the
thermal drawdown of the enhanced reservoir and the standard production curve as suggested
by Kolditz (1995). Thermal drawdown TD is defined as the relative difference between initial
temperature of the reservoir T0 and production temperature Tpro,

TD =
T0 − Tpro

T0
. (2.16)

The standard solution shows a thermal drawdown of approximately 26% in 10 years, against
45% for the enhanced reservoir (Fig. 2.23(b)). In both cases, thermal drawdown exceeds the
limits required by Jupe et al. (1995), namely 1% thermal drawdown per year. Still, this poor
performance may be attributed in part for the fact that the present heat diffusion analysis is
two- rather than three-dimensional (Kolditz, 1995).

If hydraulic fracturing is activated in the simulations, the HDR reservoir is exhausted in 10.5
years (Fig. 2.23(a)). However, without hydraulic enhancement, the HDR reservoir lasts for up
to 20 years. Still, the benefit of using hydraulic fracturing is evident in terms of the energy used
to pump fluid through the reservoir (Fig. 2.22(b)) and in terms of the produced flow rate (Fig.
2.23(c)).

After 1 year of hydraulic enhancement, the produced flow rate from the HDR reservoir is
two-fold the produced flow rate from the natural reservoir. Considering that the stimulated
reservoir operates efficiently for 10.5 years and that the unenhanced reservoir for 20 years, the
volume of the produced fluid can be calculated by numerically integrating the curves of Fig.
2.23(c), to points X and Y: the volume of efficient fluid produced from the stimulated HDR
reservoir over a period of 10.5 years is 4.922 Million m3, compared to 5.364 Million m3 from
the natural reservoir over 20 years. These huge amounts of used fluids are not utterly lost; the
geothermal fluids are recirculated in a closed loop. It becomes clear now that the hydraulic
fracturing process has increased the efficiency of the HDR reservoir for up to 49%. Yet by the
calculations of efficient fluid volume, only 7 to 8% of the total efficient fluid to be produced is
lost over the entire effective life of the reservoir.

2.1.3 Influence of geothermal fluids on the thermal recovery

Fluids used usually in geothermal systems are brines with the dominance of chloride Cl− and
sodium Na+ ions over a typical range of concentration. In most of the geothermal systems, as
in Groß Schönebeck 50 km north of Berlin, the total of dissolved solids sums up to 265 g/l with
a dominant mass fraction of 0.225 kg of NaCl per kg of solution corresponding to a molality of
4.968 mol of NaCl per kg of H2O (Francke and Thorade, 2010; Battistelli, Calore, and Pruess,
1997).
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This section aims at studying the effect of a temperature-dependent dynamic viscosity of
geothermal fluids on the performance of natural and enhanced reservoirs.

2.1.3.1 Temperature and salinity dependence of viscosity

The dynamic viscosity of a fluid describes its resistance to gradual deformation, and hence
flow. It can be thought of as a measure of fluid friction. Francke and Thorade (2010) collected
experimental data from several studies to provide three models to estimate brine viscosity tem-
perature dependence (Fig. 2.24(a)). The models, in their respective application range, resulted
in very consistent values of brine viscosity with average deviation of 0.3% and maximum devia-
tion of 0.9%. Figure 2.24(a) shows the viscosity of 0.225 kg of NaCl per kg of solution brine over
a range of temperature of interest and at a constant pressure of 1.5 MPa. The brine viscosity
µb = 1.57 × 10−3 × (T/293)−4.37 Pa s, with T the temperature in Kelvin, is found to represent
the average of the three models of Francke and Thorade with a determination coefficient of
R2 = 0.9957.
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FIGURE 2.24: (a) Brine viscosity as a function of temperature while pressure and NaCl
mass fraction are kept equal to 1.5 MPa and 0.225 kg of NaCl per kg of solution respectively.
Solid line represents the fitting curve of the scattered data with a determination coefficient
of R2 = 0.9957. (b) Percentage of viscosity increase as result of using sodium chloride NaCl

in a concentration of 0.225 kg of NaCl per kg of H2O, fluid pressure is held at 1.5 MPa.

Francke and Thorade (2010) have also employed their models to study the effect of NaCl
mass fraction on the viscosity of the brine. Brine viscosity has been proven to increase almost
linearly by 76% for a mass fraction change from 0 to 0.25 kg of NaCl per kg of solution at a
temperature of 150 ◦C and pressure of 1.5 MPa. On the other hand, in agreement with Likhachev
(2003), the fluid pressure does not influence the brine viscosity at a temperature of 150 ◦C and a
pressure in the range of 0.01 MPa to 50 MPa.

Figure 2.24(b) shows the percentage of increase of viscosity of the brine with respect to water
as a function of temperature. The curve extends over a temperature range of 0 ◦C to 220 ◦C. This
curve is built using the analytical expression of the water substance viscosity µ given by Burger,
Sourieau, and Combarnous (1985) and AbuAisha (2014), yet the brine viscosity µb is obtained
using the relation of Fig. 2.24(a).

2.1.3.2 Temperature-dependent viscosity: simulations without hydraulic fracturing

Increasing pore fluid viscosity decreases the velocity at which the hydraulic front is moving.
It also increases the pressure differentials with respect to the wells and hence decreases the
pore fluid pressure inside the reservoir. These phenomena are observed in Fig. 2.25 that shows
pore fluid pressure profiles along the line joining the wells GPK1 and GPK2. The reduction in
pore fluid pressure as result of increasing the brine viscosity hinders the process of hydraulic
fracturing.
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Increasing brine viscosity also hinders the speed by which heat front is traveling through
the reservoir: more viscous fluid moves at slower convective velocity, compare Figs 2.26 and
2.8.
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FIGURE 2.26: Contours of the natural reservoir temperature at two times: (a) 5 years; and
(b) 10 years. Temperature-dependent viscosity is accounted for.

Figure 2.27(a) shows the relation between injection fluid pressure at the well GPK1 and
the resulting flow rate. The relation is no longer linear (compare with Fig. 2.11(a)) even if no
improved hydraulic connections are created by hydraulic fracturing. Besides, the flow rate is
smaller than the value of the natural reservoir if temperature-dependent viscosity is not consid-
ered in the simulations (Fig. 2.11(a)). This non-linear relation announces a more turbulent flow
near the injection well.

Figure 2.27(b) shows that increasing brine viscosity as a result of cooling increases the
impedance Z of the unenhanced reservoir in the long range, announcing a less efficient thermal
recovery from the reservoir (Murphy et al., 1999).

2.1.3.3 Temperature-dependent viscosity: simulations with hydraulic fracturing

Increasing pore fluid viscosity is expected to hinder the process of hydraulic fracturing as it
reduces pore fluid pressure. Contours of the reservoir permeability at year 5 are shown in Fig
2.28. Unlike the case when constant brine viscosity is assumed, increasing viscosity by cooling
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tends to create high fluid pressure gradients near the injection well traveling strongly in both
x- and y-directions and causing fractures to evolve and intersect. The lag in heat front, as result
of increasing viscosity, renders the injection pressure schedule shown in Fig. 2.3(b) active3 for 5
years.
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FIGURE 2.28: Contours of longitudinal permeability component kxx at year 5 while ac-
counting for a temperature-dependent viscosity. Injection pressure schedule (Fig. 2.3(b))

becomes active for 5 years.

Fractures continue to evolve following the direction of maximum far-field stress (x-
direction) causing a permeability enhancement up to a distance of 170 m in x-direction in 5
years (Fig. 2.28). The reason why the injection pressure schedule (Fig. 2.3(b)) remains active for
5 years is explained by the following arguments: 1. increasing viscosity by cooling hinders the
propagation of the heat front; 2. the slow propagation of the heat front gives rise to slower prop-
agation of thermal tensile stresses; 3. which, along with the fluid pressure, keep on mitigating
the geologic compressive stresses and hence helping fractures to evolve.

Figure 2.29 shows the contours of the reservoir temperature when hydraulic fracturing is
activated and while accounting for viscosity increase due to brine cooling. Preferential cooling
following the new paths of the enhanced permeability is obvious.

Figure 2.30(a) shows the relation between the injection pressure and the fluid flux at the in-
jection well GPK1. During the first 5 years, while hydraulic enhancement is active, the produced
fluid volume is obviously increasing even-though the viscosity of the brine fluid is increasing
as result of cooling. Permeability enhancement due to hydraulic fracturing counteracts the hin-
drance related to viscosity increase: an approximate linear relation is observed during this pe-
riod of active enhancement, compare with Fig. 2.22(a). After 5 years, hydraulic fracturing stops,

3Compare with Fig. 2.12 where optimum permeability enhancement is obtained after 1 year for the same injection
pressure schedule.
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FIGURE 2.29: Contours of the enhanced reservoir temperature at two times: (a) 5 years;
and (b) 10 years. Temperature-dependent viscosity is accounted for.

which eliminates the part counteracting the hindrance of viscosity increase. Subsequently, the
produced fluid volume declines significantly.
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FIGURE 2.30: (a) The relation between injection pressure and resulting flow rate at the injec-
tion well GPK1 of the enhanced reservoir and while considering a temperature-dependent
viscosity. An approximate linear relation is observed during the period of active hydraulic
fracturing. (b) The impedance profile of the enhanced reservoir. (c) Profiles of produced

fluid temperature with enhancement (Thf(µb)) and without enhancement (Twhf(µb)).

Hydraulic fracturing reduces flow impedance of the HDR reservoir from ∼1700
MPa/(m3/s) (Fig. 2.27(b)) when hydraulic fracturing is not activated, to ∼700 MPa/(m3/s)
(Fig. 2.30(b)). This impedance reduction should render the operation of the HDR reservoir ef-
ficient to a period of approximately 8.5 years. After 8.5 years, flow impedance becomes higher
than 1000 MPa/(m3/s) and the utilization of the reservoir becomes inefficient. This means that
injection pressure must increase to a point hydraulic fracturing continues to work such that it
counteracts the dragging effects of increased viscosity.

Figure 2.30(c) demonstrates that an HDR reservoir is going to last longer if the change of
geothermal fluid viscosity with temperature is considered (compare with Fig. 2.23(a)). However
this extended operational life is not of any importance as the impedance exceeds the limits of
economic operation from the beginning if hydraulic fracturing is not activated and after ∼8.5
years when it is activated.

Before drawing a definitive conclusion, it is speculated that this disappointing performance
is linked to the Newtonian constitutive behavior of the geothermal fluids. Authors like Santoyo
et al. (2001) and Santoyo-Gutiérrez, Espinosa, and Amaro-Espejo (2005) have studied eleven
Non-Newtonian geothermal fluids: they observed that the temperature changes associated with
Non-Newtonian fluids are not as large as observed here. In other words, the Non-Newtonian
character of the drilling fluids seems to counteract, at least partially, the thermal dependence
of the dynamic viscosity. This statement clearly calls that future studies take into consideration
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both thermal effects and Non-Newtonian nature of geothermal fluids. Possibly their effects may,
in some circumstances, be cooperating rather than counteracting.

2.1.4 Combined mode I and mode II hydraulic fracturing model

The Hydraulic Fracturing Model (HFM), presented in Sect. 2.1.1.2, is developed to stand for
fracture evolution which results from increasing fracture pressure to a point the minimum prin-
cipal stress becomes tensile and exceeds the tensile strength of the material, and consequently
normal separation of fracture surfaces (mode I) occurs. Since fractures in all spatial orientations
are considered in the reservoir domain, shear displacement is expected during fracture opening
by mode I (Fig. 2.31).

σxx

σy

Randome fracture

Reservoir

σn

l

Δ l

 
-σx > -σy

FIGURE 2.31: Fracture pinching due to deviatoric stresses (wing fracture evolution).

The modified fracturing model (HFM2) accounts for a pinching effect due to deviatoric
stresses (AbuAisha, 2014; AbuAisha and Loret, 2016a),

F(σσσ′, ℓ, nnn) =
√

πℓ
[
σ′

n + 3 f (ℓ)⟨σ′d
n ⟩+

]
− Crc = 0, (2.17)

with,

σ′
n = nnn · σσσ′ · nnn, σσσ′d = σσσ′ −

tr(σσσ′)

3
δδδ, σ

′d
n = nnn · σσσ′d · nnn, (2.18)

and Crc is the material toughness. The function f (ℓ) involves a fracture growth stabilizing
parameter ξ in the same format as in Sect. 2.1.1.2:

f (ℓ) = ξ


ℓ f

ℓ
, ℓ < ℓ f ;

1, ℓ ≥ ℓ f .
(2.19)

The pinching effect is active only if normal deviatoric stress σ
′d
n is positive. Consider ax-

isymmetric loading about the axis 1, then σ
′d
n = (σ′

11 − σ′
22) (n

2
1 − 1/3). For fractures normal

to the symmetry axis (n1 = 1), the term is effective if the radial stress is less tensile than the
normal stress, e.g. σ′

11 = 0 and σ′
22 < 0. Conversely, for fractures parallel to the symmetry axis

(n1 = 0), the term is effective if the axial stress is less tensile than the radial stress, e.g. σ′
11 < 0

and σ′
22 = 0.

The same stimulation test (Sect. 2.1.2.3) is reconsidered in the following simulations. The
stabilizing parameter ξ is determined such that the fracturing begins at a pressure pHF

b cor-
responding to one of the cases demonstrated in Eqs 2.11 or 2.12 whichever applies. Material
properties for hydraulic fracturing are indicated in Table 2.3, except for the stabilizing parame-
ter ξ = 0.0205, which is calculated for a fracturing threshold of 40 MPa, and Crc = KIc.

Figure 2.32 shows that the modified fracturing model requires less energy than the HFM.
For the same pore fluid injection profile (Fig. 2.3(b)), hydraulic fracturing remains active for 2
years, meanwhile it is only active of a period of 1 year when the HFM is considered (Fig. 2.12).
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FIGURE 2.32: Contours of longitudinal permeability component kxx at two times: (a) 1
year; and (b) 2 years. Fracture propagation is in the direction of maximum far-field stress.
Injection pressure schedule (Fig. 2.3(b)) is sufficient to entirely enhance the reservoir in the

longitudinal direction.

Clearly the HFM2 provides a more stable and a smoother evolution of porous block perme-
ability which is translated into a slower propagation of the heat front and hence an improved
hydraulic enhancement in terms of the stimulated volume.

The volume of the HDR reservoir enhanced by hydraulic fracturing, whether by applying
the HFM or the HFM2, for a period of one year, shows that fractures are evolving in the direction
of the maximum far-field stress (x-axis). This behavior causes an enhancement of the longitudi-
nal permeability up to almost the same distances in x- and y-directions for both the HFM and
the HFM2 (compare Figs 2.12 and 2.32(a)). These simulations are in good agreement with the
microseismic events diagram presented in Bruel (1995b) after 1 year of hydraulic fracturing.

The preferential cooling following the new paths created by hydraulic fracturing is demon-
strated in Fig. 2.33. The spurious oscillations on the temperature contours come from the shocks
that disturb the heat front when the permeability is suddenly increased (Sect. 2.1.5).
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FIGURE 2.33: Contours of the enhanced reservoir temperature at two times: (a) 5 years;
and (b) 10 years, and while using the HFM2.

The stabilizing effect of the modified fracturing model (HFM2) with respect to the HFM is
also observed in Fig. 2.34, where the time course of the longitudinal permeability is smoother
in the case of the HFM2.

The non-linear relation between the injection pressure and flow rate at the injection well
GPK1 shows periods of intense enhancement during the first two years of the simulations (Fig.
2.35(a)).

Since the reservoir volume enhanced by the HFM2 is more important than in the case of the
HFM for the same injection schedule, the reservoir is depleted faster (Fig. 2.36(a)).

The produced flow from the HDR reservoir when the HFM2 is used is, by average, 2.5 times
higher (Fig. 2.36(b)). However, the reservoir works efficiently for 10.5 years in case of the HFM
and only for 4 years when the HFM2 is employed (Fig. 2.36(a)). If flow profiles (Fig. 2.36(b)) are
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numerically integrated over the efficient life of the HDR reservoir, the extracted fluid volumes
are known: the volume of efficient fluid produced from the stimulated HDR reservoir by the
HFM over a period of 10.5 years is 4.922 Million m3 against 2.681 Million m3 in the case of the
HFM2.

Thus, about 45.5% of the efficient produced fluid is lost when the HFM2 is used in the
simulations for the injection schedule (Fig. 2.3(b)). However, using the HFM2 has reduced the
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power needed to operate the HDR reservoir by about 80% (Fig. 2.35(b)). The implementation of
hydraulic fracturing is a matter of compromise: less consumption of energy requires stronger
hydraulic fracturing which, regrettably, means a short effective life of the HDR reservoir and
hence a reduction of the ultimate produced efficient fluid.

Murphy et al. (1999) have indicated that the ambitious goal is to enhance HDR reservoirs to
a point their impedance becomes very small, i.e. Z < 100 MPa/(m3/s) on a consistent basis.
This can be achieved numerically by applying the HFM2 and choosing such a strong injection
schedule where more volume of the reservoir is enhanced. Yet, one should keep in mind that
such a process strongly and regrettably reprimands the effective life of the reservoir and thus
the amount of the efficient produced fluid.

2.1.5 Numerical stabilization of forced heat convection

The sudden increase of the permeability tensor at the geometrical points, where hydraulic frac-
turing is active, is accompanied by sudden increase in the velocity of the fluid front. Therefore,
the convected heat front strongly strikes the stiff boundaries where the permeability is not yet
enhanced. The reflection of the heat front is supposed to cause spurious numerical wiggles in
the solution of the temperature field (Fig. 2.33). These oscillations in the temperature field result
in spurious oscillations in the effective stress fields. Knowing that the effective stresses are the
driving forces for fracture evolution, the numerical simulation of hydraulic fracturing cannot
be trusted with such spurious oscillations.

The hydraulic fracturing stimulation tests are performed under extreme conditions where
an enormous change of the reservoir pressure and temperature is expected at the injection well
and at quite early stages. The commonly used stabilizing approaches for heat convection have
proven to be inefficient for sudden large changes in the fluid velocity and at early stages with
extreme injection conditions (AbuAisha, 2014; Yin, Dusseault, and Rothenburg, 2009). This
section focuses on the computational difficulties associated with the phenomenon of forced
heat convection. The disturbing spurious noises that can appear on the contours of temperature
fields are healed and/or mitigated by applying multiple stabilization methods.

2.1.5.1 Limitations of the SUPG method

A method is needed to stabilize the spurious numerical oscillations in the hyperbolic solutions
of the convection-dominated thermo-poroelastic BVPs. Among the several methods presented
in literature to treat such oscillations, the Streamline-Upwind/Petrov-Galerkin (SUPG) method
is used in the previous simulations. This method does not require to introduce additional testing
functions, it nevertheless adds perturbations to the Galerkin test functions (Hughes, 2000). This
advantage makes the SUPG method widely acceptable and easily implemented in the problems
of heat convection.

The SUPG method originates from the upwind finite differences method which uses the
artificial diffusion idea. The method taps on the work of Brooks and Hughes (1982) and the
formalism of Fries and Matthies (2004). Based on the work of AbuAisha (2014), and the re-
search of Gelet, Loret, and Khalili (2012b), Gelet, Loret, and Khalili (2013), and Gelet, Loret, and
Khalili (2012a), the SUPG method is sufficient to give smooth numerical solutions except for the
following cases:

– strong pumping near the injection well at early times;

– when hydraulic fracturing is activated with a strong increase in the permeability tensor
components; and,

– at the production well at late times when the major part of the heat front reaches the stiff
boundary.
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The balance of energy of a thermo-poroelastic BVP (Eq. 2.63) with a source term f , can be
written in the following format,

Rθ − f = 0, with Rθ = ρCv
∂θ

∂t
+ vvvconv · ∇∇∇θ −∇∇∇ · (Λ∇∇∇θ) , (2.20)

with vvvconv = ρλCpλqqq being the convective velocity vector. The weak form associated with Eq.
2.20, ∫

V
δθ(Rθ − f ) dV , (2.21)

uses different interpolation functions for the unknown temperature change θ and its variation
δθ:

θ = NNNθθθθe; δθ = WθWθWθδθθθe, (2.22)

the weight function WθWθWθ is taken as,

WθWθWθ = NNNθ + τ vvvconv · ∇∇∇NNNθ , (2.23)

the stabilization parameter τ is expressed as,

τ =
h

2|vvvconv|

(
coth(Pe)− 1

Pe

)
, (2.24)

where h is the typical element length and Pe = |vvvconv|h/Λ is the Péclet number.
By substituting the definition (2.23) into Eq. (2.21), the weak form of the problem is reached

by discretizing the body into Ne non-overlapping generic elements of volume V e,

Ne

∑
e=1

[δθθθe]T
∫
V e
(NNNθ)

T
(
Rθ − f

)
dV e +

Ne

∑
e=1

[δθθθe]T
∫
V e

(
∇∇∇(NNNθ)

T(vvvconv)T
)

τ︸ ︷︷ ︸
Streamline perturbation

(
Rθ − f

)
dV e

︸ ︷︷ ︸
Stabilizing part

= 0.
(2.25)

As stated previously, the application of the SUPG method is not sufficient at small time
steps. Actually, the characteristic time that weighs the stabilization of the SUPG method (Eq.
2.24) can be expressed as in Hughes, Franca, and Hulbert (1989) and Tezduyar and Park (1986),

τ =
1√(

2
∆t

)2

+

(
2|vvvconv|

ρCvh

)2

+ 9
(

4Λ
ρCvh2

)2
, (2.26)

for significantly small time steps (∆t → 0), the stabilization coefficient τ becomes inefficient,
i.e.,

lim
∆t→0

τ = 0. (2.27)

To overcome the deficiencies of the SUPG method for healing the oscillations in the numer-
ical solutions of transient convection-diffusion problems at early times and when activating
hydraulic fracturing, the Gradient Subgrid Scale GSGS method is presented in the next section.
It is, henceforth, conceivable that the calculation of the stabilization parameter must take into
account a time-dependent factor, where the transition between the convection-dominated and
the diffusion-dominated situations in small time steps is indeed natural.
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2.1.5.2 The Gradient Subgrid Scale GSGS method

The GSGS method includes two terms, an adjoint stabilization and a gradient adjoint stabiliza-
tion (Harari, 2004). The two associated coefficients are tuned to attain nodal exactness for a
specific one-dimensional problem. The method relies on a reactive term which may be either
constitutive or resulting from a time semi-discretization scheme. For instance, it applies for the
diffusion equations, the balance of mass for instance, which do not include convective terms
nor constitutive reaction terms. A reaction term is exhibited by firstly discretizing in time and
secondly in space. Unlike the SUPG method, the stabilizing terms vanish when the mesh gets
significantly refined but not when time step is considerably reduced.

The field Eq. 2.20 is integrated at the time step n + 1 by using a generalized trapezoidal
scheme parameterized by the scalar β ∈]0, 1],

ρCv
θn+1 − θn

∆t
+
(
vvvconv · ∇∇∇θ −∇∇∇ · (Λ∇∇∇θ)− f

)
n+β

= 0, (2.28)

with the notation an+β = (1 − β) an + β an+1. It is instrumental to define the operator N and its
adjoint N∗ such that,

N θ = vvvconv · ∇∇∇θ −∇∇∇ · (Λ∇∇∇θ)− sθ,

−N∗θ = vvvconv · ∇∇∇θ +∇∇∇ · (Λ∇∇∇θ) + sθ,
(2.29)

which display the reaction coefficient s < 0,

s = − ρCv

β∆t
< 0. (2.30)

The steady convection-diffusion-reaction problem at step n + 1 is, henceforth, cast in the
following format,

N θn+1 − Fn+1 = 0, (2.31)

where,

Fn+1 =
−(1 − β)

β

(
vvvconv · ∇∇∇θ −∇∇∇ · (Λ∇∇∇θ)

)
n +

fn+β

β
− sθn. (2.32)

For any variation wh, the weak form of Eq. 2.31 takes the following form,∫
V

wh
(
N θh

n+1 − Fn+1

)
dV

+
Ne

∑
e=1

∫
V e

(
−N∗wh

n+1

)
τe

00

(
N θh

n+1 − Fn+1

)
dV e

+
Ne

∑
e=1

∫
V e
∇∇∇
(
−N∗wh

n+1

)
τe

11∇∇∇
(
N θh

n+1 − Fn+1

)
dV e = 0,

(2.33)

includes the two stabilization parameters τe
00 and τe

11. These parameters are defined in terms
of two dimensionless coefficients t00 and t11 such that nodal exactness for a specific one-
dimensional problem is assured (Hauke, Sangalli, and Doweidar, 2007),

τe
00 =

h
|vvvconv| t00 ≥ 0, τe

11 =
h3

|vvvconv| t11 ≤ 0, (2.34)

with,

t00 =

(
−2Da +

Da2 sinh(Pe)
− cosh(Pe) + cosh(γ) + Da sinh(Pe)

)−1

, (2.35)
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t11 =
1

6Da3

(
−3 − Da2 +

3Da
Pe

+
3Da cosh(γ) + (−3 + Da2) sinh(Pe)

−2 cosh(Pe) + 2 cosh(γ) + Da sinh(Pe)
Da

)
, (2.36)

where, γ =
√

Pe(−2Da + Pe), and Pe and Da are the Péclet and Damköhler numbers respec-
tively,

Pe =
|vvvconv|h

Λ
=

Advection
Diffusion

Péclet number;

Da =
s h

|vvvconv| =
Reaction

Advection
Damköhler number.

(2.37)

Figure 2.37 shows the contours of the coefficients t00 and t11 as a function of Pe and Da. The
first stabilizing coefficient t00 is always positive, whereas the coefficient t11 is always negative.
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For linear elements in one-dimensional problems and under convective-diffusive dominant
condition (Da → 0), the method (Eq. 2.33), produces the same modification as the SUPG
method in absence of the reactive term4,

τe
00

Da→0−−−→ h
2|vvvconv|

(
coth(Pe)− 1

Pe

)
. (2.38)

Hauke, Sangalli, and Doweidar (2007) have provided several definitions for the stabilizing
parameters τe

00 and τe
11 depending on the dominant limit: convective-diffusive with no reaction

limit, without convection limit, reaction dominated limit, and high Péclet number limit. The
only case where it is thought that the general expressions of Eqs. 2.35 and 2.36 are troublesome
is when s is very small, generally less than 10−3 × ρ Cv. Then, the dimensionless stabilizing
coefficients should be calculated as follows:

t00 → 1
2

(
coth(Pe)− 1

Pe

)
Pe→0−−−→ Pe

6
; and,

t11 → −1
24

(
3

Pe3

(
1 − Pe coth(Pe)

)
+ coth(Pe)

)
Pe→0−−−→ −Pe

60
.

(2.39)

The details of the finite element formulations of both the SUPG and the GSGS methods,
and the way they are integrated in the thermo-hydromechanical framework are provided in

4The third term of eq. (2.33) disappears as at least for linear elements in one-dimensional problems, the gradient
stabilization term N∗ disappears when Da → 0 since τe

11 is uniformly bounded to a limit (Fig. 2.37(b)), whence
s2 τe

11 → 0. The previous remark becomes clear if the matrix form of Eq. 2.33 is derived for a one-dimensional
problem with linear elements.
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AbuAisha (2014) and AbuAisha and Loret (2016b). In the coming sections, the circulation tests
in the Soultz-sous-Forêts HDR reservoir (Sect. 2.1.2.3) are re-performed while implementing
the GSGS method in the FEM code.

2.1.5.3 The circulation test at the well GPK1 1993 without hydraulic fracturing

Simulations of the circulation test in the Soultz-sous-Forêts HDR reservoir (Sect. 2.1.2.3), and
while implementing the GSGS method in the FEM code are presented. Hydraulic fracturing is
not activated as this section aims at studying the stabilization of heat convection under normal
circulation conditions.

Figure 2.38 compares the profiles of temperature and pressure, along the line of symmetry
y = 0 m, for the GSGS and the SUPG methods at different times of 10 days, 6 months, and at
years 1, 2, 5 and 10. The GSGS method heals quite satisfactorily the oscillations of the SUPG
method even at small time interval of 10 days. The profiles of pore fluid pressure do not differ
between the GSGS and the SUPG methods since hydraulic diffusion establishes quickly, i.e. in
a few days. The jump in the pressure profiles at the injection well between the time intervals of
10 days and 6 months is due to the pumping schedule (Fig. 2.3(b)).
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m: (a) heat convection oscillations near the injection well are stabilized when the GSGS
method is applied; (b) pore fluid pressure profiles are not affected by the GSGS method

since hydraulic diffusion establishes quickly.

Though the GSGS method is capable of circumventing the heat convection oscillations at
very short and intermediate time intervals, its capacity deteriorates with time (Fig. 2.39).

At year 15 and despite mitigating the noises at the production well, the GSGS method still
leaves serious temperature oscillations (Fig. 2.39). At large time intervals near the production
well, the source term becomes negligible (s → 0) meanwhile the convective velocity is consid-
erably large. This causes the Damköhler number to disappear (Da → 0), therefore the capacity
of the GSGS method is lost as a convection-dominated situation appears and the stabilizing
method produces the same modification as the SUPG method.

2.1.5.4 The hydraulic fracturing test at the well GPK1 1993

The purpose of this section is to use the GSGS method to heal the numerical oscillations which
appear on the contours of temperature field and hence affect the process of hydraulic fracturing.
Fig. 2.40 shows the contours of the reservoir temperature during the process of stimulation at
years 5 and 10, and while using the GSGS method.

The GSGS method cures almost all of heat convection oscillations, compare Figs. 2.33 and
2.40. Due to the diffusive nature of the GSGS method, the values of the contours of the enhanced
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and (b) 10 years, heat convection is stabilized by the GSGS method

permeability of the HDR reservoir are about 0.96 less when the GSGS method is implemented.
This becomes more evident when the history of the enhanced permeability is plotted at some
point (Fig. 2.41). It is clear that the evolution of the longitudinal permeability is smoother in
the case of the GSGS method as it provides more stabilization. Nonetheless, the same general
evolution behavior is more or less obtained for both the GSGS and the SUPG methods.

The advantages and disadvantages of the GSGS method are listed as follows:

1. the GSGS method has been proven capable of efficiently healing the heat convection os-
cillations at very short and intermediate time intervals;

2. the GSGS method is also efficient in curing the stubborn heat convection oscillations even
while tremendously enhancing the HDR reservoir permeability by hydraulic fracturing;

3. at quite large time intervals and if convection-dominated situations are present, the GSGS
method loses its efficiency and the SUPG method is retrieved.

2.1.5.5 The Discontinuity Capturing Method (DCM)

Neither the GSGS method nor the SUPG method is capable of healing the numerical noises re-
sulting from the heat front striking the stiff boundary at the production well. John and Knobloch
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(2007) have defined a modification to the SUPG method, referred to as the Discontinuity Cap-
turing Method (DCM), such that it becomes capable of treating the spurious numerical noises
at long periods.

The DCM suggests to modify the SUPG weighting function by an additional term parallel
to the thermal gradient of the thermal analysis in the following format,

WθWθWθ = NNNθ + τ1(vvvconv)T · ∇∇∇Nθ + τ2(vvv||)
T · ∇∇∇Nθ , (2.40)

the projection vvv|| of vvvconv on ∇∇∇θ being defined as5,

vvv|| =


(vvvconv)T · ∇∇∇θ

|∇∇∇θ|2 ∇∇∇θ, ∇∇∇θ ̸= 000,

000, ∇∇∇θ = 000.
(2.41)

Since (vvvconv)T · ∇θ∇θ∇θ = (vvv||)T · ∇θ∇θ∇θ, it is concluded that,

WT
θWT
θWT
θ (vvv

conv)T ·∇θ∇θ∇θ = (NNNθ)
T(vvvconv)T ·∇θ∇θ∇θ +(∇∇∇NNNθ)

Tτ1 vvvconv(vvvconv)T · ∇θ∇θ∇θ︸ ︷︷ ︸
Streamline operator

+ (∇∇∇NNNθ)
Tτ2 vvv||(vvv||)

T · ∇θ∇θ∇θ︸ ︷︷ ︸
DCM operator

.

(2.42)
While the SUPG matrix vvvconv(vvvconv)T is a first-order positive semi-definite matrix acting

only in the streamline direction, the discontinuity capturing matrix vvv||(vvv||)T is also a first-order
positive semi-definite matrix yet acting only in the direction of the discrete solution temperature
gradient.

The stabilizing parameters τ1 and τ2 are defined such that,

τ1 = τ, (of the SUPG method) and, τ2 = τ||, (2.43)

τ|| is deduced using the same strategy of calculating τ (Eq. 2.24), yet the parallel velocity vvv|| is
introduced. In order to avoid the doubling of the stabilizing parameter τ when vvvconv = vvv||, the
DCM parameter is re-defined,

τ1 = τ, and, τ2 = max[0, τ|| − τ]. (2.44)

Fig. 2.42 shows that the DCM is capable of almost entirely healing the numerical oscillations
at the production well, compare with Fig. 2.39.

5The DCM is a non-linear stabilizing method as vvv|| = vvv||(θθθ
e).
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FIGURE 2.42: Temperature profiles along the line of symmetry y = 0 m. DCM is capable
of treating the stubborn numerical oscillations at the production well where both the GSGS

and SUPG methods are proven inefficient.

2.1.6 Conclusion and perspectives

The hydraulic fracturing technique is addressed in a thermo-poroelastic framework with em-
phasis on the impedance and efficiency of thermal recovery from HDR reservoirs. According
to simulations, hydraulic fracturing is effective in a large zone adjacent to the injection well
and the permeability in the direction of the production well is considerably enhanced. As a
consequence, the impedance of the reservoir is improved.

A modification to the fracture model to account for both opening and pinching of fractures
results in more long term positive effects on the impedance. Moreover, it displays an enlarged
zone of enhanced permeability. Yet, it reduces the duration of an efficient reservoir exploitation.

The increase of viscosity in the neighborhood of the injection well hinders the hydraulic
fracturing process by reducing the pressure inside the reservoir, which leads to a less enhanced
permeability.

In summary, the exact zone in which the permeability enhancement is significant depends
on the details of the model. In all cases, this zone is widespread so that the flow is able to collect
the heat of the rock in its path to the production well. In a broader perspective, the simulations
point out that non-Darcian constitutive behaviors of flow and non-Newtonian characteristics
of geothermal fluids are worth of investigation. As a further extension to this work, future
research should also consider the interactions between the working fluids and other techniques
aiming at improving the efficiency of thermal recovery, like the chemical enhancement of HDR
reservoirs as well as CO2-based geothermal systems.

The thermo-hydromechanical framework addresses several approaches to stabilize convec-
tion of heat at all treatment stages. The commonly used SUPG method is implemented to heal
the oscillations at intermediate stages. The DCM is applied to stabilize convection of heat at
late stages near the production well. For instabilities at early stages, the transient advection-
diffusion problem is transformed into a steady advection-diffusion-reaction problem, which
takes into account the effect of the time step factor on the numerical oscillations (the GSGS
method). Ultimately, this method is capable of healing the stubborn oscillations at early stages
and when permeability is tremendously increased by hydraulic fracturing.

Generally, while the current developments include a single porosity and a single tempera-
ture, a double porosity approach may be worth of consideration to team up with the hydraulic
fracturing models, i.e. the fracture porosity.
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2.2 A continuum-discontinuum approach to simulate hydraulic frac-
turing and induced seismicity for oil and gas industry

Unlike the simulations of Sect. 2.1 where the entire volume of the reservoir is the goal of the
hydraulic stimulation, the approach presented here focuses on developing fractures close to the
borehole for applications related to shale gas extraction and scrutinization of induced seismicity.

A number of techniques that are rooted in microseismic observations have been devel-
oped to aid in the interpretation of fracturing processes. It is often assumed that the time-
dependent microseismic cloud is a proxy for the growth of the hydraulic fracture. Based on
this assumption, Boroumand and Eaton (2015) developed a geomechanical simulation in which
model parameters for an energy-based fracture growth are tuned to fit observed microseismic-
ity in space and time. Shapiro and Dinske (2009b) and coworkers (Shapiro and Dinske, 2009a;
Shapiro, Dinske, and Rothert, 2006) have developed a poroelastic approach based on the con-
cept of a seismicity-triggering front. This approach uses a diffusion model that is characterized
by either constant diffusivity, where the triggering front has a space-time representation of a
parabolic form, or pressure-dependent diffusivity, in which case a cubic-parabolic triggering
front emerges under certain assumptions. Some scientists (Cornet, 2000) argued that in the pres-
ence of tensile rock failure induced by hydraulic fracturing, the simplified models underlying
these approaches do not fully capture the complexity of the spatial distribution of microseismic
events, where some events are activated by mechanical rather than diffusional effects.

This research uses a coupled hydro-mechanical Finite Discrete Element Modelling (FDEM)
approach to investigate in more detail the link between microseismicity and hydraulic frac-
ture propagation for petroleum applications (AbuAisha et al., 2017). The Discrete Element
Method (DEM) has been used to simulate hydraulic fracturing in naturally fractured reservoir.
For instance, Duan, Kwok, and Wu (2018) and Damjanac and Cundall (2016) used a DEM ap-
proach where rock mass was considered as an assembly of blocks, and contact between these
blocks represented discontinuities that exhibited a non-linear mechanical behavior. Damjanac
and Cundall, 2016 used lubrication theory to implement fluid flow in the rock mass and con-
sequently hydraulic fracturing. Other authors (Sousani et al., 2015) used a DEM approach to
present a solid-fluid coupled framework to investigate the effects of fluid injection on the me-
chanical behavior of fractured geomaterials on the particle size. Fu, Johnson, and Carrigan
(2013) describe a framework that combines the finite element method for geomechanics in the
rock matrix, a finite volume approach for resolving hydrodynamics, a DEM approach for joint
representation and for interfacial resolution, and an adaptive re-meshing module.

The advantage of the FDEM stems from the fact that while the material is undergoing elastic
deformation, only FEM calculations are performed. Calculations become more complex when
fractures are initiated. The DEM permits the tracking of fracture initiation and propagation
as well as the interaction with preexisting joints. The FDEM approach of this research, imple-
mented using the Irazu code (Lisjak et al., 2017), enables history matching of the field-injected
pressure profile until shutdown. The model also accounts for the simulated hydraulic frac-
turing induced microseismicity, mainly due to shear-slip of randomly distributed preexisting
joints. Shear-slip takes place due to mechanical stress changes in the medium, primarily due
to stress wave spread at the onset of fracturing and during the hydraulic fracture growth, i.e.,
opening. This chapter aims at giving insights into how the predicted evolution of the hydraulic
fracture system correlates to the observed microseismic cloud and compare it to published lit-
erature.

2.2.1 An overview of the Finite-Discrete Element Method (FDEM)

The FDEM approach was first suggested by Munjiza, Owen, and Bićanić (1995). It is a hybrid
technique that combines the advantages of the FEM and DEM approaches. While the medium
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is undergoing elastic deformation, the behavior of intact material is explicitly modelled by the
FEM. As the strength of the material is exceeded fractures are initiated, giving rise to discon-
tinuous blocks where the interaction between these blocks is captured by the DEM. The FDEM
approach is capable of tracking fracture initiation and propagation by applying the principles
of non-linear elastic fracture mechanics6 (Barenblatt, 1962). The algorithm of the Irazu code,
adopted in this study, uses three interconnecting modules (Fig. 2.43) to simulate fluid-driven
fractures, as follows:

1. a mechanical solver which calculates the deformation of the intact rock mass as well as
the initiation, propagation and interaction of fractures;

2. a cavity volume calculator then captures the changes of the cavity volume due to fracture
propagation, the elastic deformation, and fluid compressibility. It also tracks the newly
created wet boundaries by checking their connection with the initial source of fluid;

3. a pump model then interacts with the previous two modules to calculate fluid pressure
while considering the pumping conditions/injected flow rate.
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FIGURE 2.43: Interaction between computational modules of the Irazu code.

The Irazu code discretizes the modelling domain with a mesh of elastic triangular Delaunay
elements connected to each other at the edges by non-dimensional rectangular cohesive fracture
elements (Fig. 2.44). An explicit time integration scheme is employed to solve the equation of
motion of the discretized system due to applied stresses.

Node

Cohesive fracture element

FEM elastic triangular element

The domain

Triangular Delaunay meshing

FIGURE 2.44: Triangular Delaunay meshing applied in the Irazu code. The enlarged sec-
tion shows the contact nature between the elastic and the dimensionless fracture cohesive

elements.

While the medium undergoes elastic loading the fracture elements are initially assigned
large contact stiffness parameters (penalty parameters) to eliminate them from the elasticity

6The global behavior of material undergoing loading is elastic; however, non-linear means that the size of the
plastic zone at the fracture tip changes as the fracture grows or as loads change, which is the common case of brittle
materials.
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matrix, such that all deformations occur in the triangular elements. As soon as the tensile
and/or the shear strength of the material is reached, the material starts undergoing inelastic
deformation (fracture process zone) that is localized within the fracture elements with the frac-
turing process expressed in terms of fracture energy dissipation (Lisjak, Grasselli, and Vietor,
2014). Once the fracture energies, GIc of mode I and GIIc of mode II, are dissipated, the fracture
elements are removed and fractures are initiated (Fig. 2.45). At this point, the positions of the
separated blocks are tracked by the DEM.
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FIGURE 2.45: (a and b) Constitutive behavior of cohesive fracture elements: The curves
represent a relationship between normal and tangential bonding stresses, σ and τ, ver-
sus fracture relative displacements, δ (opening) and s (sliding). GIc and GIIc represent the
amount of energy dissipated per unit length of fracture for mode I and mode II respec-
tively. (c) Elliptical coupling relationship between fracture opening δ and fracture slip s for

mixed-mode fracturing.

2.2.1.1 The FDEM with fluid diffusion

Fluid diffusion and fracture leakoff are implemented in the FDEM approach by considering the
existence of flow channels that coincide with the edges of the triangular elements in the initial
mesh. The nodes of the triangular elements represent virtual reservoirs where fluid pressure
and fluid mass are sequentially calculated. The apertures of the flow channels are assigned ini-
tial values ai that are used to reproduce/calculate the initial permeability of the porous medium
using the Poiseuille flow (Fig. 2.46).

As fluid is injected at node N (Fig. 2.46), fluid pressure increases due to a fluid compressibil-
ity law (Eq. 2.45), which creates pressure gradients and causes fluid to flow to neighbor nodes
(virtual reservoirs) through the flow channels. If the fluid injection rate is greater than the dissi-
pation of fluid pressure through the flow channels, the fluid pressure eventually leads to break-
ing of the fracture elements and a fracture initiates. The model also accounts for true/physical
fluid cavities like boreholes.

pi =


pi−1 + Kλ

∆M
ρλV i , change in fluid mass;

pi−1 + Kλ
V i − V i−1

(V i − V i−1)/2
, change in cavity volume;

0, for partially saturated media.

(2.45)

Based on the initial flow channel aperture ai, the initial volume of the virtual reservoir V
is determined from the volume of conjunctive channels (Fig. 2.46) for a unity in the third di-
mension. The initial mass of fluid at each reservoir is calculated by adopting the same concept,
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FIGURE 2.46: Conceptual graph illustrating the Delaunay triangulation with embedded
fracture elements and the implementation of fluid diffusion in the Irazu code. The flow
takes place in channels that are initially assigned a finite aperture (ai) corresponding to the
formation permeability. Each virtual reservoir, where fluid pressure is calculated, receives

a mass of fluid from all branching channels (Lisjak et al., 2017).

yet while considering the degree of saturation S. Once the model starts undergoing the exter-
nal loads and boundary conditions, the pressure and/or fluid masses at the virtual reservoirs
change. Within a time step i, the fluid pressure pi at the virtual reservoirs is calculated while
considering any increase/decrease of fluid mass ∆M, as well as any changes in the cavity vol-
ume itself (Lisjak et al., 2017), Kλ and ρλ are the fluid bulk modulus and density respectively.
Fluid flow in the channels is assumed viscous and laminar; henceforth, it can be described
using Darcy’s law. The flow q between two reservoirs, 1 and 2, within the time interval i of
discretization ∆t is described as,

q =
∆M
∆t

= f (S)
pi

1 − pi
2 − ρλg(y2 − y1)

R
, (2.46)

with y1 and y2 being the elevations of the cavities/reservoirs 1 and 2 respectively. The dimen-
sionless function f (S) relates the permeability of the flow channel to the reservoir degree of
saturation. The function f (S) ranges between 0 for perfectly dry reservoirs to 1 for fully satu-
rated reservoirs. R is the flow resistance parameter of the channel that connects the reservoirs
1 and 2, and it is calculated using the cubic law for flow between two parallel plates. While
assuming that flow channel aperture varies linearly across its length, R is expressed as,

R = 12
µ

ρλ

∫ l2

l1

1
a(l)3 dl =

6µ(a1 + a2)

ρλa2
1 a2

0
L, (2.47)

where µ is the fluid dynamic viscosity, L is the length of the flow channel, a1 is the flow channel
aperture at reservoir 1 and a2 is the flow channel aperture at reservoir 2. The channel aperture
is bounded between to limits: au for maximum opening; and al for maximum closure, beyond
which further opening or closing have no meaning (Lisjak et al., 2017).
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2.2.1.2 Hydromechanical coupling

There are two distinct time discretizations in the Irazu code. The first time scheme is used for
the mechanical solver, i.e. deformation and fracturing. The second time scheme is used for the
hydraulic solver, i.e. fluid diffusion. Both time schemes are explicit; the hydro-mechanical cou-
pling is achieved by choosing the frequency between the mechanical and hydraulic solvers to
attain the prescribed degree of saturation. For instance, the updates from the mechanical solver
affect fluid pressure in the medium, and the resulting fluid pressure (from hydraulic solver)
affects the mechanical calculations for the next time iteration. The stability of the mechanical
solver is achieved by choosing a time step smaller than a critical value, which is proportional
to the smallest element size in the model divided by the P-wave velocity of the elastic medium
(Munjiza, 2004). The stability of the hydraulic solver, to attain the correct degree of saturation
for all cavities and flow channels, is assured by controlling the size of the hydraulic time step
(Lisjak et al., 2017),

∆t ≤ min
m

 Vm
Kλ

ρλ
∑
n

1
Rn

 , (2.48)

m and n index over all the cavities and flow channels in the boundary problem.
The FDEM method is capable of describing fracture evolution due to modes I and II of

failure, as well as a combination of both fracturing modes (Fig. 2.45). Fracture opening due
to fluid pressure is seen to be dominated by mode I of failure (Fjaer et al., 2008); however,
mechanical deformations/pore pressure changes are expected to trigger shear-slip (mode II of
failure) on preexisting joints (Bruel, 2007; Loret, 2018).

2.2.2 Simulating hydraulic fracturing test using the FDEM

The hydraulic fracturing test considered in this research was performed in the Evie member
of the Horn River basin located in western Canada (Chou, Gao, and Somerwil, 2011). The
Horn River basin is in the strike-slip stress regime (Roche and Baan, 2017). Consequently,
the developed hydraulic fracture is vertical normal to the minimum horizontal stress. A
400 × 400 m horizontal cross section of the formation is simulated. This two-dimensional
model represents a simplified domain where the far-field stresses are the maximum horizon-
tal σH and the minimum horizontal σh stresses. Since the fracture length/radius is greater than
its height (Chou, Gao, and Somerwil, 2011), this two-dimensional representation with a classic
Perkins–Kern–Nordgren (PKN) fracture model (Adachi et al., 2007) is appropriate. Grid/model
dimensions (Fig. 2.47(a)) are determined such that the 400× 400 m domain includes the farthest
recorded microseismic events in the σH-σh plane.

Figure 2.47 shows the setup of the two-dimensional computational grid used in this study.
Fluid injection is modelled as a point source at an internal node. The mesh is intensively refined
with 0.8 m elements in a area of 200 × 200 m around the injection point. Away from the zone of
the intensive refinement, element size is gradually increased to 5.0 m. Medium parameters were
assigned following a hydraulic fracturing program in the Horn River basin. Based on overbur-
den density values, the minimum horizontal stress at the injection depth (2980 m) is σh = −60
MPa, while the maximum horizontal stress is σH = −75 MPa (Chou, Gao, and Somerwil, 2011).
The initial reservoir pore pressure is 33.9 MPa (Rogers et al., 2010) and the rock permeability is
10−19 m2 (Reynolds and Munn, 2010). This exceptionally low permeability value means that the
formation can be treated as impermeable for the timeframe of the simulations (2.7 hr), such that
flow is restricted to fractures. The injection rate used in simulations is Q = 1.4 l/s. This numer-
ical injection rate is smaller than the value applied in field (0.167 m3/s). However, considering
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FIGURE 2.47: (a) The geometry and boundary conditions of domain chosen for the hy-
draulic fracturing simulations and induced seismicity. (b) Triangular Delaunay meshing of
the domain showing refinement of element size approaching the wellbore: A zoom-in is
displayed to show the random distribution of preexisting joints. Points A and B are dis-

played to investigate the loading paths during the fracturing process.

that the 3-D geometry is simplified and that no fluid loss/leakof is accounted for, this numer-
ical injection rate is sufficient to insure stable calculations and to reproduce the field injection
history (Fig. 2.48(a)).

Chou, Gao, and Somerwil (2011) reported on material and fluid properties pertaining to the
rock formation of interest here, namely the Evie member of the Devonian Horn River formation
(Table 2.4).

TABLE 2.4: Fluid and material properties pertaining to the porous medium of the Evie
formation (Chou, Gao, and Somerwil, 2011). Fracture energy values and computational
parameters are calibrated based on the recommendations of Lisjak, Grasselli, and Vietor

(2014), Mahabadi et al. (2012), and Tatone and Grasselli (2015)

Nature Parameter Value Unit
Elasticity Drained Young’s modulus E 24.5 GPa

Drained Poisson’s ratio ν 0.2 -
Rock density ρσ 2400 kg/m3

Fracture Tensile strength σT 5.2 MPa
Cohesion c 13.5 MPa
Mode I fracture energy GIc 10 N/m
Mode II fracture energy GIIc 100 N/m
Material internal friction angle ϕi 35.0 (◦)
Fracture friction angle ϕ f 35.0 (◦)

Fluid flow Dynamic viscosity µ 3 × 10−3 Pa s
Permeability k 10−19 m2

Compressibility Kλ 2.2 GPa
Computational Damping coefficient η 12.3 × 106 kg/m/s

Normal contact penalty pn 245 GPa m
Shear contact penalty pt 24.5 GPa m
Fracture penalty p f 122.5 GPa m

The smallest element size of 0.8 m is used to avoid mesh sensitivity. Fracture energy values
(Tatone and Grasselli, 2015) along with this element size are sufficient to reproduce the break-
down pressure and post-peak behavior of Fig. 2.48(a). The computational parameters (Table
2.4) are calibrated based on the recommendations of Lisjak, Grasselli, and Vietor (2014), Ma-
habadi et al. (2012), and Tatone and Grasselli (2015). The penalty coefficients, pn, pt, p f are
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set equal to 10×, 1×, and 5 × E, respectively. These are the largest possible values that en-
sured elastic response and did not necessitate a reduction in the time step size. The damping
coefficient η should be larger than 0.01ηc with ηc being the critical viscous damping coefficient
ηc = 2h

√
Eρσ (Munjiza, 2004), and h the element size. For η > 0.01ηc, the high-frequency

waves are suppressed and the resulting stress-strain curves mimic those obtained in the quasi-
static laboratory tests. In these simulations, η is set equal to ηc.

A set of normally distributed joints with an average length of 1.60 m, random variation of 0.4
m, and fracture density of 0.1/m2/m is created in the zone of intensive refinement (Fig. 2.47(b)).
These joints are introduced in the model before meshing and they replace the cohesive fracture
elements for their length and can be assigned specific hydraulic, elastic, and cohesive/friction
properties. The Gmsh code is used to generate the Delaunay triangulation. In this study, joints
are assigned the same hydraulic properties as the rock medium; however, they are given zero
tensile strength and can only sustain shear stresses due to residual friction only (Eq. 2.49). Con-
sequently, joints are inserted in the model to explore the distribution of microseismic events due
to shear-slip induced by mechanical deformation of the medium during the growth of hydraulic
fractures (AbuAisha et al., 2017). The size distribution of the joints is based on previous stud-
ies in this area (Eaton et al., 2014), whereas joint orientation is random. The maximum shear
stress on these joints is determined from the Mohr-Coulomb criterion, expressed in terms of the
residual/fracture friction ϕ f angle and the normal effective stress σ

′
n,

fr = −σ
′
n tan(ϕ f ), (2.49)

where fr is the maximum shear stress. As joints represent planes of weakness, while hydraulic
fracture is growing, medium mechanical deformation affects the stress state on the joint tips.
Depending on their random orientations, some joints are more favorable to shear-slip, and their
slip gives rise to microseismic events. Fluid flow within the growing hydraulic fracture system
is controlled by Darcy’s law. Points A and B (Fig. 2.47(a)), at radial distances of 29.5 m and 15 m
from the injection point, are recorder nodes to investigate the stress loading paths due to modes
I and II of failure. Point A represents a critically stressed joint tip that fails due to mechanical
deformation created by fracture growth (mode II failure). Point B is on the fracture trajectory
and fails in response to a fluid pressure increase (opening/mode I).

2.2.2.1 Comparison with field data

In this section, simulations are compared with the field example from the Evie formation of the
Horn River basin. As expected, simulations generated an approximately bi-wing hydraulic frac-
ture, growing in the direction of the maximum far-field horizontal stress σH and perpendicular
to the minimum horizontal stress σh. Figure 2.48(a) shows that the simulated injection pres-
sure provides a good match to the subsurface injection pressure values. Under a constant rate
of injection, the injection pressure increases until the breakdown condition is achieved. Injec-
tion pressure then gradually drops to the fracture propagation pressure equal to the minimum
far-field horizontal stress (Yew and Weng, 2014).

During the numerical simulation, the calculated fracture length is determined at each time
step (fracture envelope). Figure 2.48(b) shows the spatio-temporal migration of observed mi-
croseismicity, indicated by black dots, compared with the growth of the hydraulic fracture (red
line). Although microseismic activity is characterized by discontinuous rates, possibly due to
episodic growth of the hydraulic fracture system in the field (Boroumand and Eaton, 2015),
for the most part, the fracture envelope provides an approximation to the triggering front in
the sense that the time-distance locations for the majority of microseismic events plot below
the curve. This relationship provides validation for the numerical approach, since the small-
est element size, fracture energies, and computational parameters are calibrated to history
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FIGURE 2.48: (a) Irazu numerical injection response correlated to the field injection his-
tory until shutdown (2.7 hr). (b) Spatio-temporal migration of the field microseismicity
including the fracture envelope derived from simulations (red line), a best-fitting fracture
triggering envelope (Shapiro et al. 2006) (blue line) for ℓ f = 300 m, and the fracture vol-
ume opening curve (Dinske et al. 2010) (green line). (c) Radial distribution of simulated
microseismic events with time along with the calculated numerical fracture envelope high-

lighted in Fig. 2.48(b).

match the injection pressure profile rather than the time-distance behavior of the microseis-
micity (AbuAisha et al., 2019). Shapiro and Dinske (2009b) and coworkers Shapiro and Dinske
(2009a), Shapiro, Dinske, and Rothert (2006), and Shapiro et al. (2002) suggested that the evo-
lution of a hydraulic fracture can be treated as an end-member of a diffusional triggering front.
To compare the current fracturing-microseismicity signatures with Shapiro’s work, a simplified
classic two-dimensional fracture geometry of a PKN fracture model is adopted (Fig. 2.49). The
use of this model is appropriate since the fracture length/radius is bigger than its height and
that it propagates in the rock section where the extent and concentration of microseismicity is
significant (σH-σh plane) (Reynolds and Munn, 2010).

To investigate the dynamical behavior of induced microseismicity due to fracture growth,
Shapiro, Dinske, and Rothert (2006) applied an approximation of the fracture growth based on
the principle of volume balance, where the fracture radius ℓ is expressed in terms of injection
time t,

ℓ(t) =
Qit

4h f CL
√

2t + 2h f w
(2.50)

with Qi being the injection flow rate, h f the perforated section of the treatment well (Fig. 2.49), w



52 Chapter 2. Fluid circulation in porous media

the fracture aperture, and CL the fluid loss coefficient. Dinske and T. (2010) suggested that fluid
loss overdominates fracture geometry effects over the long-term limit of injection; therefore,
Eq. 2.50 reduces to the typical linear pressure diffusional front characterized by the apparent
diffusivity D, i.e. ℓ(t) =

√
4πDt (Shapiro et al., 2002).

w

lw l

hf

σ

FIGURE 2.49: Schematic diagram demonstrating the PKN fracture geometry adopted in
this research. w is the fracture aperture, ℓ the fracture radius, ℓw is the borehole radius, and

h f is the perforated section of the treatment well.

Consequently, Dinske and T. (2010) and Shapiro, Dinske, and Rothert (2006) relate the fluid
loss coefficient to the apparent diffusivity that best-fits the fracture triggering front (Eq. 2.50)
as,

CL =
Qi

8h f
√

2πD
. (2.51)

The fluid loss coefficient can be also calculated using the fracture radius and the fracture
cross-sectional area A,

CL =
Qit − 2ℓA
4ℓh f

√
2t

. (2.52)

The fracture cross-sectional area is calculated by measuring the slope of the line tangent to
the seismic events at time t = 0 (Fig. 2.48(b): fracture volume opening curve) (Dinske and T.,
2010; Shapiro, Dinske, and Rothert, 2006), in this case A = 0.1853 m2. For a well-perforated sec-
tion of length h f = 30 m (Reynolds and Munn, 2010), the fracture aperture is w = A/h f = 6.2
mm. The numerical fracture aperture calculated by simulations is 6.6 mm. The maximum frac-
ture opening is set to au = 10 mm; hence, the numerical aperture is still smaller than the upper
limit. While considering the field injection rate (Qi = 0.167 m3/s), the best-fitting of Shapiro’s
fracture triggering front (Eq. 2.50) and Fig. 2.48(b), blue curve), tangent to the fracture volume
curve and encompassing almost all of the seismic events, is chosen for a final fracture radius
ℓ f = 300 m, corresponding to the farthest microseismic event. In this case, an apparent diffu-
sivity D = 0.86 m2/s is sufficient to match this fracture triggering front. Based on Eq. 2.51,
the corresponding fluid loss coefficient is 1.13 × 10−4 m/

√
s. Dinske and T. (2010) also sug-

gested an approach to calculate the initial reservoir permeability using the fluid loss coefficient
and some typical values of the hydrocarbon in the targeted reservoir. If the hydrocarbon in the
targeted shale at the Evie formation has the same properties as in the Cotton Valley tight gas
reservoir (Dinske and T., 2010) (considering that the initial reservoir pressure in both locations
is ∼30 MPa and that the operational depth goes to ∼2800 m), the following hydrocarbon prop-
erties can be assumed: dynamic viscosity µ = 0.03 cP; compressibility χTλ = 3.5 × 10−8 1/Pa;
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porosity nλ = 0.1; and pressure difference7 ∆p = 40.1 MPa. These properties and operational
conditions give an initial reservoir permeability of 2.1 × 10−19 m2 , almost equal to the values
attributed to the Evie formation shale (Reynolds and Munn, 2010).

Considering the numerical fracture envelope as a triggering front (Fig. 2.48(b), red curve),
some of the observed microseismicity plots well out-side the bounds of the fracture envelope.
In particular, at the onset of hydraulic fracturing at ∼0.25 hr, a cluster of microseismic events oc-
curred up to a distance of ∼125 m from the injection location. These events are thought to occur
due to the mechanical deformation of the medium/the stress wave spreading in the formation
at the breakdown. Fig. 2.48(c) shows the time-distance behavior of simulated microseismicity
in relation to the fracture envelope. The apparent discrete occurrence times of these events is
an artifact of the numerical procedure, wherein snapshots of the simulation outputs are stored
at discrete time intervals to conserve disk space. In a similar fashion to the observed pattern of
field microseismicity, it is seen that the computed fracture envelope represents an approximate
triggering front with the conspicuous exception of a cluster of events at the onset of fracturing
to a radial distance of ∼125 m from the injection point. The events in this cluster are initiated
by exceeding the Mohr-Coulomb criterion (Eq. 2.49) on the preexisting fractures/joints, due to
stress changes in the medium induced by the hydraulic fracture. The similarity of these events
to the early cluster of microseismicity in the observed field dataset suggests that the early clus-
ter has the same cause (i.e. stress changes arising from the breakdown energy spreading in the
medium). To see if Shapiro’s envelope (Eq. 2.50) can reproduce the numerical fracture envelope,
the fluid loss coefficient for the numerical fracture radius at the end of the simulation (ℓ f = 68
m), for the field injection rate (0.167 m3/s), and for t = 2.7 hr (treatment time) is calculated, i.e.
CL = 1.405 × 10−3 m/

√
s. Implementing this value in Eq. 2.50 gives the blue curve in Fig. 2.50

shown below.
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FIGURE 2.50: Spatio-temporal migration of the field microseismicity including the fracture
envelope derived from simulations (red solid), Shapiro’s fracture triggering envelope (blue

dashed line) for ℓ f = 68 m, and the linear diffusion front (green dotted line).

Figure 2.50 also shows the linear diffusional front based on the apparent diffusivity calcu-
lated by Eq. 2.51, which is identical to Shapiro’s fracture envelope. Though identifying trig-
gering fronts from seismic data is far from trivial, these diffusional or non-diffusional envelope
techniques compare to each other and can give information on the fluid-driven fracture ge-
ometry (ℓ and w), local stress regime, as well as on the fractured reservoir permeability and
fracture conductivity (Dinske and T., 2010). The current numerical FDEM approach confirmed
the validity of the diffusional envelope technique. However, it is further concluded that in im-
permeable media, a non-diffusive envelope, i.e., only related to the fracture geometry, can be
precisely predicted by Shapiro’s fracture envelope, provided that the fracture radius at the end
of the treatment is known. It is also concluded that an envelope that encompasses most of the

7The pressure difference is calculated considering the initial reservoir pressure 33.9 MPa and the breakdown
pressure 74 MPa (Fig. 2.48(a)).
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radial distribution of field seismicity, and that excludes the cluster at the onset of fracturing, can
give a good approximation of fluid-driven fracture radius in tight gas reservoirs.

2.2.2.2 Loading paths in the FDEM

This section aims at explaining the modes I and II of failure associated with the FDEM approach
by investigating the loading paths of the two points, A and B (Fig. 2.47(a)), during the hydraulic
fracturing process. Figure 2.51(a) shows the m-s loading paths for these two points: the joint-
tip point A at a radial distance of 29.5 m and reflex orientation of 218.82◦ (Figs 2.47(a) and
Fig. 2.48(c)) and point B at a radial distance of 15 m on the bi-wing fracture trajectory (Fig.
2.47(a)). The quantities m and s are defined as the mean of the effective principal stress tensor
(m = (σ

′
1 + σ

′
2)/2) and the magnitude of the deviatoric effective principal stress tensor (s =

|σ′
1 − σ

′
2|/2). The failure envelope (Eq. 2.49) can be expressed in terms of m and s (Fig. 2.51(a)).
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FIGURE 2.51: (a) m-s loading paths for two points: point A (Figs 2.47(a) and Fig. 2.48(c))
presented by dotted black and red line (shear-slip, mode II failure); and point B (Fig.
2.47(a)) on the fracture trajectory presented by dotted blue line (tensile mode I failure).
(b) Displacement magnitude history at point A: the figure shows sudden increase at the
onset of fracturing (∼0.25 hr) followed by slight growth before it starts to increase signifi-

cantly at shear-slip.

The two loading paths start from the same point/initial effective stress state. As soon as the
fluid reaches point B on the fracture trajectory, effective stresses become tensile and the load-
ing path (blue dotted line) moves to touch the tensile failure envelope, which is characterized
by mode I failure. However, for point A, and since it is located on a joint tip/weak zone, the
dissipation of energy at breakdown reduces (in algebraic sense) the initial effective stress state
moving the joint close to failure, which is represented by the first linear change of the dry load-
ing path (black part). The path then continues to grow (red part) until it touches the failure
envelope, which is characterized by mode II failure and shear-slip microseismic event. The
path then yields to the failure envelope before it starts to show unloading behavior. However,
this reduction in initial stresses depends on the orientation of joints, as some orientations, and
depending on the anisotropy of the far-field stresses, are more favorable to shear-slip.

The displacement magnitude history at point A exhibits a sudden increase at breakdown
(∼0.25 hr), then it continues to grow slightly before it starts to increase considerably at the
onset of shear-slip (Fig. 2.51(b)).

2.2.3 Discussion and conclusion

Plotting a radial spatio-temporal distribution of field seismicity during hydraulic fracturing
test reveals important dimensional information of the fluid-driven fracture. Such information
includes fracture length and aperture, as well as its growth direction which helps understand
the stress regime of the rock basin where the test is conducted. Most of the observed field
seismicity plot under the bounds of the numerical fracture envelope, except for a cluster of
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seismic events at the onset of fracturing. This cluster of seismicity at the onset of fracturing is
explained numerically; upon fracture initiation, a stress wave spreads in the medium and causes
critically stressed joints (to a certain distance) to slip and give rise to seismic events. These
fracturing-onset seismic clusters corresponded to the breakdown peaks of the field injection
history.





57

Chapter 3

Fluid circulation in salt caverns

Renewable energy resources are not dispatchable due to their fluctuating nature. Even-though,
some of these resources are controllable, i.e. bioenergy or hydroelectricity, or represent rela-
tively constant sources, i.e. geothermal power, using them on a large scale requires upgrades or
even a redesign of the grid infrastructure. Options to absorb large shares of renewable energy
into the grid include storage. Gas storage in underground salt caverns is becoming a lead-
ing technique (Klumpp, 2016; Caglayan et al., 2020). Such caverns are characterized by their
large-scale storage capacities, low investment costs, and low cushion gas requirements (Matos,
Carneiro, and Silva, 2019). Nevertheless, the future increasing energy demands necessitate al-
most daily solicitations of such caverns (AbuAisha and Rouabhi, 2019). Fast charges, mechani-
cal and thermal, are expected to affect the mass exchange rates between the cavern phases. To
keep precise tracks/accurate management of the cycled gas quantities, these mass exchanges
must be quantified.

Rock salt occurs within sedimentary layers where it has formed from the evaporation of sea-
water or salty lakes. Rock salt is consequently deposited in cycles which affects its directional
properties like the elastic modulus and the permeability. Depending on the location, the rock
salt properties, mechanical and hydraulic, differ as well. Solution mining is commonly used
to create large caverns in rock salt formations. In this process, a single well, drilled from the
ground surface to the targeted depth (Fig. 3.1), is generally used to inject fresh water and with-
draw brine through a concentric tubing system, the so called the leaching process (Charnavel,
Leca, and Poulain, 1999). Once leaching is completed, the brine in the cavern is reduced to
minimal quantities by a debrining phase where it is moved out by a gas injection operation.
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between phases.
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Figure 3.1 shows an underground cavern filled with gas at a certain pressure and is exchang-
ing heat with the surrounding rock domain. The figure also depicts the amount of brine left in
the cavern at the end of the debrining process. Gas within the cavern is expected to experi-
ence cycles of pressure and temperature changes according to the intended usage. During its
lifetime, the cavern mainly contains, simultaneously or sequentially, two different immiscible
phases: the stored humid gas and the brine. The third important phase of this storage outline
is the surrounding rock salt domain. This domain is constituted of the salt mass which itself is
a mixture of grains or crystals of halite and brine occupying the inter-grain spaces or present
in the grains in the form of fluid inclusions. Each of the three phases is characterized by state
variables which are for the humid gas: pressure, temperature, and vapor concentration; for the
brine: pressure, temperature, concentration of salt and concentration of dissolved gas; and for
the rock salt: stress, temperature, and interstitial fluid-phase pressures.

While the cavern is operated, the three phases are interacting as follows (Fig. 3.1): water is
evaporating into the stored gas (F1); stored gas is dissolving in the brine (F2); brine at the cavern
bottom is flowing into the rock salt (F3); and stored gas is percolating and diffusing into the
porous rock salt (F4).

As stated earlier, in the context of energy transition gas stored within salt caverns is expected
to experience fast cycles of injection and withdrawal. This chapter starts by investigating the ho-
mogeneity of the stored gas thermodynamic state during fast cycling. This investigation helps
building a modelling paradigm that can be used to conduct subsequent studies concerning mass
exchanges between the cavern phases.

3.1 Uniformity of the gas thermodynamic state during cycling

The rate of injected or withdrawn mass to/from caverns controls the spatial heterogeneities of
the temperature and pressure fields. It also controls the magnitude of gas velocity which rep-
resents the driving force for the convective heat transfer with the surrounding rock domain.
In order to consider as many industrial concerns during cycling as possible (for instance rock
creep and gas percolation into the surrounding rock salt), researchers tend to simplify the cav-
ern thermodynamic problem by neglecting the spatial variations of pressure and temperature
which leads to a cavern uniform state. This reduces tremendously the simulation cost, yet it
raises up a question about the validity of such assumption during fast cycling, when spatial
variations of temperature and pressure are significant. The miscalculation of these variations
leads to a miscalculation of the gas density field in the cavern, and consequently, for a given
cavern volume, a misestimation of the stored gas mass.

To address this concern, two types of simulations are performed: simplified simulations
using an in-house code where a uniform thermodynamic state is assumed within the cavern;
and a Computational Fluid Dynamics (CFD) simulations using the COMSOL software. The
goal is to compare the simplified simulation results with the complete simulations of COMSOL,
where all complexities of the problem are considered, i.e. full mesh refinement, velocity field,
convective heat transfer, and the turbulent flow modeling. The simulation results are compared
for both slow (seasonal) and fast (daily) cycling where one expects a better match with regard to
slow cycling and a more obvious deviation in case of fast solicitations. In both simulations the
cavern is assumed full of gas with no brine or insoluble material, and only thermal conduction
with the surrounding rock domain is considered.

3.1.1 Thermodynamics of gas stored in salt caverns

This section provides the mathematical problems of the simplified and the complete approaches
to solve for the evolution of stored gas thermodynamics.
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3.1.1.1 Complete solution of cavern thermodynamics

Injecting or withdrawing gas to/from caverns applies changes to the gas mass density ρ, ve-
locity vvv , and temperature T. The developments of these three fields are calculated using the
general balance laws:

mass balance: ρ̇ + ρ∇∇∇ · vvv = 0;
momentum balance: ρ v̇vv −∇∇∇ · σσσ = ρggg;
energy balance: ρ u̇ +∇∇∇ ·ψψψ = σσσ : ∇∇∇vvv,

(3.1)

where σσσ is the fluid stress tensor, ggg is the gravitational acceleration vector, u is the specific
internal energy, and ψψψ is the fluid heat flux. The designation of the phase subscript α is removed
as the cavern is filled with a mono-component single-phase gas.

Stokes law is used to calculate the stress tensor in a moving fluid undergoing external effects,

σσσ = 2µEEE d − pδδδ, (3.2)

where µ is the fluid dynamic viscosity, and EEE d is the deviatoric part of the rate of strain tensor
EEE = (1/2)

(
∇∇∇vvv +∇∇∇vvvT). Fourier’s law is used to describe the relation between heat flux ψψψ and

the temperature gradient ∇∇∇T through the fluid effective thermal conductivity Λ,

ψψψ = −Λ∇∇∇T. (3.3)

The fluid state equation can be completely described using two state functions; the mass
density ρ(p, T), and the heat capacity Cp(T) at a given pressure. The thermodynamic variables
are related to each other through the formula p = ρTZ, with Z being the gas compressibility
factor. Common examples are when fluid density is assumed constant in case of incompressible
fluids, and when Z = R/Mw in case of ideal gases, with Mw being the gas molecular weight
and R the universal gas constant. In case of high pressure and low temperature, the assumption
of ideal gas is weak and a real gas behavior needs to be considered.

For the relatively short-period simulations (2 months maximum) considered in this work,
the mechanical behavior of the rock mass around the cavern is neglected (Labaune et al., 2019);
only the thermal interaction between rock and fluid are accounted for. For a time-dependent
problem, the temperature field in the surrounding rock mass verifies the following form of the
heat equation,

ρσCpσ∂tTσ = Λσ∇∇∇ · (∇∇∇Tσ), (3.4)

with Tσ being the rock temperature, ρσ its density, Cpσ its heat capacity, and Λσ its thermal
conductivity.

The non-dimensional numbers of Rayleigh, Reynolds, and Péclet are needed to have an
idea about the heat convection regime of cycled gas in the cavern. Most of the underground
cavern operations exhibit high Reynolds Re ∼106 and Rayleigh Ra ∼1015 numbers (Karimi-
Jafari, 2010), which necessitates the integration of a fluid flow turbulent model to solve for
velocity disturbances. When the Péclet number is large (Pe > 1), stabilization techniques are
required to smooth the spurious instabilities attributed to the convection term in the energy
equation (AbuAisha and Loret, 2016b).

Evolution of the thermodynamic state of the gas stored in underground caverns can be
solved for by applying the finite element method on the system of Eqs 3.1 along with the proper
initial and boundary conditions. However the following points need to be considered:

1. the spatial discretization should be precise and fine enough to describe properly the dis-
tribution of the velocity field;
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2. adequate mesh refinement must be adopted at the solid-gas interface to account for the
convective heat transfer;

3. a turbulent flow model is needed (the k-ϵ for this study) which adds another two variables,
namely k and ϵ, to the list of unknowns (AbuAisha and Rouabhi, 2019).

This complete physical model with all related complexities of mesh refinement, spatial vari-
ations, convective heat transfer, and turbulent flow is validated in AbuAisha and Rouabhi
(2019).

3.1.1.2 Simplified solution of cavern thermodynamics

Underground caverns have large geometries and they are utilized over long periods of time.
This renders the complete CFD simulations of gas cycling over their lifetime a tremendous if
not a prohibitive task. Since in most cases, underground storage necessitates seasonal/slow
cycling, scientists assume that the cavern spatial variations of pressure and temperature are
negligible in the main part of the cavern volume (Guo et al., 2017). Henceforth, they apply the
concept of a heat transfer coefficient hc to account for solid-gas heat exchange over the cavern
surface,

hc =
Normal thermal conduction at the solid wall

Temperature difference between solid and gas
=

ψψψ · nnn
Tσ − T

, (3.5)

with nnn being the cavern inward normal vector and T the gas temperature passing by the wall.
Estimation of this coefficient is tedious, however, once in situ data is available, it can be precisely
predicted (Raju and Khaitan, 2012). In this research, a solid-gas temperature continuity over
the cavern surface is assumed. However, the well heat transfer coefficient hw is calculated using
empirical laws, as seen below.

Concerning the cavern well, the velocity and thermodynamic variables are functions of time
t and the curvilinear abscissa x along the well axis, i.e. v(x, t), T(x, t), and p(x, t). For this case,
the system of Eqs 3.1 becomes:

ρν̇ − v
′

= 0;

ρv̇ + p
′

= ρggg · ttt + (Lζ/A)ζw;

ρ(u̇ + pν̇) = (Lw/A)ψw − v(Lζ/A)ζw,

(3.6)

where the prime denotes the variable derivative along the well axis, A is the flow cross sectional
area, ttt is the vector tangent to the pipe wall, Lζ is the well circumference available for fluid flow,
and Lw is the well circumference available for heat transfer. These two circumferences are equal
in case of simple pipe flow. ψw is the heat exchange across the pipe wall, and ζw is the friction
stress. The quantities ψw and ζw are usually given by empirical laws (Kaviany, 2002). The stress
ζw is generally expressed as ζw = −C f ρv|v|/2. The term ψw implies the heat flux across the pipe
wall, it can be expressed using the Newton’s law as ψw = hw(Tσ − T). The following relations
are adopted to calculate the empirical coefficients,

C f = 2
(
(8/Re)12 + (A + B)−3/2

)1/12
, with,

A =

(
− 2.457 ln

(
(7/Re)0.9 + 0.27(εLζ/DH)

))
, and, B = (37530/Re)16,

(3.7)

and,
Nu = 3.66 for Re ≤ 2300, and,

Nu = (C f /2)(Re − 1000)Pr/
(

1 + 12.7
√

C f /2(Pr2/3 − 1)
)

for 2300 < Re < 5 × 106, and, 0.5 < Pr < 2000,

(3.8)
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where ε is the wall roughness, DH = 4A/Lζ is the hydraulic diameter, Nu is the Nusselt
number, Pr = µCp/Λ is the Prandtl number. The pipe Reynolds number takes the form
Re = ρ v DH/µ. The well heat transfer coefficient is expressed in terms of the Nusselt number
as hw = Λ Nu/DT, with DT = 4A/Lw being the thermal diameter.

The problem is fully coupled in the sense that if the well variables are known, they can
be used to determine the unknown parts of the boundary conditions of the cavern and the
formation. Using these boundary conditions, the problem in the latest domains can be solved
leading to new data that can be put for a next time step solution. With regard to the cavern
itself, assuming a uniform thermodynamic state simplifies the system of Eqs 3.1 to:

Qe/M = −χpṪ + χT ṗ;

MCpṪ − VχpTṗ = Q+
e (hw

t − hc) + Ψ,
(3.9)

where M is the gas mass, χp = −ν∂Tρ|p is the isobaric volumetric thermal expansion co-
efficient, χT = ν ∂pρ|T is the isothermal compressibility coefficient, V is the cavern volume
(assumed constant), hw

t = hw + vvv · vvv/2 is the well dynamic/total specific enthalpy, hc is the
cavern specific enthalpy, Qe is well/external flow rate, Q+

e is the positive/injection part of Qe,

and Ψ =
∫

S
ψψψ · nnn dA is the power exchanged between gas and surrounding rock. With the

assumption of solid-gas temperature continuity over the cavern surface, this power exchange
is calculated using the Fourier conduction equation in the rock formation side.

The assumption of a uniform thermodynamic state leads to considerable simplifications to
the mathematical problem. Considering that the time derivatives do not account for convective
terms any more, and that the main variables are only functions of time, the system of Eqs 3.9
represents a system of ordinary differential equations of p(t) and T(t). The complexities left
stem from the necessity to model a real gas behavior (when necessary and appropriate), and
the discretization needed in the rock domain to solve for Eq. 3.4. However, since the cavern
thermodynamic behavior is now assumed uniform in its domain (single point behavior), the
surrounding rock mass is discretized into finite elements and heat conduction is assumed one-
dimensional.

3.1.2 Simulations at the cavern scale

The boundary value problem represents a spherical cavern of volume V = 300, 000 m3 in a
surrounding rock domain. The well extends from the surface at z = 0 m to the cavern at
z = zw = −910 m. The initial cavern volume averaged temperature and pressure are 40 ◦C and
22 MPa respectively (Fig. 3.2). Gas is injected at T = 40 ◦C following the program shown in Fig.
3.3. The gas used in the simulations is ideal hydrogen1 and the cavern is assumed initially full
with mass M(0) = 4.52 × 106 kg.

Figure 3.3 shows the injection schemes considered in the simulations in terms of the relative
mass change M̃ = (M/M(0) − 1) × 100%. The first scheme represents fast/daily cycling
where the cavern is utilized extensively, and one cycle (4.5 days) leads to a relative mass change
in the range [-69% to -29%]. Second scheme represents slow/seasonal cycling utilization where
the cavern experiences the same relative mass change, yet over a period of 58.5 days. There
are periods of standstill/rest/pause after injection and withdrawal that are marked by constant
relative mass change over time. Simulations are run for 60 days to allow for the investigation
of thermal exchange between the gas in the cavern and the surrounding rock mass. Points p1
of withdrawal at (t = 6.332,M̃ = −57.6), p2 of injection at (t = 25.87,M̃ = −51.73), and p3 of

1The assumption of ideal gas simplifies calculations.



62 Chapter 3. Fluid circulation in salt caverns

Surface

 

Spherical cavern in a 

surrounding rock domain

Salt rock

 

  T(x,0) = 40 °C

p(x,0) = 22 MPa

H2

24.5 cm

C
o

n
d

u
ct

io
n

 o
f 

h
ea

t

83.06 m

T = 40 °CQ

 
Geothermal temperature:

T (°C) = 17.0 - 0.024 z (m) 

T (°C)

Q  
Surface

FIGURE 3.2: Schematic diagram of the boundary value problem: it represents a spherical
cavern created at depth 910 m in a surrounding rock domain. The geothermal gradient
causes a cavern volume averaged temperature of 40 ◦C. The cavern is assumed initially

full of ideal hydrogen with mass M(0) = 4.52 × 106 kg at p(xxx, 0) = 22 MPa.

pause at (t = 35.66,M̃ = −29.03) are displayed on the figure where velocity and temperature
profiles analyzed in the upcoming arguments.
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FIGURE 3.3: Two cycling schemes to run the cavern: fast/daily cycling that leads to a
relative mass change of [-69% to -29%] in 4.5 days; and slow/seasonal cycling where the
cavern experiences the same mass changes yet over a period of 58.5 days. Points p1 of
withdrawal, p2 of injection, and p3 of pause, are displayed on the figure to investigate

velocity and temperature profiles in the upcoming discussions.

The gas cycling in the spherical cavern is simulated using the simplified approach and the
COMSOL/complete approach, and results of the two simulations are correlated for fast and
slow cycling. For the complete simulations, the boundary conditions are set as shown in Fig.
3.2. The rock formation far-field temperature boundary conditions are assumed to be of the
Dirichlet type, i.e. T = T∞(z), with T∞(z) being the initial geothermal temperature. In case of
the simplified simulations, T∞(z) is replaced by its average value over the cavern surface. Gas is
injected at T = 40 ◦C following the two schemes of Fig. 3.3. As for the initial conditions, in the
complete simulations, the well and cavern are assumed in equilibrium with the surrounding
rock T(xxx, 0) = T∞(z). However, in case of the simplified simulations, the cavern temperature
is set to T(0) = 40 ◦C. Yet, the same temperature gradient (Fig. 3.2) is applied over the well
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length.
Figure 3.4 shows the two-dimensional axisymmetric discretization of the boundary value

problem for the complete simulations. The mesh consists of 445304 elements of which 24607
quadrilateral boundary elements to account for solid-gas heat transfer and turbulent flow.
Aside from the boundary layer quadrilateral elements, the well is discretized into at least an-
other 5 triangular elements to solve for possible radial variations of its thermodynamic quan-
tities. At this level of discretization, and based on the recommendations of the k-ϵ model, the
solution is not mesh dependent (Lacasse, Turgeon, and Pelletier, 2004). For the comparison
purpose, a similar one-dimensional discretization with 5000 elements is used in the simplified
simulations for the rock domain, and the well is discretized into 1000 elements over its length.
Rock thermal diffusivity is set equal to Kσ = Λσ/(ρσCpσ) = 0.29 × 10−5 m2/s. Ideal hydrogen
is assigned the following thermodynamic and flow properties: Λ = 0.195 W/m/K; Cp = 10225
J/kg/K; and µ = 8.75 × 10−6 Pa s.
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FIGURE 3.4: Two-dimensional axisymmetric discretization of the boundary value problem
of Fig. 3.2 for complete simulations. A surrounding rock volume of 25R is chosen around
the cavern and well to avoid the effect of far-field boundaries. Mesh is considerably refined
on the solid-gas boundary with quadrilateral boundary elements based on the recommen-
dations of the k-ϵ turbulent flow. Mesh is also heavily refined for a certain volume in the
rock domain around the cavern and well to better account for the large changes happening
close to them in the time-frame of our simulations (60 days). Mesh contains 445304 ele-

ments of which 24607 quadrilateral boundary elements.

Figure 3.5 shows a comparison between the simulation results of the complete and the sim-
plified approaches for the volume averaged temperature and pressure during slow and fast
cycling. Since pressure histories are mainly affected by mass changes, the simplified and com-
plete pressure histories are quite comparable (Figs 3.5(a, c)). However, the temperature histories
show very slight differences in case of slow cycling (Fig. 3.5(b)), yet these differences are no-
ticeable in case of fast cycling and they increase with time before they stabilize eventually (Fig.
3.5(d)).

To further comment on the efficiency of the simplified approach, the temperature and the
vertical gas velocity profiles along the treatment well are compared. Figures 3.6(a, b, c) show the
well temperature and velocity profiles by the complete (dashed-dotted lines) and the simplified
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FIGURE 3.5: Development of the cavern pressure and temperature: comparison between
slow/seasonal (a, b) and fast/daily (c, d) cycling of the simplified and the complete ap-

proaches.

(solid lines) approaches during slow cycling at points p1 (withdrawal), p2 (injection), and p3
(standstill) of Fig. 3.3, and Figs 3.6(d, e, f) show the same profiles yet during fast cycling.

It is clear that these profiles are quite comparable in case of slow cycling, where the veloc-
ity profiles are almost vertical, meanwhile the temperature profiles show a curving behavior
depending on the state of treatment (withdrawal or injection). In case of pause/standstill, the
velocity is equal to zero, and the temperature profiles show linear variations and tend to re-
semble to the natural geothermal temperature profile. In case of fast cycling (Figs 3.6(d, e, f)),
and even-though the velocity profiles are to some point comparable, the temperature profiles
are considerably different and they do not show the curving variations anymore due to the fast
treatment. In case of the complete approach, these profiles are calculated along the well central
line, however in the simplified simulations, there are no radial variations due to the application
of 1-D pipe model.

It is interesting to compare the velocity spatial heterogeneities in the cavern volume during
these cycling schemes. Figure 3.7 shows the contours of gas velocity magnitude at points p1,
p2, and p3 for the same value range of [0 to 0.2] m/s. One can see that, regardless of the treat-
ment stage, gas velocity is significant at the cavern wall. However, in case of injection, velocity
becomes also large at the well-cavern connection and it goes all through the cavern volume for
fast cycling, yet considerable values never hit the cavern bottom in case of slow cycling. It is
also evident that a larger cavern volume is affected by the gas velocity spatial heterogeneities
throughout the fast cycling scheme.

The spatial heterogeneities in the velocity field are expected to create corresponding spatial
heterogeneities in the temperature and pressure fields. As to quantify the spatial variations
of the temperature and pressure over the time course of simulations, the radial and vertical
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FIGURE 3.6: Development of well temperature and gas velocity profiles during slow cy-
cling (Figs a, b, and c), and during fast cycling (Figs c, d, and e), at points p1 of withdrawal,
p2 of injection, and p3 of pause respectively (Fig. 3.3). The figure compares the simulation

results of the complete and the simplified approaches.

components of these fields are averaged over the cavern volume (Fig. 3.8) for fast and slow
cycling.

The spatial variations of the velocity field affect significantly the radial and vertical varia-
tions of the temperature field. Such variations are observed to be at least three-fold higher for
fast cycling treatment (Figs 3.8(a, b)). Nonetheless, the radial variations of the pressure field are
negligible, and vertical variations are almost comparable between fast and slow cycling (Figs
3.8(c, d)). Vertical pressure variations are mainly related to the gas weight and they are still
negligible when compared to the volume averaged values in the range of [5 to 18] MPa. These
spatial variations in the thermodynamic variables fields create the solution differences between
the simplified and the complete approaches (Fig. 3.5).
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3.1.3 Discussion and conclusion

The objective of this research is to know to which level the simplified uniform thermodynamic
state simulations of gas storage in underground caverns (used generally) is valid, by comparing
it to complete simulations that address all the complexities of the problem, i.e. mesh refinement,
gas velocity field, turbulent flow model, and convective heat transfer.

Figure 3.9 shows the absolute value of the relative Kelvin temperature difference (|1 −
TComplete/TSimplified| × 100%) between complete and simplified simulations of Figs 3.5(b, d).

Eventually, and despite considering all possible complexities of the problem, the simplified
slow cycling simulations for both the well profiles (Figs 3.6(a, b, c)) and the cavern histories
(Figs 3.5(a, b)), are quite close to the complete simulations with relative differences that did
not exceed 1%. In terms of calculation times, simplified simulations did not last longer than
2 hours, however, complete simulations for fast cycling took approximately 60 days, and for
slow cycling 45 days on parallel computation server of 16 cores. There are still more obvious
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FIGURE 3.9: Relative Kelvin temperature difference |1 − TComplete/TSimplified| × 100%:
comparison between complete and simplified simulations for fast and slow cycling of Figs

3.5(b, d).

differences between the complete and simplified simulations results in case of fast cycling that
reach relative differences of 7%. Even-though the well velocity profiles are comparable, temper-
ature profiles are considerably different, which renders the use of such simplified approaches
questionable in case of fast cycling.

It is understood that a trade-off between accuracy and calculation time needs to be made.
It is, until this time, still unfeasible to run complex complete simulations over the entire cavern
lifetime, i.e. 30 years and maybe more. Yet, the simplified approaches can give out results in
a few days. In case of seasonal utilization of underground caverns, the simplified simulations
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are quite efficient in terms of results and calculation cost. In addition to that, such simplified
approaches allow researchers to address other problems that are of significant importance to the
industry, i..e the thermo-hydromechanical behavior of the rock mass during cycling, real gas be-
havior, interactions between the cavern species (gas, brine, and insoluble material), multi-phase
simulations, and gas percolation into the rock mass. Still, while modern humanity demands on
energy increase, the simplified approaches, to a certain level, impose a definite level of inac-
curacy that might be unacceptable. The miscalculation of the cavern thermodynamic variables
development lead to misestimation of the stored gas mass, as an example.

3.2 Gas migration into the surrounding rock salt

The second part of this chapter concerns the mass exchanges between the cavern phases, they
are discussed in the coming three sections. This section focuses on hydrogen permeation into
the rock salt during cycling in underground salt caverns (F4 of Fig. 3.1).

During the cavern operation, hydrogen undergoes changes in its temperature and pressure.
Such changes are expected to affect its migration into the surrounding rock domain. Hydrogen
invasion into this embracing rock takes place either through the rock salt itself, or through the
more permeable and porous interlayers (if they happen to exit). Since underground storage cav-
erns are constructed in networks, the lost hydrogen into the surrounding rock can weaken the
neighboring caverns structures. Moreover, the cost of hydrogen production as well as a good
management of storage require to keep precise tracks of the injected and withdrawn hydrogen
quantities.

Since rock salt contains interstitial brine and is characterized by extremely low permeability
and porosity, the application of one-phase generalized Darcian flow to describe hydrogen
transport is questionable. Indeed, the cavern thermodynamic state is a function of cycling.
Consequently, at the cavern vicinity, both the interstitial rock salt brine pressure and tempera-
ture evolutions depend on cycling as well. These changes in the interstitial brine pressure and
temperature must influence the migration of hydrogen into the rock domain. The novelty of
this research stems from providing a mathematical-numerical model that couples the cavern
thermodynamics with the non-isothermal transport mechanisms of hydrogen into the rock salt.
Both the Darcian two-phase percolation and the Fickian diffusion are considered as well as the
interaction between them. This model addresses as much as possible of the problem complex
physics for good estimation of the exchanged hydrogen mass. Besides, it precisely presents
the effect of cycling. The adopted van Genuchten model allows to describe the two-phase
percolation of hydrogen (characterized by very low viscosity) in rock salt (characterized
by very small pore size)2. Eventually, an overestimating scenario of model parameters,
of diffusion coefficient, and of boundary conditions, is considered to estimate the amount
of hydrogen migrated during a 40-year period of hydrogen cycling in a typical spherical cavern.

To quantify hydrogen migration into the rock salt, the interstitial brine pressure must be
known. Due to the ambiguity with regard to the inter-grain connectivity of rock salt, the pres-
sure of the interstitial brine is poorly defined. However, its value can be limited to two extrem-
ities (Gevantman and Lorenz, 1981):

1. the so-called halmostatic pressure, which considers that the brine occupies a totally con-
nected space in the rock mass. Consequently, this pressure is the equivalent to the hydro-
static pressure calculated using the brine density;

2. a lithostatic pressure, which considers that the brine occupies an isolated space in the
rock salt phase. Therefore, the brine pressure is assumed in equilibrium with the geologic

2This type of percolation is defined using the capillary and mobility numbers (Yortsos, Xu, and Salin, 1997;
Lenormand et al., 1989)
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stresses of the rock salt mass. This pressure extremity is calculated using the rock salt
density (Bradley, 1975).

3.2.1 Mathematical and numerical model

This section presents the mathematical and numerical models needed to evaluate the quantity
of hydrogen transported to the rock salt domain surrounding a typical underground cavern.
Simulations are done for a seasonal cycling in a spherical cavern created at 910 m depth and for
a 40-year time period (Fig. 3.2).

3.2.1.1 The mathematical model

The mathematical model couples the hydrogen thermodynamics in the cavern with the non-
isothermal hydrogen transport in the saturated rock salt domain. To simplify the problem, the
following assumptions are made. Some assumptions are adopted for an overestimating study:

– the underground cavern is assumed to be filled with a mono-component single-phase
hydrogen;

– hydrogen cycling is seasonal/slow, consequently, a uniform thermodynamic state is as-
sumed within the cavern (Sect. 3.1.1.2) ;

– rock salt domain is assumed saturated with brine;

– for an overestimating study, brine pressure within the rock salt domain is assumed hal-
mostatic;

– rock salt creep due to cavern operation is neglected;

– hydrogen diffusion in the halite structure is neglected;

– hydrogen concentration is initially disregarded in the rock salt domain;

– rock salt, interstitial brine, and the invading hydrogen are assumed in thermal equilib-
rium;

– hydrogen invasion into the rock salt domain is assumed to follow the van Genuchten
percolation model (Yortsos, Xu, and Salin, 1997; Lenormand et al., 1989);

– for an overestimating study, hydrogen entry pressure into the saturated rock salt is ne-
glected.

As an example to model a uniform thermodynamic state within the cavern, the following
system of equations is used (Sect. 3.1):

mass balance: M
(
− χpγ Ṫγ + χTγ ṗγ

)
= Qe − π̄

γ
g ;

energy balance: MCpγ Ṫγ − V χpγ Tγ ṗγ = Q+
e Cpγ(T

inj
γ − Tγ)− Ψ,

(3.10)

with π̄
γ
g being the exchanged mass rate between the cavern and the rock domain, and Tinj is the

injection temperature. The well is not modelled here and the specific enthalpy is approximated
by hγ = CpγTγ. The subscript γ is introduced to designate the gas phase.

Once the cavern thermodynamic state (pγ and Tγ) is known, it can be used to calculate the
hydrogen invasion into the surrounding rock salt domain. Figure 3.10 shows the mechanisms
related to hydrogen transport in the saturated rock salt while assuming a van Genuchten two-
phase percolation.
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When hydrogen pressure within the cavern exceeds the rock salt pore pressure plus the
entry pressure, hydrogen invades the rock salt in a two-phase percolation type flow. However,
when hydrogen pressure becomes less than the interstitial brine pressure, brine moves towards
the cavern and tends to pour down the cavern wall. Fickian diffusion of hydrogen in the rock
salt interstitial brine is a function of hydrogen cycling. This diffusion is related to the hydrogen
mass concentration gradient between the cavern and the rock salt domain. The temperature
changes within the cavern lead to temperature changes in the rock salt domain. A temperature
continuity is assumed at the cavern wall. The thermo-hydraulic coupling in the rock domain
is accounted for through the pressure and temperature effects on the hydrogen and the brine
densities.

As the mechanical deformation of the rock salt is neglected, the subsequent percolation-
diffusion equations are established in the initial configuration of the solid matrix (Sect. 1.3).
The rock salt porosity is denoted by n, and T denotes the temperature for all the phases in the
rock salt domain. For each fluid phase α ∈ {λ (liquid), γ (gas)}, pα stands for the pressure, nα

the partial porosity, Sα = nα/n the saturation degree, and ρα the density. In the liquid phase
λ, cgλ denotes the mass concentration of hydrogen and ρgλ = cgλ ρλ denotes its density. For a
given quantity X, the apparent value (per unit volume of the entire porous medium) is denoted
Xα with Xα = nα Xα, where Xα is per unit volume occupied by the α-phase.

The rock salt interstitial brine density is characterized by four state variables which are the
brine pressure pλ, its temperature T, the hydrogen concentration cgλ, and the salt concentration.
In this study, the interstitial brine is assumed saturated with salt at any time. Besides the mass
of the dissolved hydrogen is assumed very minor to affect the brine density. Therefore, the
mass balance equations of the components b (brine) and g (hydrogen) of the liquid phase can
be written in the following form:

ṁλ
b +∇∇∇ ·

[
ρλ

(
1 − cgλ

)
ωωωλ − ρλ JJJgλ

]
= πλ

b ;

ṁλ
g + ṁγ +∇∇∇ ·

[
ρλ

(
cgλωωωλ + JJJgλ

)
+ ργωωωγ

]
= π

γ
g ;

with, mα = nSαρα for α ∈ {λ, γ},

mλ
b = (1 − cgλ)mλ, and, mλ

g = cgλ mλ,

(3.11)
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where ρα is the density of the α-phase, ωωωα is the filtration velocity of the α-phase, JJJgλ is the
Fickian diffusion flux of hydrogen in the liquid λ-phase, πb and πg are the total mass creation
terms of the two components in the fluid phase. If heat convection in the rock salt domain is
neglected, the following energy equation can be used to describe heat transfer within the rock
salt domain due to cycling in the cavern,

m Cp Ṫ +∇∇∇ ·ψψψ = 0,

with, m Cp = ∑
α

mαCpα, and, ψψψ = −ΛΛΛ · ∇∇∇T, (3.12)

with α ∈ {λ, γ, σ (solid)}, and ΛΛΛ is the saturated rock salt domain thermal conductivity tensor.
If the thermal conductivities of the three phases are assumed isotropic, the domain thermal
conductivity Λ is expressed by the geometric mean of the phases thermal conductivities (Côté
and Konrad, 2005),

Λ = Λnσ
σ Λnλ

λ Λnγ
γ . (3.13)

In a two-phase percolation flow, the liquid saturation degree Sλ can be calculated using the
van Genuchten (1980) expression,

S̃λ =
Sλ − Sλr

Sλs − Sλr
=

(
1 +

(
pc

Pr

)1/(1−ℓ)
)−ℓ

, (3.14)

where pc = pγ − pλ is the capillary pressure, S̃λ is the effective degree of saturation, the pa-
rameters Sλr and Sλs represent the liquid residual and maximum saturation values respectively
(Sλ ∈ [Sλr − Sλs]), ℓ and Pr are model parameters. The equation does not introduce the notion
of an entry pressure as it will be neglected in this research.

The hydraulic problem (Eq. 3.11) needs to be completed with constitutive and state laws.
The filtration velocity vectors are assumed to follow a Darcian flow nature,

ωωωα = − krα

µα
kkk ·
(
∇∇∇pα − ραggg

)
, for α ∈ {λ, γ}, (3.15)

where kkk is the intrinsic permeability tensor, µα is the dynamic viscosity of the α-phase, ggg is the
gravitational acceleration vector, and krα is the relative permeability of the α-phase. Relative
permeabilities can be calculated using the Mualem-van Genuchten model (Mualem, 1978),

krλ =
√

S̃λ

[
1 −

(
1 − S̃1/ℓ

λ

)ℓ]2

, and krγ =
√

1 − S̃λ

(
1 − S̃1/ℓ

λ

)2ℓ
. (3.16)

The diffusion flux of hydrogen in the liquid phase is related to the concentration gradient
through the Fick’s law,

JJJgλ = −DDDgλ · ∇∇∇cgλ = cgλ(vvvgλ − vvvλ), (3.17)

where DDDgλ and vvvgλ are the diffusion coefficient tensor and the diffusive velocity of hydrogen
in the λ-phase respectively. This coefficient can be determined experimentally for a given com-
ponent, a phase, and a porous medium, or empirically from the plain diffusivity in the liquid
phase D̄gλ modified by the characteristics of the porous network (porosity, turtuosity, and con-
strictivity) (AbuAisha and Billiotte, 2021). A commonly used expression is Dgλ = D̄gλ nq, where
q is an empirical parameter that generally lies between 1.8 and 2.4 (Grathwohl, 2012). The ex-
changed hydrogen mass rate between the cavern and the surrounding rock salt (Eq. 3.10) can,
therefore, be calculated as,

π̄
γ
g =

∫
S

ργωωωγ · nnn dA︸ ︷︷ ︸
Percolated mass rate

+
∫
S

ρλ(JJJgλ + cgλωωωλ) · nnn dA︸ ︷︷ ︸
Diffused mass rate

, (3.18)
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with nnn being the outward unit vector normal to the cavern surface.

The hydrogen phase is assumed to behave as a real gas (AbuAisha et al., 2021). The
state equation is described using two state functions; the density ργ(pγ, Tγ), and the heat ca-
pacity Cpγ(Tγ) at a given pressure. The thermodynamic variables are related to each other
through the formula pγ = ργTγZ, with Z being the gas compressibility factor. The chemi-
cal potential equality between the λ- and γ-phases leads to the definition of the Henry’s law
pγ = (KH/Mw)ρgλ = Hcgλ, with KH being the Henry’s constant, Mw the hydrogen molecu-
lar weight, and H = KHρλ/Mw. The brine phase is assumed to be slightly compressible, i.e.
ρ̇λ/ρλ = χTλ ṗλ − χpλ Ṫ with χTλ and χpλ being the isothermal compressibility and the isobaric
thermal expansion coefficient respectively.

3.2.1.2 Saturated/unsaturated state transition

The set of differential equations and primary variables (Eq. 3.11) needs to be controlled to assure
the transition from fully saturated state to unsaturated state, or vice versa. Only the problem of
hydrogen appearance in rock salt where the brine phase is always present, is considered in this
work. The proposed modeling approach consists of using the dissolution and diffusion phe-
nomena to derive a set of differential equations applicable for both saturated and unsaturated
states (Mahjoub et al., 2018).

The choice of the primary variables is crucial. The pressure pλ can be chosen as the first
primary variable because the brine phase is assumed present at any time. With regard to the
second unknown, due to dissolution and diffusion phenomena, the mass concentration cgλ is
a permanent unknown, whether the medium is saturated or unsaturated. Thus, it is chosen as
the second primary variable. However, to assure the homogeneity in the primary variables, a
pseudo-hydrogen pressure is defined as p̂γ = Hcgλ. It represents the real hydrogen pressure
only when the hydrogen phase is present (p̂γ = pγ if Sλ < 1), and it is just a definition in
the saturated case. To use the same equations in the saturated case, a new pseudo-capillary
pressure is introduced p̂c = p̂γ − pλ. The saturation degree is expressed as a function of this
pseudo-capillary pressure such that Sλ( p̂c) = Sλ(pc) when p̂c ≥ 0 (because p̂c = pc), and
Sλ( p̂c) = 1 when p̂c < 0.

Taking these definitions into consideration, the γ-Darcy and Fick laws have to be reformu-
lated and integrated into the conservation equations. The same equation for γ-Darcy law (Eq.
3.15) is used after replacing pγ by p̂γ, with ργ( p̂γ, Tγ). In Fick’s law (Eq. 3.17), cgλ is replaced
by p̂γ/H, and the variation of H is assumed negligible compared to the variation of p̂γ. The re-
formulated mass conservation equations can be cast in the following system of coupled partial
differential equations:

ṁλ
b −∇∇∇ ·

(
BBBbλ · (∇∇∇pλ − ρλggg) +BBBbγ · ∇∇∇ p̂γ

)
= πλ

b ;

ṁλ
g + ṁγ −∇∇∇ ·

(
BBBgλ · (∇∇∇pλ − ρλggg) +B fB fB f

gγ · ∇∇∇ p̂γ +BpBpBp
gγ · (∇∇∇ p̂γ − ργggg)

)
= π

γ
g ;

with, BBBbλ =
[
(1 − cgλ)ρλkrλ/µλ

]
kkk, BBBbγ = (−ρλ/H)DDDgλ,

BBBgλ = (cgλρλkrλ/µλ)kkk, B fB fB f
gγ = (ρλ/H)DDDgλ, and, BpBpBp

gγ = (ργkrγ/µγ)kkk.

(3.19)
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The system of Eqs 3.19 along with the energy conservation (Eq. 3.12) are written in a matrix
form as follows,Cbγ Cbλ CbT

Cgγ Cgλ CgT

0 0 CT


︸ ︷︷ ︸

Storage matrix


˙̂pγ

ṗλ

Ṫ

−∇∇∇ ·


BBBbγ BBBbλ 000

B fB fB f
gγ +BpBpBp

gγ BBBgλ 000

000 000 ΛΛΛ


︸ ︷︷ ︸

Dispersion matrix

·

∇∇∇ p̂γ

∇∇∇pλ

∇∇∇T



=

 −∇∇∇ ·
(
BBBbλ · ρλggg

)
+ πλ

b

−∇∇∇ ·
(
BpBpBp

gγ · ργggg+BBBgλ · ρλggg
)
+ π

γ
g

0


︸ ︷︷ ︸

Body forces matrix

,

(3.20)

with,

Cbγ = nρλ
∂Sλ

∂ p̂γ

(
1 − p̂γ

H

)
− nρλSλ

H
,

Cbλ = nρλ
∂Sλ

∂pλ

(
1 − p̂γ

H

)
+ nρλSλχTλ

(
1 − p̂γ

H

)
,

CbT = nρλSλχpλ

(
1 − p̂γ

H

)
,

(3.21)

and,

Cgγ = −nρλ
∂Sλ

∂ p̂γ

(
1 − p̂γ

H

)
− nρλSλ

H
+ nργ(1 − Sλ)χTγ,

Cgλ = n
∂Sλ

∂pλ

(
ρλ

p̂γ

H
− ργ

)
,

CgT = −n
(

ρλ
p̂γ

H
Sλχpλ + ργ(1 − Sλ)χpγ

)
,

(3.22)

and,
CT = m Cp. (3.23)

3.2.1.3 The numerical model

The numerical model represents a spherical cavern of volume V = 300, 000 m3 in a surrounding
rock domain. The well extends from the surface at z = 0 m to the cavern top at z = zw = −910
m (Fig. 3.2). The cavern has been leached (full of brine) and is initially in thermal equilibrium
with the surrounding rock domain at T = 40 ◦C. The brine pressure within the cavern is also
in equilibrium with the rock salt pore pressure at the halmostatic value of pλ = −ρλgz = 11.2
MPa. The cavern brine is then replaced by hydrogen during a debrining/filling phase of 90
days where hydrogen pressure of 22 MPa is attained within the cavern. The cavern is later left
unsolicited for a similar period of time. Consequently, after 90 days of standstill, the cavern
volume averaged temperature and pressure are 46 ◦C and 22 MPa respectively. The cavern then
undergoes seasonal cycling following the program shown in Fig. 3.11 for a 40-year time period,
where hydrogen is injected at Tinj

γ = 40 ◦C.

Figure 3.11 shows the cycling scheme that will be considered in our simulations in terms of
the relative mass change M̃ = (M/M(0)− 1)× 100%. The program starts with a withdrawal
phase of 60 days, cycling then begins where each cycle extends over a 6-month period. Only
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FIGURE 3.11: Imposed cavern relative mass variations. Only the first two cycles are shown,
however simulations are run for 40 years.

the first two cycles are shown, however, simulations are conducted for a 40-year time period,
i.e. 80 cycles.

The COMSOL available general forms of the coefficient Partial Differential Equations
(cPDE), of the domain Ordinary Differential Equations (dODE), and of the boundary Ordinary
Differential Equations (bODE) are used to solve the previous systems of equations in a coupled
thermo-hydraulic framework. COMSOL gives analytical expressions to track the evolution of
the hydrogen viscosity µγ, thermal conductivity Λγ, and heat capacity Cpγ as a function of tem-
perature. Hydrogen is modelled as a real gas (AbuAisha et al., 2021). Other van Genuchten,
thermal, and hydraulic parameters are detailed in Table (3.1).

TABLE 3.1: Hydraulic, thermal, and van Genuchten parameters to model hydrogen inva-
sion into the rock salt. References: 1. (Grathwohl, 2012); 2. (Gevantman and Lorenz, 1981);
3. (Mahjoub et al., 2018); 4. (Cosenza et al., 1999); 5. (Schulze, Popp, and Kern, 2001b); 6.
(Bannach et al., 2005); 7. (Poppei et al., 2006); 8. (Crozier and Yamamoto, 1974); 9. (Lopez-

Lazaro et al., 2019); 10. (AbuAisha et al., 2021).

Interpretation Parameter (unit) Value Reference
Rock salt permeability k (m2) 1 × 10−20 [4, 5]
Rock salt porosity n 0.01 [4, 5]
Brine density ρλ (kg/m3) 1200 [2]
Brine isothermal compressibility χTλ (1/Pa) 46 × 10−11 [2]
Brine isobaric expansivity χpλ (1/K) 45 × 10−5 [2]
Brine dynamic viscosity µλ (Pa s) 1.32 × 10−3 [2]
Brine thermal conductivity Λλ (W/m/K) 0.51 [2]
Brine heat capacity Cpλ (J/kg/K) 3300 [2]
Rock salt pore pressure pλ (Pa) −ρλgz Overestimating

study
Rock salt density ρσ (kg/m3) 2200 [6]
Rock salt thermal conductivity Λσ (W/m/K) 6 [6]
Rock salt heat capacity Cpσ (J/kg/K) 900 [6]
Maximum brine saturation Sλs 1.0 Assumed
Residual brine saturation Sλr 0.15 [3]
van Genuchten parameter Pr (Pa) 8 × 106 [10]
van Genuchten parameter ℓ 0.5 [7]
Mass creation terms πλ

b and π
γ
g (kg/m3/s) 0 Assumed

Hydrogen mass concentration cgλ p̂γ/H Definition
Hydrogen diffusion in brine D̄gλ (m2/s) 5 × 10−7 Overestimated [10]
Diffusion correction parameter q 2.1 [1]
Henry’s constant hydrogen-brine KH (l atm/mol) 1300 [8, 9]
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3.2.2 Effects of the van Genuchten model parameters

As stated previously, and due to the absence of any literature data with regard to the entry
pressure of hydrogen in the saturated rock salt, the entry pressure notion is neglected in this
research. This conclusion is pessimistic as it overestimates the total amount of gas lost into the
rock domain. The work of AbuAisha et al. (2021) investigated the effect of the Van Genuchten
model parameters, particularly Pr and ℓ, and the diffusion coefficient on the migration of hy-
drogen into the saturated rock salt.

For a Pr range that resembles the hydrogen invasion into the rock salt, the Darcian percola-
tion has a slight dependency on the value of Pr. The parameter ℓ is assigned a value of 0.5 for
rock salt in a few research papers. However, possible high values (ℓ ∼0.9) can increase consid-
erably the capillary pressure at full brine saturation leading to a naught percolation. A value
of ℓ = 0.1, close to the lowest limit, increases the hydrogen mass percolated into the rock salt
domain by 3 folds. The value of the diffusion coefficient D̄gλ does not affect directly the Darcian
percolation, but rather its diffusive nature. Percolation becomes more of a piston-like for very
small values (AbuAisha et al., 2021).

3.2.3 Simulations of hydrogen migration during cycling

A two-dimensional axisymmetric model is adopted to simulate heat and mass exchange with
the surrounding rock domain during hydrogen cycling in the real cavern (Fig. 3.2). Figure
3.12 shows the spatial discretization of the rock domain. The cavern is not discretized since a
uniform thermodynamic state is assumed within the cavern. Initial and boundary conditions
are displayed on the graph.

Figures 3.13(a, b) show the cavern averaged temperature and pressure as a function of cy-
cling. Hydrogen pressure is not showing any changes during cycling as the cavern volume
is assumed constant. However, temperature is showing some changes due to the energy ex-
changed with the surrounding rock salt domain.

Figure 3.13(c) shows the hydrogen pseudo-capillary pressure averaged over the cavern sur-
face during cycling. The behavior of the capillary pressure becomes almost identical after five
cycles. The capillary pressure does not exceed 2 MPa for the working and boundary conditions
of this typical spherical cavern.

To study the hydrogen mass exchanged with the rock domain, Fig. 3.14(a) shows the brine
saturation, and Fig. 3.14(b) shows the radial component of hydrogen filtration velocity aver-
aged over the cavern surface during the first four cycles. Other cycles are not displayed due to
similarity and to avoid redundant repetitions.

The debrining and the standstill phases of 180 days have led the brine saturation at the
cavern wall to decrease to ∼0.981 before any cycling (Fig. 3.14(a)). The subsequent withdrawal
has counteracted this reduction in the brine saturation by allowing the percolated hydrogen
to leave back to the cavern volume, and again after some cycling, the full brine saturation is
reached. Furthermore, hydrogen percolates into and leaves from the rock domain as a function
of the cavern hydrogen pressure (Fig. 3.14(b)). This allows for a reduction in the brine saturation
at the cavern wall before it sustains the full saturation state (Fig. 3.14(a) and Fig. 3.15(a)).

The Fickian diffusive velocity resembles the brine filtration velocity (Figs 3.14(c, d)). De-
pending on the direction of hydrogen pressure gradient, hydrogen may diffuse into the rock
domain, or pour down the cavern wall along with the leaving brine. The surface averaged ra-
dial component of the brine filtration velocity is show in Fig. 3.14(d). It is observed that brine
leaves the rock domain into the cavern when the percolated hydrogen leaves the rock domain
as well and vice versa. Besides, the thermal effects are noticed on the behavior of the brine fil-
tration and the Fickian diffusive velocities due to the hydro-thermal coupling, especially during
the standstill phases.
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the effect of far-field boundaries. Mesh is considerably refined close to the cavern wall to

account for abrupt changes/large gradients. Mesh contains 160113 triangular elements.
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FIGURE 3.13: (a) cavern pressure, (b) cavern average temperature, and (c) hydrogen
pseudo-capillary pressure averaged over the cavern surface. The three quantities are pre-

sented as a function of cycling/relative mass changes within the cavern.

To understand how the rock domain interstitial brine gets drained by the invading hydro-
gen, Fig. 3.15(a) shows the time variations of the brine saturation and the pseudo-capillary
pressure at the cavern wall for the first four cycles. One can see that hydrogen percolates into
the rock domain when the capillary pressure is positive. The brine saturation rate (increasing
or decreasing) has an opposite sign to the capillary pressure rate.

To study the zone disturbed by brine pore pressure changes, and hydrogen pseudo-pressure
and temperature fluctuations, Fig. 3.15(b) shows the radial profiles of these variables at the end
of cycling, i.e. 40 years. The altered zone due to hydrogen invasion into the rock domain has
not exceeded ∼15 m after 40 years of seasonal cycling. However, this zone extends to ∼40 m
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FIGURE 3.14: (a) Brine saturation at the cavern wall, as well as the surface averaged radial
components of (b) the hydrogen filtration velocity, (c) the Fickian diffusive velocity, and (d)

the brine filtration velocity during the first four cycles.
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FIGURE 3.15: (a) Time variations of the cavern surface averaged brine saturation and
pseudo-capillary pressure for the first four cycles. (b) Radial profiles of interstitial brine
pressure, of hydrogen pseudo-pressure, and of temperature within the rock domain at the

end of cycling/at 40 years.

due to brine pore pressure and rock domain temperature changes. Knowing the range of these
distances helps design a network of underground caverns while avoiding harmful interactions.

Figure 3.16 shows the hydrogen mass exchanged with the surrounding rock domain due to
two-phase percolation and the Fickian diffusion. Figure 3.16(a) is a zoom-in of Fig. 3.16(b) for
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the first four cycles/800 days.
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FIGURE 3.16: Darcian percolated and Fickian diffused hydrogen masses during 40 years
of cycling. Figure (a) is a zoom-in of figure (b) for the first four years. The debrining and
the standstill phases of 180 days have led to the initial percolated and diffused masses

observed in figure (a).

Both the percolated and diffused hydrogen masses tend to reduce during withdrawal in
accordance with Figs 3.14(b, c). Even-though the Fickian diffused mass is initially smaller than
the percolated mass, after ∼25 years of cycling, the diffused mass becomes more significant
than the two-phase percolated mass (Fig. 3.16(b)). Eventually, the percolated and the diffused
hydrogen masses summed up to ∼93 kg after 40 years of the cavern operation.

3.2.4 Discussion and conclusion

The simulations on the cavern scale are performed such that an overestimating/a pessimistic
scenario of lost hydrogen is considered. Therefore, while setting ℓ = 0.5, the following values
of Pr = 8 MPa and D̄gλ = 5× 10−7 m2/s are chosen. Cycling simulations prove that percolation
happens mostly when the cavern pressure is close to the maximum cycling value, i.e. pγ ≈ 16
MPa. Yet, depending on the sign of the pressure gradient, hydrogen percolates into/leaves from
the rock domain. The Fickian diffusion resembles the brine filtration, following the pressure
gradient direction, hydrogen tends to diffuse into the rock domain or pours down the cavern
wall along with the leaving brine. Eventually, the total mass of lost hydrogen sums up to ∼93
kg. This mass is extremely negligible compared to the hydrogen mass manipulated during one
cycle (M = 2.05 Mkg), i.e. the percentage of the lost mass to one cycle mass is ∼0.005%.

Increasing energy demands necessitate fast utilization of underground caverns. The se-
vere utilization of salt caverns exposes them to considerable pressure and temperature changes
throughout short periods, which may affect the development of the damaged zones . The intro-
duction of a damaged zone, during cycling and at the end of leaching, can affect the total mass
of the lost hydrogen. Future studies should include, in a first step, laboratory work to develop
mass transport laws that would describe precisely hydrogen migration into the rock salt. In a
second step, constitutive laws that quantify the permeability and porosity evolutions of rock
salt due to mechanical, hydraulic and thermal charges would be needed. Once these trans-
port and constitutive laws are developed, they can be integrated in the current framework to
estimate their effect on hydrogen percolation and diffusion during rock salt damaging/severe
exploitation of caverns.
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3.3 Gas dissolution in the cavern brine

One promising approach for new clean energy resources is methanation, a technique used to
convert carbon dioxide (CO2) to methane using hydrogen. Methanation is supposed to reply
to the energy fluctuating demand, which necessitates large storage of its production elements
(H2 and CO2) (Mebrahtu et al., 2019). This study focuses on CO2 dissolution kinetics in brine
during storage and cycling in salt caverns in the context of clean energy transition (Zhang et al.,
2022). The kinetics is strongly influenced by natural convection, which is caused by density
changes related to the concentration of dissolved gas as well as thermal changes driven by gas
cycling and the effects of the geothermal gradient. Based on a novel non-dimensional model
that couples cavern thermodynamics with the dissolution mechanisms, this study investigates
how the natural convection related to mass and thermal changes impacts dissolution kinetics.
The numerical model is validated using laboratory measurements, and thereupon upscaled to
typical dimensions of a salt cavern.

The effects of gas dissolution in residual brine is neglected in most of existing literature that
deals with underground gas storage. It is commonly assumed that the cavern is filled with a
mono-component single-phase gas. This assumption is valid if the residual brine volume is
insignificant, and if the gas dissolution in the brine is insubstantial; however, residual brine
may occupy up to 11% of the cavern volume (Chromik and Korzeniowski, 2021). Furthermore,
some gases, especially CO2, are soluble in brine. Therefore, gas loss due to dissolution needs
to be quantified for good management of cycled quantities. This quantification becomes more
important when other loss mechanisms are studied, particularly the permeation of gas into the
rock domain (Sect. 3.2). Even-though this study focuses on CO2 dissolution, the developed
model is universal; it can be adapted easily to study the kinetics of dissolution of other gases.

3.3.1 The non-dimensional mathematical model

After the filling phase, the cavern brine has initially low concentration of CO2. As CO2 is
injected into the cavern, a concentration gradient develops at the brine interface. This concen-
tration gradient forms the driving force for the Fickian diffusion. Consequently, convection
is created in the brine due to changes in the density field. A thermal convection is further
developed due to cycling temperature changes at the brine interface, which interacts with
the geothermal gradient of the brine. The velocity field that emerges due to both types of
convection is expected to enhance the dissolution of CO2 in the brine (F2 of Fig. 3.1).

For each fluid phase α ∈ {λ (liquid), γ (gas)}, Tα stands for the temperature, pα the pressure,
and ρα the density. The subscript σ is used to designate the rock phase. Brine is assumed
fully saturated with salt at any time. To simplify the mathematical problem and therefore the
numerical simulations, the average gas velocity within the cavern is neglected and a uniform
thermodynamic state is proposed (Sect. 3.1). This allows us to avoid the spatial discretization
of the cavern domain. Consequently, the cavern thermodynamic state is used as boundary
conditions for the dissolution problem in the brine domain, and for the heat transfer problem in
both the brine and the rock domains. The velocity field in brine is solved for using the Navier-
Stokes equation.

3.3.1.1 Fickian diffusion

At any time, a pressure equality is assumed at the gas-liquid interface Sγλ, i.e. pλ(t) = pγ(t).
The Henry law allows for calculating the mass concentration of the dissolved gas using the
Henry constant H and the gas pressure, i.e. c = cgλ = pγ/H. In the λ-phase the barycentric
movement is,

ρλvvvλ = ρgλvvvgλ + ρbλvvvbλ, (3.24)
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where ρgλ is the density of the dissolved gas in the λ-phase, vvvgλ is the velocity of the dissolved
gas in the λ-phase, and b is the solvent with mass concentration 1 − c. The definition of the
diffusion flux JJJ is introduced as:

JJJ = JJJgλ = c(vvvgλ − vvvλ); or,

−JJJ = JJJbλ = (1 − c)(vvvbλ − vvvλ).
(3.25)

The gas-liquid interface is assumed still, then at Sγλ, vvvbλ = 0 and vvvλ = JJJ/(1 − c). Using Fick’s
hypothesis, the diffusion flux can be written as JJJ = −D∇∇∇c, with D being the intrinsic diffusion
coefficient.

3.3.1.2 Fluid state law

The development of the gas and liquid densities due to the thermodynamic changes and disso-
lution are expressed using the following state laws:

for gas: dργ = ∂pργdp + ∂TργdT;

for liquid: dρλ = ∂pρλdp + ∂TρλdT + ∂cρλdc.
(3.26)

The liquid state law assumes that the brine is fully saturated with salt at any time. The effect
of the dissolved gas as well as the temperature changes on the density are confined to the body
force term of the momentum equation. The λ-phase equation of state becomes,

ελ =
ρλ

ρλ0
= 1 + β(c − c0)− χpλ(Tλ − Tλ0), (3.27)

where values of the constant β can be found in literature (Yan, Huang, and Stenby, 2011), and
ρλ0 is the initial brine density.

3.3.1.3 Cavern thermodynamics

To simulate a uniform thermodynamic state within the cavern gas space, the system of Eqs 3.10
is used again. The only difference concerns π̄

γ
g that describes the mass rate of gas dissolution

in the brine. The system of Eqs 3.10 can be cast in a non-dimensional form by defining the
following non-dimensional quantities:

T̃γ =
Tγ − Tγ0

Tγ0
; p̃γ =

pγ

pγ0
; and ρ̃γ =

ργ

ργ0(Tγ0, pγ0)
, (3.28)

with Tγ0 being the initial gas temperature, pγ0 the initial gas pressure, and ργ0 the initial gas
density. These definitions imply that:

χ̃Tγ = χTγ pγ0; and, χ̃pγ = χpγ Tγ0, (3.29)

where χ̃Tγ is the non-dimensional gas isothermal compressibility and χ̃pγ is the non-
dimensional gas isobaric thermal expansivity. The system of Eqs 3.10 then becomes:

mass balance: −χ̃Tγ
˙̃Tγ + χ̃pγ ˙̃pγ =

Qe L2

Mγ D
−

π̄
γ
g L2

Mγ D
;

energy balance: ˙̃Tγ + A
χ̃Tγ(T̃ + 1)

ρ̃γ

˙̃pγ =
Q+

e L2

Mγ D
(T̃inj

γ − T̃γ)− BΨ̃,
(3.30)
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with A = pγ0/(Tγ0 ργ0 Cpγ), B = 1/(Ṽγ ρ̃γ) with Ṽγ being the non-dimensional gas volume,
and L being the characteristic length (see Eq. 3.32 below). The non-dimensional injection tem-
perature T̃inj

γ is scaled with respect to Tγ0 as indicated in Eq. 3.28.

3.3.1.4 Mass balance of the liquid phase

The mass changes of the λ-phase are attributed to the gas dissolution:

ρλ∂tc + ρλvvvλ · ∇∇∇c −∇∇∇ · (ρλD∇∇∇c) = 0; with, ρ̇λ + ρλ∇∇∇ · vvvλ = 0. (3.31)

Taking L as the dimension of the cavern, L2/D, D/L, and ρλ0D2/L2, as scale factors for
length, time, velocity, and pressure, the following non-dimensional quantities and operators
are defined:

t̃ = t
D
L2 ; ṽvvλ = vvvλ

L
D

; P̃λ = Pλ
L2

ρλ0D2 ; and, ∇̃φ = ∇φ L. (3.32)

The mass concentration is normalized with respect to the saturation concentration of the
liquid phase csat, i.e. c̃ = c/csat. Using the non-dimensional definitions along with Eq. 3.27, the
non-dimensional form of Eq. 3.31 can be found:

ελ∂t̃ c̃ + ελṽvvλ · ∇̃∇∇c̃ −∇̃∇∇ · (ελ∇̃∇∇c̃) = 0; with, ∂t̃ελ + ∇̃∇∇ · (ελṽvvλ) = 0. (3.33)

3.3.1.5 Momentum balance of the liquid phase

The momentum balance equation for the liquid phase can be written as,

ρλ∂tvvvλ + ρλvvvλ · ∇∇∇vvvλ = −∇∇∇Pλ +∇∇∇ · ζζζ + (ρλ − ρλ0)ggg, (3.34)

with ζζζ being the viscous stress tensor, i.e. ζζζ = µλ

(
∇∇∇vvvλ +∇∇∇vvvT

λ

)
− (2/3)µλ (∇∇∇ · vvvλ) δδδ, the brine

dynamic viscosity is µλ, and δδδ is the second-order Kronecker delta. The λ-phase pressure Pλ

is calculated with respect to the gas pressure and to the initial hydrostatic pressure (pλH =
−ρλ0gz), i.e. Pλ = pλ − pγ − pλH. At the brine interface, Pλ(t) = 0 and pλ(t) = pγ(t). Initially
in the brine domain, pλ0 = pγ0 + pλH and Pλ0 = 0.

The non-dimensional form of Eq. 3.34 can be written as,

ελ∂t̃ṽvvλ + ελṽvvλ · ∇̃∇∇ṽvvλ = −∇̃∇∇P̃λ + Pr∇̃∇∇ · ζ̃ζζ + RaPr eeez, (3.35)

with ζ̃̃ζ̃ζ = ∇̃̃∇̃∇ṽ̃ṽvλ + ∇̃̃∇̃∇ṽ̃ṽvT
λ − (2/3) ∇̃̃∇̃∇ · ṽ̃ṽvλδδδ and P̃λ being the λ-phase non-dimensional pressure. The

brine dynamic viscosity is assumed constant. Therefore, the Prandtl number of the natural
convection problem is defined as,

Pr =
µλ

ρλ0 D
, and the Rayleigh number is Ra =

g(ελ − 1)ρλ0L3

Dµλ
. (3.36)

Since the intrinsic diffusion coefficient of CO2 in brine is very small, the simulations lead to
high values of the Parndtl number (Pr ≫ 1). This indicates the dominance of the momentum
diffusivity over the chemical/Fickian diffusivity (Busse and Whitehead, 1971). On the other
hand, the Rayleigh number characterizes the regime of the gas flow in the brine phase. When
the Rayleigh number is small (typically Ra < 103), natural convection is negligible. Besides,
a turbulent model is necessary to fully describe the velocity field when Buoyancy forces are
considerably high, i.e. Ra > 108 (Sankar et al., 2011). This research numerical model accounts
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only for laminar flow, the Rayleigh number is expected to fall within its range, i.e. 103 < Ra <
108.

3.3.1.6 Energy balance of the liquid phase

The energy equation of the λ-phase can be cast in the following form,

ρλCpλ∂tTλ + ρλCpλvvvλ · ∇∇∇Tλ −∇∇∇ · (Λλ∇∇∇Tλ) = 0, (3.37)

with Cpλ being the brine heat capacity, and Λλ is the brine thermal conductivity. If the non-
dimensional brine temperature is defined as T̃λ = (Tλ − Tλ0)/Tλ0, and its heat capacity is as-
sumed constant, the non-dimensional form of Eq. 3.37 is written as,

ελ∂t̃T̃λ + ελṽvvλ · ∇̃∇∇T̃λ −∇̃∇∇ ·
(
Kλ

D
∇̃∇∇T̃λ

)
= 0, (3.38)

the brine thermal diffusivity Kλ = Λλ/ρλ0Cpλ is assumed constant.

3.3.1.7 Energy balance of the solid phase

To solve for heat exchange between the fluid phases and the rock domain, the energy equation
of the σ-phase is required,

ρσCpσ∂tTσ −∇∇∇ · (Λσ∇∇∇Tσ) = 0, (3.39)

with Cpσ being the rock salt heat capacity, and Λσ is the rock salt thermal conductivity. Keeping
in mind that T̃σ = (Tσ − Tσ0)/Tσ0, the non-dimensional form of this equation is,

∂t̃T̃σ −∇̃∇∇ ·
(
Kσ

D
∇̃∇∇T̃σ

)
= 0, (3.40)

where the rock salt thermal diffusivity is Kσ = Λσ/ρσCpσ.

The exchanged power Ψ (Eq. 3.10) has two parts,

Ψ =
∫
Sγσ

−Λσ∇∇∇Tσ · nnn dAγσ︸ ︷︷ ︸
exchanged with rock

+
∫
Sγλ

−Λλ∇∇∇Tλ · nnn dAγλ︸ ︷︷ ︸
exchanged with brine

, (3.41)

where the unit normal outward vector is nnn. The surface integrations are calculated over the
gas-solid interface Sγσ with its area Aγσ, and the gas-liquid interface Sγλ with its area Aγλ. The
non-dimensional exchanged power (Eq. 3.30) is defined as,

Ψ̃ =
∫
S̃γσ

−wσ∇̃̃∇̃∇T̃σ · nnn dÃγσ +
∫
S̃γλ

−wλ∇̃̃∇̃∇T̃λ · nnn dÃγλ, (3.42)

with wσ = (Tσ0/Tγ0)
[
Λσ/(ργ0 Cpγ D)

]
and wλ = (Tλ0/Tγ0)

[
Λλ/(ργ0 Cpγ D)

]
, where S̃γσ and

S̃γλ are the non-dimensional interfaces as well as Ãγσ and Ãγλ are their non-dimensional areas.

Since the model is non-dimensional, once validated by the laboratory measurements, it can
be applied to other scales. Experimental work is required, some of it considered in this research,
in order to establish the key model parameters. Such experiments should be performed under
conditions similar to the geological storage, in terms of pressure and temperature.
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3.3.2 Initial and boundary conditions

In this section the initial and boundary conditions for the gas dissolution problem, both at the
laboratory and at the cavern scales, are defined.

3.3.2.1 Initial conditions

The temperature is controlled at the laboratory scale (Sect. 3.3.3) by placing the dissolution cell
in a temperature-controlled basin. Consequently, the temperature of all phases is maintained
at T0. At the cavern scale (Sect. 3.3.5), all phases are initially assumed to be in thermal equilib-
rium which corresponds to the geothermal gradient. Temperature is non-dimensionalized with
respect to an initial T0.

The gas pressure in the laboratory cell is initially equal to the vapor pressure3. However,
at the cavern scale, it is determined by the cavern working conditions, i.e. the cavern depth.
The initial brine pressure is Pλ0 = 0 because pλ0 = pγ0 + pλH. Subsequent changes in the brine
pressure are generated by gas dissolution.

3.3.2.2 Boundary conditions

At the gas-liquid interface, gas can dissolve into or exsolve from the brine phase as a function
of the gas pressure. The brine and gas also exchange heat based on the cycling program. There
is also heat exchange between these two phases and the surrounding rock domain. At the
interface Sγλ, the following definitions are employed:

– the gas mass concentration is c = pγ/H. Its non-dimensional form is c̃ = c/csat;

– the flow of gas into the λ-phase is expressed as JJJ · nnn = K(c − pγ/H), with K being an ex-
perimental mass transfer coefficient. In a non-dimensional form, this expression becomes
J̃̃J̃J · nnn = K̃(c̃ − pγ/(H csat)), with J̃̃J̃J = −∇∇∇c̃ and K̃ = K (L/D);

– the non-dimensional λ-phase velocity at the interface Sγλ takes the following form ṽ̃ṽvλ =
J̃̃J̃J/(1/csat − c̃). This is equivalent to ṽ̃ṽvλ · nnn = K̃(c̃ − pγ/(H csat))/(1/csat − c̃);

– the mass rate of the dissolved gas is π̄
γ
g = −

∫
Sγλ

ρλvvvλ · nnn dAγλ, with nnn being the normal

outward vector. In a non-dimensional form, the following definition is reached,

π̄
γ
g L2

Mγ D
=

−
∫
S̃γλ

ελṽ̃ṽvλ · nnn dÃγλ

Ṽγ εγλ

=

−
∫
S̃γλ

ελ

[
K̃(c̃ − pγ/(H csat))

1/csat − c̃

]
dÃγλ

Ṽγ εγλ

, (3.43)

with εγλ = ργ/ρλ0. During cycling or dissolution, the gas density evolves. Therefore, a
gas state law is used to trace the gas density as a function of pressure and temperature
(Kunz et al., 2007), i.e. ργ = ργ

(
p̃γ pγ0, [(T̃γTγ0) + Tγ0]

)
;

– the conditions pγ(t) = pλ(t) and P̃λ(t) = 0 are set at time t.

The following other boundary conditions are needed:

– the temperature boundary condition between the brine and the rock phases is defined
such that T̃λ(t) = T̃σ(t) at any time t;

– between the gas and the rock phases, temperature continuity is assumed, i.e. T̃γ(t) =
T̃σ(t) at any time t;

3The cell is vacuumed and brine is injected into it prior to the gas introduction.
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– between the gas and the brine phases, a heat transfer coefficient hγλ is introduced, leading
to the following non-dimensional heat exchange formula: −∇̃̃∇̃∇T̃λ.nnn = h̃γλ (T̃γ − T̃λ) and
h̃γλ = hγλ (L/Λλ);

– an appreciably large rock domain is considered in our modelling to avoid the effect of
far-field boundaries. The far-field temperatures are set equal to the geothermal gradient
all the time.

The model parameters β and D can be found in literature (Yan, Huang, and Stenby, 2011;
Tayeb et al., 2023). The mass transfer coefficient K needs to be adjusted experimentally so that
the experimental data and the simulation curves would have the same initiation behavior. The
same values of these parameters are used on any scale. However, if such parameters have
units, once the equations are worked out in a non-dimensional form, they get scaled by their
equivalent scale factors (see Tables 3.2 and 3.3). All the non-dimensionalization details can be
found in AbuAisha et al. (2023).

3.3.3 CO2 dissolution at the laboratory scale scale

Before applying the non-dimensional model at the cavern scale, experimental validation is
needed. Laboratory experiments are performed based on a pressure decay test using a PVT
(Pressure-Volume-Temperature) cell. In this setup, the CO2 gas is injected from a tank into the
cell that is partially filled with saturated brine. The cell temperature is controlled by placing it
into a temperature-controlled basin (Fig. 3.17). Once gas is injected, it starts dissolving in the
liquid phase.
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FIGURE 3.17: Schematic representation of the pressure decay PVT cell used to study the
CO2 dissolution in the brine, and to validate the mathematical model.

The PVT cell has a volume of 131.64 cm3 and a diameter of 4 cm. Two dissolution tests are
carried out. In the two tests, the cell is initially filled with saturated brine4 to a 26.32 cm3 vol-
ume. Gas is subsequently injected at initial pressures that correspond to the geological storage
conditions, with the basin temperature set equal to 40 ◦C.

Table 3.2 shows the test conditions and model parameters of the two PVT cell experiments.
The table presents the values as given to a typical dimensional model and as fed to the non-
dimensional model of this research. The characteristic length is chosen to be equal to the model
radius L = R = 0.02 m. It is used along with the intrinsic diffusion coefficient D to calculate the
scale factors of Eq. 3.32. The β parameter gives an idea about how the brine density changes

4The salt mass represented 22.5% of the solution mass.
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TABLE 3.2: Test conditions and model parameters of the two PVT experiments. References:
1. (Tayeb et al., 2023); 2. (Yan, Huang, and Stenby, 2011); 3. (Chabab et al., 2019).

As given to a typical dimensional model
pγ0 (MPa) D (m2/s) L = R (m) c0 β H (MPa) K (m/s)

Test 1 12.90 6.5 × 10−9 0.02 0.01123 0.212 550 2.52 × 10−5

Test 2 16.87 6.5 × 10−9 0.02 0.01389 0.212 726 2.52 × 10−5

Reference – [1] – Calculated [2] [3] Adjusted
As given to the non-dimensional model

p̃γ0 R̃ c̃0 β H̃ K̃
Test 1 1.0 1 0.60 0.212 42.64 77.54
Test 2 1.0 1 0.74 0.212 43.03 77.54
1 The initial brine density is ρλ0 = 1200 kg/m3 and its viscosity is µλ = 3.6 × 10−3 Pa s
2 The scaling of the gas pressure and the Henry coefficient values is done using pγ0 = 12.90

MPa for test 1 and pγ0 = 16.87 MPa for test 2
3 The CO2 concentrations are scaled with respect to csat = 0.0188
4 K̃ = K (L/D)

as a function of the dissolution. It is already non-dimensional and does not vary between the
two approaches. The model parameter K is adjusted experimentally such that the initiation of
the numerical response correlates with the experimental data. A real gas behavior is considered
in the simulations. A high accuracy state equation is used as described in Kunz et al. (2007).
Since the cell is placed in the basin all the time, an isothermal condition is prevailing. Equations
3.33 and 3.35 are only solved for in the brine domain. As an interface boundary condition, the
first part of the gas Eq. 3.30 is used without the thermal contribution, and it is completed with
Eq. 3.43 to account for the mass exchange. Although the initial CO2 concentration of the brine
should be zero, the fast injection to high pressure has evidently caused some CO2 to dissolve in
the brine during the filling phase. The CO2 concentration in the brine is normalized with respect
to the saturation value (csat = 0.0188) at pγ = 14 MPa and temperature Tγ = 40 ◦C. The initial
concentrations are calculated by inverse mass calculations between the final and the initial tests
statuses (Yang and Gu, 2006). Figure 3.18 shows how our numerical model correlates to the
experimental data. The pressure histories are normalized with respect to the initial gas pressure
indicated on each figure.
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FIGURE 3.18: A comparison between the numerical and the experimental pressure his-
tories for the two laboratory tests: (a) pγ0 = 12.9 MPa; and (b) pγ0 = 16.87 MPa.
The black curves represent the numerical solutions while considering only pure diffusion

(Dapp = 8.6 × 10−8 m2/s).
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The black curves (Fig. 3.18) represent the numerical solutions while considering only the
diffusion phenomenon, i.e. only Eq. 3.33 in the brine domain. For these solutions to correlate
to the experimental data, the diffusion coefficient needs to be enhanced. The method adopted
in this research is based on increasing the intrinsic diffusion coefficient gradually until a match
is reached between the numerical solution and the experimental data. The match value of the
diffusion coefficient is then saved and called an apparent diffusion coefficient Dapp. Figure 3.18
shows that an apparent diffusion with value Dapp = 8.6 × 10−8 m2/s is sufficient to represent
the effect of the convection process.

3.3.4 Thermal effects on the kinetics of dissolution

Although our numerical model reproduces the kinetics of CO2 dissolution in brine, upscaling
it to the cavern scale is arduous. Difficulties stem from the use of the Navier-Stokes equation
(3.35). As the model dimension is increased, the body forces represented by the term (Ra Pr)
intensify by a power of three. There is a limiting characteristic length after which the numerical
convergence becomes exceedingly slow. In this vein, when the two terms (∇̃∇∇P̃λ and Ra Pr eeez) are
of the same order of magnitude, the simulations run correctly. The use of an apparent diffusion
to represent the complex effects of convection (Fig. 3.18) seems to be the solution. However, at
the cavern scale, this approach is impractical for two main reasons:

1. in addition to tuning the apparent D parameter, the apparent mass transfer coefficient K
also requires tuning, since both of these apparent parameters depend upon the scale of
the problem;

2. the cavern brine is characterized by a geothermal gradient, while the gas cycling within
the cavern drives significant thermal changes on the brine surface. These thermal effects
cannot be neglected at the cavern scale.

The mathematical model developed in Sect. 3.3.1 is general; it accounts for thermal changes
effects on the kinetics of dissolution. Equation 3.27 highlights the importance of thermal
changes on the natural convection due to density alteration. AbuAisha et al. (2023) have numer-
ically investigated the effect of applying a temperature gradient on the kinetics of dissolution.
Different numerical simulations have been conducted while applying different temperature gra-
dients over the laboratory cell (Sect. 3.3.3). It is observed that the dissolution kinetics increases
substantially as a function of the temperature gradient. The brine may occupy up to 11% of
the cavern volume (Chromik and Korzeniowski, 2021) and will generally be characterized by a
linear thermal gradient. Taken together with the cycling effects, it is clear that thermal effects
play a significant role for the dissolution process.

3.3.5 CO2 dissolution at the cavern scale

This section presents the CO2 dissolution at the cavern scale. To highlight the importance of
considering the kinetics of dissolution, two scenarios are considered: namely while accounting
for kinetics by coupling the cavern thermodynamics with the dissolution; and while neglecting
kinetics and calculating the saturation concentration in a post-treatment strategy. The results of
the two scenarios are compared systematically.

3.3.5.1 The numerical model

The numerical model represents a cylindrical cavern of volume V = 42412 m3 in an infinite rock
salt domain (Fig. 3.19). The cavern brine occupies almost 11% of the volume over a height of
1.5 m. The cavern is assumed to be initially full of real CO2 at a pressure of 16 MPa. The cavern
and its brine are in thermal equilibrium with the surrounding rock domain. The geothermal
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gradient gives a cavern volume averaged temperature of 44 ◦C and a temperature difference of
0.045 ◦C over the brine height.
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FIGURE 3.19: Schematic diagram of the boundary value problem: it represents a cylindrical
cavern created at a depth of 600 m in a surrounding rock salt domain. The geothermal
gradient gives a cavern volume averaged temperature of 44 ◦C. The cavern is assumed
initially full of real CO2 at a pressure of 16 MPa. This figure is presented in the dimensional

form.

For simplicity, a homogeneous thermodynamic state is assumed within the cavern. The
cavern thermodynamics (Eq. 3.30) is used simply as boundary conditions for heat transfer with
the rock domain, and for heat and mass transfer with the brine (Fig. 3.20).

Figure 3.20 shows a two-dimensional axisymmetric discretization of the boundary value
problem of Fig. 3.19. The figure represents the model used with the COMSOL software, shown
in a non-dimensional form. A typical geothermal gradient of 3 ◦C/100 m is defined. The far-
field boundary conditions are assumed to be of the Dirichlet type. A temperature continuity is
assumed between the cavern gas and the rock domain, and between the cavern brine and the
rock domain. A heat transfer coefficient hγλ = 12 (W/m2/K) is chosen to account for thermal
changes between the gas and the brine (Bourne-Webb, Bodas Freitas, and da Costa Gonçalves,
2016). A pressure continuity on the surface Sγλ is assured between the two phases all the time.
Therefore, initially, pλ(xxx, 0) = pγ0 + pλH(xxx) and Pλ0 = P̃λ0 = 0 every where in the brine domain.

The characteristic length is taken equal to the brine height, i.e. L = 1.5 m. The CO2 concen-
tration is normalized with regard to the saturation value csat = 0.0188 for an average cycling
pressure of ⟨pγ⟩ = 14 MPa. To account for the effect of the filling phase, the brine is assumed
to have an initial CO2 concentration of c0 = 0.0023 (almost 12% of the saturation value). The
Henry coefficient is assumed to be a function of the fluctuating gas pressure during cycling
(Chabab et al., 2019). The same values of the model parameters (β, D, and K) of Table 3.2 are
used at the cavern scale. Yet, the scale factors of Eq. 3.32 are calculated with respect to the new
characteristic length. Table 3.3 presents the non-dimensional model parameters as given to the
COMSOL software. The temperatures of the cavern three phases are normalized with respect
to T0 = 44 ◦C. Brine thermo-physical properties are assigned the following values (Gevantman
and Lorenz, 1981): Λλ = 0.51 (W/m/K); Cpλ = 3300 (J/kg/K); and χpλ = 45 × 10−5 (1/K).

The operation cycling program for this research is presented in Fig. 3.21. A withdrawal
phase is firstly recognized, where the relative mass changes (Mγ/Mγ0 − 1) × 100% are de-
creased to -2.5%. Cycling starts subsequently where four cycles are accounted for. This cy-
cling program demonstrates a weekly utilization of the cavern where changes spread out over
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FIGURE 3.20: Two-dimensional axisymmetric discretization of the boundary value prob-
lem of Fig. 3.19. A surrounding rock volume of r̃ = 20R/L is chosen around the cavern
to avoid the effect of far-field boundaries. The gas domain is not considered in modeling,
and only the brine domain is discretized. The cavern thermodynamics (p̃γ, T̃γ) is used as
boundary conditions for heat transfer with the rock domain, and heat and mass transfer
with the brine. The mesh is heavily refined close to the cavern to account for the abrupt
changes taking place close to it. The mesh contains 144665 elements, of which 9183 are

quadrilateral boundary elements.

TABLE 3.3: Non-dimansionaml model parameters at the cavern scale. Reference: 1.
(Chabab et al., 2019).

L = H (m) (Brine height) R̃ c̃0 β H̃ = f ( p̃γ) K̃ h̃γλ

1.5 20 0.12 0.212 Evolving [1] 5815.38 35.29
1 D = 6.5 × 10−9 m2/s, ρλ0 = 1200 kg/m3, and µλ = 3.6 × 10−3 Pa s
2 The CO2 saturation concentration is csat = 0.0188
3 K̃ = K (L/D), and h̃γλ = hγλ(L/Λλ)

a period of ∼28 days. Only the first four cycles are presented, however, this program can be
repeated over long periods of time.

3.3.5.2 Results and discussion

Two scenarios are adopted to present the results of CO2 dissolution at the cavern scale. In the
first scenario, the kinetics of dissolution is neglected. Hence, the CO2 saturation concentration
csat is calculated as a function of the cavern thermodynamics (pγ and Tγ). In this scenario, only
the cavern thermodynamics is solved whilst considering heat exchange with the rock and the
brine domains. In the second scenario, the cavern thermodynamics is coupled with dissolution
in the brine domain, and the entire problem is solved. This enables comparison between simu-
lations of the two scenarios, and consequently insights into the importance of considering the
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FIGURE 3.21: The cycling program envisaged for this research: a weekly utilization of
the cavern with four cycles spreading over ∼28 days. Cycling leads to reasonable mass

variations where the cycled CO2 stays always in its supercritical state.

kinetics of dissolution to periodically calculate the dissolved gas mass.
During the first scenario, the cycling program of Fig. 3.21 is repeated over a period of 2

years. The saturation concentration is subsequently calculated in a post-treatment approach,
where such values are found abundantly in the literature. For instance, Fig. 3.22 shows the
saturation concentration of CO2 in brine as a function of temperature and pressure for the range
used in this paper (Chabab et al., 2019).
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FIGURE 3.22: Saturation concentration of CO2 in brine as a function of pressure and tem-
perature (Chabab et al., 2019).

Figures 3.23(a, b) show the evolution of the cavern pressure and temperature as a function
of cycling over two years. The cavern thermodynamics is used in a post-treatment strategy to
calculate the CO2 saturation concentration in brine as a function of the relative mass variations
(Fig. 3.23(c)).

Following Fig. 3.23(b) one can see clearly the effect of heat exchange with the rock and
the brine domains on the cavern temperature. This effect is reflected by the cavern pressure,
which shows evolving behavior during cycling (Fig. 3.23(a)). The brine CO2 saturation
concentration varies slightly (csat ∈ [0.0187, 0.0192]) for the temperature and pressure ranges
considered in this research (Fig. 3.23(c)). This saturation concentration can be converted into
dissolved CO2 mass. Knowing the brine volume Vλ and its average density (⟨ρλ⟩ = 1158
kg/m3), the dissolved CO2 mass is calculated as Mγλ = csat⟨ρλ⟩Vλ. For the CO2 saturation
concentration variations observed in this research, the maximum dissolved mass is expected to
be Mγλ ∈ [91.8, 94.3] tons. The initial CO2 stored mass in the cavern is equal to 29283.8 tons.
Therefore, the mass lost due to dissolution is approximately 0.32% of the initial stored mass.
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FIGURE 3.23: Cavern CO2 pressure (a) and temperature (b) as a function of the relative
mass variations during 2 years. The cavern thermodynamics is used in a post-treatment

approach to calculate the CO2 saturation concentration in the brine (c).

In the next simulations, the kinetics of dissolution is studied and quantified. To do so, the
cavern thermodynamics is coupled with dissolution in the brine domain, and the entire prob-
lem is solved numerically. This necessitates solving the Navier-Stockes equation in the brine
domain, along with convection due to mass transfer and thermal changes. Such simulations
require extended computational time; for 6.5 months of cycling presented in this research the
simulations required 3.5 months calculation time. Figure 3.24 shows the cavern thermodynam-
ics as well as the brine CO2 volume averaged concentration as a function of cycling. Figure
3.24(c) shows how the brine CO2 concentration increases linearly due to cycling. The figure also
demonstrates the kinetics of dissolution where concentration increases from the initial value to
almost 37% the saturation value in 6.5 months.
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FIGURE 3.24: Cavern CO2 pressure (a) and temperature (b) as a function of the relative
mass variations during 6.5 months. The CO2 volume averaged concentration in the brine

(c) is increasing linearly showing clearly the kinetics of dissolution.

Figure 3.25(b) shows the brine CO2 concentration averaged over its surface and volume.
As for the relatively short time period of simulations (6.5 months), most of the concentration
changes take place close to the surface. Therefore, the two responses give almost the same
values. However, the surface averaged concentration shows obviously the effect of cycling. The
volume averaged concentration is not showing the cycling effect as cycling is taking place very
fast compared to the characteristic time of the dissolution problem.

Figure 3.25(a) shows how the brine volume averaged temperature is impacted by cycling.
The first withdrawal phase causes a decrease in the brine temperature, before it starts to heat
up again following a heating trend similar to that of the cavern (Fig. 3.24(b)). Such temperature
changes are expected to alter the brine density and to play a significant role in the dissolution
process by natural convection. The small irregularity observed at t ≈ 4 months is a known
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FIGURE 3.25: (a) The evolution of the brine average temperature during the CO2 cycling.
(b) The brine CO2 concentration averaged over its surface and volume. The surface aver-

aged concentration shows clearly the effects of cycling.

artifact of stopping and restarting the simulation. The software used here could not recover the
numerical solution without this perturbation.

The evolution of the CO2 dissolved mass can be calculated using Eq. 3.43. A total mass of
22.11 tons is dissolved during the 6.5 months of cycling. This mass is 0.076% of the initial stored
mass.

Figure 3.26 shows the contours of the velocity, the concentration difference, the temperature,
and the pressure fields at 10 days of the cycling. It is observed that even-though the velocity
field is generated by convection (mass and thermal), it has values that are not far from ∼1 cm/s.
The concentration, temperature, and pressure fields follow the trends of the velocity evolution.
The values of any pressure perturbations attributed to the dissolution or the thermal effects do
not exceed a maximum limit of 1.0 Pascal.

3.3.6 Conclusion

Gas stored in underground salt caverns, and their residual brine, are subjected to geothermal
gradients. Such gradients create thermal convection that has important effects on the dissolu-
tion process of the stored gases. These effects are enhanced when gas undergoes cycling during
storage. As the brine thermal expansivity is relatively high, even small temperature changes
lead to significant density variations, highlighting the significance of considering thermal con-
vection when simulating gas dissolution in the context of underground gas storage. In this
research, two strategies for the kinetics of dissolution are used in order to predict the ultimate
dissolved mass of CO2. Simulations demonstrate that the ultimate total dissolved mass is ap-
proximately 0.32% of the initial stored mass. Although this loss may seem insignificant, the
quantification of this loss, during cycling becomes important when other loss mechanisms are
studied.
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FIGURE 3.26: Contours at 10 days of weekly cycling of: (a) the velocity; (b) the concentra-
tion difference (c − c0); (c) the temperature; and (d) the pressure fields. It is clear that the

changes in the velocity field are the driving force for any evolution in the other fields.

3.4 Humidification kinetics of the cavern gas

During cycling in salt caverns, gas pressure and temperature evolve. The thermodynamics of
the residual brine is also changing. The evaporation of water into the cavern gas (Flux F1 of Fig.
3.1) is expected to take place due to these changes. The kinetics of evaporation must be studied
to estimate the water content in the gas at each moment of cycling. The presence of water va-
por may change the thermodynamic behavior of the stored gas, leading to a misestimation of
the cavern thermal inventory as well as the cycled gas quantities. Humidity of withdrawn gas
creates hydrates that clog pipes and prevents the direct use of gas, leading to additional costs
related to dehumidification. This research includes the development of a numerical model that
couples the gas thermodynamics with the evaporation mechanisms from the brine. A labora-
tory gas storage pilot is used to validate the numerical model while considering a fast cycling
scenario. Once the numerical model is validated at the laboratory scale, it can be used for in situ
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applications. This work helps understand why the cavern sump brine remains colder than the
surrounding rock, even decades after the cavern is created (Bérest and Louvet, 2020)

3.4.1 Mechanism of evaporation

Evaporation takes place when the molecules of a liquid near its surface absorb enough energy
to break the intermolecular bonds and overcome the vapor pressure. This energy removed from
the liquid phase reduces its temperature, resulting in evaporative cooling. Evaporation contin-
ues until an equilibrium is reached when liquid evaporation is equal to its condensation. Actu-
ally, the escaping molecules accumulate as a vapor above the liquid. Many of these molecules
return to the liquid, with returning molecules becoming more frequent as the vapor pressure
increases. When the process of escape and return reaches an equilibrium, the vapor is said to be
saturated. For a system consisting of vapor and liquid of a pure substance5, this equilibrium state
is directly related to the vapor pressure of the substance, as given by the Clausius–Clapeyron
relation,

ln
(

p1

p2

)
= −∆h

R

(
1
T2

− 1
T1

)
, (3.44)

where p1, p2 are the vapor pressures at temperatures T1, T2 respectively, ∆h is the enthalpy
of evaporation, and R is the universal gas constant. This relation assumes that water vapor
behaves like an ideal gas. If a liquid is heated, when the vapor pressure reaches the ambient
pressure the liquid boils.

3.4.2 The mathematical model

There is abundant literature that addresses the problem of gas-water or gas-brine equilibria.
Valtz et al. (2004) reported experimental volume liquid equilibria data for the CO2-water binary
systems over a wide temperature ranging from 278.2 to 318.2 K and pressures up to 8 MPa.
Salari et al. (2008) have estimated the vapor content of CO2 in equilibrium with brine. Feistel
et al. (2010) developed a sophisticated model for the thermodynamic behavior of humid sea
air. Their model is, nevertheless, valid at low pressure values up to 5 MPa maximum, which
do not correspond to the underground storage range. Other works focused on studying phase
equilibria of energy vectors, for instance Roa Pinto et al. (2021) studied phase equilibrium of
hydrogen and natural gas in brine with applications related to storage in salt caverns. Bérest and
Louvet (2020) provided a comparative study on the thermodynamic behavior of underground
caverns in the presence of vapor.

To present the model of this study, let us assume a mixture of dry gas d and pure water
w. The dry gas is assumed to be in the gaseous phase all the time. However, water changes
phase, therefore the mixture can contain water vapor v or suspended liquid water l (fog). The
dissolution of dry gas in the liquid phase of water is assumed negligible, i.e. the liquid phase
of the mixture is only formed of water. The total mass occupying a volume V of this mixture
is M = Mk, k = (d, v, l). By introducing the mass fractions d = Md/(Md +Mv) and c =
Md/M, the composition ccc = (cd, cv, cl) of the mixture is expressed as:

cd = c; cv = c/d − c; and, cl = 1 − c/d. (3.45)

The composition vector of the mixture ccc becomes a function of a single independent mass
fraction which is the dry gas concentration c. The mas fractions cv and cl are functions of state
(Sect. 1.2), the inequality c ≤ d must be satisfied for these fractions to remain positive. More-
over, the equality d(p, T, c) = c describes the saturation of the mixture (dry air, water vapor)
where any additional water appears only in the liquid form.

5A pure substance is defined as a substance having a constant and uniform chemical composition. A homoge-
neous mixture of gases which do not react with one another may, therefore, be considered a pure substance.
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Based on the approach provided by Rouabhi (2019), in case of phase change of water, the
volume V is the sum of a volume Vdv occupied by the dry gas and water vapor, and a volume
Vl occupied by liquid water, such that V = Vdv + Vl . Therefore, the specific volumes νk are
defined:

νd = Vdv/Md; νv = Vdv/Mv; and, νl = Vl/Ml , (3.46)

giving rise to the mixture specific volume which takes the following form,

ν = clνl + cdνd = clνl + cvνv. (3.47)

A simple model to construct the thermodynamic potential g(p, T, c) is to consider that the
partial functions gk(p, T, c) are those of the pure constituents of mixture g◦

k (pk, T) where pk is a
partial pressure depending on the state (p, T, c),

g(p, T, c) = ∑ ckgk(p, T, c) = ∑ ckg◦
k (pk(p, T, c), T). (3.48)

The mechanical and thermodynamic equilibrium equations are needed. Such equilibrium
equations ensure the introduction of entropy and the equality of the total pressure to the pres-
sure of the liquid phase. Therefore, in terms of partial pressures (pd, pv, pl), the problem comes
down to solving the following system:

thermodynamic equilibrium: g◦v = g◦l ; and,

mechanical equilibrium: pd + pv = pl ,
(3.49)

with the following condition on the total pressure and the specific volumes:

pl = p; and,

c(1 − νd/νv)νd + (1 − c)νl = ν.
(3.50)

Being among the most precise state laws, the GERG-2004 (Kunz et al., 2007) and GERG-2008
(Kunz and Wagner, 2012) equations are used in this work. The free energy is divided into two
parts: an ideal part that describes the behavior of an ideal gas, and a residual part that accounts
for deviations from this ideal behavior,

f (ρ, T) = f i(ρ, T) + f r(ρ, T), (3.51)

that when density is low (limρ→0 f (ρ, T) = f i(ρ → 0, T)), the behavior of the ideal gas is re-
trieved. The general form of the GERG model is expressed as:

f i(ρ, T) = ln ϱ + a1 + a2T + a3 ln(T ) + a4 ln
(
1 − e−b4T

)
;

f r(ρ, T) =
N1

∑
i=1

niT ti ϱdi +
N2

∑
i=N1+1

niT ti ϱdi e−ϱci , (3.52)

with ϱ = ρ/ρc and T = Tc/T. The critical point of the fluid is defined by the coordinates
(ρc, Tc). For each substance, the constants ai, bi, ci, di, ni, and ti are known. The thermodynamic
potential, free enthalpy, becomes,

g(p, T, c) = f (p, T, c) + p∂pg(p, T, c). (3.53)

The behavior of the mixture is described by the mass density ρ, the barycentric velocity
vvv = ∑ ckvvvk, the temperature T, and the gas concentration c. The balance laws that govern the
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evolution of these fields can be expressed by the following field equations:

total mass balance: ρ̇ + ρ∇∇∇ · vvv = 0;
momentum balance: ρ v̇vv −∇∇∇ · σσσ = ρggg;
energy balance: ρ u̇ +∇∇∇ ·ΨΨΨu = σσσ : ∇∇∇vvv;
gas mass balance: ρċ +∇∇∇ · (ρJJJ) = πγ,

(3.54)

with π̄
γ
w being the mass rate of water exchanged through the gas-liquid interface Sγλ due to

phase change. The internal energy flux ΨΨΨu is thus written as,

ΨΨΨu = ψψψ + ρ∂ch(p, T, c)JJJ. (3.55)

Other quantities are as defined in Sect. 3.1. The derivative of enthalpy with respect to the
gas concentration is,

∂h(p, T, c)
∂c

= T
∂s(p, T, c)

∂c
, (3.56)

with,
∂s(p, T, c)

∂c
=
(
s◦v − s◦l

) [
1 +

ρv

ρd

]
− s◦v + s◦d, (3.57)

therefore,
∂h(p, T, c)

∂c
=
(
h◦v − h◦l

) [
1 +

ρv

ρd

]
− h◦v + h◦d. (3.58)

The heat capacity of the mixture can be written as (Rouabhi, 2019),

Cp(p, T, c) = ∂Th(p, T, c) = ∑ ckCpk +
[ (

cv∂pvh◦v − cd∂pdh◦d
)

/(νvT)− ∂Tcl

]
(h◦v − h◦l ). (3.59)

The dynamic viscosity and the thermal conductivity of the mixture are defined as (Tsilin-
giris, 2008; Zhang, Gupta, and Baker, 2007),

µ = ∑
i=d,v,l

ciµi

∑
j=d,v,l

cjϑij
(3.60)

with,

ϑij =

[
1 +

(
µi

µj

)1/2

+

(
Mwj

Mwi

)1/4
]2

[
8
(

1 +
Mwi

Mwj

)]1/2 , (3.61)

Mw is the molecular weight and µd, µv, and µl are the dynamic viscosities of the dry gas, the
steam, and the liquid water respectively, and,

Λ = ∑
i=d,v,l

ciΛi

∑
j=d,v,l

cjϑij
, (3.62)

with Λd, Λv, and Λl being the thermal conductivities of the dry gas, the steam, and the liquid
water respectively.

The mechanical behavior of the rock mass around the cavern is neglected. For a time-
dependent problem, the temperature field in the surrounding rock mass verifies the following
form of the heat equation,
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∂tTσ = Kσ∇∇∇ · (∇∇∇Tσ). (3.63)

3.4.3 Modeling of the brine domain

The residual brine of the cavern is expected to undergo thermal changes due to the geothermal
gradient over its height and gas cycling. As in indicated in Sect. 3.3, these thermal changes
result in density changes. To describe the velocity field generated by natural convection due
to density changes, both the Navier-Stokes equation as well the energy equation in the liquid
phase are needed. Considering a computational fluid dynamics framework in the brine do-
main considerably complicates the numerical calculations. As a simplification, a convectively
enhanced conductivity is used in the liquid energy equation to substitute for the effect of the
velocity field. This permits us to modelize correctly the heat transfer in the liquid phase while
using only the energy equation. Hence, the energy equation in the liquid domain takes the
form,

ρλCpλ∂tTλ +∇∇∇ ·ψψψλ = Qw, (3.64)

where Qw is the heat source attributed to the phase change of the liquid phase, and ψψψ =
−ΛNu∇∇∇Tλ with Nu being the Nusselt number. Values of the Nusselt number for similar ap-
plications can be found in the works of Calcagni, Marsili, and Paroncini (2005) and Hasnaoui,
Bilgen, and Vasseur (1992). The heat source related to the phase change of the liquid phase is
calculated using the latent heat ∆h̄w (Sect. 1.3.2), such that,

Qw = −π̄
γ
w∆h̄w, with, ∆h̄w = h̄v − h̄l . (3.65)

At the gas-liquid interface, as a function of cycling, molecules escape the liquid phase. How-
ever, many of them return to the liquid until saturation is reached. The material flux between
the two phases is expressed as,

JJJ · nnn = K((1 − c)− csat), (3.66)

therefore it is concluded that,

π̄
γ
w =

1
V

∫
Sγλ

ρ K(csat − (1 − c)) dAγλ, (3.67)

where K is the mass transfer coefficient (calibrated). The vapor saturation concentration is cal-
culated as csat = 1 − ρd/ρ (at saturation).

3.4.4 Laboratory gas storage pilot

Gas humidification kinetics at the laboratory scale is presented in this section. The laboratory
model consists of a cylindrical high-pressure stainless steel vessel (Fig. 3.27), with dimensions:
height (L = 50 cm) and radius (R = 9 cm) with a volume V = 12.3 l. The model is equipped
with a heating system to allow for the generation of natural convection resulting from thermal
gradients.

The temperature at the model base is controlled by a circulating fluid, the top temperature
can be controlled by a heating collar or left equal to the room temperature. Sides are isolated
by an isolating jacket that is wrapped around the system, and the temperature gradient is left
to develop naturally by the applied bottom and top temperatures. The objective is to develop a
temperature difference over the model height that resembles the geothermal gradients that salt
caverns undergo. The pilot is equipped with 15 temperature probes to measure the temperature
spatial variations during cycling. Humidity is also measured by 7 sensors that are distributed
over the pilot volume.
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FIGURE 3.27: Schematic diagram of the laboratory model used to reproduce the under-
ground cavern thermodynamic behavior. The figure shows the axes where the vertical
temperature profiles are measured, five sensors over each vertical axis: sensors C (86 mm
off wall), M (46 mm off wall), and W (6 mm of wall). Sensors are separated by a vertical
distance of 28 mm. Humidity is also measured by 7 sensors H1 to H7: these sensors are
either arranged axially or at 46 mm off the wall and separated vertically by 56 mm distance.

The injection tube has a diameter of 3 mm. A brine reservoir is placed at the model base
to study the effect of vapor saturation on the thermodynamic behavior of stored gas during
cycling. The reservoir brine height is measured precisely during tests to estimate the quantity
of the evaporated water. The pilot steel thermal diffusivity is Kσ = 3.038 × 10−6 m2/s. This
thermal diffusivity allows for a characteristic time along the wall thickness equal to t = l2/Kσ =
(21.5 × 10−3)2/3.038 × 10−6 ≃ 152 s.

3.4.4.1 Laboratory cycling tests

Two laboratory tests, with and without brine in the reservoir, are carried out, with helium used
as the storage gas. The objective is to quantify the effect of humidity on the thermodynamic
behavior of helium. Tests are performed following this procedure:

– in the humid test the reservoir is filled with saturated brine to a height of 6.15087 cm. In
the dry test the reservoir is left empty;

– a helium flush is done to chase out air inside the pilot;

– the top and bottom temperatures of the model are set equal 46 ◦C and 43 ◦C respectively,
and sides are isolated;

– a filling phase is done where helium pressure within the pilot is increased from atmo-
spheric to 12 MPa;

– the system is left to reach equilibrium during 2.5 days;

– the mass variation program (Fig. 3.28) is fed to the acquisition system to start cycling.
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FIGURE 3.28: The program begins with a slow filling phase of ∼2.26 hours followed by a
rest phase of ∼0.5 hour. Cycling begins after this rest phase and includes three cycles. Each
cycle extends over ∼0.27 hour where withdrawal and injection last for ∼0.09 hour each,
and the rest phases last only for ∼0.04 hour each. Cycling is followed by an intense with-
drawal phase which extends over ∼0.33 hour. This cycling leads to relative mass changes

of ∼[35.43% à -44.51%].

Figure 3.29(a) shows the evolution of the average Relative Humidity (RH) (averaged over
the seven sensors) during the stabilization phase. It is observed that saturation (at 85%) is
attained after approximately one day. Cycling begins after the stabilization phase (2.5 days).
RH is seen to decrease during cycling (Fig. 3.29(b)); a RH of ∼40% is recorded after ∼4 hours.
This reduction of humidity is attributed to the injection of dry helium and withdrawal of wet
gas.
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FIGURE 3.29: (a) Evolution of the average RH during the stabilization phase of 2.5 days,
and (b) during cycling.

Figure 3.30(a) shows the evolution of the helium pressure during the two cycling tests, wet
and dry. The two histories correlate well and any observed differences are minimal. Figure
3.30(b) shows the average temperature histories (averaged over the 15 sensors) during the dry
and wet tests, the discrepancies do not exceed ∼0.7 ◦C.

Figures 3.31, 3.32, and 3.33 show the temperature histories by the wall (W sensors), at middle
of the model (M sensors), and axially (C sensors). The experimental results of the wet and dry
tests are comparable and differences are minor. The differences are more obvious at the top of
the model which is less influenced by the heating source at the bottom (Figs 3.31(b), 3.32(b), and
3.33(b)).

Figure 3.34 shows the RH histories at sensors H1 (bottom) and H7 (top) during the dry and
wet tests. It is obvious that RH is negligible during the dry test. The H1 sensor always measures
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FIGURE 3.30: Pressure (a) and average temperature (b) histories during the two cycling
tests of dry and humid helium.
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FIGURE 3.31: Wall temperature histories: (a) at the W1 sensor (bottom) and (b) at the W5
sensor (top). The figures compare the results of the dry test (continuous lines), and the wet

test (dots).
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FIGURE 3.32: Temperature histories at middle of the pilot: (a) at the M1 sensor (bottom)
and (b) at the M5 sensor (top).

a more humid level of gas as it is closer to the reservoir. Nevertheless, RH is more affected by
cycling at the sensor H7.

3.4.4.2 Numerical simulations

The numerical simulation results of the wet test are presented in this section. Simulations of
this particular laboratory test are performed by implementing the same boundary and initial
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FIGURE 3.33: Axial temperature histories: (a) at the C1 sensor (bottom) and (b) at the C5
sensor (top).
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FIGURE 3.34: Evolution of RH at the sensors H1 (bottom) et H7 (top) during the dry and
wet tests. Humidity is negligible during the dry test.

conditions as in Sect. 3.4.4.1. Only half of the model is simulated due to its two-dimensional
axisymmetry. As to abide to COMSOL accuracy requirements for conjugate heat transfer, the
k-ϵ turbulent flow, and heat convection (Sect. 3.1), the mesh includes 52554 elements of which
1566 quadrilateral boundary elements (Fig. 3.35).

Vapor diffusion in helium depends on temperature, for this study an average value
D = 1.011 × 10−4 m2/s is used (Schwertz and Brow, 1951). The mass transfer coefficient is
parametrized during the stabilization phase to K = 3.8 × 10−4 m/s. Brine thermo-physical
properties are presented in Sect. 3.2. COMSOL gives analytical expressions for the evolution
of the dynamic viscosity and thermal conductivity of pure water and helium as a function of
temperature.

Figure 3.36 shows the evolution of pressure and average temperature during the stabiliza-
tion phase of 2.5 days. The figure compares the experimental data with the numerical results.
Numerical average temperature is averaged over the model volume, however, experimentally,
it is averaged over the 15 sensors.

Figure 3.37(a) shows the evolution of average relative humidity during the stabilization
phase. It is averaged over the model volume numerically, however, it is averaged over the 7
sensors experimentally. The brine temperature is measured experimentally at the middle of the
reservoir (Fig. 3.37(b)), nevertheless, it is averaged over the brine domain numerically. The
mass transfer coefficient is the only parameter adjusted numerically, it is value is chosen such
that the kinetics of humidification, both experimentally and numerically, best-fit (Fig. 3.37(a)).

Figure 3.38 shows the evolution of the gas pressure and its average temperature in the pilot
during cycling. Experimental data and numerical responses are satisfactorily comparable.
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FIGURE 3.35: (a) The laboratory set-up: bottom and top temperatures are set equal 46
◦C and 43 ◦C respectively. The model sides are isolated, helium is injected to establish a
pressure of 12 MPa, and temperature gradient is left to develop over the model. (b) Two-

dimensional axisymmetric discretization of COMSOL.
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FIGURE 3.36: Evolution of pressure (a) and average temperature (b) in the pilot during the
stabilization phase.

However, in case of RH (Fig. 3.39(a)), an important deviation between experimental data
and numerical results is observed. This is supposedly attributed to the mass transfer coefficient
that is calibrated during the stabilization phase yet never updated during cycling. It is expected
that the value of this coefficient to be a function of the gas velocity close to the brine surface.
Comparing the numerical results of the brine average temperature to the experimental data
(Fig. 3.39(b)), it is noticed that the experimental temperature is changing significantly during
the slow filling phase where the pilot RH is relatively not changing, this behavior needs more
investigation. Although, the numerical results are stable during the slow filling phase, during
cycling they show a slow heating trend that is consistent with the experimental data.

3.4.5 Humidification kinetics at the cavern scale

Studying humidification kinetics while running CFD calculations is numerically expensive. It
requires extensive calculation time and memory. In an exploitation context where cycling within
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FIGURE 3.37: Evolution of average RH (a) and average brine temperature (b) during the
stabilization phase.
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FIGURE 3.38: Evolution of pressure (a) and average temperature (b) in the pilot during
cycling.
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FIGURE 3.39: Evolution of average RH (a) and average brine temperature (b) during cy-
cling.

the cavern expands over its lifetime (30 to 40 years), it is necessary to study the humidification
kinetics while assuming a cavern uniform thermodynamic state (Sect. 3.1).
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3.4.5.1 Humidification kinetics in a uniform thermodynamic state

In a uniform thermodynamic framework, the system of equations (3.54) becomes:

total mass balance: M
(
− χpṪ + χT ṗ + βċ

)
= Qe;

energy balance: MCpṪ − VχpTṗ +MT∂cs = Q+
e (hw

t − hc)− Ψ;

gas mass balance: τċ = (1 − c)− csat,

(3.68)

with β = ν∂cρ|p,T, and the humidification characteristic time is τ. Other quantities are as defined
previously. The characteristic time is a function of cycling and needs to be calibrated based on
field or experimental data. The parameter β can be found using the following expression,

β = −ρ

[
1
ρd

(
1 − ρv

ρl

)
− 1

ρl

]
. (3.69)

3.4.5.2 A post-treatment approach for humidification kinetics

The objective of this section is to know if the average RH of Fig. 3.29(b) can be reproduced
knowing the evolution of gas pressure and its average temperature (Fig. 3.30). To do so, vapor
concentration at saturation needs to be calculated for each pressure and temperature value.
Therefore, the following equation for humidification kinetics can be used:

ċ =


1
τ1

[(1 − c)− csat] , (1 − c) ≥ csat;

1
τ2

[−(1 − c) + csat] , (1 − c) < csat.
(3.70)

The two characteristic times are calibrated to τ1 = 85 s and τ2 = 2500 s, these two values
best-fit the experimental data as shown in Fig. 3.40.
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FIGURE 3.40: Evolution of experimental average RH correlated with numerical values cal-
culated using the humid gas state law in a post-treatment approach.

Even-though there are some differences, depending on the application, they can be be ac-
cepted, and the kinetics itself is reproduced.

3.4.6 Discussion and conclusion

This work demonstrates that its feasible to reproduce at the laboratory scale thermodynamic
evolutions that resemble those of real scale caverns. Such evolutions include the gas pressure,



104 Chapter 3. Fluid circulation in salt caverns

its temperature, and its vapor content. To focus on the gas humidification kinetics during cy-
cling, this study provides a mathematical model based on the free enthalpy. The laboratory
measurements show that the gas pressure and temperature do not change significantly due to
the presence of water vapor. However, the presence of the RH itself is important. Depending
on the cycling frequency, RH within the cavern changes, with a tendency to decrease in case of
fast cycling. The presence of RH in the withdrawn gas is harmful, it clogs conduits and requires
additional costs related to dehumidification (wet gas can not be used directly). Still, some sim-
ulations need to be performed at the cavern scale while considering several cycling scenarios
to have an idea about the effect of cycling on the humidification kinetics, and to estimate the
humidification characteristic time at the cavern scale.
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Review and perspectives

This document presents the knowledge I acquired over a time-course of 14 years while working
on the exploitation of underground energy resources by fluid circulation. I began as a modeler
when I developed my skills in the field of the finite element coding of complex physics. During
my research at the University of Calgary, I was a part of the microseismic industry consor-
tium, where I got familiarized with the industrial problems and had access to field data. Once I
started working at MINES Paris, applied research became essential. At that point, I understood
that one can get satisfied by treating each industrial problem using a specific engineering tackle,
or delve into the fineness of physics to develop general approaches. In this work, I tried to con-
struct the mathematical and physical models based on thermodynamics. I adopted simplifying
approaches in a next step, while quantifying at the same time their effect and range of validity.

This research is characterized by conducting validations at the laboratory scale, and by
transferring techniques to communicate it with the real scale applications. The skills I gained
through this knowledge are interdependent and multidisciplinary, they fit in the general
research axis defined by our team at the Center of Geosciences of MINES Paris for the coming
five years. They help me mount or participate in mounting private and industrial projects,
and contribute to teaching activities of the University PSL. Recently, we got the funding for a
European project (FrHyGe) that concerns large-scale demonstration of underground hydrogen
storage.

Specifically, I would further work on the following aspects:

– while gas storage in salt caverns represents a solution to the intermittency problem co-
herent to renewable energy, cycling is expected to take place rapidly (weekly or daily).
An emergency need appears with regard to the FEM codes used to reproduce the stored
gas thermodynamics. While the CFD simulations may be precise, conducting them over
the cavern lifetime is unfeasible. Future research will focus on exploiting the storage pi-
lot (Sect. 3.4) to enhance the existing FEM codes that assume a uniform thermodynamic
state. The pilot experimental results can be reproduced by performing simplified simu-
lations while using a heat transfer coefficient over the pilot wall. This coefficient can be
a function of the well velocity or the treatment rate, and it aims at recreating the effect of
the velocity field. Once validated, this approach can be generalized to the cavern scale, it
can be also enhanced if in situ measurements are available from these caverns;

– fast solicitations of salt caverns definitely affects the mechanical integrity of the rock salt
surrounding them. The developed mathematical model (Sect. 3.2) does not take into
account the mechanical deformation of the rock salt. We are currently conducting research
to evaluate the evolution of the rock salt hydraulic properties due to mechanical loading.
The results of such a research can be implemented in the current framework to study their
effects on the total amount of gas lost into the rock domain;

– basically, this research focuses on CO2 dissolution in brine. However, future research will
include the development of a dissolution cell dedicated to studying hydrogen dissolution
kinetics, particularly due to thermal gradients, and for different volume ratios of gas and
brine. Hydrogen production is still expensive and available caverns might be large. For
a small quantity of hydrogen and to keep a minimum cavern working pressure, caverns
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might be half (or more) filled with brine. Geothermal gradients can not be negligible over
considerable brine volumes, nor can be the dissolved mass of hydrogen. This illustrates
the need to study hydrogen dissolution kinetics in such conditions;

– the storage pilot will be used to study hydrogen humidification kinetics under common
storage conditions. The presence of water vapor is observed to have a little effect on
helium thermodynamics, however, water vapor diffusion in hydrogen is more important.
Thus, this conclusion needs to be verified in the case of hydrogen. The numerical model
has to be enhanced with regard to the used mass transfer coefficient on the wet surface.
An evolving value as a function of cycling is expected to better reproduce the relative
humidity experimental curves;

– as in situ data with regard to methane cycling in a real cavern are available, the humid gas
model of this study can be used to investigate the cooling effects close to the brine surface.
This study demonstrates that, due to evaporation, brine stays colder than the cycled gas.
This will help estimate the buffer zone size above the cavern brine during cycling.

These activities will help me acquire new skills and establish new research axis/axes. For
instance, I would like to deploy the artificial intelligence technology in the field of induced seis-
micity due to fluid injection. I proposed an inter-team PhD project concerning the non-diffusive
seismicity triggering fronts in a thermo-hydromechanical framework. The results of this project
will show how seismic interpretations can improve simulation models and, reciprocally, how
fully coupled physics-based modeling can add to earthquake data interpretations in analysis of
induced seismic sequences. Outcomes will be valued in terms of publications in peer-reviewed
journals.
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• September 2022 - November 2022: Mini-project UE-14. Title: Tightness of underground
salt caverns to hydrogen

• September 2021 (one week): Geology field internship for second year students. Title:
Geosciences in urban context - Ile de France region

• November 2018 (one week): Courses in the MIG (Métier de l’Ingénieur Généraliste). Title:
Hydrogen storage in salt caverns. Students delivered a report at the end of this option.

• September 2017 (one week): Geology field internship for second year students. Geological
lecture on rock fracturing - Sisteron region

Invited lecturer at the university of Calgary - Alberta - Canada (2014-2017):

• Introduction to induced seismicity
• Structural engineering

RESEARCH PROJECTS
At MINES Paris (2017-2023) - My history since 2017 of participating in and mounting projects
can be listed in the following points:

• February 2024 for 5 years: Contribution to the FrHyGe Horizon European project: Full
qualification in France of large-scale Hydrogen underground storage and replication from
Germany to all European countries.

• October 2023: Participating in mounting a Horizon Europe project. Title: G-AIDANCE:
Geothermal AI-driven advisory network for comprehensive exploration. Project was well
classified but it was not retained.

• November 2023 for 10 months: Contribution to the project InterCarnot H2toSALTCAV in
collaboration with the laboratory GeoRessources of Lorraine university. Title: Hydrogen
storage in salt caverns for energy transition. This project helped fund the PostDoc of
Angeline Defay listed above.

• September 2023 for 3 years: Participating in mounting a Marie-Curie doctoral proposal
through the SMILE network (https://smile-msca-dn.eu/). This proposal was accepted
and gave rise to the Ph.D. of Khashayar Khezri listed above.

• January 2023 for 2 years in two phases: Piloting a CITEPH project concerning tightness of
salt caverns to the stored hydrogen. In this project we are working with many industrial
partners including: TOTALENERGIES; STORENGY; TEREGA; and GEOSTOCK.

• September 2019 to September 2020: Contribution to the HyTREND project (Hydrogen
for a carbon-free energy transition). It is a Power to X unifying project from the Carnot
M.I.N.E.S institute, funded by the ANR.

• September 2018 to August 2020: Contribution to the STOPIL project. Title: Develop-
ment of an industrial pilot for hydrogen storage in a salt caverns in France. Phase 1:
feasibility study. This project included working with many industrial partners especially,
STORENGY, GEOSTOCK, AIRLIQUIDE, INERIS, and BRGM.

• May 2017 to April 2020: Contribution to the ROSTOCK-H project. Title: Risks and op-
portunities of geological hydrogen storage in salt caverns in France and Europe. This
project was held by AIRLIQUIDE, it had another industrial partners including: INERIS,
GEOSTOCK, and University of Lorraine.

https://smile-msca-dn.eu/
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At the university of Calgary:
Since I enrolled in my PostDoc, I was a member of the Microseismic Industry Consortium
(URL). It is a novel applied-research geophysical initiative dedicated to the advancement of
research, education and technological innovations in microseismic methods and their practical
applications for resource development. This consortium is a team of industry partners,
government agencies, and faculty members.

PUBLICATIONS
Papers in peer reviewed journals:

1. AbuAisha M., & Tayeb F. (2024). Gas humidification kinetics during cycling in under-
ground salt caverns: A case study of Helium and Methane. Paper is under preparation

2. Tayeb F., Rouabhi A., & AbuAisha M. (2024). Effect of cycling frequency on kinetics of
hydrogen humidification in salt caverns. Paper is under preparation

3. AbuAisha M., Rouabhi A., Hadj-Hassen F., Eaton D., Tayeb F., & Valtz A. (2023). Geother-
mal effects on CO2 dissolution kinetics in brine: A non-dimensional model for under-
ground storage in salt caverns. Journal of Natural Gas Science and Engineering (IF 5.3),
117, 205076. https://doi.org/10.1016/j.jgsce.2023.205076
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erns. International Journal of Hydrogen Energy (IF 7.2), 46(9): 6632-6647.
https://doi.org/10.1016/j.ijhydene.2020.11.152
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tured rock formations. Journal of Petroleum Science and Engineering (IF 5.4), 154, 100-
113. https://doi.org/10.1016/j.petrol.2017.04.018

10. AbuAisha M., Loret B., & Eaton D. (2016). Enhanced Geothermal Systems (EGS): Hy-
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Engineering (IF 5.4), 146, 1179-1191. https://doi.org/10.1016/j.petrol.2016.07.027
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a b s t r a c t

The natural permeability of geothermal reservoirs is typically low and therefore needs to be enhanced to
enable efficient use and economic viability. Hydraulic Fracturing (HF) methods, often referred to as
hydraulic stimulation, are one of the primary methods used for permeability enhancement. In this re-
search paper, physical processes associated with HF are simulated within a thermo–poroelastic (THM)
framework. A fracturing model is introduced as a novel component to the THM framework. This frac-
turing model is expressed in terms of Terzaghi's effective stress and it governs fracture length and
aperture evolution in all directions of space. The distribution and properties of new fractures are used in
a parametric analysis to calculate anisotropic fracture-induced permeability tensor at each point in the
computational grid. Mechanical, hydraulic, and thermal effects interact in different ways at the vicinity of
the inlet and of the outlet. Our results show that thermal cooling primarily contributes to the fracturing
process within a zone close to the inlet. In addition, injection pressure and/or flow rate must be increased
during the lifetime of the reservoir to compensate for pressure drop caused by increased aperture due to
fracture growth.

We tested our fracturing model at the laboratory scale using observations from a homogeneous
triaxial test. The model is then integrated into an in–house FORTRAN 90 finite element code that solves
the thermo–poroelastic boundary value problem. Numerical simulations for fluid circulation and thermal
recovery at the geothermal reservoir of Soultz-sous-Forêts are performed using the fully integrated code.

As expected, at early times heat convection controls the spatial progression of the effective stresses
and hydraulic permeability from inlet to outlet. However, the enhancement of permeability due to HF
causes a rapid propagation of the heat front in the reservoir. Therefore, the applied injection flow rate
effectively controls the evolution of the hydraulic permeability at moderate-to-long times of the HF
process. The borehole stability against shear failure is also investigated.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Geothermal energy is produced by injecting cold fluids into Hot
Dry Rock (HDR) reservoirs where temperature gradients are fa-
vourable. At the reservoir depth, fluid pressure, effective stresses,
rate of fluid loss and thermal recovery are all controlled by the
thermo–poroelastic mechanisms (Bruel, 1995a, 1995b). One of the
most important factors affecting thermal recovery from HDR re-
servoirs is the permeability of the fractured medium. Natural HDR
reservoirs have low permeability; consequently, the process of
injecting geothermal fluids is hindered by large amounts of fluid

loss and frustratingly inefficient thermal recovery. Modern geo-
thermal projects are focused on enhancing the permeability of
geothermal reservoirs, as emphasized by the term Enhanced
Geothermal Systems (EGS). The two main technologies that are
currently deployed to extract geothermal energy are hydraulic
fracturing and chemical enhancement (Turcotte and Schubert,
2002).

Hydraulic fracturing is implemented by pumping geothermal
fluids at considerable flow rates which will eventually lead re-
servoir fractures to evolve and connect. Representation of thermal
recovery from a single fracture embedded in a geothermal re-
servoir has been developed by Cheng et al. (2001). This approach
has been further pursued by Zhou et al. (2009) and Ghassemi et al.
(2008) in an investigation of the thermoelastic and poroelastic
effects of cold water injection.

Studies that focus on the evolution of HDR reservoir
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Journal of Petroleum Science and Engineering
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permeability under thermo–poroelastic conditions are scarce.
Among the few contributions to this topic, in the context of single
fracture reservoirs, Lee and Ghassemi (2011) adopt empirical re-
lationships to relate permeability to effective stresses. Although
previous studies are indicative, they do not address the effect of HF
on the stability of geothermal boreholes, nor do they study the
dependence of HF process on the geostatic conditions prevailing at
the reservoir level.

For the purpose of fully describing HF in HDR reservoirs, this
study introduces a fracturing model which is integrated into a fully
coupled thermo–poroelastic framework (AbuAisha, 2014). At any
geometrical point and at any time, this fracturing model is capable
of tracking the directional fracture evolution. Indeed, the in-
vestigated fracture fabric accounts for both the length and the
aperture of fractures over a unit sphere. The updated fracture
properties are used to calculate local fluid velocity fields using
Navier–Stokes equation for laminar flow. A macroscopic aniso-
tropic permeability tensor, that describes the hydraulic con-
nectivity of the hydraulically fractured medium, is then calculated
by applying Darcy's law at each fracture. The thermo-poroelastic
model with an evolving hydraulic permeability is implemented in
an in–house finite element code (AbuAisha, 2014). The primary
variables consist of the solid displacement vector, the fluid pres-
sure, and the temperature.

Circulation tests between two vertical wells separated by a
horizontal distance of 450 m are simulated. Thermal recovery from
HDR reservoirs can be increased by enhancing geothermal fluid
circulation, i.e. increasing the reservoir permeability between in-
jection and production wells. However, the increase of perme-
ability results in shorter periods of economic viability of the geo-
thermal system which will be further discussed in the conclusion
of this paper.

Attention is also paid to stability issues associated with the
shear failure of the borehole case–shoe. Borehole stability is to be
guaranteed in order to achieve a safe HF process of the HDR
reservoirs.

2. Thermo-poroelastic framework

The mechanical response of a poroelastic medium undergoing
thermal changes while in local thermal equilibrium is governed by
two constitutive equations. Two additional equations are needed
to define the transport of fluid and the transfer of heat.

2.1. Mechanical constitutive equations

Biot's effective stress of the mixture σ κ+ pI is expressed in
terms of the mechanical strain tensor ε, and of the temperature
departure θ = −T T0 with respect to a reference T0 as (McTigue,
1986),

σ ε εκ ν
ν

α θ+ = + − − ′ ( )p G
G

KI I I2
2

1 2
tr , 1s

where σ is the total stress tensor (Pa), p is the pore fluid pressure
(Pa), εtr is the volumetric strain, G is the shear modulus (Pa), ν is
the drained Poisson's ratio, κ = − ′K K1 / s is the Biot's coefficient, K
is the drained bulk modulus (Pa), ′Ks is the first bulk modulus of the
solid constituent (Pa), α′s is the first cubical thermal expansion
coefficient of the solid (1/ °C), and I is the second order identity
tensor. The sign convention through this paper attributes negative
sign to contractive strains and compressive stresses.

The change of the fluid mass content,

εζ κ αθ= + − ( )
p
M

tr , 2

involves mechanical, fluid and thermal contributions, with coef-
ficients,
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that feature the second cubical thermal expansion coefficient of
the solid α″s (1/°C), the cubical thermal expansion coefficient of the
fluid αf (1/ °C), the second bulk modulus of the solid constituent

″Ks
1 (Pa), the bulk modulus of the fluid Kf (Pa), and the reference

porosity of the mixture ϕ0. Throughout this paper, the subscripts s
and f refer to the solid and fluid constituents respectively.

2.2. Constitutive equations of fluid transport and heat transfer

The constitutive equation of Darcy that describes fluid seepage
through the porous medium relates the apparent fluid flux relative
to the solid skeleton qf (m/s) to the fluid pressure gradient,

ϕ
μ

ρ= ( − ) = − ·( − ) ( )q v v
k

gp ,
4f f s f0 ∇∇

where k is the permeability tensor of the mixture (m2), μ is the
fluid dynamic viscosity (Pa� s), ρf is the intrinsic fluid density
( kg/m3), and =g eg with g being the gravitational acceleration
(m/s2) and e the unit vertical vector directed downwards.

According to Fourier's law of heat conduction, the heat flux θq
( W/m) is related to the negative of temperature gradient θ∇∇
through the effective thermal conductivity θk ,

θ= − ( )θ θkq , 5∇∇

where we have assumed the porous medium to be in local thermal
equilibrium, and consequently the effective thermal conductivity

ϕ ϕ= ( − ) +θ θ θk k k1 s f0 0 (W/m/°C) is obtained by volume averaging
over the constituents. Although the analysis focuses on the evol-
ving anisotropy of the permeability tensor, the thermal con-
ductivity of the solid remains isotropic and constant.

2.3. Field equations

The displacement vector, the pore fluid pressure, and the
temperature are constrained to satisfy the partial differential
equations of the balance of momentum of the whole mixture, of
the balance of mass of the fluid, and of the balance of energy of the
mixture, according to:

σ
ζ

ρ θ ρ θ

· + =
∇· + ∂

∂ =

∇· + ∂
∂ + · = ( )θ

f 0

q

q

t

c
t
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, balance of momentum,

0, balance of fluid mass,

0, balance of energy. 6

f

v f pf f

∇∇

∇∇

In these expressions, ρ=f g is the vector of the body forces,
with ρ ϕ ρ ϕ ρ= ( − ) +1 s f0 0 being the mass density of the mixture.
Exchange of fluids between distinct types of porosities or by phase
change is not considered in this paper. The mechanical contribu-
tion and the volume heat source have been neglected in the en-
ergy equation. The heat storage contribution is expressed in terms
of the volumetric isochoric heat capacity of the mixture,
ρ ϕ ρ ϕ ρ= ( − ) +c c c1v s vs f vf0 0 ( °J/m / C3 ), which is obtained by volume
averaging over the constituents. The energy equation features the
convection of heat, due to fluid diffusion in the porous medium, by

1 In the applications of this research, we shall use the simplifications
′ = ″ =K K Ks s s and α α α″ = ′ =s s s.
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introducing the isobaric heat capacity of the fluid, i.e.
ρ ρ α= +c c K Tf pf f vf f f

2 . If the convective term is neglected, the bal-
ance of energy equation can be decoupled from the system of
equations and solved independently. However, a fully coupled
thermo–poroelastic framework is adopted in this work.

2.4. Finite element formulation

An in–house FORTRAN 90 mixed finite element code has been
developed to simulate thermo–poroelastic Transient Boundary Va-
lue Problems (TBVPs). The primary unknowns are the displacement
vector u, the pore pressure p, and the change of the mixture tem-
perature θ. Within a generic element e, the primary unknowns are
interpolated through the shape functions Nu, Np and θN ,

θθ= = = ( )θu N u N p Np, , . 7u
e

p
e e

A generalized Galerkin scheme is adopted and the same in-
terpolation functions are used for the primary unknowns and their
variations. A special treatment is required for the convection term
AbuAisha, 2014; Ch. 6 and AbuAisha and Loret (2016). Multiplying
the field equations by the virtual fields δu, δp and δθ and in-
tegrating by parts over the body V provides the weak form of the
problem,
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where n is the unit outward normal to the boundary ∂V , and the
superimposed dot denotes a partial time derivative.

Introducing the discretization (7) in the weak form (8) and
assembling the element contributions yields a global non–linear
system of equations,

    ̇ + + = ( ), 9

where  ⎡⎣ ⎤⎦θ= u p
T
is the vector of the nodal unknowns,  is the

diffusion matrix,  is the stiffness matrix,  is the convection
matrix, and the Right-Hand-Side (RHS) vector  gathers the
boundary and volume loadings. Details of the element vectors and
matrices are provided in Appendix A.

The semi-discrete equations are integrated over time using a
predictor multi-corrector method based on a generalized trapezoi-
dal scheme defined by the scalar α ∈ ] ]0, 1 AbuAisha, 2014, Ch. 3.

3. Hydraulic fracturing (HF): the model of fracture
propagation

In a poroelastic medium, HF can be defined as the process of
causing fractures to propagate due to fluid injection. Normally the
process of HF is suppressed by the confining stresses stemming
from the surroundings. HF is in practice achieved by pumping
pressurized fluid to a point the maximum principal effective Ter-
zaghi's stress becomes tensile and exceeds the tensile strength of
the rock. HF is henceforth used in a manner that is synonymous
with tensile failure of the rock material.

3.1. The thermo-elastic effect on HF

Thermally induced fracturing is a phenomenon observed while
injecting cold water into a hot rock layer. The constitutive Eq. (1),
which describes the thermo–mechanical response of a saturated
porous medium subjected to a thermal strain εθ , can be expressed

in a compact form,

σ ε εκ+ = ( − ) ( )θEpI : , 10

with = ( )E Eijkl being the drained elastic tensor. If the porous
medium is sufficiently permeable that the diffusion of fluid hap-
pens much faster than the diffusion of heat, i.e. the common case
when simulating real EGS reservoirs, the term κp can be assumed
constant during the cooling period. As a simplification, one may
also imagine some restraint on the boundaries freezing the total
strain ε. Thus while cooling, the stress associated with the thermal
strain tends to become tensile.

3.2. Hydraulic fracturing model (HFM)

This section describes a fracturing model which is capable of
ensuring a directionally stable mode I of fracture evolution.

3.2.1. Fracture initiation
To illustrate the concept of fracture initiation, let us consider

the following situation presented in Fig. 1. The figure depicts a
vertical borehole penetrating a rock formation, which is homo-
geneous and isotropic in its elastic and transport properties.

Let us assume the far field stresses to be such that the vertical
stress is more compressive than the horizontal stresses, i.e.

σ σ σ− > − > −v H h. As the injection of cold fluid starts, the wellbore
pressure pw increases, and the rock formation cools down leading
to a more tensile Terzaghi's effective tangential stress σ′ζ in the rock
formation. With Tc being the material tensile strength, the condi-
tion for HF initiation reads (Fjaer et al., 2008),

σ′ = ( )ζ T . 11c

In the presence of a mud cake, the borehole overpressure

Fig. 1. Vertical wellbore with vertical fractures. Wellbore wall may/may not be
lined with a mud cake.

Fig. 2. Mohr circles and failure curve: The effect of increasing pore pressure and
decreasing temperature on HF.
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required to create the hydraulic fracturing in the direction of the
maximum geostatic stress is expressed as in AbuAisha (2014) and
Fjaer et al. (2008),

σ σ
ν

α
θ− = − − + − + ( )

∞ ∞p p p
E

T3
1 3

, 12w
HF

r H h r
s

c

with θ being the temperature change in the rock near the wellbore
and ∞pr the geostatic rock formation pressure.

In the absence of a mud cake and if the pressurization rate is
slow enough to ensure steady state conditions during pumping,
the overpressure required to create hydraulic fracturing is instead
given by Fjaer et al. (2008),

⎛
⎝⎜

⎞
⎠⎟ν σ σ

ν
α

θ ν− = ( − ) − − + − + + ( )
∞ ∞ ∞p p p

E
T p1 3

1 3
.

13w
HF

r H h r
s

c r

Similar expressions to the fracturing thresholds (Eqs. (12) and
(13)) have been documented by Haimson and Fairhurst (1967). Yet,
the latter assume the formation to remain elastic everywhere
while our expressions use an alternative assumption of fully de-
veloped plasticity. As expected, large longitudinal geological stress
sH, large formation pressure and cooling ease fracturing. Mean-
while, large transversal confinement sh and high tensile strength
oppose fracturing. Since fracturing is phrased in terms of Terza-
ghi's effective stress, Eqs. (12) and (13) are derived by formally
setting Biot's coefficient to 1 (Fjaer et al., 2008). Note that the
pressurization of a medium with permeability smaller than
10�18 m2 is considered equivalent to a HF process in a wellbore
lined with a mud cake. Meanwhile porous media with perme-
ability larger than 10�18 m2 are considered permeable and the
limit for pressurization without a mud cake shall apply (Fjaer et al.,
2008).

In summary, HF technique in EGS is illustrated in Fig. 2. As the
injection of cold water begins, the effective geostatic stresses start
to decrease. Temperature change (cooling) helps to mitigate the
compressive geostatic stresses as well. If pressurization and cool-
ing continue to a point the largest principal Terzaghi's effective
stress becomes tensile and exceeds the tensile strength of the rock
material, fracturing takes place.

3.2.2. Fracturing criterion
Let us consider again a vertical borehole (Fig. 1) with a group of

fractures of average length ℓ and arbitrary normal direction n in
the horizontal plane. If the wellbore pressure is gradually in-
creased to a point the normal Terzaghi's effective stress (at the
fracture tip) σσ′ = · ′·n nn becomes tensile and exceeds the limit of
material tensile strength, the group of fractures starts propagating
and consequently their average aperture increases. An elementary
criterion to examine fracture initiation and to track the propaga-
tion of the group of fractures in the direction n is adopted,

σ σ π( ′ ℓ) = (ℓ) ′ ℓ − = ( )F f K, 0, 14n n Ic

where KIc is the material toughness for mode I of fracturing
(Pa m0.5). The positive scalar valued function (ℓ)f controls the

kinetics of fracture propagation. This function decreases as the
fractures begin to propagate leading to the relaxation of local
tensile stresses as the fractures grow away from the zone of stress
concentration: this feature ensures the stable growth of fractures.
As the fractures start to coalesce, the function (ℓ)f reaches an
asymptotic value that marks the onset of damage localization and
macroscopic failure. The following expression is adopted (Shao
et al., 2005),

⎧
⎨⎪

⎩⎪
η(ℓ) =

ℓ
ℓ ℓ < ℓ

ℓ ≥ ℓ ( )
f

, ;

1, , 15

f
f

f

where ℓf denotes the critical fracture length for accelerated coa-
lescence of microfractures, and η is the fracture growth stabilizing
parameter. The rate loading-unloading relationship for a propa-
gating fracture of normal direction n is defined according to the
Kuhn-Tucker conditions,

σ σℓ̇ ≥ ( ′ ℓ) ≤ ℓ̇ ( ′ ℓ) = ( )F F0, , 0, , 0. 16n n

While the constitutive Eq. (14) governs the evolution of the

Table 1
Fracture lengths and apertures for granite gathered from literature.

Average fracture
length

Average fracture
aperture

Reference

ℓ (m) w (mm)

0.006 0.03 Shao et al. (2005)
1.2 0.45 Papanastasiou and Thiercelin

(1993)
25 0.50 Bruel (2002)
30 0.18 Rejeb and Bruel (2001)
40 0.32 Kohl and Mégel (2007)
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1:  Shao et al., [2005]
2:  Papanastasiou and Thiercelin, [1993]
3:  Bruel, [2002]
4:  Bruel and Rejeb, [2001]
5:  Kohl and Mégel, [2007]

Fig. 3. The relation between the fracture average aperture w and the average
length ℓ. Scattered data are collected from five references (Table 1). A power fitting
curve (Eq. (17)) with =R 0.672 is adopted to represent the data.

Fig. 4. Parallelepiped sample of the Lac du Bonnet granite subjected to a triaxial
stress state with an out of plane stress equal to �10 MPa. The sample is drilled at
its center where fluid is injected.
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fracture length, the change of the fracture width must also be
considered. Authors like Klimczak et al. (2010), Shao et al. (2005)
and Papanastasiou and Thiercelin (1993) have related the normal
increment of fracture aperture w to local grain matrix interaction
during fracture growth. Kohl and Mégel (2007) introduce a dila-
tation angle as well. Following AbuAisha (2014, Ch. 2), the normal
fracture aperture is assumed a power function of the fracture
length,

(ℓ) = ℓ ( )w 0.0002 , 170.25

where both ℓ and w are measured in meters. This expression (Eq.
(17)) fits the data collected from literature in (Table 1) and pre-
sented in Fig. 3 for millimetric to metric fractures.

Fracture length and aperture are key ingredients to define
Darcy's law. Indeed, at any geometrical point, fractures may de-
velop in any spatial direction n. Individual fractures are viewed as
channels with plane parallel boundaries. The total permeability
provided by the fractures kc is obtained by averaging the in-
dividual Poiseuille flows over the considered spatial directions
while assuming a local uniform pressure gradient (Shao et al.,
2005),


∫= (ℓ( )) ( )ℓ ( )( − ⊗ ) ( )k n n n n n

N
V

C w dSI
1

48
, 18c

3 2
2

where N V/ is the fracture density, i.e. number of fractures per unit
volume of rock. A connectivity coefficient,

(ℓ( )) = ℓ( ) − ℓ
ℓ − ℓ ( )n
n

C c ,
19

c
f

0

0

has been introduced as a crude attempt to indicate that con-
nectivity between fractures increases as the fractures grow in size
from the initial value ℓ0 to the maximum value ℓf which signals
macroscopic failure. It also involves the dimensionless positive
constant cc which depends on the microstructure of the damaged
material and remains to be determined.

The overall permeability tensor of the fractured medium is
composed of two parts: the initial permeability tensor denoted as
k0 due to the initial porosity, which does not evolve in this ana-
lysis, and the fracture–induced permeability tensor denoted by kc .
The flows in the two cavities are assumed to take place in parallel
and the total permeability tensor is obtained by summation, i.e.

= +k k kc0 .

4. Validation of the HFM against laboratory tests

The mechanism of the previously presented HFM is considered
in this section. The simulations of permeability enhancement are
validated against the experimental data of Souley et al. (2001) for
the Lac du Bonnet granite.

A parallelepiped sample of the Lac du Bonnet granite is drilled
at its center where pressurized fluid is injected. While allowing
drainage on the boundaries, the sample is subjected to the stress
state shown in Fig. 4. Table 2 shows the values of all the para-
meters used in the simulations.

Drainage at the outer surfaces is allowed, and the initial sample
pressure pr before starting to pump the fluid is zero. The initial
permeability of the sample is very low ( = −k 100

21 m2). Thus, the
value of pore pressure required to initiate hydraulic fracturing is
calculated based on Eq. (12), i.e. − =p 0.0 13.3 MPaw

HF . Conse-
quently, the fracture growth stabilizing parameter η is determined
such that the fractures start propagating at the pumping pressure

=p 13.3 MPaw
HF . Fig. 5(a) shows that most of the change in the

permeability tensor components k11 and k33 takes place within the
interval ∈ [ ]p 15, 24 MPaw . The ratio k k/11 33 of the components
along the axial and lateral directions depends strongly on the
anisotropy of the stress field (Fig. 5(b)). It reaches an early max-
imum value of about 1.6 but later tends to 1 as the pore pressure

Table 2
Parameters used in testing the HF Model (HFM).

Nature Parameter Value Unit Reference

Elasticity Drained Young's modulus E 68 GPa Shao et al.
(2005)

Drained Poisson's ratio ν 0.21 – ”

Fracture Initial length of fractures ℓ0 3.0 mm Shao et al.
(2005)

Final length of fractures ℓf 9.0 mm ”

Material tensile strength Tc 8.3 MPa Atkinson
(1991)

Material toughness KIc 1.87 mMPa ”

Fracture growth stabilizing
parameter η

1.6 – Parameterized

Fracture density ×2 106 1/m3 Shao et al.
(2005)

Flow cc 0.0001 – Shao et al.
(2005)

Initial permeability k0 10�21 m2 ”

Fig. 5. (a) Permeability evolution in the axial and lateral directions at increasing pumping pressure in a parallelepiped sample of Lac du Bonnet granite (Fig. 4). (b) Variation
of the ratio k k/11 33 with the pumping pressure.

M. AbuAisha et al. / Journal of Petroleum Science and Engineering 146 (2016) 1179–1191 1183



dominates with respect to the applied stress (point B of Fig. 5(b)).
This effect is attributed to the fact that the model does not in-
troduce an interaction between fractures.

Fig. 6 shows the directional evolution of the fracture length at the
vertical plane ω = °90 and at a pumping pressure =p 24 MPaw . It is

Fig. 6. Directional evolution of fracture length at point C (Fig. 5(a)) with wellbore pressure =p 24 MPaw . (a) ζ ω− position of a fracture of length ℓ( )n , (b) Rose diagram of
fracture length.

Fig. 7. Mesh, boundary and initial conditions used for the simulations of the HF process at Soultz–sous–Forêts (figure is not to scale).

Table 3
Material properties of Soultz-sous-Forêts reservoir as investigated by Evans et al.
(2009). † The initial permeability is typical for granite (Taron and Elsworth, 2009).

Property Value Unit

Drained Young's modulus E 54 GPa
Drained Poisson's ratio ν 0.25 –

Bulk modulus of solid grains Ks 50 GPa
Bulk modulus of fluid Kf 2.2 GPa
Dynamic viscosity of fluid μ × −3 10 4 Pa� s

Porosity ϕ0 0.1003 –

Initial permeability† k0 × −6.8 10 15 m2

Solid thermal conductivity θk s 2.49 W/m/K

Fluid thermal conductivity θk f 0.6 W/m/K

Solid heat capacity at constant volume cvs 1000 J/kg/K
Fluid heat capacity at constant volume cvf 4200 J/kg/K
Density of solid ρs 2910.2 kg/m3

Unit weight of water γf 9800 N/m3

Cubical thermal expansion of the solid αs × −7.5 10 6 −K 1

Cubical thermal expansion of the fluid αf × −1 10 3 −K 1

Table 4
Parameters used in the HFM.

Nature Parameter Value Unit Reference

Fracture Initial length of fractures ℓ0 15.0 cm Evans et al.
(2009)

Final length of fractures ℓf 55.0 cm ”

Material tensile strength Tc 8.3 MPa Atkinson
(1991)

Material toughness KIc 1.87 MPa m ”

Fracture growth stabilizing para-
meter η

0.04 – Parameterized

Fracture density 106 1/m3 Bruel, (1995b)
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observable that there is a preferential evolution for fractures or-
iented in the direction of maximum principal stress �40 MPa with
ζ = °90 . Consequently, k11 increases significantly in region II as
shown in Fig. 5(b): at point C, most of the fractures contributing to
the component k11 are connected. However, fractures in other or-
ientations continue to grow slowly contributing to the component
k33: at point B, fractures in all spatial directions reach the final length
(ℓ = ℓf ), and permeability anisotropy vanishes due to the domina-
tion of pore fluid pressure (45 MPa) over the applied stresses. The
maximum values of the permeability tensor components shown in
Fig. 5(a), k11 and k33, are almost equal to the values obtained when
this rock is driven to failure under compression (Souley et al., 2001).

5. Simulations of hydraulic fracturing tests at the reservoir scale

The HDR reservoir of Soultz-sous-Forêts is chosen for in-
vestigation of our HF model. Here, the HF process is achieved by
injecting cold water in a central well, and the hot water is then
retrieved via two symmetrically–located production wells.

5.1. Geometry and material properties

Due to symmetry, only a quarter of the reservoir volume is si-
mulated (Fig. 7). The boundary conditions and time course of in-
jection pressure are displayed on the figure as well. Injection is
implemented over a period of 15 years as the purpose is to hy-
draulically enhance the entire volume for the reservoir during the
HDR life–time/full production. The nature of the hydraulic and
thermal boundary conditions is scrutinized in the work of
AbuAisha (2014, Ch. 5). The horizontal finite element mesh is
composed of 300 bilinear quadrilateral (Q4) elements, 10 elements
in y-direction and 30 elements in x-direction. Cold water is in-
jected from the well GPK1 and left to travel through the geo-
thermal reservoir before it is retrieved at the production well
GPK2 450 m away. The size of the reservoir in y-direction is not
arbitrary, it is chosen based on the description of Evans et al.
(2009).

Poroelastic and thermoelastic properties of the rock formation
are gathered in (Table 3). Material properties for the HF model are
set in (Table 4).

Fig. 8. Contours of the reservoir temperature at two times with/without HF. Hydraulic fracturing clearly speeds up temperature diffusion through convection. (a) Tem-
perature contours at year 1, no HF, (b) Temperature contours at year 5, no HF, (c) Temperature contours at year 1 with HF, (d) Temperature contours at year 5 with HF.
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The initial fracture length ℓ0 is determined based on the study
of Evans et al. (2009) assuming an isotropic directional distribu-
tion of fractures. The final fracture length ℓf is taken in the range
[3 to 4] ℓ0, and the connectivity coefficient cc is back-calculated so
as to retrieve a permeability with maximum magnitude around
10�11 m2 as shown in Evans et al. (2009, p. 79) for the enhanced
reservoir. Initial spatial heterogeneities are likely but they have not
been addressed in this work.

5.2. Critical wellbore pressures at GPK1

At the initial state, the reservoir is considered permeable
( > −k 10 m0

18 2). Therefore, the wellbore pressure needed to start
the HF for a temperature change of θ = ( − ) ° = − °80 170 C 90 C is
calculated using Eq. (13), i.e. − =p 37 33.93 MPaw

HF . Consequently,
the casing–shoe pressure at the injection well GPK1 should be
around 71 MPa to initiate hydraulic fracturing. This magnitude is
close to the values (around 65 MPa) implemented at Soultz-sous-
Forêts to start HF and to measure the minimum geologic stress at a
depth of 3.7 km Evans et al., 2009, p. 50. For this numerical si-
mulation, a value of 65 MPa is chosen for the HF pressure as in the
field. The fracture growth stabilizing parameter η is determined by
Eq. (14), given σ′n in the direction of the maximum field stress, the
HF pressure of 65 MPa, and the material properties of (Table 4).
Injection pressure is increasing at GPK1 linearly in time, as
pumping starts with 58 MPa and terminates, after 15 years, with
82 MPa (Fig. 7).

Cooling contributes to hydraulic fracturing considerably, i.e. if
the thermal contribution is ignored in calculating the fracturing
pressure ( − =p 37 33.93 MPaw

HF ), the overpressure needed to in-
itiate fracturing should increase by 12.15 MPa.

The minimum wellbore pressure needed to avoid shear failure
is calculated by Eqs. (B.3) and (B.4). For a friction angle ϑ ≃ °42 and
a compressive strength ≃C 130 MPa0 typical for granite, and for a
vertical burden stress σ ≃ − 80 MPav corresponding to 3.7 km
depth, the minimum overpressure with respect to the formation

pressure is negative. Therefore the borehole (GPK1) is not likely to
fail in shear but rather in tension as the wellbore pressure pw gets
close to 65 MPa.

5.3. Simulations of hydraulic fracturing and circulation tests

The BVP described in (Section 5.1) is hydraulically enhanced
using our fracturing model (HFM). Long term circulation tests at
typical periods of 1, 5, 10 and 15 years are simulated for the fol-
lowing cases: with HF by activating the HFM; without HF.

There are three distinct time scales associated with fluid see-
page and heat transfer in a poroelastic medium subjected to
thermal change:

– the first time scale ψ=θ θt L /2 is associated with the diffusive heat
transfer. The mixture thermal diffusivity ψ ρ=θ θk c/ v (m2/s) is
calculated by volume averaging the heat conductivities and heat
capacities over constituents;

– the second time scale =t L C/p c
2 is associated with the diffusive

flow of the pore fluid. The consolidation coefficient
λ μ= ( + )( )C G k2 /c (m2/s) involves a representative value of the

permeability k (m2), the dynamic viscosity μ (Pa� s) and the
Lamé's elastic constants λ and G (Pa);

– the third time scale = | |vt L/conv is associated with the convection
of heat, | |v being the magnitude of the fluid velocity in the
porous medium. For the next calculations, the magnitude of
fluid velocity in the fractured reservoir has a typical magnitude
of 10�6 m/s (Fig. 10).

For the three time scales, L (m) is a typical length of the BVP
considered. For circulation tests over a length of L¼450 m, these
time scales rank in the following standard order, =θt 8482.5 years,

=t 16conv years, and =t 1.6p days.
It is worthwhile to mention that the Péclet number of this

geothermal reservoir based on the operating conditions of Fig. 7
and the mechanical properties of (Table 1) is high, i.e. the con-
tinuum Péclet number is Pe¼297.3, meanwhile the grid Péclet
number is =Pe 9.91g,x . Such a high Péclet number will lead to
instabilities in the numerical solution of the temperature field due
to heat convection. However, three numerical stabilizing ap-
proaches have been introduced to eliminate/mitigate the oscilla-
tions, at all injection stages, in the solutions of the temperature
field. The commonly used Streamline Upwind/Petrov–Glerkin
(SUPG) method is implemented to heal the oscillations at inter-
mediate stages. The Discontinuity Capturing Method (DCM) is also
applied to stabilize convection of heat at late stages near the
production wells. For instabilities at early stages, the Subgrid
Scale/Gradient Subgrid Scale method (SGS/GSGS) is used to
transform the transient advection–diffusion problem into a steady
advection–diffusion–reaction problem, which takes into account
the effect of the time step factor on the numerical oscillations
(AbuAisha and Loret, 2016).

The high fluid gradients near the injection well, travelling
strongly in y–direction (Fig. 9), cause fast cooling and bring frac-
tures and thus permeability to develop in this direction (Figs. 8
(c) and 13(a)).

Since the characteristic time of hydraulic diffusion is of the
order of the day, the pressure field has been established in the
early times. Therefore the contours of fluid pressure are not
showing any significant changes at later times (Figs. 11(a) and 11
(b)). However, if HF is activated, the formation pressure tends to
become spatially uniform in the region of enhanced permeability
while it declines linearly in the regions of low permeability
(Figs. 11(c) and 11(d)). The considerable increase of the perme-
ability tensor components in the region of active HF makes the

Fig. 9. Scaled fluid velocity vectors at year 1 without HF. The velocity field is not
homogeneous in the neighborhood of the wells. However the average velocity of
the formation fluid is about | | ∼ = × −v v 9.46 10 m/sx

7 .

Fig. 10. Scaled fluid velocity vectors at year 1 with HF. The average velocity of the
formation fluid in x-direction is = −v 10 m/sx

6 . Fluid flows following the high
permeable paths created by HF (Fig. 13(a)).
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changes in pore fluid pressure quite small in this region as com-
pared to the situation of unenhanced HDR reservoir. This behavior
of pressure distribution was also observed by Lee and Ghassemi
(2011) in a three–dimensional context.

Since the reservoir is constrained in x and y directions due to
roller displacement, cooling creates near the injection well tensile
stresses which mitigate the geologic stresses and contribute to
fracture propagation (Figs. 12 and 13). When HF is activated, the
distribution of effective stress is irregular following the pre-
ferential cooling derived by the new paths created by HF (Figs. 12
(c) and 13(a)). The regions of enhanced permeability are char-
acterized by high hydraulic fluxes that carry the heat front by
convection (Figs. 10 and Figs. 13(a)). Indeed thermal stresses no-
ticed in the regions of high fluid velocity and/or enhanced per-
meability are associated with heat convection rather than heat
diffusion which is much slower.

Effective stresses are influenced by the heat front in the early
stages of the simulation. Behind the heat front, the effective stress

contours progressively adopt the pattern of the formation pressure
(Figs. 11(d) and 12(d)).

The following observations are derived from the simulations:

1. at the early stage of HF, both the pressurization capacity as well
as heat conduction and/or convection are controlling the frac-
ture propagation;

2. after 1 year of pumping, heat effects are still controlling the
fracturing process. As expected, permeability components are
high in the regions where the effective compressive stresses are
lowered by cooling tensile stresses (Figs. 12(c) and 13(a));

3. at year 5 of operation, the enhanced hydraulic system and the
high pressurizing capacities lead the heat front to reach the pro-
duction well (Fig. 8(d)). At this stage, pressure gradients are
controlling the process of HF and the patterns of the contours of
effective stresses become similar to that of the formation pressure;

4. the previous conclusion wipes off the anisotropy of the per-
meability tensor and brings kxx to be equal to kyy since the

Fig. 11. Contours of the formation pressure at two times with/without HF. The high permeability created by hydraulic fracturing drives fluid pressure contours to become
spatially uniform near the injection well. (a) Pressure contours at year 1, no HF, (b) Pressure contours at year 5, no HF, (c) Pressure contours at year 1 with HF, (d) Pressure
contours at year 5 with HF.
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geologic far field stresses are equal (Fig. 14(b)). However, some
anisotropy remains close to the injection well due to the initial
high permeability enhancement in that region (Fig. 13). This
behavior is attributed to the fact that only mode I of fracturing is
considered in the aforementioned version of the HF model, and,
mostly that no fracture interaction is accounted for;

5. the anisotropy ratio k k/yy xx of the components of the perme-
ability tensor remains in the range [ ]0.4, 2.5 as observed by
Schulze et al. (2001) (Fig. 14);

6. the enhanced out-of-diagonal components of the permeability
tensor, =k kxy yx, keep a magnitude in the range of 10�14 m2,
three orders of magnitude smaller than the diagonal components.

6. Conclusions and outlook

Hydraulic fracturing in a thermo–poroelastic framework is ad-
dressed in the context of thermal recovery from large scale geo-
thermal systems. To serve as a basic but comprehensive prototype,
the thermo–poroelastic framework is first presented with the
constitutive and field equations needed to describe heat and fluid
transport in single porosity deformable fractured zones. A key

element to the approach is the fracturing model which is capable
of tracking the directional evolution of the size and aperture of
fractures. At any geometrical point, the fracture–induced aniso-
tropic permeability tensor is obtained by directional averaging of
Poiseuille flows in the fractures. This fracturing model is integrated
into a FORTRAN 90 finite element code to solve for HF in thermo–
poroelastic transient BVPs. Thermal recovery from HDR reservoirs
is upgraded by enhancing geothermal fluid circulation, namely by
increasing the reservoir permeability between injection and pro-
duction wells by the process of hydraulic fracturing. However, the
increase of permeability results in shorter periods of economic
viability of the geothermal system. AbuAisha (2014)(Ch. 5,
Fig. 5.25) has addressed this phenomenon broadly where simu-
lations have shown that the period during which the recovered
water temperature at the production well is higher than °80 C
drops from about 20 years when the permeability is not enhanced
to only 10.5 years when hydraulic fracturing is activated. However,
these numbers should be taken with caution, as they were ob-
tained while assuming a constant fluid viscosity corresponding to
the initial temperature of the reservoir. When the considered
working fluid is brine with 0.225 kg of NaCl per kg of solution and
when the temperature variation of its viscosity is accounted for in

Fig. 12. Contours of longitudinal Terzaghi's effective stress σ′xx at two times with/without HF. Stress contours are influenced by the heat front at early times. However, beyond
the heat front, stress contours adopt the pore fluid pressure patterns. (a) Contours of σ′xx at year 1, no HF, (b) Contours of σ′xx at year 5, no HF, (c) Contours of σ′xx at year 1 with
HF, (d) Contours of σ′xx at year 5 with HF.
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Fig. 13. Contours of the longitudinal permeability component kxx along the inlet-outlet direction at different times during the HF process. Under high pressure gradients,
cooling and evolution of heat front affect considerably the contours of effective stresses. Permeability is enhanced in the regions of high tensile effective stresses. (a) Contours
of kxx at year 1, (b) Contours of kxx at year 5, (c) Contours of kxx at year 10, (d) Contours of kxx at year 15.

Fig. 14. Contours of the ratio k k/yy xx of the components of the permeability tensor at two times during the HF process. Due to equal far field stresses and the assumption of
no fracture interaction, the anisotropy of the permeability tensor decreases with time. The anisotropy near the injection well is due to fluid gradients travelling in y-direction
(the shorter path). (a) Contours of the ratio k k/yy xx at year 1, (b) Contours of the ratio k k/yy xx at year 15.
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the simulations, the economic viability of the geothermal system
reaches about 17 years (AbuAisha, 2014)(Ch. 5, Fig. 5.46). In either
case the flow impedance of the geothermal system should be
observed and should not exceed a value of 1000 MPa s/m3 for ef-
ficient operating conditions (Murphy et al., 1999) and (AbuAisha,
2014)(Ch. 5, Eq. 5.1, Fig. 5.24 and Fig. 5.45).

It has been observed that the use of the same interpolation
functions for the displacement vector, the pressure and the tem-
perature fields, does not satisfy the LBB condition in a fully cou-
pled thermo–porelastic framework (Hughes, 2000). As a con-
sequence of this defect, fluid mass loss might be numerically in-
duced. Besides, the activation of HF by using the HFM is noticed to
increase the amount of fluid loss. By comparing the fluid fluxes at
inlet and outlet, AbuAisha (2014)(Sect. 5.2.2), the fluid mass loss is
seen to be less than 2.0% when the HF is not activated compared to
4% when the HF model is used. However, the magnitude of this
loss decreases as the fracturing process becomes less intense over
time. Using FEM meshes that are considerably refined close to the
regions of severe changes may help reducing the amount of fluid
loss (AbuAisha, 2014)(Sect. 5.2.1). The smaller mesh element size
decreases the grid Péclet number and consequently the numerical
instabilities created by heat convection. Another approach to solve
the numerical fluid loss problem might be to use a discretization
one order higher for the displacement (velocity) than for the
pressure/temperature.

This work is to be presented as a prototype in which most, if
not all, components may be individually or simultaneously mod-
ified. For example, while the present analysis has considered an
ideal fluid, future work should pay attention to the nature of
geothermal fluids, i.e. their Newtonian or Non-Newtonian char-
acter, and to the type of flow, i.e. Non-Darcian flow may also be
investigated. Furthermore, the chemical content of actual working
fluids and the strong dependence of their dynamic viscosity on
temperature are also expected to influence the thermal recovery
process. While more sophisticated fracturing models that account
for modes I and II of fracture evolution may be envisaged, the
influence of the associated parameters has to be established. On a
more fundamental side, the interaction between local fractures
has to be scrutinized. The current approach considers a single
porosity, yet, a more elaborated double porosity model which
distinguishes the storage role of pores and the role of hydraulic
transport of the fractures is already implemented in the FORTRAN
code (Gelet et al., 2012). Consequently, the enhancement of the
permeability in double porosity media appears as a natural ex-
tension of the present work.

The initial reservoir properties have been assumed spatially
uniform which is a considerable simplification. In reality, the pre–
existing fractures and faults may lead to a sort of compartmenta-
lization of the reservoir which may modify the flow regimes sig-
nificantly. Characterizing these discontinuities requires further
study.
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Appendix A. Definition of the finite element matrices

The element diffusion matrix e, stiffness matrix e and

convection matrix e which are assembled to form the global
matrices in (9) and their sub-matrices are listed below:
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All the primary variables are discretized on a four–node bilinear
quadrilateral element (Q4) with shape functions N1, N2, N3 and N4

such that:
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with ν= ( ( − ))K E/ 3 1 2 being the drained bulk modulus and
ν= ( ( + ))G E/ 2 1 the shear modulus. The matrix Bu is the strain–

displacement matrix,
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=B Np p∇∇ and =θ θB N∇∇ are the gradients of the shape functions for
the pressure and temperature avriables,
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Appendix B. Stability of boreholes against shear failure

The theme of HF tests is to cause fractures at the casing–shoe of
a wellbore to propagate by pumping geothermal fluids with con-
siderable flow rates, i.e. HF is synonymous to borehole tensile
failure.

The conditions for shear failure of wellbores below are high-
lighted to provide a full perspective for borehole stability during
the HF process. The shear failure of a borehole is reached when the
deviation of effective stresses around the borehole, due to the
change in pore fluid pressure and temperature between the
borehole and the formation, exceeds the failure criterion of the
rock. Let us start with a vertical borehole with uniform formation
pressure and anisotropic far field stresses (Fig. 1). For a linearly
elastic material the largest changes in stress states occur at the
borehole wall. The expressions of stress distributions on the
borehole wall take the form (Fjaer et al., 2008),
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1 3
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r w H h H h w
s

z v H h
s

sH is the maximum far field compressive stress and sh is the
minimum far field compressive stress. The angle ζ is measured
relative to the direction of major horizontal stress sH.

There are several stress states under which the borehole is
expected to fail. Yet the most common practical stress states are
observed for the principal stress magnitudes corresponding to

σ σ σ− > − > −ζ z r and σ σ σ− > − > −ζz r , with sr and sz the radial
and vertical stress components respectively (Fjaer et al., 2008).
Consequently, if the formation pressure ∞pr and the temperature
change are such that σ− r is lowered to a point it becomes the
smallest principal stress in the system (B.1), shear failure of the
borehole becomes quite possible.

According to the failure criterion of Mohr–Coulomb, shear
failure occurs when,

σ σ β− ′ = − ′ ( )ζ C tan , B.2r0
2

where C0 is the uniaxial compressive strength of the material,
β π= + ϑ/4 /2 is the angle of the failure plane with respect to the
maximum principal stress for which failure criterion is fulfilled,
and ϑ being the angle of friction for the rock.

The failure criterion for the borehole may be defined in terms
of the wellbore pressure. Substituting the system (B.1) in Eq. (B.2)
yields the minimum pressure that should be applied to avoid
failure, namely when σ σ σ− > − > −ζ z r ,
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Obviously, cooling (θ < 0) lowers the required applied pressure,
i.e. stabilizes the borehole. The assumption that the formation
pressure is uniform gives an approximation about the range of
stress deviation at failure. Nevertheless, a position dependent
formation pressure is to be considered for more realistic research.
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A B S T R A C T

This paper reports on a numerical study that was conducted to investigate near–wellbore behaviour of
Hydraulic Fracture (HF) growth using a Finite–Discrete Element Modelling (FDEM) approach. In particular we
consider the effect on fracture propagation of pre–existing defects (joints) within the rock medium, as well as
physical mechanisms that induce microseismic events. Initial modelling was conducted for an isotropic and
homogeneous rock mass subject to isotropic and anisotropic far–field stress states. The introduction of single
isolated joints for a rock mass subject to anisotropic far–field stresses that did not intersect the wellbore, such as
those created by previous fracturing stages, were seen to impose a lateral stress gradient. The presence of stress
gradients leads to asymmetric fracture initiation and growth, generally away from the pre–existing joint,
accompanied by an increase in the fluid pressure required to initiate fractures. However, the influence of pre–
existing joints diminishes with distance from the wellbore. Due to the high permeability of pre–existing rock
joints, fractures prefer to initiate at joint tips after the joint is intersected by a fluid–driven fracture. Based on
our simulations, a set of pre–existing, randomly distributed joints around the wellbore leads to microseismic
events that are primarily induced by shear slippage on critically stressed joints. For a given injection energy, the
presence of multiple joints around a wellbore increases the extent to which fluid–driven fractures can grow.
Finally, comparison of our simulation with measured results from low–volume injection test confirms that our
approach appears to capture salient aspects of elastic deformation and breakdown pressures in the field.

1. Introduction

Hydraulic fracturing (HF) is a wellbore stimulation method that is
used extensively in the development of unconventional oil and gas
reservoirs to enhance connectivity of low–permeability (<1 mD) oil and
gas–bearing rock formations (Nagel et al., 2011; King, 2010; Hubbert
and Willis, 1957; Fjaer et al., 2008). Injection of fluid under high
pressure overcomes the rock tensile strength to create and/or extend
fractures (AbuAisha, 2014; AbuAisha and Loret, 2016a, 2016b;
AbuAisha et al., 2016; Bruel, 1995; Barree et al., 2002). Through the
creation of high–permeability pathways, HF serves to increase reser-
voir drainage by effectively increasing wellbore radius and thus
reducing the hydrocarbon flow distance.

Several analytical and numerical approaches have been used to
simulate hydraulic fracturing (Adachia et al., 2007). Simple solutions of
stress distribution around a borehole provide a starting point for
analysis of HF operations (Hubbert and Willis, 1957; Fjaer et al.,

2008). In the simplest cases, these solutions are based upon assump-
tions of elastic, isotropic and homogeneous media (Dusseault, 2013).
Other approaches are based on continuum geomechanics models and
require mesh–update and expensive computational capacities (Settgast
et al., 2016; Shen, 2012), they also face difficulties describing physical
interaction between fluid driven fractures and pre–existing joints (Bai
et al., 2016). The works of Bai et al. (2016), Bai and Lin (2014) have
enhanced the current discrete fracture models (Olson, 2008; Nagel
et al., 2011) by introducing the Fluid–Structure Interaction algorithm
(FSI). The FSI ensures full coupling between the elastic rock me-
chanics, fluid flow, and the non–penetration contact conditions, while
using a fully implicit time integration scheme. However, the FSI in its
current form some limitations that include; the inability of including a
wellbore model and hence focusing on near wellbore behavior, and the
use of a linear constitutive law for the rock formation. In this context a
hybrid technique (FDEM) (Munjiza et al., 1999; Mahabadi et al., 2012;
Lisjak et al., 2013) that combines the advantages of the Finite Element
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Method (FEM) (Hughes, 2000) and the Discrete Element Method
(DEM) (Munjiza, 2004) has been developed that is well suited to this
problem. Using a proper non–linear constitutive law, this technique
enables investigation of the transition from continuum behaviour of the
intact material that is captured by the FEM to discontinuum behavior,
where the position of fractured material blocks are tracked using the
DEM. The FDEM is also capable of describing rock yielding through
the fracture plastic zone using experimental curves that define the
fracture energy dissipation. A Hydro–Mechanical mechanical model
based on the principle of conservation of mass for a compressible fluid
has been added to the FDEM framework (FDEM–HF). The FDEM–HF
approach enables phenomena like asymmetric fracture growth (Fischer
et al., 2016) and induced microseismicity (Shapiro and Dinske, 2009)
to be simulated. These two phenomena are sometimes observed in the
field during a HF stimulation test. However, the FDEM–HF in its
current form assumes inviscid flow restricted to fractures and it does
not account for leakoff into the rock formation.

This paper is organized as follows. First, two HF tests are simulated
in an elastic continuous medium, considering both isotropic
(S = SHmax hmin) and anisotropic (S > SHmax hmin) far–field stress states.
Next, the influence of a lateral stress gradient is investigated by
introducing single isolated joints in the medium that are offset from
(but close to) the wellbore. Lateral stress gradients have been invoked
to explain asymmetric fracture growth. This scenario is investigated
indirectly, by considering the effects of proximal fractures that
influences the near–wellbore environment. Thirdly, HF simulations
are performed while considering a heavily fractured formation in the
vicinity of the wellbore, in order to investigate the interaction between
a growing hydraulic fracture and natural fractures, and induced
microseimicity. Finally, the FDEM–HF approach is used to simulate
a low–volume test performed within the Montney Formation in British
Columbia, Canada.

2. The FDEM: overview

The FDEM approach was first suggested by Munjiza et al. (1995). It
is a hybrid technique that combines the advantages of the FEM and
DEM approaches. While the medium is undergoing elastic deforma-
tion, the behaviour of intact material is explicitly modelled by FEM. As
the strength of the material is exceeded fractures are initiated, giving
rise to discontinuous blocks where the interaction between these blocks
is captured by DEM. The FDEM approach is capable of tracking
fracture initiation and propagation by applying the principles of
non–linear elastic fracture mechanics (Barenblatt, 1959, 1962). In this
study we use an implementation of the FDEM method known as the Y-
Geo code. The Y–Geo code has been broadly discussed and verified
against experimental data by Mahabadi et al. (2012), Lisjak et al.
(2013), Lisjak et al. (2014a), Lisjak et al. (2014b). This algorithm uses
three interconnecting modules (Fig. 1) to simulate fluid–driven
fractures, as follows:

1. a mechanical solver which calculates the deformation of the intact

rock mass as well as the initiation, propagation and interaction of
fractures;

2. a cavity volume calculator then captures the changes of the cavity
volume due to fracture propagation, the elastic deformation, and
fluid compressibility. It also tracks the newly created wet boundaries
by checking their connection with the initial source of fluid;

3. a pump model then interacts with the previous two modules to
calculate fluid pressure while considering the pumping conditions/
injected flow rate.

The Y–Geo code discretizes the modelling domain with a mesh of
elastic triangular Delaunay elements connected to each other at the
edges by non–dimensional rectangular cohesive fracture elements
(Fig. 2). An explicit time integration scheme is employed to solve the
equation of motion of the discretized system due to applied stresses.

While the medium undergoes elastic loading the fracture elements
are initially assigned large contact stiffness parameters (penalty para-
meters) to eliminate them from the elasticity matrix, such that all
deformations occur in the triangular elements. As soon as the tensile
and/or the shear strength of the material is reached, the material starts
undergoing inelastic deformation (fracture process zone) that is
localized within the fracture elements with the fracturing process
expressed in terms of fracture energy dissipation (Munjiza, 2004).
Once the fracture energies, G Ic of mode I and G IIc of mode II, are
dissipated, the fracture elements are removed and fractures are
initiated (Fig. 3). At this point, the positions of the separated blocks
are tracked by the DEM.

2.1. Contact detection and interaction of elements

The Y-Geo code is capable of tracking opening (mode I) as well as
shearing (mode II) fractures, or combination of both modes. The
fracturing mode triggered is based on the relative displacement of the
two elastic triangular elements containing the fracture element. Similar
to the cohesive model originally proposed for concrete by Hillerborg
et al. (1976), a mode I fracture initiates when the fracture tip opening
(δ) reaches a critical value (δp) which is related to the tensile strength
of the rock (ft) (Fig. 3(a)). As the fracture tip opening increases, the
normal bonding stress (σ) is assumed to decrease, based on the fracture
dissipation energy G Ic, until a residual opening value (δc) is reached
and a traction–free surface is created. Mode II of fracturing is
simulated by a slip–weakening model (Ida, 1972). The shear bonding
stress (τ) is a function of the amount of slip (s) and the normal stress on
the fracture (σn) (Fig. 3(b)). The critical slip (sp) corresponds to the
shear stress of the rock (fs), and defined as,

f c σ ϕ= + tan( ),s n i (1)

where c is the internal cohesion, ϕi is the material internal friction
angle. Once the critical slip (sp) is surpassed, the shear stress is
reduced, based on the fracture dissipation energy G IIc, to a residual
value (fr) which is pure frictional resistance,Fig. 1. Interaction between computational modules of the Y-Geo code.

Fig. 2. Triangular Delaunay meshing applied in the Y–Geo code. The enlarged section
shows the contact nature between the elastic and the dimensionless fracture cohesive
elements.
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f σ ϕ= tan( ),r n f (2)

where ϕf is the fracture friction angle and σn is the normal stress acting
across the fracture surfaces by the element pair interaction algorithm
even after the breakage of the embedded fracture element (Mahabadi
et al., 2012).

In the mixed mode I–II of fracturing (Fig. 3(c)), the coupling
between fracture opening and slip is defined by an elliptical relation-
ship where failure envelope reads,
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Once the fracture energies are fully dissipated, the fracture ele-
ments are removed and fractures are initiated. At this point, the
positions of the separated blocks are tracked by the DEM.

2.2. Fluid pressure and hydraulic fracturing

The Y–Geo code utilizes the principle of conservation of mass for a
compressible fluid injected in an impermeable medium to calculate
fluid pressure and the evolution of hydraulic fractures/fluid–driven
fracturing. The HM coupling approach adopted to simulate fluid–
driven fracturing by the Y–Geo code is highlighted in Fig. 4.

For each time step within the simulation, the borehole is injected

with fluid with the resultant pressure applied as a force to the wet
boundary/element nodes that are initially coincident with the borehole.
Increasing pressure causes new fractures to be initiated with their
topology as well as their connectivity with the previous wet boundaries
calculated by the mechanical solver. Considering the new topology and
connectivity, the cavity volume is computed and the fluid pressure on
the new wet boundaries is recalculated using the fluid compressibility
module while considering any incoming fluid mass (Fig. 1). For each
time step the fluid pressure inside the cavities/fractures is assumed
constant, i.e. no flow due to hydraulic gradients is considered, i.e.
similar to an inviscid flow. The assumption of inviscid flow is
appropriate as long as we are investigating near wellbore behaviour
where convection effects are dominant (Fjaer et al., 2008).

Mathematically, the Green's theorem is used to calculate cavity
volume by evaluating a surface integral over all, old and/or new, wet
boundaries, given by,

∮V x dy y dx= 1
2 − .

(4)

Once the cavity volume is computed, the fluid compressibility
model is implemented to calculate fluid pressure on all the new created
wet boundaries,

K V dp
dV

ρ dp
dρ

= − = ,f f
f (5)

/h

Fig. 3. (a and b) Constitutive behaviour of cohesive fracture elements: The curves represent a relationship between normal and tangential bonding stresses, σ and τ, versus fracture
relative displacements, δ (opening) and s (sliding). GIc and GIIc represent the amount of energy dissipated per unit length of fracture for mode I and mode II respectively. (c) Elliptical

coupling relationship between fracture opening (δ) and fracture slip (s) for mixed–mode fracturing (Eq. (3)). Figure is modified from Lisjak et al. (2014).

Fig. 4. HF modelling by the Y–Geo code. A mode I fracture, characterized by opening due to tensile stresses, initiates in response to high fluid pressure. Only elements of concern are
shown for simplicity. Note the yielding of tensile stresses in the fracture process zone. Figure is modified after (Lisjak et al., 2014b).
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with Kf being fluid bulk modulus. While considering the amount of
injected fluid at each time step, the fluid mass (m) is integrated from
the flow rate to determine fluid pressure (p),

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟p p K m

Vρ
= + log ,f

f
0

0 (6)

where p0 and ρf0 are the reference fluid pressure and density
respectively. The length and the orientation of every wet boundary is
tracked by the Y–Geo code, and fluid pressure is converted into nodal
forces. For instance, the fluid pressure force Fp12 acting on a boundary
defined by the two nodes 1 and 2 is equal to,

⎡
⎣⎢

⎤
⎦⎥

p y y
x xF = − 2

−
− ,p12 2 1

2 1 (7)

the equivalent nodal pressure forces are then substituted for in the
mechanical solver.

This Hydro–Mechanical (HM) coupling approach will lead to fluid
flow in the fractures only and is limited to the time–frame of fracturing.

2.3. Time integration and mesh dependency

The approach used here is based on an explicit second–order finite
difference time integration scheme to solve the equation of motion (Eq.
(8)) over the discretized domain and consequently calculates the nodal
coordinates (Lisjak et al., 2014a, 2014b),

   ¨ + ˙ = ( ). (8)

 and  are the system mass and damping matrices respectively,  is
the vector of the nodal coordinates, and  is the nodal force vector
which includes the contributions from the internal forces Fi, the
external loads Fe, and the contact forces Fc. Resisting internal forces
(Fi) include effects calculated between interacting elements during the
elastic behaviour either in the normal direction (tensile or compres-
sive), or in the tangential direction (Coulomb type friction (Eq. (1))).
Contact bonding forces (Fc) include contributions from yielding frac-
ture elements, i.e. during fracture energy dissipation (Fig. 3).
Numerical damping is introduced into the system to account for energy
dissipation due to non–linear material behaviour or to model quasi–
static phenomena by dynamic relaxation (Lisjak et al., 2013). The
matrix  is equal to,

 μI= , (9)

where μ and I are the damping coefficient and the identity matrix
respectively. Since an explicit time integration scheme is adopted, the
solver is conditionally stable. However, the time step size must be
smaller than a critical value, which is proportional to the smallest
element size in the model divided by the P–wave velocity of the elastic

medium (Munjiza, 2004).
Like any other FEM approaches, the FDEM is mesh–dependent.

This mesh–dependency stems from the fact that fractures can only
initiate between the triangular elastic elements and therefore their
orientation and size can influence both the energy required to initiate
fracture and fracture trajectory. In order to mitigate this, the size of the
element should be sufficiently smaller than the length of the fracture
process zone to accurately represent the bonding stresses (Munjiza,
2004). In our simulations, the nominal element sizes are determined
such that the tensile strength of the rock material is reached, and the
fracture process zone criteria of Munjiza et al. (1999) is satisfied. In
addition, a random discretization of the mesh was adopted to minimize
orientation bias of the elements. The Y–Geo code for modeling material
fracturing has been extensively verified in the works of Mahabadi et al.
(2012), Lisjak et al. (2013), Lisjak et al. (2014a, 2014b). Appendix A
provides the results of an analysis to verify the HM coupling presented
in this paper against theoretical solutions. In addition, the numerical
fracturing thresholds predicted by our FDEM–HF approach are
compared to simple fracturing criteria that relate fracturing thresholds
to effective stresses and material tensile strength. For instance, and for
the material properties of Table 1 and stress values described in Section
3.2, the fracturing threshold for the anisotropic far–field stress state
can be calculated by applying the following relation (Fjaer et al., 2008),

p σ σ ft= −3 + = −6. 8−3 × −4. 6 + 5 = 12 MPa,H h
HF ′ ′ (10)

with σH
′ being the maximum effective horizontal far–field stress, σh

′ the
minimum effective horizontal far–field stress, and ft the rock tensile
strength. This value of 12 MPa is close to the value obtained numeri-
cally by our code ∼12.5 MPa (Fig. 11(b)).

2.4. Rock joints

Pre-existing defects/rock joints are modelled using a planar geo-
metry with infinitesimal aperture that can sustain two types of normal
and shear forces. Normal forces are calculated through the penalty
parameters (pn and pf), see Fig. 3(a). The shear forces are calculated
through the frictional resistance model (Eq. (2)), see Fig. 3(b).
Consequently, the mechanical behaviour of rock joints is tracked
through pn, pf, and ϕf. These two types of forces affect the stress
conditions in the area close to the rock joint by generating reaction
forces that depend on the shape and size of the perturbed joint area.
Due to the HM coupling approach adopted here (inviscid flow), if at
any point the rock joint is intersected by a fluid–driven fracture, the
fluid pressure percolation is distributed evenly over the entire dis-
continuity (Fig. 5).

Fig. 5 shows a section of an inclined pre–existing joint in a
triangular Delaunay mesh and the representative pressure profiles
across the joint while assuming inviscid and viscous flows. Unlike the
case of viscous fluid where flow is Darcian, the assumption of inviscid
flow will lead to evenly distributed fluid pressure across the joint as
soon as the joint is intersected by a fluid–driven fracture. This
approach of equally distributed pressure will give rise to stress
concentration at the joint tips and fractures will initiate, typically, at
the tips due to either mode I (opening) or mode II (sliding/shear slip).
In this study, rock joints are applied in the model initially, i.e. stresses
are initialized (the geostatic step) while considering the existence of
joints.

3. Simulations of HF in elastic homogeneous media

In this section we consider fluid–driven fracturing in a homoge-
neous elastic medium subject to both isotropic and anisotropic far–
field stress states. Although similar results (Zhao et al., 2014) have
been discussed by previous authors, this is included here to serve as an
introduction for the next sections.

Table 1
Rock properties for a HF test of the BVP defined in Fig. 6.

Nature Parameter Value Unit

Elasticity Young's modulus, E 35 GPa
Poisson's ratio, ν 0.27 –

Bulk density, ρ 2500 kg/m3

Fracture Tensile strength, ft 5 MPa
Cohesion, c 24 MPa
Mode I fracture energy, GIc 10 N/m
Mode II fracture energy, GIIc 80 N/m
Material internal friction angle, ϕi 38 (°)
Fracture friction angle, ϕf 38 (°)

Computational Damping coefficient, μ 5.6 × 105 kg/m/s

Normal contact penalty, pn 350 GPa.m
Shear contact penalty, pt 35 GPa.m
Fracture penalty, pf 175 GPa.m

M. AbuAisha et al. Journal of Petroleum Science and Engineering 154 (2017) 100–113

103



3.1. Geometry, meshing and material properties

The Boundary Value Problem (BVP) considered here is representa-
tive of a small–scale low–volume injection test (Hawkes et al., 2013). It
uses a vertical wellbore of 0.1 m diameter located in a 8 m × 8 m rock
formation. The model represents a barefoot wellbore section without
cementing or casing as the rock medium is assumed impermeable. To
capture deformation process changes near the wellbore, the mesh is
intensively refined with 3.0 mm elements in an area of 0.8×0.8 m2.
Away from the zone of the intensive refinement, element size is
gradually increased to 0.3 m (Fig. 6).

Two–dimensional plane strain conditions are modelled. Apparent
volumes are calculated assuming unit length in the out–of–plane
direction. As the purpose of this section is to study near–wellbore
fracturing and the effect of pre–existing joints without imitating any
real field situation, we shall assume that the rock layer is bounded and
fractures are forced to initiate and evolve in a horizontal plane.

The material properties are listed in Table 1. The input data as well
as the is situ stress measurements correspond to a granitic formation of
1800 m depth (Evans et al., 2009). Although the geomechanical
characteristics of granite differ somewhat from shale formations, the
main focus of this work is to investigate fluid–driven fracture topology
due to pre–existing joints. Therefore, the specific details of the
particular unit are less important. The fracture energy values and the
computational parameters of Table 1 are calculated based on the
recommendations of Tatone and Grasselli (2015), Lisjak et al. (2014a),

Mahabadi (2012). The sign convention adopted in this research
attributes negative sign to compressive stresses.

3.2. Boundary and initial conditions

To study the effect of the far–field stress state, HF simulations are
performed while assuming: (1) isotropic far–field stresses of
σ σ= = −32.6 MPah H and; (2) anisotropic far–field stresses of
σ = −32.6 MPah and σ = −34.8 MPaH . The formation fluid pressure is
set to 28 MPa. As effective stresses are used directly in the calculations,
the calculated values of fluid pressure represent the effective fluid
pressure (the increment above the formation fluid pressure). A
geostatic/elastic step is initially simulated without the wellbore being
present by applying the initial far field stresses on the boundary of the
model and allowing the forces to come into equilibrium throughout the
model (zero velocity). The boundary conditions are then set to zero–
displacement to allow for borehole excavation (Fig. 6). The excavation
of the borehole is implemented in two steps: the first step involves
reduction of the elastic modulus of the borehole material by 10%; in the
second step, the elements forming the wellbore are removed. Fluid
pressure, applied as nodal forces, is defined by the injection rate and
the explicit time step considered. The numerical breakdown pressure
(when fracturing is initiated) was found to be reasonably constant at
injections rates below (∼100 l/s), but started to increase once this
threshold value was exceeded. The dependence of breakdown pressure
on high injection rates is similar to the laboratory observations that

Fig. 5. Fluid pressure profile across an arbitrary joint while assuming inviscid fluid (the approach of this paper) and viscous fluid.

Fig. 6. (a) The geometry and boundary conditions of the BVP chosen for HF simulations. The diameter of the uncased wellbore is 0.1 m. Two cases of far–field stress loading: 1)
isotropic when the longitudinal stress is σh; 2) anisotropic when the longitudinal stress is σH. (b) Triangular Delaunay meshing of the domain showing refinement of element size
approaching the wellbore.
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material strength generally increases for fast loading strain rates Lisjak
et al. (2014a), Fig. 8. Therefore, the final stage of the simulation
includes injecting fluid into the borehole at constant apparent flow rate
of Q=20 l/s that was arbitrarily chosen to be below the threshold limit.

3.3. Simulations and discussion

Fig. 7 shows the fracture trajectories for the two cases of isotropic
and anisotropic stress states. These trajectories are plotted in the field
of velocity magnitude as an indication of the elastic pulse spreading in
the medium due to fracturing. The comparison is shown for the same
time for each simulation. The parameter t, shown on this figure and the
following ones, represents the time span from the beginning of
injection. The Same fracture patterns were obtained for nominal
element sizes of 2.0 and 4.0 mm, however, the smallest element size
of 3.0 mm is chosen as it reproduces the material tensile strength
(Section 2.3). For the simple case of a homogeneous medium subject to
isotropic stress state, the initial fracture growth shows complex
fracturing similar to that observed in the Barnett shales in north
Texas (Vermylen and Zoback, 2011). For the anisotropic stress field,
the classical bi–wing tensile fracturing is observed initially, then the
bi–wings start to branch and curve yet grow predominantly in the
direction of maximum stress.

As expected for hydraulic fracturing (Fjaer et al., 2008), our
simulations based on the material properties of Table 1, produce mode
I failure for hydraulic fracture patterns presented in this paper except
for the cases of joint shear slip (Section 4.2). The initial hoop stress

state, due to borehole excavation, has promoted an initial bi–wing
fracturing, however, consecutive branching and curving of fractures in
the direction of maximum stress is observed. Similar results of
branching and curving have been previously reported and verified
against experimental data (laboratory specimens) (Tatone and
Grasselli, 2015). It has also been observed that the viscosity of the
injected fluid affects the generated fracture patterns, wherein less
viscous fluids tend to promote branching and curving of fractures
(Ishida et al., 2004). In general, the higher the fluid dynamic viscosity,
the slower the fluid propagation for the same pressure gradient. This
leads to a gradually propagating fluid pressure force that smoothly
alters the stress field at the fracture tip and fosters the evolution of a
bi–wing fracture pattern.

4. Simulations of HF in jointed rock masses

Rock formations often contain pre-existing joints and fractures that
act as zones of weakness and/or stress concentrators (Gale et al.,
2007). In some cases such joints may be created due to stresses caused
by the drilling processes (Brudya and Zoback, 1999), or exist naturally
in certain density in rock layers. In this section we consider the effect of
pre–existing joints close to the wellbore on HF and fracture trajectory.
It is considered that such joints play an important role in inducing and
directing microseismicity (Fischer et al., 2016; Shapiro and Dinske,
2009).

Fig. 7. Fracture topology/trajectory for the cases of isotropic and anisotropic far–field stress states and for two different times. The trajectories are plotted in the field of velocity
magnitude. The point at which branching initiates appears to coincide with a transition from near–wellbore stress environment (with a dominant contribution of hoop stress) to a far–
field stress.
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4.1. Single isolated joints: lateral stress gradient

In this section various scenarios involving a single isolated pre–
existing joint close to the wellbore are investigated in relation to
fracture growth topology and fracturing pressure. We consider a single
rock joint of length L (where L D= 6 , D is the diameter of the wellbore)
located at discrete distances ( L0.3 , L0.6 and L) and different orienta-
tions (Longitudinal (L) 0°, Oblique (I) 45° and Transversal (T) 90°) to
the borehole (Fig. 8). Rock joint length, its distance and orientation to
the wellbore are arbitrarily set to explore how the rock joint may
influence the initial stress field and the resulting fracture growth. In
total, nine simulations were carried out representing the different
configurations with all simulations performed under the anisotropic
far–field stress state.

The presence of a joint around the wellbore as well as its orientation
are expected to affect fracture growth. Indeed, HF induced micro-
seismicity tends to concentrate in the regions where fracture evolution
is prevalent (Shapiro and Dinske, 2009). Fluid diffusion is also
dominant in the regions of fracture propagation and therefore may
influence the long–term shear–slippage microseismic/seismic events
(Shapiro and Dinske, 2009).

Fig. 9 shows contours of effective longitudinal stress (σ11′ ) for the
reference case (no rock joints) and for the three cases of different joint
orientation at a distance of 0.3 L from the wellbore immediately prior
to the onset of fracturing. It can be seen that changes in the stress field
(perturbations) occur during the injection of fluid into the borehole,
with case 2 giving appreciably greater perturbations in the stress field
compared to the reference case where no joint is present. Case 1 is
experiencing minor perturbations that are highlighted by the two
arrows. However, it can be seen that for a joint normal to the major
principal stress (case 3) no appreciable perturbations are observed.
These perturbations in the stress field lead to an increase in the onset of
fracturing pressure and later time for when fracturing occurs (Fig. 9
and Fig. 11(a)). This is demonstrated by the earlier time span for the
reference case and the transversal joint in case 3. The existence of rock
joints at this distance from the wellbore lead to stress concentrations
around the rock joint, this is especially evident for case 2 where
localized zones of shear failure/slip can been seen at the joint tips. This
shear slip is due to mode II of failure as indicated by Fig. 3(b) and Eq.
(2), and is further highlighted in the following section.

Fig. 10 shows fracture trajectories for the three rock joint orienta-
tions described in Fig. 8 at a distance of 0.3 L from the wellbore. It can
be inferred that perturbations in the stress field resulting from the
presence of the rock joints lead to significantly different fracture
evolution/topology; compare for example t=1.26 ms in Fig. 10 with

Fig. 7 at the same time. For case 2 with oblique rock joint, it is clear
that fractures initiate in a direction that is oriented away from the zone
of stress perturbation created by the pre–existing joint. This is also
evident for case 1 with a longitudinal joint, albeit to a lesser degree, i.e.
if we consider the total fracture length that occurs above and below the
borehole centreline, the total fracture length below is longer than that
above the borehole centreline. For case 3 with the joint normal to the
direction of maximum far–field stress, the joint does not appear to
have a significant effect on the initiation or the resultant preferred
direction of fracture growth. Once the fracture is initiated however, the
stress field resulting from the rock joint seems to suppress any
potential branching of the fracture, check case 3 of Fig. 10.

The influence of the rock joint orientation can be also observed in
the injection pressure profiles plotted in Fig. 11(a) and the threshold
values when fracturing occurs. For case 3, the threshold of fracturing
pressure is not significantly altered and closely matches that observed
for the reference case with no joints. However, the change in stress field
due to the presence of longitudinal or oblique pre–existing joints can
be seen to increase the fracturing threshold by ∼5.2%. The increase in
the fracturing threshold as well as the tendency of fracture growth away
from the zone of stress perturbation/pre–existing joints can be
attributed to the more work/energy that has to be exerted to overcome
these stresses. It is easier for fractures to grow/initiate in the direction
of lower stresses (away from perturbations).

Fig. 12 shows fracture topology for the three cases of the fracture
joint at a distance 0.6 L from the wellbore. As expected, the effect of
pre–existing joints in causing stress perturbations becomes smaller as
the joint is located farther away from wellbore. Cases 1 and 2 still
exhibit preferential growth of fractures towards left/asymmetric frac-
ture growth, at least for early time frame of stimulation (t < 1.38 ms).
However, fractures in case 3 exhibit almost the same fracture growth as
if the rock joint did not exist (compare for instance case 3 at 1.26 ms in
Fig. 12 with that in Fig. 7).

Fracturing pressure profiles for the three cases of different joint
orientations at distance 0.6 L from wellbore are shown in Fig. 11(b).
Although fracture growth is somewhat influenced by the stress field the
graph shows that the breakdown pressure closely matches that for the
case of no joints. In considering Fig. 11, it can be seen that the post–
peak behaviour of the pressure is independent of the distance of the
joint away from the wellbore. This is usually called the steady fracture
growth pressure and it is equal to the far–field stress (Fjaer et al.,
2008), in our case 5.5 MPa (as effective/net pressure).

For the rock joint at a distance L from the wellbore, no appreciable
differences in fracture trajectories are evident in Fig. 13 when
compared with Fig. 7 at 1.26 ms. The relatively high intensity of
branching on the right hand side of the wellbore for case 3 can be
related to the sort of numerical instabilities due to non–symmetric
mesh refinement in the direction of the joint, i.e. direction of maximum
far–field stress.

4.2. Multiple joints: induced microseismicity

This section investigates fluid–driven fracture interaction with pre–
existing joints in heavily fractured rock formations. It also explores
possible Microseismic Events (MEs) due to fracture shear slip incited
by rock deformation/fracturing elastic pulses. A set of randomly
distributed joints (Fig. 14) with average length of 3.1 cm and fracture
density of 320/m2 was created in the zone of intensive refinement
shown in Fig. 6. No joints intersect the borehole to ensure that pure
fluid–driven fracture growth occurs before interaction with joints.

Fig. 15 shows the fracture patterns for the two far–field stress
scenarios (isotropic and anisotropic) at time 1.36 ms since injection.
The joints around the borehole influence the fluid–driven fracture
patterns (compare with Fig. 7). Once an existing joint is intersected by
a hydraulic fracture, the fluid pressure is spread over the entire new
“wet boundary” and leads to fracture initiation at the joint tips (Section

Fig. 8. Longitudinal rock joint of length L D= 6 and at distances 0.3 L, 0.6 L and L from
wellbore. To study the effect of rock joint orientation, the rock joint is oriented 45° and
90° form the longitudinal, as indicated by case 2 and case 3 respectively.
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2.4). Possible shear slippage at some joints due to changes in the stress
field generated during hydraulic fracturing is observed for both far–
field states. These slips will lead to microseismic events (Eq. (2) and
mode II of failure) that are not related to the actual fracture propaga-
tion; some events are highlighted in the isotropic stress state of Fig. 15.

Fig. 16 shows the ME locations for time spans of 1.28 and 1.4 ms
for the isotropic far–field stress state. The breaking of each cohesive
fracture element produces a ME. The initial time of the event is the
time of element failure and the event position is the center of the
element itself. While undergoing deformation, cohesive fracture ele-
ments store energy which is released at failure. The Y–Geo code
calculates the kinetic energy E( )k y, of a yielding fracture element based
on the nodal mass (mi) and nodal velocity v( )i y, of each of the four nodes
of the element (Lisjak et al., 2013),

∑E m v i= 1
2 , = 1, 2, 3, 4.k y

i

n

i i y,
=1

,2
(11)

The kinetic energy (Ek(t)) of the element nodes is then monitored
from the time of yielding (ty) to time of failure (tf),

E t E t EΔ ( ) = ( ) − .k k k y, (12)

The microseismic energy (Ee) is calculated as the maximum of
E tΔ ( )k from yielding to failure. Ee is then used to calculate the event

magnitude (Me) by applying the Gutenberg relation (Lisjak et al.,
2013),

M E= 2
3 (log − 4.8).e e10 (13)

It can be seen that the MEs typically follow the evolution of the
hydraulic fracture patterns except for some scattered incidents
(Fig. 16(a)) that are related to shear slippage at joints due to changes
in stresses induced by elastic deformation of the medium. Fig. 17
shows the magnitudes of the MEs, which corresponds to the range of
values associated with induced HF microseismicity (Schoenball et al.,
2010). As highlighted previously, the HM approach adopted gives rise
to joints being subject to uniform fluid pressure as soon as the joint is
intersected by fluid–driven fracture, i.e. the rock joints are assumed to
have infinite permeability. In reality, joints and the rock matrix will
have finite permeability and therefore stress changes away from the
hydraulic fractures will be somewhat different due to diffusion driven
pressure changes. Consequently, occurrence and location of MEs
maybe more widespread than suggested by our simulations. In addi-
tion, the space distribution of the pre–existing joints (Fig. 14) will also
change fracture topology and location of MEs. The following points are
observed:

1. pre–existing joints create a pre–fracturing stress state that affects
the patterns of the initiated fractures and increases the threshold of
fracturing;

2. stress gradients, simulated here by pre–existing joints, lead to
asymmetric fracture growth with a tendency for fractures to develop
in the direction of lower stress;

3. rock joints increase the extent to which fluid–driven fractures can
reach;

4. the HM coupling approach adopted in our simulations ensures that
once a joint is intersected by a fluid–driven fracture, the fluid

Fig. 9. Effect of pre–existing joint on the field of effective longitudinal stress component (σ11′ ) just before the initiation of HF. The threshold of fracturing for case 3 is the same as the no

joints case, i.e. t=1.08 ms. This can be related to the reduced magnitude of perturbation on stress field created by the transversal joint.
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Fig. 10. Fracture trajectories for the three cases of joint configurations described in Fig. 8 at times of 1.26, 1.38 and 1.68 ms and at distance 0.3 L from wellbore. The trajectories are
plotted in the field of velocity magnitude.

Fig. 11. Numerical fracturing pressure profiles for the three cases of joint configurations described in Fig. 8 at distances: (a) 0.3 L; (b) 0.6 L from the wellbore.
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pressure is applied over the whole joint, and therefore new fractures
initiate at the joint tips. The influence of rock matrix and joint
permeability may give rise to different stress conditions;

5. in our simulations, MEs due to joint shear slippage result from
elastic rock deformation only. Such events can go as far as the fluid–
driven fractures as long as there are critically stressed joints that
might be activated, see the propagation of MEs between Fig. 16(a)
and (b). This behaviour may also occur if stress changes are induced
by enhanced pore pressure diffusion within the rock matrix.

5. Simulating a low–volume field injection test

The purpose of this section is to compare the breakdown pressure
derived from the Y-Geo code against a field test. The field data
represents the fluid pressure response during a low–volume injection
test in the Farrell Creek Montney reservoir, north–east British
Columbia, Canada (McLellan et al., 2014; Fan, 2015). A horizontal
wellbore was drilled in the direction of the minimum horizontal stress
σh perpendicular to σH (Fig. 18) and to a Total Vertical Depth (TVD) of

2099 m. At this location the ambient stress state is anisotropic with
σ = −15. 5 MPaH

′ and σ = −18. 3 MPaV
′ , and the reservoir pressure

p = 34.84 MPa. The mechanical properties pertaining to the rock
formation at this depth are (E = 42.5 MPa, ν = 0.17, f = 10.75 MPat ,
c = 21.1 MPa, G = 100 N/mIc , G = 150 N/mIIc , and ϕ ϕ= = 46.5°i f ). The
maximum in situ stress σH orientation was determined from borehole
breakouts and found to be around 42° from north.

A 15 m × 15 m vertical cross section of the formation is simulated,
and it is assumed that the rock volume is homogeneous and isotropic
for the volume considered. The model represents a two–dimensional
domain where the far–field stresses are the maximum horizontal σH
and vertical/overburden σV stresses. As the reservoir is seen to expand
considerably in the horizontal plane, and as the directions of the major
principal stresses (σV and σH) represent the favourable directions for
fracture growth, fracture evolution in the third direction can be
assumed negligible and the two–dimensional (σV–σH) approach be-
comes reasonable. Grid dimensions are obtained by determining the
model size beyond which further increases yielded no change in
simulation results (Fig. 18). Gravitational effect is considered and the

Fig. 12. Fracture trajectories for the three cases of joint configurations described in Fig. 8 at times of 1.26, 1.38 and 1.68 ms and at distance 0.6 L from wellbore. The trajectories are
plotted in the field of velocity magnitude.
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injection rate is used as in the field test, i.e. Q = 1.0 m3/min, i.e.
16.67 l/s, which is lower than the threshold injection rate highlighted
previously.

Fig. 19 shows a comparison between the injection pressure derived
from the numerical simulation and the field data during the elastic and
the pre–shutdown period. The numerical response captures the linear
increase in fluid pressure during the field trial as well as the breakdown
pressure of ∼76 MPa. The good correlation between simulation and
field test up to the breakdown pressure might indicate the pre–
assumed isotropic nature of the rock formation at this location. The
simulated post–peak behaviour differs from the field, due to a variety of
effects such as leakoff that are not accounted for in our current analysis.

6. Conclusions and future work

A hybrid FEM/DEM approach with inviscid flow is utilized in this

study to track fluid–driven fractures topology in both homogeneous
and pre–fractured media. Consistent with HF field observations, our
study shows that an isotropic stress state favours complex fracture
growth compared with anisotropic stress state. Fluid–driven fracture
patterns are significantly influenced by pre–existing joints/fractures
that can increase the extent of fracture growth. Rock joints that are
offset from the wellbore give rise to stress gradients that lead to
asymmetric fracture growth with a tendency for fractures to initiate
and grow in a direction away from the rock joint. Due to the hydro–
mechanical approach adopted in Y-Geo (inviscid fluid and infinite joint
permeability), once a hydraulic fracture intersects a pre–existing joint,
the fluid induced fracture system exploits and extends natural fractures
at the joint tips. However, a finite joint permeability may give rise to
different phenomena once intersected by a fluid–driven fracture.
Changes in the stress field resulting from elastic deformation of the
rock through hydraulic fracturing initiate localized shear slip of pre–
existing joint tips, which gives rise to mode II microseismic events that
are remote from evolving hydraulic fractures. This would suggest that
changes in local stresses due to fluid diffusion and leakoff from
pressurized hydraulic fractures may lead to critically stressed joints
exhibiting shear slip that might be more widespread and of greater
magnitude than those observed in our simulation.

The Y-Geo code utilized in this study has reproduced certain
features predicted by empirical observations and has been used to
explore more complex fracturing scenarios. Understanding such beha-
viour is important for predicting the direction and extent of hydraulic
fractures, the potential induced microseismicity, and the relationship
to field tests.
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Fig. 13. Fracture trajectories for the three cases of joint configurations described in Fig. 8 at time of 1.26 ms and at distance L from wellbore. The trajectories are plotted in the field of
velocity magnitude.

Fig. 14. A set of randomly distributed joints generated around the borehole to study
fracture interaction and shear–slip microseismicity. Joint length is normally distributed
around 3.1 cm and fracture density is 320/m2.
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Fig. 15. Fracture patterns for the cases of isotropic and anisotropic stress states in a heavily fractured rock formation (Fig. 14) at time of 1.36 ms since injection. The trajectories are
plotted in the field of velocity magnitude.

Fig. 16. ME locations due to fracturing with the isotropic far–field stress state. The MEs follow the fracture topology except for some scattered locations incited by fracturing elastic
pulses/formation deformation.

Fig. 17. Magnitudes of the microseismic events presented in Fig. 16. The values are in the range of monitored HF induced microseismicity.
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Appendix A. Verification of the Hydro–Mechanical (HM) coupling

This section aims at verifying the Hydro–Mechanical (HM) approach adopted in this paper while assuming inviscid flow. However, the
mechanical behaviour of fracturing by the FDEM alone has been intensively verified in the works of Mahabadi et al. (2012), Lisjak et al. (2013),
Lisjak et al. (2014a). The BVP represents a discontinuity subjected to a uniform injection pressure and embedded in high strength linear elastic
impermeable rock formation (Fig. A.20).

High elastic parameters are used to ensure linear elasticity, i.e. E=45 MPa and ν = 0.2. Tensile strength, cohesion and fracture energies are given
irreal high values as well to prevent fracture length growth. Far–field stresses are displayed on the graph. Parker (1981), p.33 found an analytical
solution to describe the development of the fracture aperture (Fig. A.20(a)) in plane–strain condition,

Fig. 18. Schematic diagram of the targeted hydraulic fracturing site at the Farrell Creek Montney reservoir. The targeted shale layer is bounded to a vertical height that ranges between
100 and 200 m and it is seen to expand to considerable lengths in the horizontal plane. The extent of the model was determined such that further dimension increases yielded no change
in simulation results. The BVP domain is refined such that the smallest triangular element size (6 mm) corresponds to the rock tensile strength of f = 10.75 MPat .

Fig. 19. Low–volume injection test pressure profile within the Montney Formation. The
red dots represent the field data and the solid line shows the numerical response by
FDEM–HF/the Y–Geo code.

Fig.A.20. (a) A discontinuity subjected to uniform fluid pressure of 12 MPa and embedded in high strength linear elastic medium. (b) Triangular Delaunay meshing of the domain
where element size range goes from 0.003 to 0.3 m.

Fig.A.21. Evolution of the discontinuity aperture (Fig. A.20(a)) due to uniform fluid
injection: Comparison between the analytical solution of Parker (1981) (solid line) and
the simulations by the FDEM-HF/the Y-Geo code with inviscid flow (dashed line with
circles).
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w x σ ν
E

x( ) = 2 ′(1 − ) ℓ − ,2 2 2
(A.1)

where σ′ is the opening effective stress (−10 p+ ) MPa, ℓis the discontinuity half length, and p is the pressure inside the discontinuity. The change in
the discontinuity aperture due to fluid injection is displayed in Fig. A.21. This figure shows that there is a good correlation between the analytical
solution of Parker and the results of simulations obtained by the FDEM–HF/the Y–Geo code.
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A B S T R A C T

Hydrogen is being regarded as a primary vector in the energy transition process towards a less polluted
planet. The tremendous and increasing energy demands necessitate finding large-scale storage techniques.
Underground salt caverns seem to be promising. Nevertheless, the fast solicitations (thermal and mechanical)
of these caverns, to reply to the fast demands, imply damage to the ambient rock salt. There is a general
scientific ambiguity about the transport mechanisms taking place in the rock salt intact/damaged, particularly
for hydrogen. In this paper we provide a detailed review about these transport mechanisms while the cavern
undergoes cycling. This review helped us define a mathematical approach to simulate hydrogen migration in
the rock salt around underground caverns. We ended up by presenting a patent laboratory setup that we are
currently using to define any required model parameters experimentally.

1. Introduction

In the context of energy transition, hydrogen storage in under-
ground salt caverns is becoming a leading technique [1–5]. This is
related to the tremendous research on hydrogen production which
promotes future cheap and facile product [6,7]. Moreover, the under-
ground salt caverns offer large-scale storing techniques able reply to
the intermittency problems [8–10] and the increasing demands [11–
13]. Not to forget that such caverns have also low investment costs and
low cushion gas requirements [13]. Nevertheless, the future increas-
ing energy demands will necessitate almost daily solicitations of the
caverns [14]. Such fast charges, mechanical and thermal, are expected
to affect the transport integrity/tightness of the rock salt embracing
these caverns [15,16]. To keep precise tracks/accurate management
of the cycled hydrogen quantities, the hydrogen mass exchanged with
the rock salt or other phases within the underground caverns must be
minimized [17].

Rock salt occurs within sedimentary rocks where it has formed from
the evaporation of seawater or salty lakes. Rock salt is consequently
deposited in cycles which affects its directional properties like the
elastic modulus and the permeability. Depending on the location, the
rock salt properties, mechanical and hydraulic, differ as well. Most
of the available literature treats rock salt as impermeable non-porous
halite. The tightness of the underground salt caverns needs to be further
investigated. There is a general ambiguity about gas, a priori hydrogen,
migration in the rock salt. As hydrogen storage is becoming a hot

∗ Corresponding author.
E-mail addresses: murad.abuaisha@mines-paristech.fr (M. AbuAisha), joel.billiotte@mines-paristech.fr (J. Billiotte).

1 Both authors contributed equally to the scientific content of this paper.

interesting research topic, its transport mechanisms in the rock salt is
also getting considerable attention. Even if the intact rock salt may be
hydrogen tight, the severe required utilization of caverns will imply
damage to this rock [18]. This damage incites modification to the
transport properties of the rock salt and the entire tightness of the
storage system [19]. There have been a few scientific articles that
discussed seepage around underground caverns. For instance, Liu et al.
[20,21] have presented cavern scale studies to investigate the under-
ground tightness for hydrogen, natural gas, and oil. Their approach
assumed that these fluids filtrate through the rock salt following a
Darcian one-phase flow type. They concentrated their research, mainly,
on seepage in the interlayers rather than the intact or the cycling-
damaged rock salt. Besides, rock salt contains interstitial fluids and is
characterized by very low permeabilities and porosities. These factors
render the assumption of one-phase Darcian flow questionable. Nuclear
waste storage in rock salt has been also a research subject for quite few
scientists [22–24]. Their works proved that disposal of heat-generating
nuclear waste in salt formations is attractive because the material is
essentially impermeable, self-sealing, and thermally conductive. How-
ever, in particular, Ghanbarzadeh et al. [25] extended their research
to seek a broader understanding of fluid percolation in the deformable
rock salt formations used for nuclear waste storage. They concluded
that the low permeability of static rock salt is due to a percolation
threshold. However, deformation may be able to overcome this thresh-
old and allow fluid flow. Interestingly, they observed that percolation

https://doi.org/10.1016/j.est.2021.102589
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Fig. 1. Schematic representation of hydrogen storage in salt caverns and its flow or
exchanges between phases.

occurred at porosities considerably below the static threshold due
to deformation-assisted percolation. There is, however, considerable
literature that treats hydrogen percolation in clay sedimentary basins
in the context of radioactive waste storage [26,27].

The main contribution of this scientific paper is to provide a resume
about hydrogen transport in rock salt. This resume is gathered from
the available scientific literature and our expertise of understanding
the problem. By firstly addressing the interactions of phases within an
underground cavern, we end up by discussing all possible transport
mechanisms in the embracing rock salt. Eventually, we conclude by
providing a modeling approach that would help scientific researchers
develop a comprehensive mathematical model for hydrogen migration
in the saturated rock salt. The paper seals up by providing a patent
laboratory setup [28] that could be used to calibrate correctly the
parameters of the suggested mass transport models.

2. Hydrogen storage in salt caverns

Solution mining is commonly used to create large caverns in rock
salt formations. In this process, a single well, drilled from the ground
surface to the targeted depth (Fig. 1), is generally used to inject fresh
water and withdraw brine through a concentric tubing system, the so
called the leaching process [29,30]. Once leaching is completed, the
brine in the cavern is reduced to minimal quantities by a debrining
phase where it is moved out by a gas injection operation.

Fig. 1 shows an underground cavern filled with hydrogen at a
certain pressure and is exchanging heat with the surrounding rock
domain. The figure also depicts the amount of brine left in the cavern
at the end of the debrining process. Hydrogen within the cavern is
expected to experience cycles of pressure and temperature changes
according to the intended usage. During its life time, the cavern will
mainly contain, simultaneously or sequentially, two different immisci-
ble phases: the stored gas and the brine. The third important phase of

this storage outline is the surrounding rock salt domain. This domain
is constituted of the salt mass which itself is a mixture of grains or
crystals of halite and brine occupying the inter-grain spaces or present
in the grains in the form of fluid inclusions. Each of the three phases is
characterized by state variables which are for hydrogen: the pressure
and the temperature, for brine: the pressure, the temperature, and
the concentration of salt, and for the rock salt: the stress and the
temperature. Since hydrogen may be present in the non-gaseous phase
in the other phases (brine and solid), its presence will be characterized
by a concentration. For the rock salt which is a mixture of solid and
brine, the presence of hydrogen can be characterized by an overall
concentration or a pressure. It is worthwhile to mention that the defi-
nition of gas concentration is very delicate. In this research, we would
choose the mass concentration (𝑐ℎ𝜆), where the density of hydrogen in
the liquid phase 𝜌ℎ𝜆 is defined as 𝜌ℎ𝜆 = 𝑐ℎ𝜆 × 𝜌𝜆, with 𝜌𝜆 being the
density of the liquid phase.

While the cavern is operated, the three phases are interacting as
follows (Fig. 1): water is evaporating into the stored hydrogen (F′′1 );
hydrogen is dissolving in the brine (F1 and F′1) and is percolating and
diffusing into the porous rock salt (F3); brine at the cavern bottom is
flowing into the rock salt (F2).

3. Hydrogen–brine interaction

Interactions between hydrogen and brine take place at the
hydrogen–brine interface in the cavern (flow F1 in Fig. 1) and they
are defined by the solubility of hydrogen in brine according to Henry’s
law [31]. The definitions of the Henry’s law parameters must account
for the temperature and pressure ranges of the storage [32–34]. The
solubility induces a flow of the dissolved hydrogen in the brine (flow
F′1 in Fig. 1) which globally and gradually enriches the brine according
to two mechanisms:

1. diffusion, which is characterized by a diffusion coefficient of
the dissolved hydrogen in the brine, of which the value is
dependent on the brine state variables (pressure, temperature) as
well as the NaCl concentration [35]. The works of Chabab et al.
[36,37] have proven that the saturated nature of the brine may
require the use of sophisticated models2 which take into account
the interactions between the solution components, i.e. pressure,
temperature, and concentration [36]. One can think of this as
an apparent diffusion coefficient where the value is no longer a
constant but a function of the brine saturation and the cavern
working conditions.

2. convection, due to the circulation induced in the brine by the
heat exchanges at the brine–rock salt interface and the non-
equilibrium of the temperature between these two phases. The
non-equilibrium of temperature is further enhanced during the
cycling of the storage process and by the differences in thermal
properties of the two phases, i.e. rock salt and brine. The driving
force behind this convection is mainly the variations in the brine
density with temperature [38,39].

Accounting for all these phenomena of convection, the cavern work-
ing conditions, as well as the brine saturation, leads to the definition of
an apparent diffusion coefficient that can be two orders of magnitude
higher than the binary diffusion coefficient [40]. It is also important
to study the kinetics of diffusion as will be discussed in Section 8. The
brine itself being an NaCl solution, the solvent (H2O) can be exchanged
through the hydrogen–brine interface (flow F′′1 in Fig. 1). This results
in an existence of a partial pressure of water-vapor in the gas phase of
hydrogen [41].

2 Comparison between models is presented in Chabab et al. [36].
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4. Brine–rock salt interaction

Depending on the degree of salinity of brine at the bottom of the
cavern, the brine–rock salt interface can move due to dissolution or
precipitation. Salt can precipitate from brine onto the interface or the
interface can be worn away by the brine to achieve saturation continu-
ity at the cavern working temperature and pressure conditions [42–44].
Even if its natural porosity is quite low (∼0.01%) [45,46], due to its
geologic formation, the rock salt can be considered as a porous medium
saturated with brine [47, p. 32] with a zero concentration of hydrogen.
However, traces of liquid or gaseous hydrocarbons are common in rock
salt [48]. Therefore, the state variables for the rock salt interstitial brine
are the temperature and pressure.

Due to the ambiguity with regard to knowing the inter-grain connec-
tivity of rock salt, the pressure of the interstitial brine is poorly defined.
However, its value can be limited to two extreme values [47]:

1. the so-called halmostatic pressure, which considers that the
brine occupies a totally connected space in the rock mass. Con-
sequently, this pressure is the equivalent to the hydrostatic
pressure calculated using the brine density (∼1200 kg/m3);

2. a lithostatic pressure, which considers that the brine occupies
an isolated space in the rock salt phase. Therefore, the brine
pressure is assumed in equilibrium with the isotropic stresses of
the rock salt mass. This pressure extremity is calculated using
the rock salt density (∼2160 kg/m3) [49].

During cycling, the cavern brine pressure will be equal to that of
hydrogen and its value will vary as a function of time between two
extreme values:

1. a minimum pressure, equal to the halmostatic pressure during
the cavern leaching, but which may be lower than this during
its operation;

2. a maximum pressure, which will always be lower than the
lithostatic pressure to preserve the integrity of the rock salt
mass. Usually, the maximum operation pressure of the cav-
ern is limited to 80% of the surrounding minimum horizontal
stresses [50].

Consequently, we can consider the existence of a brine flow (flow
F2 in Fig. 1) linked to a pressure difference between the cavern brine
and the brine saturating the rock salt. Since the pressure in the rock
salt mass is not known for certain, the concept of permeation [51], flow
proportional to the pressure imposed at the interface,3 is often preferred
to that of convection, flow proportional to the local pressure gradient.
Likewise, the mechanism of movement of brine in the rock salt mass
is uncertain and discussed between two hypotheses: a movement in a
network of connected pores characterized by a very low permeability
quantifiable by Darcy’s law (Fig. 2(a)); and a movement of isolated
brine masses by a process of dissolution and precipitation at the brine–
rock salt interface under the effect of slight changes in stresses and/or
temperature created by changes in the cavern working conditions,
including the induced creep at the cavern boundary (Fig. 2(b)) [52,53].

Depending on the value of the pressure of rock salt brine (hal-
mostatic or lithostatic), flow F2 can be incoming or outgoing with
respect to the brine–rock salt interface. However it seems that the
hypothesis of a halmostatic pressure is favored for some reasons. The
first is that it leads to the most critical conditions with regard to the
security of storage with maximum flow towards the surrounding rock
salt. The second is that it underpins a large-scale connected porosity
and therefore critical conditions for safety analysis. The assumption
of halmostatic pressure allows, as well, for an assessment of fluxes by
considering Darcy’s law and using permeability values determined in

3 In the permeation concept pressure is replaced by a concentration and
flow is calculated using experimental permeation coefficients.

the laboratory on test specimens [55]. For instance, authors like Bérest
et al. [56] have conducted in situ pressure monitoring tests in an idle
salt cavern filled with brine at a pressure almost 4 MPa above the
halmostatic pressure. They then analyzed the pressure at the head of
the filled cavern. Once the effects linked to the deformation of the
rock salt mass (atmospheric pressure, creep, leaks and terrestrial tides),
and to the temperature were corrected [57], the pressure difference
between the brine in the cavern and a halmostatic pressure in the rock
salt was used to correlate to the measured flux during the test period.
The measured flow was low to very low, from a few tens to a few m3

per year, compared to the volume of the cavern (7500 to 8000 m3).
Note that the evolution of this flow was approximated using Darcy’s
law with a permeability value of the rock mass of the same order of
magnitude as values determined in the laboratory (order of 10−20 m2)
for this layered rock salt (Bresse basin – France) [58]. There have been
also some other in situ tests to investigate nitrogen and oil leaks around
the cavern well and correlate them to Darcian flow [59]. Durup et al.
[60] presented a deep cavern abandonment study. The objective was
to study the pressure build-up effect on the integrity of a closed salt
cavern.

In the case of hydrogen storage, hydrogen dissolved in the cavern
brine can, by advection, propagate into the rock salt mass due to this
permeation flow (flow F2). Since the rock salt has very low poros-
ity, mainly constituted by grain boundaries [61], the phenomenon of
transverse dispersion can be neglected. Consequently, the penetration
distance of hydrogen is calculated by considering the flow speed of the
brine in the rock salt mass deduced from Darcy’s law with a pressure
field characterized by spherical divergence. Henceforth, where the rock
salt domain is invaded by the cavern brine, dissolved hydrogen concen-
tration in the rock salt is equal to that in the cavern brine divided by
the porosity of the rock salt, i.e. a factor of 10−2 to 10−3, assuming that
the rock salt is neither damaged nor disturbed by the creation of the
cavern and/or by the operation of the repository. This evaluation of the
penetration distance, which neglects the Fickian diffusion of hydrogen,
can be corrected and maximized by taking into account a longitudinal
diffusion with a diffusion coefficient deduced from that of hydrogen
in brine. This diffusion coefficient should only consider the effects of
the porous medium (porosity, tortuosity, and constrictivity) [62]. All
of this leads to the fact that hydrogen concentration in the rock salt
domain at the cavern bottom be much lower than that in the cavern
brine. Since hydrogen concentration in the cavern brine cannot be but
minimal4, the entire flow F2 seems to be negligible.

Taking into account the effects of damage and/or disturbance on
the hydraulic properties of the rock salt mass also implies taking into
account the distribution of fluids (brine, water vapor and possibly
hydrogen) in the porosity increased by this damage and/or disturbance.
These mechanisms will be analyzed in more detail in the section
discussing the interaction between hydrogen and the rock salt mass.

5. Hydrogen–rock salt interaction

At the hydrogen–rock salt interface, the penetration of hydrogen
into the saturated rock can take place either [63]:

1. in the solid phase itself, i.e. the halite crystals;
2. in the fluid phases occupying the rock pores (brine, water vapor,

or gas).

These are two different mechanisms, the first is similar to gas diffusion
in solids or what is defined as permeation. The second is similar to gas
diffusion in brine saturating the pores or to a two-phase flow in porous
media, if the pores are not saturated, or if they are desaturated by the
percolation of hydrogen.

4 Available literature, for instance Chabab et al. [37], proves that hydrogen
dissolves in very small quantities in saturated brine compared to other gases,
i.e. CO2.
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Fig. 2. Schematic diagram representing the movement of brine in the rock salt domain: (a) by Darcian flow characterized by a very small permeability; (b) by dissolution and
precipitation.

Fig. 3. Mechanism of hydrogen permeation in the metallic diaphragms.
Source: Figure reproduced from Yokogawa [54].

5.1. Permeation in the halite crystals

Diffusion of gas into solids is called permeation. This phenomenon
is responsible for gas permeability of polymer pipes and is particularly
important in the case of hydrogen with metals [64,65]. This perme-
ability deficiency of metals with respect to hydrogen results from the
high availability of electrons in a metal. On the metal surface, the
dihydrogen molecule can dissociate and each hydrogen atom ionizes
in the H+ form, i.e. a proton. As the size of the proton is much smaller
than the distance between the atoms of the crystal lattice, it moves
easily through the crystallized structure of the metal, and even over
significant thicknesses. The mobility of protons is greatly enhanced
by the presence of vacancies in the crystal structure. This permeation
mechanism is illustrated in Fig. 3 from a technical report about the
problems caused by hydrogen permeation in pressure transmitters [54].

On the other face of the diaphragm, and even if it is in contact with a
liquid, the protons will recombine into dihydrogen molecules. This flow
of protons will lead to the formation of hydrogen bubbles in the liquid,
and this is reinforced by the significantly low solubility of hydrogen.
In the case of pressure transmitters, this permeation is equivalent to a
leakage in the pressure measurement of the gas phase. The formation
of bubbles in the liquid phase modifies its compressibility. Therefore it
causes the respiration of the pressure sensors and the deformation of
the diaphragm, particularly during temperature variations. Finally the
exchange of electrons in the crystal lattice weakens the metal [54].

Permeation is characterized by a coefficient whose ratio is the
permeability with units as mol/(s m2 Pa) in the SI system and more
practically in m3 (STP)/(s m2 Pa), or with more exotic units (Barrer or
GPU) [66]. The value of the permeability coefficient can be determined

Fig. 4. Schematic representation of a laboratory model to measure the hydrogen
permeability coefficient [67].

experimentally by measuring the flow of hydrogen through a sample
of known thickness (Fig. 4) [67]. The evaluation of the flow is carried
out in the downstream chamber either by measuring the evolution of
the hydrogen concentration by gas chromatography, or by measuring
the pressure. It can be also calculated by the measuring the pressure
difference between the upstream and the downstream chambers.

The interpretation of this model measurements is made by consid-
ering that the transfer of gas into the solid is governed by diffusion
according to Fick’s law. Therefore, the only state variable of the gas in
the solid is its concentration. At the gas–solid interface, it is generally
assumed that the gas penetration is governed by Henry’s law (form of
solubility). The use of this law allows to relate the gas pressure applied
to the sample surface to concentrations at the limits of the sample [68].
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With regard to hydrogen permeation in halite lattice structure, the
comparison between the size of a hydrogen atom (106 pm) and the
atomic space in the crystal lattice of halite (34 pm) [69], shows that
the diffusion of hydrogen in the atomic form is not possible. However,
as hydrogen protons have a radius of 0.84 fm, it would be possible
that hydrogen diffuses in the ionic form. Yet, since halite is already
an ionic solid, ionization of hydrogen atoms is usually not possible. It
follows that the phenomenon of hydrogen permeation in metals and
its importance cannot be as significant in rock salt. The value of a
permeability coefficient or a diffusion coefficient of hydrogen in halite
crystal, which generally constitutes the solid phase of rock salt, can only
be very small. It is the same with all minerals, except for ores, graphite
and clay minerals, which have electrically non-neutral surfaces, and
which can create preferential and rapid migration paths of protons by
moving to electronegative sites on the surface of minerals [70]. This
proton conduction phenomenon is usually taken into consideration in
the safety analysis of radiolysis hydrogen produced by nuclear waste
often stored in clayey rocks. For this particular case, this conduction
mechanism is associated to water molecules saturating the space be-
tween the clay particles and the hydrogen dissolved in this interstitial
fluid [71].

5.2. Diffusion in the interstitial brine

The porosity of rock salt is saturated with brine. Since brine is in
equilibrium with halite (the solid phase), it is necessarily saturated
with sodium chloride NaCl [47]. This porosity is formed by the joints
between crystals or halite grains and the fluid inclusions. This de-
fines a connected porosity, a priori (the grain boundaries), and an
unconnected porosity (the fluid inclusions) [61]. If the fluid inclusions
are very numerous (milky salt), and representing a significant relative
volume (a few %), then porosity associated with the grain boundaries
is low to very low (less than 1% to zero). Measuring this kind of
porosity is tremendously tough, with particular difficulty with respect
to eliminating the artifacts related to the sample preparation and the
deconfinement of the rock salt logs [61].

Considering that hydrogen diffusion in halite crystals is very low,
a preliminary approach is to consider that it will diffuse in the brine
saturating the rock salt. It is then possible to carry out an evaluation of
the penetration of hydrogen using Fick’s law with [63]:

1. a concentration of dissolved hydrogen on the cavern surface
deduced from the storage pressure and Henry’s law;

2. an effective diffusion coefficient of hydrogen in the rock salt
brine via its connected porosity.

The value of the effective diffusion coefficient 𝐷 (m2/s) is deduced
from that of hydrogen in brine �̄� (m2/s) by adjusting it using three
coefficients [72]:

𝐷 = �̄� × 𝑛 × 𝛿
𝜏2

, with: (1)

• the first is equal to the porosity (𝑛), which represents a reduction
in the volume of the brine due to the presence of the solid phase;

• the second is the inverse of the square of the tortuosity (𝜏), which
represents the relative elongation of the diffusion paths relative
to a fluid due to the texture of the porosity;

• the last coefficient (𝛿) represents the constrictivity factor which
depends on the flow regime imposed by the shape of the pores
and their size. When the pore size decreases and becomes smaller
than the mean free path of the solute molecules of the solvent,
the diffusion regime changes from molecular to transitional, and
then to slip for which the Knudsen number5 is less than unity.
This will be discussed in details in the next section.

5 The Knudsen number (Kn) is a dimensionless number defined as the ratio
of the molecular mean free path length to a representative physical length
scale.

There is almost no available literature on hydrogen diffusion in the
saturated brine. However, since hydrogen diffusion in water is well
known (�̄� = 6.1×10−9 m2/s at 25 ◦C) [73,74], the viscosity models for
electrolyte solutions [75–77] can be used to approximately calculate its
diffusion coefficient in brine. Using the Stokes–Einstein law [78], the
viscosity models give �̄� ≈ 4.6 × 10−9 m2/s at 25 ◦C for hydrogen in the
saturated brine. Another handy way to calculate the effective diffusion
coefficient is to use the relation of Grathwohl [79], i.e. 𝐷 = �̄�×𝑛𝑞 . The
empirical parameter 𝑞 usually lies between 1.8 and 2.4.

Regardless of the method used to determine the effective diffusion
coefficient, by molecular simulations or experiments, its implementa-
tion in Fick’s law allows for possible simple analytical solutions [80].
The use of Fick’s law also permits to define a characteristic time linked
to the diffusion. Such time can be compared to that calculated by
convection and to have, particularly for long periods, an evaluation
of a penetration distance. This distance into the rock salt mass is
mathematically proportional to the square root of the product of the
effective diffusion coefficient and time [80].

As stated in Section 4, if hydrogen concentration in the rock salt
is to be considered as a state variable, we can, rigorously, assume
its initial value to be zero. However, certain underground mines of
evaporite rocks (potash, carnalite) and rock salt are known to have
some concentrations of hydrogen in the void of their galleries. The
origin of this hydrogen is linked to the radiolysis of water under the
effect of radioactive minerals present in the rock salt mass [26,42].
Consequently, hydrogen can be observable in the rock salt fluid inclu-
sions and its release is subsequent to the creation of damaged and/or
disturbed zones [81]. The creation of these zones increase the con-
nected porosity which will be unsaturated and which will allow for a
flow of hydrogen towards the farther galleries. This kind of flow drains
hydrogen from the grain boundaries and the fluid inclusions [82]. The
damage or disturbance of the host rock can be induced by thermal
gradients and stresses [83]. Some studies have looked at the diffusion
of gas, including hydrogen, contained in fluid inclusions mainly due to
temperature variations. For instance, Clark et al. [81] found that the
migration distances were of the order of a few tens of micrometers for
inclusions in quartz.

In case of rock salt, the experimental determination of the effec-
tive diffusion coefficient is challenging. This hardness is attributed to
several reasons of which: (1) the difficulty to keep interstitial brine in
equilibrium with the solid phase, and so that no convective movement
of the brine may be induced by the field of constraints imposed; (2)
preventing any water vapor exchanges with the injected gas (water
vapor comes usually from the external atmosphere of the sample) [84].

5.3. Convective flow in the rock salt

Convective flow of hydrogen in the rock salt takes place due to
bulk motion of the gas. This bulk motion can happen in one-phase or
two-phase natures.

5.3.1. One-phase flow
In this simplistic approach, we assume that we have only one fluid

filling the pores of the rock salt mass. The flow of this fluid is governed
by Darcy’s law. The use of Darcy’s law requires using the fluid pressure
as a state variable, and to characterize the permeability of the rock salt
with regard to the fluid used [85]. This gives rise to difficulties, namely,
the value of the fluid pressure in the rock salt domain, i.e. halmostatic,
lithostatic, or an intermediate value. The permeability of the rock salt,
with regard to one-phase flow, needs to be experimentally calculated.
The calculation of the permeability of rock salt is an experimental
challenge. This is due to the very low values, less than 10−20 m2 in
case of the intact rock. The difficulty is also experimental, where it is
almost impossible to define a representative state of the actual rock
mass, not disturbed, by the sample preparation and the test conditions.
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Fig. 5. Crack healing/sealing and permeability reduction in rock salt. (a) Mechanical
closure of cracks due to compaction of the rock by elastic deformation or plastic flow.
(b) Necking down of cracks and pores to form arrays of disconnected tubular and
spherical inclusions. Here 𝛾 denotes the surface energy vectors, 𝜃 the dihedral angle
of the crack, and 𝜈 the crack migration velocity. (c) Crack and pore occlusion through
fluid-assisted grain boundary migration (recrystallization).
Source: Figure is modified from Koelemeijer et al. [86].

Test conditions should be perfect where no parasite flows or leaks on
the sample boundaries are allowed [45].

Due to the very low permeability of the rock salt, almost all of the
measurements are carried out using gas as the measuring fluid. They are
also done in transient conditions with pressures, or pressure gradients
that are quite different from the in situ rock salt conditions. Using gas
as a measuring fluid involves removing the sample brine, generally by
drying, whether thermal or vacuum . Drying extracts water from brine,
but the salt remains in the porosity. Therefore, the pore space that
would be traveled by the measuring gas is necessarily different from
that initially exited. To mimic the in situ rock salt stress conditions,
laboratory measurements are usually performed under loads. However,
rock salt is sensitive to the state of stress, particularly the deviatoric
stresses, which generate creep (Fig. 5). The use of an isotropic confine-
ment state can cancel rock salt creep globally, but not locally. Local
changes include development of the grain contacts and healing of the
damage defects with water vapor bubbles [86].

Due to the very low porosity of rock salt, it is difficult to de-
fine the hydromechanical coupling using Biot’s effective stresses [87].
However, reality shows that there is a very strong hydromechanical
coupling [88,89]. This coupling is related to the tremendous increase
of the permeability with damage [19]. It is also observed during labora-
tory tests, where measurements made with the same difference between
confining stress and upstream gas pressure were not equivalent [19].
This suggested that the upstream gas pressure was an addition to the
stress in the direction of flow, where different deviatoric stress states
induced different changes in porosity [45].

The very low value of permeability is attributed to the very low
porosity and to the presence of inter-grains constrictions at their con-
tacts (Fig. 6). Measurements showed that pore size of rock salt varies
from 0.01 to 300 μm with major concentration of pore size being smaller
than 1.0 μm [61,90].

With very small pore dimensions, fluid flow is affected by the
interactions between the fluid molecules and the solid surface. The
importance of these interactions is assessed by comparing the mean
free path of a molecule 𝜁 (m) to that of a characteristic pore dimension
(𝑑𝑝) via the Knudsen number (Kn = 𝜁∕𝑑𝑝). In the case of gas flow, the
average free path is evaluated with the following expression [91],

𝜁 =
𝑅𝑇𝛾√

2𝜋 𝑑2𝑚 𝑝𝛾 𝑁
, (2)

with 𝑅 (J/mol/K) being the universal gas constant, 𝑇𝛾 (K) the gas
absolute temperature, 𝑑𝑚 (m) the kinetic diameter of the gas (289 pm

for hydrogen), 𝑝𝛾 (Pa) the gas pressure, and 𝑁 (1/mol) the Avogadro
constant. For hydrogen storage in a typical cavern at 1000 m depth,
during seasonal operations, hydrogen pressure changes between 16 and
5 MPa, and the corresponding temperature ranges between 65 and
28 ◦C [50]. However for extreme daily utilization of the cavern, and
for the same pressure changes, the cavern average temperature ranges
between 95 and −40 ◦C [14]. Table 1 shows that the mean free path
of hydrogen traveling in rock salt varies between 0.86 and 1.70 nm for
extreme daily utilization of a typical cavern.

Depending on the value of the Knudsen number (Table 1), the
equation used to describe the gas flow in the rock salt is different
(Fig. 7). In case of an intact salt, most of the domain (red box) is located
in the ‘‘slip flow’’. However, if the rock salt pore dimensions are less
than the smallest average (5 × 10−7 m of Fig. 6), transition flow may
take place.

It is, therefore, quite probable that hydrogen will flow in a slip
regime in the rock salt. The interaction gas–solid in this regime is char-
acterized by the Klinkenberg effect [93]. Consequently, the apparent
permeability of gas 𝑘𝑎 (m2) flowing in a porous medium is related to
the intrinsic permeability 𝑘 (m2) via the following relation,

𝑘𝑎 = 𝑘
(
1 + 𝑏

⟨𝑝𝛾 ⟩
)
, (3)

with 𝑏 (Pa) being an empirical parameter (usually called the slip factor),
⟨𝑝𝛾 ⟩ (Pa) the mean pressure at which the apparent permeability is cal-
culated. The influence of gas on the calculated permeability is related
to the size of the molecules. Thus, for the same tested sample, the slip
factor 𝑏 depends on the measurement gas. Besides, the influence of the
sample, i.e. the porous medium, is not explicit, as it depends on the
testing conditions as well. Empirical relations, such as proportionality
with an inverse power of the permeability, are usually proposed to
calculate the slip factor [45,94].

5.3.2. Two-phase flow
In this approach we assume the effective penetration of hydrogen

into the rock salt porosity to imply a displacement of the brine. It
is a two-phase immiscible flow in a porous medium. In this flow the
hydrogen constitutes the non-wetting displacing phase and the brine
the wetting displaced phase.

In a porous medium, these two immiscible phases are separated by
an interface characterized by surface energy or surface tension. In case
of air and saturated brine, this energy is 1.13 times greater than in
the case of water, i.e. 82 mN/m at 25 ◦C and at the atmospheric pres-
sure [95]. Studies have shown that increasing temperature from 27 to
100 ◦C increased the surface energy by 17%. However, increasing pres-
sure from 5 to 25 MPa reduced it by 28% [96,97]. Since in underground
caverns, increasing pressure is associated with increasing temperature,
changes in surface tension could be crucially neglected. Fukuzawa et al.
[98] have shown that the hydrogen-water surface tension is equal to
74.81 mN/m at temperature 4.7 ◦C and atmospheric pressure. At this
particular temperature, the surface tension barely showed any pressure
dependency. We could not find in literature any studies on hydrogen-
brine surface tension. However, if we assume the same increase as
in water-brine surface energy, we will find an approximate value of
84.5 mN/m at 25 ◦C and at the atmospheric pressure. We still could
assume a further increase at normal temperature conditions of 25 ◦C.
Based on the curvature of the gas-liquid interface, the surface energy
results in a positive pressure difference between the two phases. This
pressure difference can be quantified using Jurin’s law, or directly
using the Young-Laplace equation [99]. Both equations indicate that
the interfacial pressure difference is proportional to the surface tension
and inversely proportional to the characteristic size of the pores. To
give an order of magnitude for hydrogen-brine interface, a pore radius
of 1 μm corresponds to a pressure difference of ∼0.1 MPa, meanwhile a
pore radius of 1 nm corresponds to a pressure difference of ∼85 MPa.
The interfacial pressure difference defines a condition called the entry
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Fig. 6. Estimation of the pore dimension in rock salt [19,61,90].

Fig. 7. Flow type and associated equation based on the Knudsen number. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Source: Modified from Roy et al. [92].

Table 1
Mean free path of hydrogen traveling in rock salt under daily cavern utilization.
Pressure (MPa) Temperature (◦C) 𝜁 (nm) Kn for Kn for Kn for

𝑑𝑝 = 10−6 m 𝑑𝑝 = 5 × 10−7 m 𝑑𝑝 = 10−9 m

16 95 0.86 0.86 × 10−3 0.17 × 10−2 0.86
5 −40 1.70 1.70 × 10−3 0.35 × 10−2 1.70

pressure. The gas pressure in contact with the porous medium must ex-
ceed the pressure of the interstitial fluid and the entry pressure so that
gas may invade the medium and replace the pore liquid. Penetration is
conditioned by the size of the largest pores on the surface of the porous
medium, meanwhile invasion is linked to the average radius. If we
assume the rock salt to be intact at the end of the cavern leaching, for
a pore size of 1×10−8 m, the required entry pressure is around 34 MPa.
This value is very approximative, as for intact rock salt the pore size
varies widely (Fig. 6). For applications with regard to hydrogen storage
in porous media, and hydrogen production in underground repositories
of radioactive waste, researchers have assigned values of 2 to 5 MPa
to the pressure entry in the case of argillite repositories [27,100] (with
relatively large porosities), and up to 15 MPa in the case of shale [101].

Hydrogen distribution in the partially desaturated pore space de-
pends on two dimensionless numbers. The first is called the capillary
number Ca, which represents the relative effect of viscous drag forces
versus surface tension forces acting across the gas-liquid interface.
The second number defines the mobility M, which represents the
viscosity ratio of the displaced fluid to the displacing gas [102,103].
Depending on the values of these two dimensionless numbers, the
flow will have different morphologies and will require different sim-
ulation methods to quantify the penetration distance (Fig. 8). In case
of hydrogen-brine flow, the mobility number is important. Besides,
the high capillary pressure, linked to the small pore size, makes the
application of Darcian approaches quite inaccurate. Therefore, only
percolation type approaches, with or without gradient, should be used.

These approaches are characterized by the absence of a finite size of
a representative elementary volume. Henceforth, at the percolation
threshold, even-though the over all saturation of hydrogen is quite
small, its penetration distance could still be considerable [17].

Under the conditions of hydrogen storage in underground salt cav-
erns, the log(M) is always positive, and the capillary number is quite
insignificant due to the small viscous forces of hydrogen. This necessi-
tates that hydrogen flow in rock salt to be located in the lower right
quarter of Fig. 8. Consequently, a flow pattern of either viscous fin-
gering (percolation with gradient), capillary fingering (percolation), or
intermediate of the two is expected. It is the same domain usually used
to model the migration of radiolysis hydrogen in the clay rock hosting a
repository of radioactive waste [26,27]. Lefort [104] defined this flow
pattern or domain as a hyper-slow drainage, and he found that a flow
of viscous fingering (percolation with gradient) would stabilize after
a distance of a few thousand pores. The gas invasion then continued
over a stable front which made it possible to describe it either by a
generalized Darcian flow or a Buckley-Leverett model. However, these
models require establishing, experimentally or conceptually (by using
van Genuchten and/or Brooks-Corey models [105,106]), hydraulic pa-
rameters that take into account the local hydrogen saturation. Yet, if
we consider a steep desaturation front, the flow can be reduced to a
piston type flow [107]. With all the cited references, the relevance of
these models and their applicability to the salt rock cannot be solidly
established, including Lefort [104] analysis. This is attributed to the
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Fig. 8. Lenormand diagram [103] describing the reasons of drainage in a porous
medium. The non-wetting phase (hydrogen 𝜇1) is replacing the wetting phase (brine
𝜇2) as a function of the capillary number Ca and the mobility number M = 𝜇2∕𝜇1.

very low porosity and morphology of the rock salt pores, which are
grain boundaries, therefore of crack type with contact points [61].

Whatever approach is chosen to model hydrogen-salt rock ex-
changes (diffusion, single-phase, or two-phase flow), the transient
modeling as a function of the cavern pressure cycles requires the
determination of additional parameters. These parameters include the
effective porosity for the diffusion, the storage coefficient for the
single-phase flow and the capillary pressure-saturation and relative
permeability-saturation relationships for the two-phase flow. The ex-
perimental determination of such parameters is very delicate, especially
under the in situ conditions. A transient approach would be necessary
to estimate the hydrogen quantity exchanged with the rock salt mass
and to obtain a transient spatial distribution. However, one would an-
ticipate that due to the very low permeability of the rock salt, hydrogen
pressure cycles might have very small influence distances. Therefore,
it might be possible to consider a constant value of the pressure or
of the concentration at the solid rock salt-hydrogen interface. This
value could be the average or even the maximum storage pressure to
maximize the determined penetration, and which allows to determine
a characteristic speed for each of the modes of movement. In case
of Fickian diffusive movement, the penetration distance is directly
quantifiable as function of the effective diffusion coefficient. In case
of a single-phase or a two-phase flow, we can consider the flow to be
governed by the displacement of the brine, which depends only on the
permeability of the rock salt mass and the pressure difference.

All of these approaches consider a displacement of the fluid
molecules with regard to a fixed solid surface. The calculated pene-
tration distance must be corrected by the displacement of the rock salt
towards the cavern. Such displacement is induced by the creep of the
rock salt under the effect of mechanical stresses. The creep stresses are,
themselves, induced by the leaching and the operation of the cavern.
If the cavern wall displacement is considered, the effective penetration
distance will be less than those determined by previous approaches.

6. Influence of the damaged zone

Under the effect of stresses induced by leaching and operation
of underground caverns, the damage criteria can be met which may
modify the rock salt hydraulic properties [50]. This phenomenon leads
to the creation of a damaged zone which extends from the cavern
surface to a certain distance beyond which the rock retains its initial
properties, particularly the hydraulic ones. The rock salt damage results
in the development of microcracks or cracks which can develop on
different scales. This causes an increase in the rock porosity which can
range from very large, say five-fold the initial value, to a few milli-
percents [18]. Likewise, the permeability of rock salt samples taken
from damaged areas in the vicinity of underground galleries showed
considerable increase in their permeability, i.e. more than three orders
of magnitude [19,55].

The intrinsic permeability of the intact or in situ rock salt is ex-
tremely low, less than 10−20 m2, and its porosity is saturated with brine.
As a result, any damage induced porosity cannot be saturated by an
overall displacement of the brine. It will, therefore, be occupied by a
gas phase composed of water vapor from brine at a partial pressure
in accordance with the brine-gas interface determinable by the Kelvin
equation. This mass transfer of water vapor can create a local over-
saturation of the brine and a localized precipitation of halite. Likewise,
damage can connect fluid inclusions to the defects created and bring
the content of these inclusions, i.e. liquid or gaseous hydrocarbons
and gases (nitrogen, CO2, and hydrogen) into the connected porous
network. On the other side, some oxide inclusions maybe reduced to
metal or even form metal hydrides. The formation of methane is most
likely due to the reaction between Na2CO3 and hydrides or metal as
reported in Zhu et al. [7]. Meanwhile, CO2 methanation in situ formed
from LaNi5H5 catalyzed via Metallic as reported in Zhong et al. [108].

Even if the permeability of the damaged zone is much higher than
that of the intact rock salt, any displacement of brine out of the dam-
aged zone necessarily implies a flow of brine into the farther intact rock
salt. This means that the occupation of the damage-created unsaturated
porosity happens as result of increasing the partial or total pressure
of hydrogen, and by the flow of the initial brine towards the intact
rock salt mass. To estimate the hydrogen penetration into the rock salt
as part of a safety analysis, it is possible to decouple these modes.
Therefore, it will be acceptable to consider the whole damaged area to
be invaded and pressurized by hydrogen with a uniform representative
pressure. However, at the edge of the damaged zone, hydrogen applies
a pressure to the brine of the intact rock salt. The analysis of hydrogen
penetration and displacement of brine could be described using the
methods mentioned in Section 5.

The estimation of the size of the damaged zone necessitates the
development of sophisticated models to describe creep in rock salt due
to pressure and temperature cyclings [109–111]. The model/material
parameters are usually determined experimentally [15,112]. However,
this zone is sometimes considered as disturbed and not damaged. The
stress induced microcracks and cracks might have developed, but the
density, and especially the connectivity, of these defects do not lead to
an increase in permeability (Fig. 5). As a result, this zone would have a
hydraulic behavior similar to the intact rock salt, since the changes in
porosity do not intervene. This needs to be investigated by laboratory
tests which will be highlighted in Section 8.

7. Influence of temperature

Pressure variations induced during gas cycling generate temperature
variations at the cavern surface. In the context of hydrogen transport
in rock salt, these temperature variations may have transport effects
that must be taken into account. These effects can be divided into two
main groups: the first is related to the modification of hydrogen and
brine viscosities; the second is attributed to the modification of the rock
salt hydraulic properties. Thermal changes usually cause an increase in
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the permeability due to the presence of insolubles that have different
expansion coefficients than that of halite. We can cite the case of anhy-
drite and calcite nodules which represent dilation anisotropies unlike
those of halite. With a temperature increase, the dilation anisotropies
cause local deformation incompatibilities generating thermal damage.
Le Guen et al. [113] have experimentally measured a permeability
increase of approximately 1.7 times due to a temperature increase of
34 ◦C.

Temperature changes also induce migration of fluid inclusions,
therefore of elements of non-connected porosity. The inclusions migrate
towards the hot zones under a dissolution effect on their hot side and a
precipitation effect on the cold side. The speed of migration depends on
the importance of the temperature gradient, the size of the inclusion,
and of its content. In the case of strong gradients, close to a heating
element of 150 ◦C, this migration can generate significant disturbances
with the creation of tubes resulting from the coalescence of the migrat-
ing inclusions, and with a supply of brine from the grain boundaries
(Fig. 9) [114]. Fig. 9 is deduced from a study that concerned a thermal
test performed in the Amélie mine (Haut–Rhin France).

More generally, the migration of fluid inclusions goes through the
redistribution of the inter-crystalline brine in the connected porosity
inducing a set of mechanisms and reactions which can modify the
hydraulic properties of the rock salt. For instance, Fig. 10 shows that
conduits in rock salt can be created by several driving forces. Such driv-
ing forces can include temperature changes or mineral vapor pressure.
The result is a displaced pore fluid or vapor that goes into the creation
of a new connected porosity (inter-crystalline redistribution) that is also
altered by the external stresses or the induced pore pressure gradient
itself.

In the case of hydrogen storage, the temperature variations of the
stored hydrogen can be significant, i.e. −40 to 95 ◦C (considering
fast and excessive utilization). We recommend that these effects be
accounted for in the models describing rock salt creep [109], as well as
in the fluid phases hydraulic properties and densities. However, tem-
perature related mechanisms are expected to be located in the vicinity
of the cavern wall, therefore in the damaged area. Consequently, the
temperature related modifications of hydraulic properties of the rock
salt of the damaged zone would probably have no influence compared
to the mechanical or pressure effects

8. Modeling approach with perspectives

The previous literature review helps understand all possible trans-
port mechanisms of hydrogen gas in the rock salt surrounding an
underground cavern during cycling. Deploying this study, we can come
out with the following modeling scenario:

1. the assumption that the surrounding rock salt domain is satu-
rated with brine at the halmostatic pressure is favored. It leads to
the most critical conditions with regard to the security of storage
with maximum flow towards the rock salt (Section 4);

2. Hydrogen Fickian diffusion in the rock salt lattice is tremen-
dously small and can be neglected (Section 5.1);

3. One-phase convective flow hypothesis of hydrogen in the sat-
urated rock salt is dubious. This is attributed to the presence
of the liquid phase in the in situ rock salt, as well as the diffi-
culties to define the flow nature and the hydraulic parameters
(Section 5.3.1);

4. assuming two-phase transport of hydrogen into the ambient rock
salt mass seems to be the comprehensive or the most convincing
theory (Fig. 11). However, this transport should address: the
Fickian diffusion of hydrogen into the saturating brine (Sec-
tion 5.2); and the percolation of the drying phase (hydrogen)
by displacing the wetting phase (brine) (Section 5.3.2);

5. accounting for rock salt creep or damage during cycling is very
important. The created disturbed zone might be the only place
where hydrogen can migrate (Section 6);

6. As rock salt has relatively high thermal transport properties
(compared to other rocks), non-isothermal models need to be
considered for hydrogen migration into it (Section 7).

Consequently, to thoroughly describe hydrogen transport in the
saturated rock salt, the developed mathematical model must strongly
couple: the cavern thermodynamics (𝑝𝛾 and 𝑇𝛾 ); the development of
the disturbed or damaged zone; the transfer of heat into the rock salt
domain, and the two-phase percolation with the Fickian diffusion. This
mathematical model is already developed and published in the work
of AbuAisha et al. [17]. Fig. 12 shows all the transport mechanics of
hydrogen that take place within an underground cavern. The figure also
presents our research methodology to consider the most convincing and
influential mechanisms.

It is worthwhile to mention that our previous research focuses on
the flux F3 of Fig. 1. To ensure the hydrogen-tightness of the entire
storage system, the other fluxes, particularly F1 should be quantified6.
Hydrogen dissolution in the saturated brine has been a very interest-
ing research subject recently [37,116,117]. Even-though these articles
present hydrogen dissolution at different pressures and temperatures,
none of them treats the kinetics of the dissolution as function of time.
Another challenging task to this framework, is the determination of the
two-phase percolation-diffusion model parameters. A van-Genuchten
type model seems interesting (Section 5.3.2), however, an experimental
approach must be conceived to calibrate its parameters. We provide
the following patent laboratory setup (Fig. 13) [28] to evaluate the
van Genuchten model parameters, as well as to study the Kinetics of
hydrogen dissolution. This laboratory setup consists of a hydrogen-tight
steel cell of 110 mm height and 55 mm diameter.

8.1. The permeation laboratory test

In the first approach, a saturated rock salt sample (dimensions are
displayed on Fig. 13(a)) is placed within the cell in away it occupies
most of the void. The entire cell is placed in a water basin of a certain
temperature. Non-damaged as well as damaged (by creep laboratory
tests) samples can be studied. The goal is to reduce as much as possible
the hydrogen volume around the sample so that any tiny pressure
changes can be measured. The pressure of hydrogen is then increased
by injection. Injection in this case is translated by a valve opening,
where a flow between this cell and a pressurized reserve takes place
almost instantly. The entire cell is then left for stabilization. The void
hydrogen pressure will drop from its initial value 𝑝𝛾0 to its final value
𝑝𝛾𝑓 over a time period 𝛥𝑡.

Fast injection of hydrogen will increase its temperature 𝑇𝛾 . Conse-
quently, there will be heat exchange between hydrogen and the rock
salt sample, as well as between hydrogen and the steel. Hydrogen
will also invade the sample in a two-phase type flow and in Fickian
diffusion. The quantity 𝑝𝜆 represents the initial brine pore pressure
within the sample, and �̃�𝛾 the pressure of hydrogen invading the
sample. The two pressures are distinguished as two-phase percolation
is accounted for. Solution starts by integrating all this physics in our
mathematical model and numerically solve it. This will help determine
the van-Genuchten parameters and the diffusion coefficient that mostly
fit the experimental curve of pressure drop. However, injected pressure
values need to be so high (around 20 MPa) to allow for hydrogen
entry into the saturated rock salt. This laboratory test can be conducted
on intact and damaged rock salt samples. Damaged samples would
have undergone creep conditions, due to thermo-mechanical charges,
similar to rock salt around real caverns. The objective is to compare
the transport properties of intact and damaged rock salt samples.

6 Flux F2 is deemed negligible compared to other fluxes (see the argument
of Section 4).



Journal of Energy Storage 38 (2021) 102589

10

M. AbuAisha and J. Billiotte

Fig. 9. Schematic diagram of a tube created by fluid inclusions migration in the vicinity of a heating element.
Source: Figure is reproduced from Lebrun et al. [114].

Fig. 10. Relations between mechanisms and brine movements induced by temperature gradients.
Source: Figure is reproduced from Kuhlman and Malama [115].

Fig. 11. Schematic diagram illustrating the migration of hydrogen into the saturated rock salt during cycling in underground caverns.

8.2. The dissolution laboratory test

In the second approach, the same cell is filled with NaCl saturated
brine to a certain volume and is submerged in bathtub to insure a
fixed temperature. Hydrogen is injected in the left void to a certain
initial pressure value 𝑝𝛾0. The system is then left to stabilize over time
until a final hydrogen pressure value is reached 𝑝𝛾𝑓 . This test can be

run at different pressure and temperature values to study the effect of
cavern working conditions on the dissolution kinetics. As in the first
test, injection is expected to increase the void hydrogen temperature.
Therefore, it is conceivable that there will be heat exchange between
the void hydrogen and the steel, as well as between the void hydrogen
and the brine.
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Fig. 12. Our research methodology presenting the transport mechanisms of hydrogen that happen within an underground cavern.

Fig. 13. A schematic diagram of our proposed laboratory setup to study hydrogen permeation in the saturated rock salt as well as the kinetics of its dissolution in the saturated
brine. In figure (a), the quantities 𝑝𝜆 and �̃�𝛾 represent the initial brine pore pressure within the saturated sample (atmospheric), and the initial hydrogen pseudo-pressure (zero
initially), see AbuAisha et al. [17] for details. In figure (b), 𝑝𝜆 is the saturated brine pressure (atmospheric).

In a real caver, usually there is a thermal gradient over the cavern
brine volume. Due to the limited size of our laboratory cell, the effect
of a temperature gradient may be difficult to tackle. We are currently

conducting such laboratory tests to evaluate the van-Genuchten model
parameters along with Fickian diffusion, as well as the kinetics of
hydrogen dissolution.
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9. Conclusion

Due to the present-day ambiguity with regard to gas transport
in rock salt, this article provides a detailed literature review about
hydrogen migration in the saturated rock salt. This review is outlined
in the context of underground energy storage, where precise tracks
and management of the stocked hydrogen quantities are of significant
importance. The objective is to draw a general scheme that can be used
in developing a mathematical model for this type of gas migration.

It was indispensable to firstly understand how all phases of an un-
derground cavern interact. Then to address the migration of hydrogen
into the embracing rock salt, we needed to conceive the hydraulic
nature and properties of this rock salt, i.e. porosity, permeability, and
the in situ pore pressure or stresses. Rock salt is mostly seen as an imper-
meable medium. However, this is not necessarily the case, especially,
when it undergoes creep due to thermo-mechanical charges from the
cavern it surrounds. We sought to understand all possible transport
mechanisms when hydrogen is pushed into damageable saturated rock
salt. These mechanisms included the Fickian diffusion into the halite
structure, into the pore brine as well. They also included the convective
flow of the gas itself, where the one-phase approach was compared to
the two-phase drainage. We emphasized on the necessity to consider
the effect of temperature in the damaged zone of the rock salt, as well as
the hydraulic properties of the fluid phases. This article aims at helping
researchers find direct and concise answers to their questions with
regard to hydrogen, and generally gas, transport in rock salt. We will
use it to enhance our mathematical-numerical model already published
in AbuAisha et al. [17]. It serves as well for our future publications
about hydrogen permeation in the saturated rock salt, and the kinetics
of its dissolution in the saturated brine.

Though the available literature concerning gas migration in rock
salt is very scarce, it promotes the research outline of this article. For
instance Jockwer and Wieczorek [118] have stated that the presence
of a damaged zone (DRZ) is the main factor for gas transport in rock
salt. They conducted experiments and simulations concerning helium,
neon, and butane. They found that the diffusion coefficient of these
gases increased by two orders of magnitude in the DRZ. Out of the
DRZ, the measured permeabilities were in the order of 10−19 and 10−20

m2, and the pseudo gas pressure slightly penetrated the rock salt in a
two-phase piston-like flow. Senger et al. [119] studied gas (particularly
air) migration in concrete. They have found that the gas penetrated
distances were limited to 1.5 m after 4 years of injection. The two-
phase gas saturation depended on the permeabilities, yet it was less
than 0.1 for permeabilities in the order of 10−19 m2. Generally, the
existed literature already confirms that permeable interlayers are the
main transport conduits around salter caverns [20,21].

The current developments include the utilization of the suggested
laboratory setup to calibrate the two-phase percolation-diffusion
model parameters for intact and damaged rock salt. Once these model
parameters are known, they can be transferred to real scale prototype
caverns where hydrogen percolation in rock salt is investigated. There
is currently a European project of a prototype salt cavern (EZ53) where
the percolation and diffusion of hydrogen in the rock salt is studied
on the real scale. The objective is to quantify the amount of hydrogen
lost into the rock domain during cycling, and see if it affects the
management of the cycled masses.

CRediT authorship contribution statement

Murad AbuAisha: Wrote down the ideas of this paper in the final
form..

Acknowledgments

Authors would like to thank Géodénergies, France and the French
Association Nationale de Recherche (ANR) for their financial support
via the three projects: ROSTOCK–H, STOPIL–H, and HyTrend. We are,
as well, expressing a deep feeling of gratitude to Prof. Christophe
Coquelet for his efforts in bringing out this work.

References

[1] D.G. Caglayan, N. Weber, H.U. Heinrichs, J. en, M. Robinius, P.A. Kukla, D.
Stolten, Technical potential of salt caverns for hydrogen storage in europe, Int.
J. Hydrogen Energy 45 (2020) 6793–6805.

[2] M. Deveci, Site selection for hydrogen underground storage using interval
type–2 hesitant fuzzy sets, Int. J. Hydrogen Energy 43 (19) (2018) 9353–9368.

[3] M. McPherson, N. Johnson, M. Strubegger, The role of electricity storage and
hydrogen technologies in enabling global low-carbon energy transitions, Appl.
Energy 216 (2018) 649–661.

[4] F. Klumpp, Comparison of pumped hydro, hydrogen storage and compressed
air energy storage for integrating high shares of renewable energies–potential,
cost-comparison and ranking, J. Energy Storage 8 (2016) 119–128.

[5] M. Iordache, D. Schitea, M. Deveci, I.Z. Akyurt, I. Iordache, An integrated
ARAS and interval type-2 hesitant fuzzy sets method for underground site
selection: Seasonal hydrogen storage in salt caverns, J. Pet. Sci. Eng. 175 (2019)
1088–1098.

[6] J.D. Holladay, J. Hu, D.L. King, Y. Wang, An overview of hydrogen production
technologies, Cat. Today 139 (4) (2009) 244–260.

[7] Y. Zhu, L. Ouyang, H. Zhong, J. Liu, H. Wang, H. Shao, Z. Huang, M. Zhu,
Closing the loop for hydrogen storage: Facile regeneration of NaBH4 from its
hydrolytic product, Angewandte Chemie Int. Ed. 59 (22) (2020) 8623–8629.

[8] S. Koohi-Fayegh, M.A. Rosen, A review of energy storage types, applications
and recent developments, J. Energy Storage 27 (2020) 101047.

[9] T. Demirel, M. Deveci, G. Vardar, Location selection for underground natural
gas storage using choquet integral, J. Nat. Gas Sci. Eng. 45 (2017) 368–379.

[10] M. Deveci, Ç.N. Demirel, R. John, E. Özcan, Fuzzy multi-criteria decision
making for carbon dioxide geological storage in Turkey, J. Nat. Gas Sci. Eng.
27 (2) (2015) 692–705.

[11] C.R. Matos, J.F. Carneiro, P.P. Silva, Overview of large–scale underground
energy storage technologies for integration of renewable energies and criteria
for reservoir identification, J. Energy Storage 21 (2019) 241–258.

[12] A. Ozarslan, Large–scale hydrogen energy storage in salt caverns, Int. J.
Hydrogen Energy 37 (19) (2012) 14265–14277.

[13] D. Pamucar, M. Deveci, D. Schitea, L. Erişkin, M. Iordache, I. Iordache,
Developing a novel fuzzy neutrosophic numbers based decision making analysis
for prioritizing the energy storage technologies, Int. J. Hydrogen Energy 45 (43)
(2020) 23027–23047.

[14] M. AbuAisha, A. Rouabhi, On the validity of the uniform thermodynamic state
approach for underground caverns during fast and slow cycling, Int. J. Heat
Mass Transfer 142 (2019) 118424.

[15] K. Khaledi, E. Mahmoudi, M. Datcheva, T. Schanz, Stability and serviceability
of underground energy storage caverns in rock salt subjected to mechanical
cyclic loading, Int. J. Rock Mech. Min. Sci. 86 (2016) 115–131.

[16] P. Labaune, A. Rouabhi, Dilatancy and tensile criteria for salt cavern design in
the context of cyclic loading for energy storage, J. Nat. Gas Sci. Eng. 62 (2019)
314–329.

[17] M. AbuAisha, A. Rouabhi, J. Billiotte, F. Hadj-Hassen, Non–isothermal two–
phase hydrogen transport in rock salt during cycling in underground caverns,
Int. J. Hydrogen Energy 46 (3) (2021) 6632–6647.

[18] T. Popp, H. Kern, O. Schulze, Evolution of dilatancy and permeability in rock
salt during hydrostatic compaction and triaxial deformation, J. Geophys. Res.
– Solid Earth 106 (B3) (2001) 4061–4078.

[19] J.C. Stormont, 𝐼𝑛− 𝑠𝑖𝑡𝑢 Gas permeability measurements to delineate damage in
rock salt, Int. J. Rock Mech. Min. Sci. 34 (7) (1997) 1055–1064.

[20] W. Liu, Z. Zhang, J. Chen, D. Jiang, F. Wu, J. Fan, Y. Li, Feasibility evaluation
of large–scale underground hydrogen storage in bedded salt rocks of China: A
case study in Jiangsu province, Energy 198 (2020) 117348.

[21] W. Liu, J. Chen, D. Jiang, X. Shi, Y. Li, J.J.K. Daemen, C. Yang, Tightness and
suitability evaluation of abandoned salt caverns served as hydrocarbon energies
storage under adverse geological conditions (AGC), Appl. Energy 178 (2016)
703–720.

[22] F.D. Hansen, C.D. Leigh, Salt disposal of heat–generating nuclear waste, in:
SandIa Report: SAND2011–0161, Sandia National Laboratories, Albuquerque,
New Mexico 87185 and Livermore, California 94550, 2011.

[23] J. Ślizowski, L. Lankof, Salt–mudstones and rock–salt suitabilities for
radioactive–waste storage systems: rheological properties, Appl. Energy 75 (1–2)
(2003) 137–144.

[24] K.S. Johnson, S. Gonzales, Salt Deposits in the United States and Regional
Geologic Characteristics Important for Storage of Radioactive Waste, Earth
Resource Associates, INC., Athens, Georgia, the USA, 1978.

[25] S. Ghanbarzadeh, M.A. Hesse, M. Prodanović, J.E. Gardner, Deformation–
assisted fluid percolation in rock salt, Science (Geology) 3506264 (2015)
1069–1072.

[26] A. Bechtel, S.M. Savin, S. Hoernes, Oxygen and hydrogen isotopic composition
of clay minerals of the bahloul formation in the region of the bou grine zinc–
lead ore deposit (Tunisia) evidence for fluid–rock interaction in the vicinity of
salt dome cap rock, Chem. Geol. 156 (1999) 191–207.

[27] B. Amaziane, A.Ž. Keko, M. Jurak, Modeling compositional compressible two–
phase flow in porous media by the concept of the global pressure, Comput.
Geosci. 18 (3–4) (2014) 297–309.



Journal of Energy Storage 38 (2021) 102589

13

M. AbuAisha and J. Billiotte

[28] Hannon M. J., Full immersion pressure–pulse decay. United States Patent
PCT/US2016/031502. International Publication Number: WO 2016/179593A1,
2016 10 2016.

[29] Y. Charnavel, D. Leca, F. Poulain, Advanced geometrical modelling of salt
dissolution during cavern leaching – illustration with a case study, in: The
SMRI Meeting, Las Vegas, Nevada, USA, 1999.

[30] E. Pernette, M. Dussaud, Underground storages at Tersanne and Etrez: predic-
tion and simulation of cavity leaching in a salt layer charged with insoluble
materials, in: The sixth International Symposium on Salt, Toronto, Canada, May,
1983, pp. 26–27.

[31] J. Jaffré, A. Sboui, Henry’s law and gas phase disappearance, Transp. Porous
Media 82 (2010) 521–526.

[32] M. Geng, Z. Duan, Prediction of oxygen solubility in pure water and brines
up to high temperatures and pressures, Geochim. Cosmochim. Acta 74 (2010)
5631–5640.

[33] T.J. Barrett, G.M. Anderson, J. Lugowski, The solubility of hydrogen sulphide in
0-5 m nacl solutions at 25◦–95◦C and one atmosphere, Geochim. Cosmochim.
Acta 52 (1988) 807–811.

[34] T.E. Crozier, S. Yamamoto, Solubility of hydrogen in water, seawater, and nacl
solutions, J. Chem. Eng. Data 19 (3) (1974) 242–244.

[35] J.M. Gossett, Measurement of Henry’s law constants for C1 and C2 chlorinated
hydrocarbons, Environ. Sci. Technol. 21 (1987) 202–208.

[36] S. Chabab, P. Théveneau, J. Corvisier, C. Coquelet, P. Paricaud, C. Houriez,
E. E. Ahmar, Thermodynamic study of the CO2 – H2O – NaCl system:
Measurements of CO2 solubility and modeling of phase equilibria using soreide
and whitson, electrolyte CPA and SIT models, Int. J. Greenhouse Gas Control
91 (2019) 102825.

[37] S. Chabab, P. Théveneaua, C. Coquelet, J. Corvisier, P. Paricaud, Measurements
and predictive models of high–pressure H2 solubility in brine (H2o+NaCl) for
underground hydrogen storage application, Int. J. Hydrogen Energy 45 (56)
(2020) 32206–32220.

[38] C. Beckermann, S. Ramadhyani, R. Viskanta, Natural convection flow and heat
transfer between a fluid layer and a porous layer inside a rectangular enclosure,
J. Heat Transfer 109 (1986) 363–370.

[39] R.F. Bergholz, Instability of steady natural convection in a vertical fluid layer,
J. Fluid Mech. 2 (84) (1978) 743–768.

[40] A. Soubeyran, A. Rouabhi, C. Coquelet, Thermodynamic analysis of carbon
dioxide storage in salt caverns to improve the power–to–gas process, Appl.
Energy 242 (2019) 1090–1107.

[41] D. Singh, K.K. Sirkar, Desalination of brine and produced water by direct
contact membrane distillation at high temperatures and pressures, J. Membr.
Sci. 389 (2012) 380–388.

[42] W. Kloppmann, P.H. Négrel, J. Casanova, H. Klinge, K. Schelkes, C. Guerrot,
Halite dissolution derived brines in the vicinity of a permian salt dome (N
German Basin), evidence from boron, strontium, oxygen, and hydrogen isotopes,
Geochim. Cosmochim. Acta 65 (22) (2001) 4087–4101.

[43] S.M. Hassanizadeh, T. Leijnse, On the modeling of brine transport in porous
media, Water Resour. Res. 24 (3) (1988) 321–330.

[44] K.S. Johnson, Dissolution of salt on the east flank of the permian basin in the
southwestern U.S.A, J. Hydrol. 54 (1981) 75–93.

[45] M. Schlichtenmayer, Bannach A., Renewable Energy Storage in Salt Caverns –
a Comparison of the Thermodynamics and Permeability Between Natural Gas,
Air, and Hydrogen, RR2015-1 Research Project Report, prepared for Solution
Mining Research Institute, D–095596 Freiberg, Germany, 2015.

[46] T. Popp, H. Kern, Ultrasonic wave velocities, gas permeability and porosity in
natural and granular rock salt, Phys. Chem. Earth 23 (3) (1998) 373–378.

[47] L.H. Gevantman, Physical Properties Data for Rock Salt. U.S. Department of
Commerce/National Bureau of StandArds, U.S. Government Printing Office,
Washington, D.C, 1981, p. 20402.

[48] J. Hammer, M. Pusch, C. Häher, C. Ostertag-Henning, N. Thiemeyer, G. Zulauf,
Hydrocarbons in rock salt of the gorleben salt dome–amount, origin and
influence on geomechanical properties, in: L. Roberts, K. Mellegard, F. Hansen
(Eds.), The Mechanical Behavior of Salt VIII, Taylor & Francis Group, London,
2015, pp. 69–75.

[49] J.S. Bradley, Abnormal formation pressure, AAPG Bull. 59 (6) (1975) 957–973.
[50] A. Rouabhi, G. Hévin, A. Soubeyran, P. Labaune, F. Louvet, A multiphase multi–

component modeling approach of underground salt cavern storage, Geomechan.
Energy Environ. 12 (2017) 21–35.

[51] S.W. Rutherford, D.D. Do, Review of time lag permeation technique as a method
for characterisation of porous media and membranes, Adsorption 3 (4) (1997)
283–312.

[52] B. Martin, K. Röller, B. Stöckhert, Low–stress pressure solution experiments on
halite single–crystals, Tectonophysics 308 (1999) 299–310.

[53] C.J. Spiers, P.M.T.M. Schutjens, Intergranular pressure solution in nacl: Grain–
to–grain contact experiments under the optical microscope, Oil & Gas Sci.
Technol. 54 (6) (1999) 729–750.

[54] Yokogawa, Hydrogen Permeation. Application Note, Yokogawa Corporation of
America, 2018.

[55] P.H. Cosenza, M. Ghoreychi, Effects of very low permeability on the long–term
evolution of a storage cavern in rock salt, Int. J. Rock Mech. Min. Sci. 36
(1999) 527–533.

[56] P. Bérest, B. Brouard, G. Hévin, Twelve–year monitoring of the idle Etrez salt
cavern, Int. J. Rock Mech. Min. Sci. 48 (2011) 168–173.

[57] P. Bérest, J. Bergues, B. Brouard, Review of static and dynamic compressibility
issues relating to deep underground salt caverns, Int. J. Rock Mech. Min. Sci.
36 (1999) 1031–1049.

[58] P. Bérest, J. Bergues, B. Brouard, J.G. Durup, B. Guerber, A salt cavern
abandonment test, Int. J. Rock Mech. Min. Sci. 38 (2001) 357–368.

[59] P. Bérest, B. Brouard, J.G. Durup, Tightness tests in salt–cavern wells, Oil &
Gas Sci. Technol. – Rev. IFP 56 (5) (2001) 451–469.

[60] J.G. Durup, F. Vidal, C. Rolin, Pilot abandonment test of a very deep gas storage
salt cavern, Oil & Gas Sci. Technol. – Rev. IFP 62 (3) (2007) 287–296.

[61] C. Jianwen, L. Erbing, L. Jin, Characterization of microscopic pore structures
of rock salt through mercury injection and nitrogen absorption tests, Geofluids
(2018) http://dx.doi.org/10.1155/2018/9427361.

[62] J. Van Brakel, P.M. Heertjes, Analysis of diffusion in macroporous media in
terms of a porosity, a tortuosity and a constrictivity factor, Int. J. Heat Mass
Transf. 17 (9) (1974) 1093–1103.

[63] C.K. Ho, S.W. Webb, Gas Transport in Porous Media, Springer, 3300 AA
Dordrecht, The Netherlands, 2006.

[64] H. Wipf, Solubility and diffusion of hydrogen in pure metals and alloys, Physica
Scripta, T 94 (2001) 43–51.

[65] R. Hempelmann, Diffusion of hydrogen in metals, J. Less-Common Metals 101
(1984) 69–96.

[66] O.V. Malykh, A. Golub Yu, V.V. Teplyakov, Polymeric membrane materials: New
aspects of empirical approaches to prediction of gas permeability parameters in
relation to permanent gases, linear lower hydrocarbons and some toxic gases,
Adv. Colloid Interface Sci. 164 (2011) 89–99.

[67] H.L. Eschbach, F. Gross, S. Schulien, Permeability measurements with gaseous
hydrogen for various steals, Vacuum 13 (1963) 543–547.

[68] H. Yukawa, G.X. Zhang, N. Watanabe, M. Morinaga, T. Nambu, Y. Matsumoto,
Analysis of hydrogen diffusion coefficient during hydrogen permeation through
niobium and its alloys, J. Alloys Compd. 476 (2009) 102–106.

[69] D. Aquilano, F. Otálora, L. Pastero, J.M. Garcí a Ruiz, Three study cases of
growth morphology in minerals: Halite, calcite and gypsum, Prog. Cryst. Growth
Charact. Mater. 62 (2) (2016) 227–251.

[70] L. Ortiz, G. Volckaert, D. Mallants, Gas generation and migration in boom clay,
a potential host rock formation for nuclear waste storage, Eng. Geol. 64 (2002)
287–296.

[71] E. Jacops, K. Wouters, G. Volckaert, H. Moors, N. Maes, C. Bruggeman, R.
Swennen, R. Littke, Measuring the effective diffusion coefficient of dissolved
hydrogen in saturated boom clay, Appl. Geochem. 61 (2015) 175–184.

[72] S.W. Webb, K. Pruess, The use of fick’s law for modeling trace gas diffusion in
porous media, Transp. Porous Media 51 (2003) 327–341.

[73] T.R. Ferrell, M.D. Himmelblau, Diffusion coefficients of hydrogen and helium
in water, AlChE J. 13 (4) (1967) 702–708.

[74] A. Pray, E.C. Schweickert, H.B. Minnichi, Solubility of hydrogen, oxygen,
nitrogen, and helium in water at elevated temperatures, Ind. Eng. Chem. 44
(5) (1952) 1146–1151.

[75] S.P. Cadogan, J.P. Hallett, G.C. Maitland, J.P.M. Trusler, Diffusion coefficients
of carbon dioxide in brines measured using13C pulsed–field gradient nuclear
magnetic resonance, J. Chem. Eng. Data 60 (1) (2015) 181–184.

[76] B.R. Breslau, F. Miller, On the viscosity of concentrated aqueous electrolyte
solutions, J. Phys. Chem. 74 (5) (1972) 1056–1061.

[77] Aspentech, Physical property methods and models, Aspen Ref. Manual 11
(2001) 12–18.

[78] P.S. Cadogan, P.J. Hallett, C.G. Maitland, P.J. Martin Trusler, Diffusion coef-
ficients of carbon dioxide in brines measured using13C pulsed–field gradient
nuclear magnetic resonance, J. Chem. Eng. Data 60 (2015) 181–184.

[79] P. Grathwohl, Diffusion in Natural Porous Media: Contaminant Transport,
Sorption/Desorption and Dissolution Kinetics, Springer, US, New York, 1998.

[80] J. Crank, The mathematics of diffusion, second ed., Oxford University Press,
Walton street, Oxford OX2 6DP, UK, 1973.

[81] G.J. Clark, C.W. White, D.D. Allred, B.R. Appleton, I.S.T. Tsong, Hydrogen
concentration profiles in quartz determined by a nuclear reaction technique,
Phys. Chem. Mineral. 3 (2) (1978) 199–211.

[82] U.T. Mello, G.D. Karner, R.N. Anderson, Role of salt in restraining the
maturation of subsalt source rocks, Mar. Pet. Geol. 12 (7) (1995) 697–716.

[83] R.O. Foumier, The transition from hydrostatic to greater than hydrostatic fluid
pressure in presently active continental hydrothermal systems in crystalline
rock, Geophys. Res. Lett. 18 (5) (1991) 955–958.

[84] H.J. Sutherland, S.P. Cave, Argon gas permeability of new mexico rock salt
under hydrostatic compression, Int. J. Rock Mech. Min. Sci. Geomech. Abstr.
17 (5) (1980) 281–288.

[85] Y.S. Wu, K. Pruess, P. Persoff, Gas flow in porous media with klinkenberg
effects, Transp. Porous Media 32 (1998) 117–137.

[86] P.J. Koelemeijer, C.J. Peach, C.J. Spiers, Surface diffusivity of cleaved nacl
crystals as a function of humidity: Impedance spectroscopy measurements and
implications for crack healing in rock salt, J. Geophys. Res. 117 (B01205)
(2012).



Journal of Energy Storage 38 (2021) 102589

14

M. AbuAisha and J. Billiotte

[87] M. Mahjoub, A. Rouabhi, M. Tijani, S. Granet, S. M’Jahad, J. Talandier,
Numerical study of callovo-oxfordian argillite expansion due to gas injection,
Int. J. Geomech. 18 (1) (2018) 04017134.

[88] K. Kim, R.Y. Makhnenko, Coupling between poromechanical behavior and fluid
flow in tight rock, Transp. Porous Media 135 (2020) 487–512.

[89] D. Zhang, L. Jeannin, G. Hevin, P. Egermann, L. Potier, F. Skoczylas, Is Salt
a Poro-Mechanical Material? in: the 52nd U.S. Rock Mechanics/Geomechanics
Symposium, Seattle, the USA, 2018.

[90] C. De Las Cuevas, Pore structure characterization in rock salt, Eng. Geol. 47
(1–2) (1997) 17–30.

[91] A.S. Ziarani, R. Aguilera, Knudsen’s permeability correction for tight porous
media, Transp. Porous Media 91 (1) (2012) 239–260.

[92] S. Roy, R. Raju, H.F. Chuang, B.A. Cruden, M. Meyyappan, Modeling gas flow
through microchannels and nanopores, J. Appl. Phys. 93 (8) (2003) 4870.

[93] L. Klinkenberg, The permeability of porous media to liquids and gases. Paper
API41200 Presented at the Drilling and Production Practice, New York, 1
January, 1941.

[94] N. Zisser, G. Nover, Anisotropy of permeability and complex resistivity of tight
sandstones subjected to hydrostatic pressure, J. Appl. Geophys. 68 (3) (2009)
356–370.

[95] O. Ozdemira, S.I. Karakashev, A.V. Nguyen, J.D. Miller, Adsorption and surface
tension analysis of concentrated alkali halide brine solutions, Mineral. Eng. 22
(3) (2009) 263–271.

[96] Y. Liu, H.A. Li, R. Okuno, Measurements and modeling of interfacial tension
for CO2/CH4/Brine systems under reservoir conditions, Ind. Eng. Chem. Res.
55 (48) (2016) 12358–12375.

[97] C.A. Aggelopoulos, M. Robin, O. Vizika, Interfacial tension between CO2 and
brine (NaCl + CaCl2) at elevated pressures and temperatures: The additive effect
of different salts, Adv. Water Resour. 34 (4) (2011) 505–511.

[98] K. Fukuzawa, K. Watanabe, K. Yasuda, R. Ohmura, Interfacial tension measure-
ments in the (CO2 + H2) gas mixture and water system at temperatures from
271.2 K to 280.2 K and pressures up to 7.0 MPa, J. Chem. Thermodyn. 119
(2018) 20–25.

[99] M.A. Rodrí guez Valverde, M.T. Miranda, Derivation of jurin’s law revisited,
Eur. J. Phys. 32 (2011) 49–54.

[100] A. Ern, I. Mozolevski, Discontinuous Galerkin method for two–component
liquid–gas porous media flows, Comput. Geosci. 16 (3) (2012) 677–690.

[101] W.T. Pfeiffer, S.A. al Hagrey, D. Köhn, W. Rabbel, S. Bauer, Porous media
hydrogen storage at a synthetic, heterogeneous field site: numerical simulation
of storage operation and geophysical monitoring, Environ. Earth Sci. 75 (1177)
(2016).

[102] Y.C. Yortsos, B. Xu, D. Salin, Phase diagram of fully developed drainage in
porous media, Phys. Rev. Lett. 79 (23) (1997) 4581–4584.

[103] R. Lenormand, Flow through porous media: limits of fractal patterns, Proc. R.
Soc. Lond. Ser. A Math. Phys. Eng. Sci. 4231864 (1989) 159–168.

[104] P. Lefort, étude Des Déplacements Gaz–Eau Dans Les Argilites Du Callovo–
Oxfordien à L’Aide de la Théorie de la Percolation En Gradient (Ph.D. thesis),
INP Toulouse, 2014.

[105] A.V. Akhmetzyanova, A.G. Kushner, V.V. Lychagin, Mass and heat transport in
the two–phase buckley–leverett model, J. Geom. Phys. 113 (2017) 2–9.

[106] H.J. Morel-Seytoux, P.D. Meyer, M. Nachabe, J. Tourna, M.T. van Genuchten,
R.J. Lenhard, Parameter equivalence for the brooks–corey and van genuchten
soil characteristics: preserving the effective capillary drive, Water Res. Res.
Banner 32 (5) (1996) 1251–1258.

[107] B.S. Sukhija, D.V. Reddy, P. Nagabhushanam, S. Hussain, Recharge processes:
piston flow vs preferential flow in semi-arid aquifers of India, Hydrog. J. 11
(3) (2003) 387–395.

[108] D. Zhong, L. Ouyang, J. Liu, H. Wang, Y. Jia, M. Zhu, Metallic Ni nanocatalyst
𝑖𝑛 𝑠𝑖𝑡𝑢 formed from lani5h5 toward efficient CO2 methanation, Int. J. Hydrogen
Energy 44 (55) (2019) 29068–29074.

[109] K. Khaledi, E. Mahmoudi, M. Datcheva, T. Schanz, Analysis of compressed
air storage caverns in rock salt considering thermo-mechanical cyclic loading,
Environ. Earth Sci. 75 (1149) (2016).

[110] J.Q. Deng, Q. Yang, Y.R. Liu, Time–dependent behaviour and stability evalu-
ation of gas storage caverns in salt rock based on deformation reinforcement
theory, Tunn. Undergr. Space Technol. 42 (2014) 277–292.

[111] S.N. Moghadam, H. Mirzabozorg, A. Noorzad, Modeling time–dependent behav-
ior of gas caverns in rock salt considering creep, dilatancy and failure, Tunn.
Undergr. Space Technol. 33 (2013) 171–185.

[112] G. Wang, K. Guo, M. Christianson, H. Konietzky, Deformation characteristics of
rock salt with mudstone interbeds surrounding gas and oil storage cavern, Int.
J. Rock Mech. Min. Sci. 48 (6) (2011) 870–877.

[113] C. Le Guen, M. Deveughèle, J. Billiotte, J. Brulhet, Gas permeability changes
of rocksalt subjected to thermo–mechanical stresses, Quart. J. Eng. Geol. 26
(1993) 327–334.

[114] P. Lebrun, J. Billiotte, M. Deveughèle, J.M. Le Cléac’h, Local increase of rock
salt porosity by coalescence of fluid inclusions under the effect of a thermal
gradient, C. R. Acad. Sci. 320 (7) (1995) 555–561.

[115] K.L. Kuhlman, B. Malama, Brine flow in heated geologic salt, in: Sandia report
SAND2013-1944, 2013, p. 128.

[116] J.S.R. Pinto, P. Bachaud, T. Fargetton, N. ferrando, L. Jeannin, F. Louvet,
Modeling phase equilibrium of hydrogen and natural gas in brines: application
to storage in salt caverns, Int. J. Hydrogen Energy 46 (5) (2021) 4229–4240.

[117] D. Li, C. Beyer, S. Bauer, A unified phase equilibrium model for hydrogen
solubility and solution density, Int. J. Hydrogen Energy 43 (1) (2018) 512–529.

[118] N. Jockwer, K. Wieczorek, ADDIGAS. Advective and Diffusive Gas Transport
in Rock Salt Formations. GRS–234, Contact Number: 02 E 9824 Project Final
Report, Gesellschaft fuer Anlagen– und Reaktorsicherheit mbH (GRS, Berlin,
Germany, 2008.

[119] R. Senger, B. Lanyon, P. Marschall, S. Vomvoris, Numerical modeling of the
gas migration test at the grimsel test site (switzerland), Nucl. Technol. 164 (2)
(2008) 155–168.



Noneisothermal twoephase hydrogen transport in
rock salt during cycling in underground caverns

Murad AbuAisha*, Ahmed Rouabhi, Jo€el Billiotte, Faouzi HadjeHassen

MINES ParisTech, PSL Research University, Centre de G�eosciences, 35 Rue Saint Honor�e, Fontainebleau, 77300,

France

h i g h l i g h t s g r a p h i c a l a b s t r a c t

� Hydrogen migration in the context

of underground storage is

presented.

� Transport mechanisms between

the cavern phases are discussed.

� Cavern thermodynamics is

coupled with the transport

mechanisms.

� Model parameters effects are

investigated in a parametric study.

� Cycling simulations proved that

the amount of lost hydrogen rests

negligible.

a r t i c l e i n f o

Article history:

Received 14 September 2020

Received in revised form

5 November 2020

Accepted 16 November 2020

Available online 18 December 2020

Keywords:

Underground salt caverns

Cavern thermodynamic state

Saturated rock salt

Twoephase hydrogen percolation

and diffusion

Thermoehydraulic coupling

a b s t r a c t

For a goodmanagement and precise tracks of hydrogen quantities stored in salt caverns, this

paper presents a study on hydrogen transport in rock salt during cycling. It provides a novel

mathematicalenumericalmodel that couples the cavern thermodynamicswith the transport

mechanisms of hydrogen in the saturated rock salt in a fully coupled thermoehydraulic

framework. Both the twoephase Darcian percolation and the Fickian diffusion are used to

account for hydrogenmigration in the interstitial brine of the rock salt. Due to the absence of

experimental data, a parametric study is furnished. The effect of cyclingwithin the cavern on

themigrationmechanismsisdiscussed indetail. Simulationshaveconfirmedthedependency
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dependency might be limited. The value of the Fickian diffusion coefficient affects indirectly

the Darcian percolation. The twoephase percolation becomes more of a pistonelike for very
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salt is unimportant. Besides, cycling renders this quantity more insignificant.
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Introduction

Driven by concerns related to climate change, energy transi-

tion has led to the use of new clean energy resources [1].

Hydrogen has been regarded as an important energy vector in

this transition [2e4]. However, the increasing energy demands

and the intermittency problems [5e7] require largeescale

storage techniques [8,9]. Underground salt caverns offer the

most promising option owing to their low investment cost and

low cushion gas requirement [9]. Rock salt/halite occurs

within sedimentary rocks where it has formed from the

evaporation of seawater or salty lakes. Rock salt is conse-

quently deposited in cycles which affects its directional

properties like the elastic modulus and the permeability.

Depending on the location, the rock salt properties, mechan-

ical and hydraulic, differ as well.

During cavern operation, hydrogen undergoes changes

in its temperature and pressure. Such changes are ex-

pected to affect its migration into the surrounding rock

domain. Hydrogen invasion into this embracing rock takes

place either through the rock salt itself, or through the

more permeable and porous interlayers (if they happen to

exit). Since underground storage caverns are constructed in

networks, the lost hydrogen into the surrounding rock can

weaken the neighboring caverns structure. Moreover, the

cost of hydrogen production as well as a good manage-

ment of storage require to keep precise tracks of the

injected and withdrawn hydrogen quantities. Studies

addressing hydrogen or gas transport through rock salt are

scarce. For instance, Liu et al. [10] provided a cavern scale

study to estimate the hydrogen tightness. Their approach

assumed that hydrogen filtrates through the rock salt

following a Darcian flow type. Besides, they assigned a

relatively small permeability value to the rock salt while

assuming a zone of dilatancy. They eventually concluded

that the salt caverns are hydrogenetight except for the

regions of interlayers which can also be considered as

hydrogenetight for permeabilities less than 10�18 m2. Liu

et al. [11] presented a general study about gas tightness of

abandoned salt caverns. Though their study did not

include hydrogen, they have concluded that the perme-

ability of the interlayers was a key factor in influencing gas

seepage in the vicinity of the caverns and that interlayers

formed primary channels for gas migration. They used as

well a generalized Darcian flow type model to evaluate the

fluid seepage around the cavern. They found that the

upper threshold permeability of the interlayers must be no

more than 10�16 to 10�17 m2 to guarantee tightness when

storing natural gas, and no more than 10�16 m2 when

storing oil. There are, however, considerable research pa-

pers that treat hydrogen percolation and diffusion in the

clay sedimentary basins in the context of radioactive waste

storage [12,13].

Since rock salt contains interstitial brine and character-

ized by extremely low permeabilities and porosities, the

application of oneephase generalized Darcian flow to

describe hydrogen transport is questioned. Moreover, none

of the available literature is addressing the effect of cavern

cycling on the migration mechanisms. Indeed, the cavern

thermodynamic state is a function of cycling. Consequently,

in the cavern vicinity, both the interstitial rock salt brine

pressure and temperature evolutions are functions of

cycling as well. These changes in the interstitial brine

pressure and temperature must influence the migration of

hydrogen into the rock domain. The novelty of this research

stems from providing a mathematicalenumerical model

that couples the cavern thermodynamics with the

noneisothermal transport mechanisms of hydrogen into the

rock salt. Both the Darcian twoephase percolation and the

Fickian diffusion are considered as well as the interaction

between them. This model addresses as much as possible of

the problem complex physics for good estimation of the

exchanged hydrogen mass. Besides, it precisely presents the

effect of cycling. Due to the absence of any literature or

experimental data treating hydrogen migration in saturated

rock salt, we offered a parametric study that investigated

the effect of the twoephase van Genuchten model param-

eters as well as the Fickian diffusion coefficient on the total

mass of exchanged hydrogen. The van Genuchten model

allows to describe the twoephase percolation of hydrogen

(characterized by very low viscosity) in rock salt (charac-

terized by very small pore size).1 Eventually, an over-

estimating scenario of model parameters, of diffusion

coefficient, and of boundary conditions, was considered to

estimate the amount of hydrogen migrated during a

40eyear period of hydrogen cycling in a typical spherical

cavern.

This paper proceeds as follows: the problem of hydrogen

migration in the context of underground storage is first pre-

sented; the expected transport mechanisms between the

cavern phases are discussed; themathematical and numerical

models are then shown for cycling in a typical spherical

cavern; after the parametric study is implemented, an over-

estimating scenario is simulated for a 40eyear time period of

cycling. The simulations have shown that even for a pessi-

mistic scenario of overestimating model parameters and

boundary conditions, the amount of lost hydrogen into the

rock domain rests very negligible compared to the cycled

mass of hydrogen.

Hydrogen migration in rock salt

This section aims at addressing the problem of hydrogen ex-

change/transport mechanisms in the context of underground

storage. Each mechanism is described briefly and an overall

conclusion is eventually drawn about themechanism thatwill

be considered in the simulations.

Hydrogen storage in salt caverns

Solution mining is commonly used to create large caverns in

rock salt formations. In this process, a single well, drilled from

the ground surface to the targeted depth (Fig. 1(a)), is generally

used to inject fresh water and withdraw brine through a

1 This type of percolation is defined using the capillary and
mobility numbers, for details see Yortsos et al. [14], Lenormand [15].
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concentric tubing system (the leaching process) [16,17]. Once

leaching is completed, brine within the cavern is reduced to

minimal quantities by a debrining/filling phase where it is

moved out by hydrogen injection [18,19].

Fig. 1(a) shows an underground cavern filledwith hydrogen

at a certain pressure and temperature. The figure also depicts

the amount of brine left in the cavern at the end of the

debrining process. Hydrogen within the cavern is expected to

experience cycles of pressure and temperature changes ac-

cording to the intended usage. During its life time, the cavern

mainly contains, simultaneously or sequentially, two

different immiscible phases: the stored hydrogen and the

brine. The third important phase of this storage outline is the

surrounding rock salt domain. This domain is constituted of

the salt mass which itself is a mixture of grains or crystals of

halite and the brine occupying the interegrain spaces. Each of

the three phases is characterized by state variables which are

for hydrogen: the pressure and the temperature, for brine: the

pressure, the temperature, the salt concentration, and the

hydrogen concentration, for the rock salt: the stress and the

temperature. Since hydrogen may be present in the

nonegaseous phase in the other phases (brine and solid), its

presence will be characterized by a mass concentration.

While the cavern is operated, the three phases are inter-

acting as follows (Fig. 1(a)): brine is evaporating into the stored

hydrogen (F1); hydrogen is dissolving in the brine (F2) and is

percolating and diffusing into the porous rock salt (F4); brine at

the cavern bottom is flowing into the rock salt with its dis-

solved hydrogen (F3).

Transport mechanisms

Transport mechanisms between phases include three com-

ponents: the cavern hydrogenebrine interaction; the

brineerock salt interaction; and the hydrogenerock salt

interaction. The first component happens at the

hydrogenebrine interface within the cavern where hydrogen

dissolves in brine (flow F2 in Fig. 1(a)) according to Henry’s law

[20]. The dissolution induces a flow of hydrogen in the brine

which enriches the hydrogen concentration by diffusion

[21,22] and convection [23,24].

In the second component the brineerock salt interface

moves depending on the degree of salinity of the cavern brine.

Salt can precipitate from brine onto the interface or the

interface can be worn away by the brine to achieve saturation

continuity at the cavern working temperature and pressure

[25e27]. As the cavern brine pressure is equal to the cavern

hydrogen pressure, cavern brine can flow into the saturated

rock salt, or the interstitial rock salt brine can move out into

the cavern (flow F3 in Fig. 1(a)). Due to the ambiguity with re-

gard to knowing the interegrain connectivity of rock salt, the

pressure of the interstitial brine is poorly defined. However, its

value can be limited to two extreme values [28]:

1. The soecalled halmostatic pressure, which considers that

the brine occupies a totally connected space in the rock

mass. Consequently, this pressure is the equivalent to the

hydrostatic pressure calculated using the brine density;

2. A lithostatic pressure, which considers that the brine oc-

cupies an isolated space in the rock salt phase. Therefore,

the brine pressure is assumed in equilibrium with the

geologic stresses of the rock salt mass. This pressure ex-

tremity is calculated using the rock salt density [29].

At the hydrogenerock salt interface (see also Fig. 1(b)), the

penetration of hydrogen into the saturated rock salt (flow F4 in

Fig. 1(a)) can take place either [30]:

1. In the solid phase itself, i.e. the halite crystals;

2. In the interstitial brine.

These are two differentmechanisms, the first is equivalent

to hydrogen diffusion in the solids [31,32]. The second in-

cludes hydrogen Fickian diffusion in the interstitial brine and

the twoephase Darcian percolation [13,33,34].

During cycling, the fluxes F2, F3, and F4 need to be consid-

ered in order to calculate the total mass of exchanged

hydrogen. Only flow F4 will be considered in this research

paper. Flows F2 and F3 will be addressed in a future research.

Mathematical and numerical models

This section presents the mathematical and numerical

models needed to evaluate the quantity of hydrogen trans-

ported to the rock salt domain surrounding a typical under-

ground cavern. Simulations are done for a seasonal cycling in

a spherical cavern created at 910 m depth and for a 40eyear

time period.

The mathematical model

The mathematical model couples the hydrogen thermody-

namics in the cavern with the noneisothermal hydrogen

transport in the saturated rock salt domain. To simplify the

problem, the following assumptions are made. Some as-

sumptions are adopted for an overestimating study:

1. The underground cavern is assumed to be filled with a

monoecomponent singleephase hydrogen;

2. Hydrogen cycling is seasonal/slow, consequently, a

uniform thermodynamic state is assumed within the

cavern [35];

3. Rock salt domain is assumed saturated with brine;

4. For an overestimating study, brine pressure within the

rock salt domain is assumed halmostatic;

5. For an overestimating study, rock salt creep due to

cavern operation is neglected;

6. Hydrogen diffusion in the halite structure is neglected;

7. Hydrogen concentration is initially disregarded in the

rock salt domain;

8. Rock salt, interstitial brine, and the invading hydrogen

are assumed in thermal equilibrium;

9. Hydrogen invasion into the rock salt domain is assumed

to follow the van Genuchten percolation model [14,15];

10. For an overestimating study, hydrogen entry pressure

into the saturated rock salt is neglected.

Hydrogen thermodynamics in underground caverns is

presented in the work of Rouabhi et al. [36] and AbuAisha and
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Rouabhi [35]. As an example to modeling a uniform thermo-

dynamic state within the cavern, the following system of

equations is used:

mass balance: M��cpg
_TgþcTg _pg

�
¼ Qe�S;

energy balance: MCpg
_Tg�VcpgTg _pg ¼ Qþ

e Cpg

�
Tinj
g �Tg

�
�J;

(1)

whereM (kg) is the cavern hydrogenmass, Tg (K) is the cavern

uniform hydrogen temperature, cpg (1/K) is the hydrogen

isobaric thermal expansivity, pg (Pa) is the cavern uniform

hydrogen pressure, cTg (1/Pa) is the hydrogen isochoric

compressibility, Qe (kg/s) is the well/external flow rate, Qþ
e is

the positive/injection part of Qe, S (kg/s) is the internal/

exchanged mass rate between the cavern and the rock

domain, Cpg (J/kg/K) is the hydrogen heat capacity at a given

pressure, V (m3) is the cavern volume, Tinj
g (K) is the injection

temperature, and J (W) is the power exchanged between the

cavern hydrogen and the surrounding rock. Both the

exchanged power J and mass rate S are positive when given

to the rock domain.

Once the cavern thermodynamic state (pg and Tg) is known,

it can be used to calculate the hydrogen invasion into the

surrounding rock salt domain. Fig. 1(b) shows the mecha-

nisms related to hydrogen transport in the saturated rock salt

while assuming a van Genuchten twoephase percolation.

When hydrogen pressure within the cavern exceeds the rock

salt pore pressure plus the entry pressure, hydrogen invades

the rock salt in a two phase percolation type flow. However,

when hydrogen pressure becomes less than the interstitial

brine pressure, brine moves towards the cavern and tends to

pour down the cavern wall. Fickian diffusion of hydrogen in

the rock salt interstitial brine is function of hydrogen cycling.

This diffusion is related to the hydrogen mass concentration

gradient between the cavern and the rock salt domain. The

temperature changes within the cavern lead to temperature

changes in the rock salt domain. In this study, rock salt,

interstitial brine, and the invading hydrogen are assumed to

be in local thermal equilibrium. Besides, a temperature con-

tinuity is assumed at the cavern wall. The thermo-hydraulic

coupling in the rock domain is accounted for through the

pressure and temperature effects on the hydrogen and the

brine densities.

As the mechanical deformation of the rock salt is

neglected, the subsequent percolationediffusion equations

are established in the initial configuration of the solid ma-

trix. The rock salt porosity is denoted by n, and T denotes the

temperature for all the phases in the rock salt domain. For

each fluid phase a2fl ðliquidÞ; g ðgasÞg, pa stands for the

pressure, na the partial porosity, Sa ¼ na/n the saturation

degree, and ra (kg/m3) the density. In the liquid phase l, chl
denotes the mass concentration of hydrogen and rhl ¼ chl rl
denotes its density. For a given quantity X, the apparent

value (per unit volume of the entire porous medium) is

denoted Xa with Xa ¼ na Xa, where Xa is per unit volume

occupied by the aephase.

The rock salt interstitial brine density is characterized by

four state variables which are the brine pressure pl, its tem-

perature T, the hydrogen concentration chl, and the salt con-

centration. In this study, the interstitial brine is assumed

saturated with salt at any time. Besides the mass of the dis-

solved hydrogen is assumed very minor to affect the brine

density. Therefore, the mass balance equations of the

Fig. 1 e (a) Schematic representation of hydrogen storage in salt caverns and its transport mechanisms between phases. (b)

Transport of hydrogen into the rock salt domain (flux F4).

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 6 ( 2 0 2 1 ) 6 6 3 2e6 6 4 7 6635



components b (brine) and h (hydrogen) of the liquid phase can

be written in the following form [37e39],

_ml

b þ V½rlð1� chlÞvl � rl J hl � ¼ pb;

_ml

h þ _mg þ V½rlðchlvl þJ hlÞ þ rgvg � ¼ ph;

with ma ¼ nSara for a2fl;gg;
ml

b ¼ ð1� chlÞml; and ml
h ¼ chl m

l;

(2)

where ra is the density of the aephase, va (m/s) is the filtration

velocity of the aephase, J hl (m/s) is the Fickian diffusion of

hydrogen in the liquid phase l, pb and ph (kg/m
3/s) are the total

mass creation terms of the two components in the fluid phase.

If heat convection in the rock salt domain is neglected, the

following energy equation can be used to describe heat

transfer within the rock salt domain due to cycling in the

cavern,

mCp
_Tþ Vj ¼ 0;

with; mCp ¼
X
a

maCpa; and; j ¼ �L :VT; (3)

with a 2{l, g, s (solid)}, and L (W/m/K) is the saturated

rock salt domain thermal conductivity tensor. If the ther-

mal conductivities of the three phases are assumed

isotropic, the domain thermal conductivity L is expressed

by the geometric mean of the phases thermal conductivities

[40],

L ¼ Lns
s Lnl

l Lng
g : (4)

In a twoephase percolation flow, the liquid saturation de-

gree Sl can be calculated using the van Genuchten [41]

expression,

eSl ¼ Sl � Slr

Sls � Slr
¼
 
1þ

�
pc

Pr

�1=ð1�[Þ!�[

; (5)

where pc ¼ pg � pl is the capillary pressure, eSl is the effective

degree of saturation, the parameters Slr and Sls represent the

liquid residual and maximum saturation values respectively

(Sl2½Slr � Sls�), [ and Pr (Pa) are model parameters. The equa-

tion does not introduce the notion of an entry pressure as it

will be neglected in this research.

The hydraulic problem (Eq. (2)) needs to be completed with

constitutive and state laws. The filtration velocity vectors are

assumed to follow a Darcian flow nature,

va ¼ �kra

ma

k :
�
Vpa � rag

�
; for a2fl;gg; (6)

where k (m2) is the intrinsic permeability tensor, ma (Pa s) is

the dynamic viscosity of the aephase, g (m/s2) is the gravita-

tional acceleration vector, and kra is the relative permeability

of the aephase. Relative permeabilities can be calculated

using the Mualemevan Genuchten model [42],

krl ¼
ffiffiffiffiffieSl

q h
1�

�
1� eS1=[

l

�[ i2
; and krg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� eSl

q �
1� eS1=[

l

�2[
:

(7)

The diffusion vector of hydrogen in the liquid phase is

related to the concentration gradient through the Fick’s law,

J hl ¼ �Dhl:Vchl ¼ chlðvhl � vlÞ; (8)

where D
hl

(m2/s) and vhl (m/s) are the diffusivity coefficient

tensor and the diffusive velocity of hydrogen in the lephase

respectively. This coefficient can be determined experimen-

tally for a given component, a phase, and a porous medium

[43], or empirically from the plain diffusivity in the liquid

phase (Dhl) modified by the characteristics of the porous

network (porosity, tortuosity, and constrictivity). A commonly

used expression is Dhl ¼ Dhl nq, where q is an empirical

parameter that generally lies between 1.8 and 2.4 [21]. The

exchanged hydrogen mass rate between the cavern and the

surrounding rock salt can, therefore, be calculated as,

S ¼
Z
S

rg vg:n dA
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

Percolated mass rate

þ
Z
S

rlðJ hl þ chl vlÞ :n dA
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Diffused mass rate

; (9)

with n being the outward unit vector normal to the cavern

surface.

The hydrogen phase is assumed to behave as a real gas (see

Appendix A). The state equation is described using the two

state functions; the density rg(pg, Tg), and the heat capacity

Cpg(Tg) at a given pressure. The thermodynamic variables are

related to each other through the formula pg ¼ rg Tg Z, with Z

(J/kg/K) being the gas compressibility factor. The chemical

potential equality between the le and gephases leads to the

definition of the Henry’s law pg ¼ (KH/Mh)rhl ¼ Hchl, with KH

(L Pa/mol) being the Henry’s constant, Mh (kg/mol) the

hydrogen molecular weight, and H ¼ KH rl/Mh (Pa). The brine

phase is assumed to be slightly compressible, i.e.

_rl=rl ¼ cTl _pl � cpl
_T with cTl (1/Pa) and cpl (1/K) being the

isochoric compressibility and the isobaric thermal expansion

coefficient respectively.

Saturated/unsaturated state transition

The set of differential equations and primary variables (Eq. (2))

needs to be controlled to assure the transition from fully

saturated state to unsaturated state, or vice versa. In this

paper, we only consider the problem of hydrogen appearance

in rock salt where the brine phase is always present. The

modeling approach of Mahjoub et al. [38] is proposed. It con-

sists of using the dissolution and diffusion phenomena to

derive a set of differential equations applicable for both

saturated and unsaturated states.

The choice of the primary variables is crucial. The pressure

pl can be chosen as the first primary variable because the

brine phase is assumedpresent at any time.With regard to the

second unknown, due to dissolution and diffusion phenom-

ena, the mass concentration chl is a permanent unknown,

whether the medium is saturated or unsaturated. Thus, it is

chosen as the second primary variable. However, to assure the

homogeneity in the primary variables, a pseudoehydrogen

pressure is defined as epg ¼ Hchl. It represents the real

hydrogen pressure only when the hydrogen phase is present

(epg ¼ pg if Sl < 1), and it is just a definition in the saturated

case. To use the same equations in the saturated case, a new
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pseudoecapillary pressure is introduced epc ¼ epg � pl. The

saturation degree is expressed as a function of this

pseudoecapillary pressure such that SlðepcÞ ¼ SlðpcÞ when epc �
0 (because epc ¼ pc), and SlðepcÞ ¼ 1 when ~pc <0.

Taking these definitions into consideration, the geDarcy

and Fick laws have to be reformulated and integrated into the

conservation equations. The same equation for geDarcy law

(Eq. (6)) can be used after replacing pg by epg, with rgðepg;TgÞ. In
Fick’s law (Eq. (8)), chl is replaced by epg=H, and the variation of

H is assumed negligible compared to the variation of epg. The
reformulated mass conservation equations can be cast into

the following system of coupled partial differential equations,

_ml

b�V
�
Bbl:

�
Vpl�rlg

�þBbg:V~pg

�
¼pb;

_ml

hþ _mg�V
�
Bhl:

�
Vpl�rlg

�þBf
hg:V~pgþBp

hg:
�
V~pg�rgg

��
¼ph;

with Bbl ¼ ½ð1� chlÞrlkrl=ml�k ; Bbg ¼ð�rl=HÞDhl;

Bhl ¼ðchlrlkrl=mlÞk ; Bf
hg ¼ðrl=HÞDhl; and; Bp

hg ¼ðrgkrg=mgÞk :
(10)

The numerical model

The numerical model represents a spherical cavern of vol-

ume V ¼ 300;000 m3 in a surrounding rock domain. The well

extends from the surface at z ¼ 0 m to the cavern top at

z ¼ zw ¼ �910 m (Fig. 2(a)). The cavern has been leached

(full of brine) and is initially in thermal equilibrium with the

surrounding rock domain at T ¼ 40 �C. The brine pressure

within the cavern is also in equilibrium with the rock salt

pore pressure at the halmostatic value of pl ¼ �rl g

z ¼ 11.2 MPa. The cavern brine is then replaced by hydrogen

during a debrining/filling phase of 90 days where hydrogen

pressure of 22 MPa is attained within the cavern. The cavern

is later left unsolicited for a similar period of time. Conse-

quently, after 90 days of standstill, the cavern volume

averaged temperature and pressure are 46 �C and 22 MPa

respectively. Cavern then undergoes seasonal cycling

following the program shown in Fig. 2(b) for a 40eyear time

period, where hydrogen is injected at Tinj
g ¼ 40 +C.

Fig. 2(b) shows the cycling scheme that will be considered

in our simulations in terms of relative mass change ~M ¼ ðM=

Mð0Þ� 1Þ� 100%. The program starts with a withdrawal

phase of 60 days, cycling then begins where each cycle ex-

tends over a 6emonth period. Only the first two cycles are

shown, however, simulations are conducted for a 40eyear

time period, i.e. 80 cycles.

Since there are no available COMSOLmodules that couples

computational fluid dynamics with the twoephase percola-

tion and diffusion in porous media, the available general

forms of the coefficient Partial Differential Equations (cPDE),

of the domain Ordinary Differential Equations (dODE), and of

the boundary Ordinary Differential Equations (bODE), are used

to solve our systems of equations in a coupled

thermoehydraulic framework. COMSOL gives analytical ex-

pressions to track the evolution of the hydrogen viscosity mg,

thermal conductivity Lg, and heat capacity Cpg as functions of

temperature (see Appendix B). Other van Genuchten, thermal,

and hydraulic parameters are detailed in Table 1.

Parametric study

Due to the lack of any experimental data treating hydrogen

invasion into the rock salt, this parametric study is presented

before performing simulations on the cavern scale. The

objective of this section is to investigate the effect of the van

Genuchten parameter (Pr) and the hydrogenebrine diffusion

coefficient (Dhl) on the percolationediffusion phenomenon.

The chosen van Genuchten parameter and diffusion coeffi-

cient values will then be used in a realescale cavern simula-

tions, and while assuming a pessimistic or an overestimating

scenario with regard to the total mass of lost hydrogen. To

simplify the calculations, this study is performed for a

oneedimensional axisymmetric transient boundary value

problem (Fig. 3(a)).

Initial and boundary conditions are set similar to the

working conditions of the spherical cavern (Fig. 2(a)).

Hydrogen concentration is initially neglected in the rock

domain (chl ¼ 0). Consequently, the initial rock salt

pseudoehydrogen pressure is assumed equal to zero (epg0 ¼ 0).

The initial rock salt interstitial brine pressure is set equal to

the halmostatic value pl0 ¼ 11.2 MPa. The cavern (injection

point) is initially assumed in thermal equilibrium with the

surrounding rock domain at T ¼ 40 �C. The cavern is filled

gradually with hydrogen during a 90eday time period, where

the cavern pressure is increased from halmostatic to ~16 MPa

(around the maximum cycling value of the real cavern

(Fig. 9(a)). Injection then stops and hydrogen is left to diffuse

and/or percolate into the rock domain. Fig. 3(b, c) show the

hydrogen pressure and temperature within the cavern during

a 5eyear time period.

During filling, the cavern averaged temperature in-

creases from 40 �C to ~46.2 �C. Heat exchange with the

colder surrounding rock salt is observed in Fig. 3(c) during 5

years. To simulate the twoephase hydrogen percolation

into the rock salt, the van Genuchten parameter [ ¼ 0.5 is

used as cited in a few articles for rock salt [47]. Similar

works have used a van Genuchten parameter Pr 2 [10e15]

MPa for air and nitrogen percolations in concrete, granite,

or crushed rock salt [38,47,50]. For this study, simulations

are performed for Pr ¼ 8 and 15 MPa. The residual satura-

tion Slr ¼ 0.15 is used as in Mahjoub et al. [38] and Poppei

et al. [47]. The possibility to have a fully brine saturated

state is taken into consideration by setting Sls ¼ 1. To

investigate the effect of Fickian diffusion on the total

hydrogen mass lost into the rock salt, a wide range (3 or-

ders of magnitude) of diffusion coefficient is considered, i.e.

Dhl ¼ 5� 10�7 or 5 � 10�10 m2/s. Consequently, four simu-

lations are performed: for Pr ¼ 8 MPa and Dhl ¼ 5� 10�7 or

5 � 10�10 m2/s; and for Pr ¼ 15 MPa and Dhl ¼ 5� 10�7 or

5 � 10�10 m2/s. Results are simultaneously correlated and

analyzed.

Fig. 4(a) shows the brine saturation evolution as function of

the capillary pressure for the two values of the van Genuchten
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parameter Pr. It is obvious that a tremendous cavern pressure

is needed for hydrogen to invade the rock salt in a pure or even

a semiepure nature (Sl < 0.15). For typical working conditions

of our typical spherical cavern, capillary pressure ranges be-

tween 0 and ~4 MPa. Consequently, hydrogen saturation in

the pore brine is expected to be very low (<0.05), i.e. Sl > 0.95. It

is also observed that a lower value of the parameter Pr allows

for a more significant percolation of hydrogen for the same

capillary pressure.

Fig. 5 shows the rock salt radial profiles of

pseudoehydrogen pressure, of brine pore pressure, and of

temperature for the transient boundary value problem of

Fig. 3(a). Hydrogen exists only in the domain where the

pseudoepressure is grater than zero (Sl < 1). It is observed that

the rock domain temperature is minimally affected by the

choice of the diffusion coefficient and the van Genuchten

parameter Pr (Fig. 5(c, f)). Fig. 5(b, e) show that the rock salt

brine pressure is also independent of the value of the diffusion

coefficient. However, the van Genuchten definition (Eq. (5))

necessitates that the brine pore pressure be dependent of the

parameter Pr. Comparing Fig. 5(a, d) demonstrates that the

percolation is slightly affected by the value of the diffusion

coefficient. For instance, for both values of Dhl, hydrogen

percolates to a distance of almost ~1.3 m after 5 years. How-

ever, when the diffusion coefficient value is significant,

percolation continues to show a diffusive nature where the

affected domain could reach a distance of ~3 m after 5 years.

Before percolation takes place (t < 89 days (Fig. 6(a)), the

Fig. 2 e (a) Schematic diagram of the boundary value problem: it represents a spherical cavern created at 910 m depth in a

surrounding rock salt domain. The cavern has been filled with hydrogen during a 90eday time period, and then left

unsolicited for an equivalent period of time. This has led to a cavern volume averaged temperature and pressure of 46 �C
and 22 MPa respectively. (b) Imposed cavern relative mass variations; only the first two cycles are shown.

Table 1 e Hydraulic, thermal, and van Genuchten parameters to model hydrogen invasion into the rock salt.

Interpretation Parameter (unit) Value Reference

Rock salt permeability k (m2) 1 � 10�20 [44,45]

Rock salt porosity n 0.01 [44,45]

Brine density rl (kg/m
3) 1200 [28]

Brine isochoric compressibility cTl (1/Pa) 46 � 10�11 [28]

Brine isobaric expansivity cpl (1/K) 45 � 10�5 [28]

Brine dynamic viscosity ml (Pa s) 1.32 � 10�3 [28]

Brine thermal conductivity Ll (W/m/K) 0.51 [28]

Brine heat capacity Cpl (J/kg/K) 3300 [28]

Rock salt pore pressure pl (Pa) �rl g z Overestimating

Study

Rock salt density rs (kg/m
3) 2200 [46]

Rock salt thermal conductivity Ls (W/m/K) 6 [46]

Rock salt heat capacity Cps (J/kg/K) 900 [46]

Maximum brine saturation Sls 1.0 Assumed

Residual brine saturation Slr 0.15 [38]

van Genuchten parameter Pr (Pa) 8 � 106 or 15 � 106 Parametric study

van Genuchten parameter [ 0.5 [47]

Mass creation terms pb and ph (kg/m3/s) 0 Assumed

Hydrogen mass concentration chl epg=H Definition

Hydrogen diffusion in brine Dhl (m
2/s) 5 � 10�7 or 5 � 10�10 Parametric study

Diffusion correction parameter q 2.1 [21]

Henry’s constant hydrogenebrine KH (L atm/mol) 1300 [48,49]
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chosen value of Pr has no effect on the hydrogen pressure

profiles in the rock domain (see the black curves in Fig. 5(a, d)).

As expected, it is seen that smaller values of the parameter Pr
allow for more percolation of hydrogen (compare red and blue

curves of Fig. 5(a, d)).

Fig. 6 shows the histories of the brine saturation at the

cavern wall, of the percolated and of the Fickian diffused

hydrogen masses into the rock salt domain. The exchanged

masses are calculated by integrating Eq. (9) over time and over

a surface equivalent to that of the cavern in Fig. 2(a).

Fig. 6(a) shows that the twoephase percolation starts after

almost~89days.Due to the lowcapillarypressure, i.e.pc2 [2-3]

MPa, the brine saturation is very slightly altered (minimum of

~0.985). Fig. 6(b) shows the hydrogenmass percolated into the

rock salt domain. Obviously, a more significant diffusion co-

efficient and a smaller Pr value allow for a more percolated

mass into the rock salt, which translates into a lesser brine

saturation. Unlike percolation, hydrogen starts to diffuse into

the rock salt domainas soonas ahydrogenpressure gradient is

established between the cavern and the rock domain (Fig. 6(c)).

It is also noticed that the Fickian diffusion is significant before

percolation. However, as soon as percolation starts, hydrogen

replaces brine by a certain saturation which creates two

phases, and the Fickian diffusion rate becomes very slow. One

can also see that hydrogen diffusesmore for a greater value of

the parameter Pr. Actually, a larger Pr indicates a less percola-

tion which promotes the Fickian diffusion. This remark is

strengthened by noticing that the deviation of the black curves

of Fig. 6(c) takes place instantly with percolation, i.e. t z 89

days. This conclusion is less obvious when the diffusion coef-

ficient is very low (blue curves of Fig. 6(c)).

Though a value of [ ¼ 0.5 has been used in literature for

twoephase flow in rock salt, it is intriguing to investigate the

effect of this parameter on the percolation and diffusion of

hydrogen. Henceforth, for Pr ¼ 8 MPa, Fig. 4(b) shows the brine

saturation as function of the parameter [. It is conceivable and

expected that the percolation depends on the value of [,

however, this dependency becomes less significant for a quite

low hydrogen saturation, i.e. Sl z 0.98 (see the zoomein of

Fig. 4(b)). When [ approaches 0.9, the capillary pressure ex-

ceeds 4 MPa, which is translated into no percolation at all for

the working and boundary conditions of this

oneedimensional problem (Fig. 7(a)).

Fig. 7 shows the percolated and diffused hydrogen masses

for Pr ¼ 8 MPa, Dhl ¼ 5� 10�7 m2/s, and [ ¼ {0.1, 0.5, 0.9}.

Fig. 3 e (a) Schematic diagram representing the transient boundary value problem to perform the parametric study of

hydrogen invasion into saturated rock salt. The cavern volume averaged (b) pressure, and (c) temperature. Injection

continues through 90 days, it then stops allowing for heat transfer and hydrogen mass exchange with the rock salt.

Fig. 4 e Capillary pressure as calculated by the van Genuchten equation (Eq. (5)), (a) for [¼ 0.5 and Pr ¼ {8, 15} MPa, and (b) for

Pr ¼ 8 MPa and [ ¼ {0.1, 0.5, 0.9}.
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Fig. 5 e (a, d) Pseudo-hydrogen pressure, (b, e) brine pore pressure, and (c, f) rock salt temperature radial profiles at three

distinct times of 0.2, 3, and 5 years. These profiles are traced within the rock domain and shown for the four permutations of

Pr and Dhl values.

Fig. 6 e (a) Brine saturation history at the cavern wall, (b) twoephase percolated hydrogen mass history, and (c) Fickian

diffused hydrogen mass history. Histories are shown for the four permutations of Pr and Dhl values.
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Reducing [ to 0.1 increases the percolated mass by 2.65 folds.

However, no percolation is observed for [ z 0.9.

As expected, when there is no percolation, hydrogen dif-

fuses the most (black curve of Fig. 7(b)). For [ ¼ {0.1, 0.5},

Fickian diffusion gets affected by the percolation and its

parabolic behavior changes as soon as percolation starts (blue

and red curves of Fig. 7(b)). Percolation happens a bit earlier for

[¼ 0.1, which is attributed to a lower capillary pressure for the

same saturation (see the zoomein of Fig. 4(b) for Sl2 [0.99e1]).

For the coming stimulations on the cavern scale, we will as-

sume van Genuchten parameters of Pr¼ 8MPa, of [¼ 0.5, and a

hydrogenebrine diffusion coefficient of Dhl ¼ 5� 10�7 m2/s.

Cavernescale cycling simulations

A twoedimensional axisymmetric model was adopted to

simulate heat and mass exchange with the surrounding rock

domain during hydrogen cycling in the real cavern (Fig. 2(a)).

Fig. 8 shows the spatial discretization of the rock domain. The

cavern is not discretized since a uniform thermodynamic

state is assumed within the cavern. Initial and boundary

conditions are displayed on the graph.

Fig. 9(a, b) show the cavern averaged temperature and

pressure as function of cycling. Hydrogen pressure is not

showing any changes during cycling as the cavern volume is

assumed constant. However, temperature is showing some

changes due to the energy exchanged with the surrounding

rock salt domain.

Fig. 9(c) shows the hydrogen pseudoecapillary pressure

averaged over the cavern surface during cycling. The behavior

of the capillary pressure becomes almost identical after five

cycles. The capillary pressure does not exceed 2 MPa for the

working and boundary conditions of this typical spherical

cavern.

To study the hydrogen mass exchanged with the rock

domain, Fig. 10(a) shows the brine saturation, and Fig. 10(b)

shows the radial component of hydrogen filtration velocity

averaged over the cavern surface during the first four cycles.

Other cycles are not displayed due to similarity and to avoid

redundant repetitions.

The debrining and the standstill phases of 180 days (Sec-

tion The numerical model) have led the brine saturation at the

cavernwall to decrease to ~0.981 before any cycling (Fig. 10(a)).

The subsequent withdrawal has counteracted this reduction

in the brine saturation by allowing the percolated hydrogen to

leave back to the cavern volume, and again a full brine satu-

ration is reached. Furthermore, hydrogen would percolate

into and leave from the rock domain as a function of the

cavern hydrogen pressure (Fig. 10(b)). This allows for a

reduction in the brine saturation at the cavern wall before it

sustains the full saturation state (Figs. 10(a) and 11(a)).

The Fickian diffusive velocity resembles the brine filtration

velocity (Fig. 10(c, d)). Depending on the direction of hydrogen

pressure gradient, hydrogen may diffuse into the rock

domain, or pour down the cavern wall along with the leaving

brine. The surface averaged radial component of the brine

filtration velocity is show in Fig. 10(d). It is observed that brine

moves into the cavern volume when the percolated hydrogen

leaves the rock domain and vice versa. Besides, the thermal

effects are noticed on the behavior of the brine filtration and

the Fickian diffusive velocities due to the hydroethermal

coupling, especially during the standstill phases.

To understand how the rock domain interstitial brine gets

drained by the invading hydrogen, Fig. 11(a) shows the time

variations of the brine saturation and the pseudoecapillary

pressure at the cavern wall for the first four cycles. One can

see that hydrogen percolates into the rock domain when the

capillary pressure is positive. Besides, the hydrogen saturation

rate (increasing or decreasing) has the same sign as the

capillary pressure rate.

To study the zone disturbed by brine pore pressure

changes, hydrogen pseudoepressure and temperature fluc-

tuations, Fig. 11(b) shows the radial profiles of these variables

at the end of cycling, i.e. 40 years. The altered zone due to

hydrogen invasion into the rock domain has not exceeded

~15 m after 40 years of seasonal cycling. However, this zone

extends to ~40 m due to brine pore pressure and rock domain

Fig. 7 e (a) Percolated and (b) diffused hydrogen masses through 5 years for Pr ¼ 8 MPa, Dhl ¼ 5� 10�7 m2/s, and [¼ {0.1, 0.5,

0.9}.
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temperature changes. Knowing the range of these distances

helps design a network of underground caverns while avoid-

ing harmful interactions.

Fig. 12 shows the hydrogen mass exchanged with the

surrounding rock domain due to twoephase percolation and

the Fickian diffusion. Fig. 12(a) is a zoomein of Fig. 12(b) for the

first four cycles/800 days.

Both the percolated and diffused hydrogen masses tend to

reduce during withdrawal in accordance with Fig. 10(b, c).

Evenethough the Fickian diffused mass is initially smaller

than the percolated mass, after ~25 years of cycling, the

diffused mass becomes more significant than the twoephase

percolatedmass (Fig. 12(b)). Eventually, the percolated and the

diffused hydrogenmasses summed up to ~93 kg after 40 years

of the cavern operation.

Discussion

For a Pr range that resembles the hydrogen invasion into the

rock salt, Section Parametric study has shown that the Dar-

cian percolation has a slight dependency on the value of Pr.

Fig. 8 e A twoedimensional axisymmetric discretization of the boundary value problem of Fig. 2(a). A surrounding rock

volume of 25R is chosen around the cavern to avoid the effect of farefield boundaries. Mesh is considerably refined close to

the cavern wall to account for abrupt changes/large gradients. Mesh contains 160,113 triangular elements.

Fig. 9 e (a) cavern average pressure, (b) cavern average temperature, and (c) hydrogen pseudoecapillary pressure averaged

over the cavern surface. The three quantities are presented as function of cycling/relative mass changes within the cavern.
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The parameter [ has been assigned a value of 0.5 for rock salt

in a few research papers. However, possible high values ([ ~

0.9) can increase considerably the capillary pressure at full

brine saturation leading to a naught percolation. A value of

[ ¼ 0.1, close to the lowest limit, has increased the hydrogen

mass percolated into the rock salt domain by 3 folds (Fig. 7(b)).

The value of the diffusion coefficient Dhl does not affect

directly the Darcian percolation, but rather its diffusive na-

ture. Percolation becomesmore of a pistonelike for very small

values. Consequently, hydrogen mass lost due to percolation

differed a little bit depending on the diffusion coefficient value

(Fig. 6(b)). However, it is natural that the hydrogen mass lost

due to Fickian diffusion is almost 50 times larger for a 3eorder

of magnitude higher diffusion coefficient (Fig. 6(c)).

The simulations on the cavern scale have been performed

such that an overestimating/a pessimistic scenario of lost

hydrogen is considered. Therefore, while setting [ ¼ 0.5,

values of Pr ¼ 8 MPa and Dhl ¼ 5� 10�7 m2/s have been cho-

sen. Cycling simulations prove that percolation happens

mostly when the cavern pressure is close to the maximum

cycling value, i.e. pg z 16 MPa. Yet, depending on the sign of

the pressure gradient, hydrogen may percolate into/leave

from the rock domain. The Fickian diffusion resembles the

brine filtration, following the pressure gradient direction,

Fig. 10 e (a) Brine saturation at the cavern wall, as well as the surface averaged radial components of (b) the hydrogen

filtration velocity, (c) the Fickian diffusive velocity, and (d) the brine filtration velocity during the first four cycles.

Fig. 11 e (a) Time variations of the cavern surface averaged brine saturation and pseudoecapillary pressure for the first four

cycles. (b) Radial profiles of interstitial brine pressure, of hydrogen pseudoepressure, and of temperature within the rock

domain at the end of cycling/at 40 years.
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hydrogen tends to diffuse into the rock domain or pours down

the cavern wall along with the leaving brine. Eventually, the

total mass of lost hydrogen sums up to ~93 kg. This mass is

extremely negligible compared to the hydrogen mass manip-

ulated during one cycle (M ¼ 2:05 Mkg), i.e. the percentage of

the lost mass to one cycle mass is ~ 0.005%.

Though a wide range of model parameters is studied, our

research rests limited to its numerical nature. A laboratory

validation is needed. We assume a homogeneous rock salt all

around the spherical cavern. However, rock salt can be widely

heterogeneous. Besides, this research does not introduce any

permeable interlayers, nor does it account for damaged zones.

The implementation of heterogeneities in rock salt, whether

in the mechanical or the hydraulic properties, affects the

transported/exchanged quantity of hydrogen. This effect can

be direct as in the case of increased permeability, or indirect as

in the case of weaker or more damageable rock salt.

The available research concerning gas migration in rock

salt promotes the results found in our research. For instance

Jockwer and Wieczorek [52] have stated that the presence of a

damaged zone (DRZ) is the main factor for gas transport in

rock salt. They conducted experiments and simulations con-

cerning helium, neon, and butane. They found that the

diffusion coefficient of these gases increased by two orders of

magnitude in the DRZ. Out of the DRZ, the measured perme-

abilities were in the order of 10�19 and 10�20 m2, and the

pseudo gas pressure slightly penetrated the rock salt in a

twoephase pistonelike flow (compare to Fig. 5(d)). Senger et al.

[50] studied gas (particularly air) migration in concrete. They

have found that the gas penetrated distances were limited to

1.5 m after 4 years of injection (compare to Fig. 5(a, d)). The

twoephase gas saturation depended on the permeabilities,

yet it was less than 0.1 for permeabilities in the order of

10�19 m2. Generally, the existed literature already confirms

that permeable interlayers are the main transport conduits

around salt caverns [10,11].

Conclusion and perspectives

In general, for an overly assumed diffusion of hydrogen in

brine (Dhl ¼ 5� 10�7 m2/s) [51], a null pressure entry, and

overestimating van Genuchten parameters, the hydrogen

mass lost to the rock domain remains very negligible. Yet,

increasing energy demands necessitate fast utilization of

underground caverns. The severe utilization of salt caverns

exposes them to considerable pressure and temperature

changes throughout short periods, which may affect the

development of the damaged zones. The introduction of a

damaged zone, during cycling and at the end of leaching,

can affect the total mass of the lost hydrogen. Future

studies will include, in a first step, laboratory work to

develop mass transport laws that would describe precisely

hydrogen migration into the rock salt. In a second step,

constitutive laws that quantify the permeability and

porosity evolutions of rock salt due to mechanical, hydraulic

and thermal charges would be needed. Once these transport

and constitutive laws are developed, they can be integrated

in our current frame work to estimate their effect on

hydrogen percolation and diffusion during rock salt

damaging/severe exploitation of caverns.

Though our simulations have demonstrated that

cycling reduces the total amount of transported hydrogen

(Fig. 12(b)), the role of heterogeneities, whether mechani-

cal or hydraulic, needs also to be investigated in a future

research. Moreover, in a laboratory hydrogen storage

model, we are currently investigating the importance of

other fluxes, F2, F3, and F1 of Fig. 1; F1 is expected to have

an impact on the hydrogen thermodynamic behavior.

Once these fluxes are quantified, their payoffs should be

compared and/or added to the flux F4, presented in this

research, to draw a general conclusion about the

hydrogenetightness of salt caverns.

Fig. 12 e Darcian percolated and Fickian diffused hydrogen masses during 40 years of cycling. Figure (a) is a zoomein of

figure (b) for the first four years. The debrining and the standstill phases of 180 days (Section The numerical model) have led

to the initial percolated and diffused masses observed in figure (a).
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Appendix A. Real hydrogen state law

A real gas behavior is assumed in our simulations of

hydrogen storage and migration into the rock salt. The

hydrogen state equation can be completely described using

two state functions; the mass density rg(pg, Tg), and the heat

capacity Cpg ðTgÞ at a given pressure [36]. The thermody-

namic variables are related to each other through the

formula,

rg ¼ pg

TgZ
; (A.1)

with Z being the hydrogen compressibility factor. Eq. A.1 can

be written in a derivative form as,

drg
rg

¼ cTg dpg � cpg dTg; (A.2)

with cTg being the hydrogen isochoric compressibility and cpg

the hydrogen isobaric thermal expansivity. Integrating Eq. A.2

gives,

ln

�
rg

rg0

�
¼
Zpg
pg0

cTg dpg �
ZTg

Tg0

cpg dTg; (A.3)

which can be written as,

rg ¼ rg0exp

 Zpg
pg0

cTg dp�
ZTg

Tg0

cpg dTg

!
; (A.4)

with rg0, pg0, and Tg0 being the hydrogen density, pressure,

and temperature at the reference state. Both cTg and cpg are

functions of the thermodynamic variables, i.e. cTg ¼
cTg0 ðpg=pg0ÞbT , and cpg ¼ cpg0 ðTg=Tg0Þap , with cTg0 and cpg0

being the values of cTg and cpg at the reference state respec-

tively, and bT and ap are dimensionless constants. Once the

reference state is fixed, Eq. A.4 can be extended to,

rg ¼rg0exp

 
pg0

cTg0

1þ bT

"�
pg

pg0

�1þbT

� 1

#

� Tg0

cpg0

1þ ap

"�
Tg

Tg0

�1þap

� 1

#!
:

(A.5)

A high accuracy equation of state was used in our simu-

lations [53]. Once the model parameters are known, Eq. A.5

can be fed to COMSOL where a real thermodynamic

behavior of hydrogen is solved for.

The reference state is set to (pg0, Tg0, rg0) ¼ (1.0 MPa,

�100 �C, 1.391 kg/m3), then for a temperature range of

Tg 2 [�100 to 100]◦C, and a pressure range of pg 2 [1 to 25]

MPa, the following values of model parameters fitted best the

data of Kunz and Wagner [53]: cTg0 ¼ 1.04562 (1/MPa); cpg0-

¼ 5.4738 � 10�3 (1/K); bT ¼ �1.05526; and ap ¼ �1.002851.

Fig. A.1 shows the relative error (er) in the hydrogen density as

calculated by Kunz and Wagner [53] and by Eq. A.5.

The range of pressure and temperature changes during the

cavern cycling (Fig. 9(a, b)) is displayed on Fig. 1, where the

Fig. A.1 e Relative error (er) in the hydrogen density as calculated by Kunz and Wagner [53] and by Eq. A.5.
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error percentage in the calculated hydrogen density does not

exceed 5.0%.

Appendix B. COMSOL equations

COMSOL gives analytical expressions to track the evolution of

hydrogen dynamic viscosity mg, thermal conductivity Lg, and

heat capacity Cpg as functions of temperature. During

hydrogen cycling, for Tg2 [290� 235] K, the dynamic viscosity

changes as,

mg ¼ 2:14524642�10�6þ2:54245�10�8Tg�1:0235587�10�11T2
g

þ2:80895021�10�15T3
g;

(B.1)

the thermal conductivity changes as,

Lg ¼ 0:00517975922þ6:72778�10�4Tg�3:0388973�10�7T2
g

þ6:58874687�10�11T3
g;

(B.2)

and the heat capacity changes as,

Cpg ¼ 10808:501þ21:5799904Tg�0:0444720318T2
gþ3:85401176

�10�5T3
g�1:14979447�10�8T4

g: (B.3)
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A B S T R A C T

In the current energy transition context, underground storage of carbon dioxide (CO2) in salt caverns and
aquifers has emerged as a promising solution for the Power-to-Gas process complications. However, mass
exchange between the CO2 and the aqueous phase present in the storage site remains a major problem. This
paper addresses the question of the kinetics of this mass exchange by performing both experimental and
numerical investigations. A series of experiments under storage conditions were carried out in a PVT (Pressure–
Volume–Temperature) cell, exposing a volume of CO2 to pure water or brine at low and high pressure values
ranging between 10 and 16.8 MPa and at constant temperatures of 30 and 40 ◦C. In order to interpret the
obtained experimental results and to characterize the transient mass exchange, two modeling approaches were
developed: a simplified one based on pure diffusion, and a second combining pure diffusion with density-
driven natural convection. Both modeling approaches have proven accurate in predicting the kinetics of CO2
dissolution. The scope of this study is limited to the laboratory scale but it can be used to quantify the CO2
dissolution on the storage site scale.

1. Introduction

Indeed, more renewable energy sources must be included in the
energy mix in order to make the transition from fossil to low-carbon
energy. Energy storage is required to reply to the needs of energy
transition since renewable energy sources are intermittent. In fact, long-
term and large-capacity power storage, as well as reserve production
capability, are necessary. Due to its long-term, high-capacity power
storage and reserve generation potential, Power-to-Gas has become a
viable technology for dealing with rising renewable energy percentages
(Götz et al., 2016; Blanco-Martín et al., 2021). As a result, storage
facilities must be integrated into the power system. Thanks to their
low investment, operating expenses, and low cushion requirements,
the most promising storage options are underground salt caverns and
aquifers (Caglayan et al., 2020). The majority of published research ad-
dressing underground storage often neglects the role of gas dissolution
in the aqueous solution and assumes an instantaneous thermodynamic
equilibrium. The validity of this assumption might be questionable
when the volume of the liquid phase is comparable to, or exceeds,
the volume of the stored gas, or when the gas in question, such as
carbon dioxide (CO2), exhibits high solubility in the aqueous solution.
Therefore, in order to gain a better understanding of the behavior of
CO2 in underground storage sites, we will investigate its kinetics of
dissolution on a laboratory scale.

∗ Corresponding author.
E-mail addresses: firas.tayeb@minesparis.psl.eu (F. Tayeb), ahmed.rouabhi@minesparis.psl.eu (A. Rouabhi), murad.abuaisha@minesparis.psl.eu

(M. AbuAisha), alain.valtz@minesparis.psl.eu (A. Valtz).

Usually, the study of the thermodynamic equilibrium of CO2 dis-
solved in the aqueous solution is more frequent than the kinetics of
dissolution. Large numbers of solubility data have been published in the
literature, however diffusivity data remain scarce (Chabab et al., 2020;
Akinfiev and Diamond, 2003). This work focuses on the quantification
of the rate of mass transfer over time of CO2 into pure water/ brine.
There have been some studies to investigate the diffusion of CO2 in
water (Tan and Thorpe, 1992; Tamimi et al., 1994; Frank et al., 1996;
Mutoru et al., 2011). These studies have almost exclusively focused on
low pressures of CO2. Another element influencing CO2 diffusion in
aqueous solution is the salinity of the water. So far, only a few works in
literature have measured the diffusion coefficient of CO2 in brine. For
example, Azin et al. (2013) investigated the diffusion of CO2 in brine
over a pressure range of [5.90 – 6.90] MPa. Shi et al. (2018) compared
the evolution over time of the mass transfer of CO2 in brine-saturated
porous media at a pressure of 6 MPa. Due to these very limited experi-
mental data, many aspects of the effect of salt on kinetics of dissolution
of CO2 are not well understood. Further clarification, especially for
saturated brine and high pressures, is needed to better understand the
role of salt on the kinetics of CO2 dissolution in aqueous solution
at the underground storage conditions. In this work, two numerical
approaches were proposed to solve the problem of CO2 dissolution

https://doi.org/10.1016/j.geoen.2023.212061
Received 18 August 2022; Received in revised form 12 April 2023; Accepted 2 May 2023



Geoenergy Science and Engineering 230 (2023) 212061

2

F. Tayeb et al.

in the brine. The first approach considers only pure diffusion. It is
quite interesting because it only accounts for the Fickian diffusion
without the complexities of natural convection (Farajzadeh et al., 2007;
Upreti and Mehrotra, 2000; Zhang et al., 2015). Another more complex
modeling approach has been proposed in this study which aims to
include the different physical processes accompanying the dissolution
of CO2. Its purpose is to study the influence of natural convection on
the kinetics of mass transfer. In fact, the stored CO2 in the underground
storage site is in contact with the brine. This contact between the
liquid and gaseous phases initiates the dissolution of CO2 into the
brine by a molecular diffusion process. At the CO2-brine interface, a
concentration gradient is created which causes a density variation in
the brine. This density gradient generates rapid homogenization of the
liquid phase by natural convection. The role of natural convection is
expected to be crucial in the transport of dissolved CO2 due to the
acceleration of its transfer rate in the brine. There are a few works that
raise the question of the integration of the natural convection into the
model of dissolution (Hassanzadeh et al., 2007; Farajzadeh et al., 2009;
Soubeyran et al., 2019).

The main purpose of this paper is to study the kinetics of dissolution
of CO2 in pure water and brine during pressure decay experiments
using a PVT cell under storage conditions. The study investigates CO2
dissolution at the laboratory scale, aiming to build a strong foundation
for understanding and applying these processes in underground cav-
erns and aquifers. The experimental tests performed evaluate all the
variable components, including the ratio of gas and liquid volumes,
salinity, gas pressure, and temperature. Two numerical models are then
developed that can fully describe the obtained experimental results: a
diffusion model based on Fick’s law of diffusion and Henry’s law; and
a model that takes into account the density-driven natural convection
phenomenon. The dissolved gas is described by the real gas model
and a general boundary condition that takes into consideration all
mass transfer indispensable parameters is used at the interface. The
diffusion coefficient is used as a key parameter to show the effect
of natural convection on the mass transfer of CO2 into pure water
and brine. Additionally, a calibration of this coefficient for different
brine salinities was determined. Even though this study is performed
on the laboratory scale, it can be used to investigate the kinetics of
CO2 dissolution on the storage site scale. This article is organized as
follows: the laboratory investigations of the pressure decay experiments
are described first; the model assumptions are then presented; and the
numerical results are discussed. We end the article with conclusions.

2. Laboratory investigations

The technique used in this work is the pressure decay method to
determine diffusion coefficient using a PVT cell because it is more
simple and does not require sampling and phase analysis. This method
is based on considering the measured pressure decay as CO2 diffuses
into the water and brine (Riazi, 1996). This section will focus on the
presentation of the experimental set-up, procedure, and results.

2.1. Experimental set-up

Materials used to carry out the experiments were CO2 with a purity
of 99.99%, deionized pure water, and sodium chloride (99.6% pure).
The sodium chloride was dissolved in distilled water to obtain the
sodium chloride solution. The main goals of the conducted experiments
are to study the kinetics of the mass transfer of CO2 in brine at a
constant temperature and to determine the time needed to reach the
saturation concentration of the gas in the water or the brine. An
experimental setup is installed as part of this study as shown in Fig. 1.
The method used in this work is the pressure decay method which con-
sists in measuring the evolution of the pressure after bringing gaseous
and liquid phases into contact inside a constant-volume PVT cell and
letting the system reach the thermodynamic equilibrium naturally. The

experiments were performed using two cylindrical PVT cells which
have total volumes of 96.48 cm3 and 131.64 cm3. Each cell is immersed
in a bath to maintain a constant temperature. These tests were carried
out with three salinities and different volumes of brine as shown in
Table 1 in order to study the impact of the salt concentration, the
temperature, and the variation of liquid volume on the mass transfer
of CO2.

During the tests, two platinum temperature probes were located
above and below the cell to verify the low thermal gradient throughout
the cell (calibrated for the temperature range of 5-70 ◦C with an
accuracy of ±0.03 ◦C) and a pressure sensor placed at the top was used
to measure the gas pressure (calibrated for the pressure range of 1-
200 bar with an accuracy of ±6 mbar). The top port of the PVT cell
is connected to a gas storage cylinder with a volume of 100 cm3 where
the pressure and temperature can be measured. Thus, the density and
the mass of the CO2 introduced into the cell can be evaluated. The
bottom port is connected to a variable volume cell containing the liquid
phase in order to introduce a precisely known volume into the PVT cell
(Fig. 1).

The PVT cell was evacuated using a vacuum pump before the
beginning of the experiment. The liquid is the first phase introduced
into the cell. After that, the gas phase is introduced as fast as possible
until reaching the desired pressure. Once this pressure is reached, the
cell is hermetically closed and the system evolves freely while the
pressure and temperature are recorded every 5 s. The equilibrium is
reached only when the pressure of the system no longer changes.

2.2. Experimental procedure

We have examined the different variable components of the exper-
iments by varying the ratio between the volumes of gas and liquid,
the salinity, the gas pressure, and the temperature. The variations in
temperature are limited to underground storage conditions. Table 1
summarizes all the performed tests at two different temperatures (𝑇0 =
{30, 40} ◦C). Since the system’s temperature remains constant during
the tests, the variations in CO2 pressure were attributed only to CO2
transfer into the liquid phase. Tests 1, 2 and 3 were performed at 30 ◦C
using the same volume of CO2 in the cell and three different pressures
in order to study the impact of changing the pressure on the rate of CO2
mass transfer in the pure water. All the tests from 4 to 10 were carried
out at 𝑇0 =40 ◦C using different salinities (𝑐salt = {11, 22.5}%) and
different volumes of liquid to study the influence of these parameters
on the kinetics of dissolution. Moreover, we did two tests 11 and 12
using a saturated brine with a salinity of 𝑐salt= 22.5% and high initial
pressures of CO2 (𝑝𝛾0 = {129, 168.7} bar).

2.3. Experimental results

The rate of CO2 mass transfer in the aqueous solution is determined
by measuring the pressure of CO2 over time during the pressure decay
tests. Fig. 2 shows the 12 experimental results of the measured pres-
sures of the different performed tests presented in Table 1. The gas
pressure drops dramatically in the beginning of all the experiments
until it stabilizes at the end of the tests when the thermodynamic
equilibrium is reached. It means that the mass transfer rate of CO2 in
aqueous solution is much higher in the early stages of the experiments
and progressively declines over time. However, changing the salinity,
initial pressure of CO2 and the liquid volume have some effects on the
kinetics of dissolution. These effects will be discussed in the following
paragraphs.
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Fig. 1. Schematic diagram illustrating the CO2 diffusion experiment.

Fig. 2. Measured CO2 pressure decay curves of all the performed tests.

Table 1
Details of the experiments performed under different laboratory conditions.
Test
numbers

Temperature
𝑇0 (◦C)

Initial pressure
𝑝𝛾0 (bar)

Liquid volume
𝑉𝜆 (cm3)

Gas volume
𝑉𝛾 (cm3)

Salinity
𝑐salt (%)

1 30 10 30.39 101.25 0
2 30 41.5 30.39 101.25 0
3 30 48.8 30.39 101.25 0

4 40 10.5 28.45 68.03 0
5 40 10.5 48.24 48.24 0
6 40 10 90.5 41.14 0

7 40 10.5 28.45 68.03 11
8 40 10.5 48.24 48.24 11

9 40 10.5 28.45 68.03 22.5
10 40 10.5 48.24 48.24 22.5
11 40 129 105.31 26.32 22.5
12 40 168.7 105.31 26.32 22.5



Geoenergy Science and Engineering 230 (2023) 212061

4

F. Tayeb et al.

2.3.1. Effect of salinity
In order to study the effect of the salinity on the rate of CO2

mass transfer over time, tests 4, 7 and 9 (Table 1) were performed
with a liquid volume 𝑉𝜆 = 28.45 cm3 using pure water and two mass
concentrations 𝑐salt of NaCl (11%,22.5%) at 40 ◦C. Fig. 2 shows that
the presence of salt in the solution reduces the solubility of CO2 in
brine. The CO2 dissolves in pure water faster than in the brine. In fact,
the thermodynamic equilibrium is reached within 4 h in pure water,
within 7 h in the brine with 𝑐salt = 11%, and within 15 h in the brine
with 𝑐salt = 22.5%. This same effect is observed for tests 5, 8 and 10
which were performed with another liquid volume 𝑉𝜆 = 48.24 cm3 at
a constant temperature of 40 ◦C using pure water and two salinities
(11%,22.5%). The introduction of salt into the water reduces the rate
of CO2 mass transfer at the end of the experiment when the diffusion
process dominates the convection. This behavior is related to the fact
that the presence of NaCl in the solution increases the viscosity of the
water, which causes the slow movement of CO2 in the water. This
decreases the motion of CO2 molecules in the water and affects the
rate of CO2 diffusion (Zarghami et al., 2017).

2.3.2. Effect of initial gas pressure and volume of liquid phase
The first three tests performed ( Table 1) emphasize the influence

of changing the initial pressure of CO2 at a constant temperature (𝑇0 =
30 ◦ C) on the gas pressure decline at infinite time. In fact, the gas
pressure drop (Fig. 2) is less important in tests 2 and 3 using a high
initial pressure (𝑝𝛾0 = 41.5 and 48.8 bar respectively) than the test 1
using a low initial pressure (𝑝𝛾0 = 10 bar). Thus, the solubility of CO2
depends clearly on the initial gas pressure. Furthermore, Tests 4, 5 and
6 ( Table 1) were performed with pure water to study the impact of
changing the volume on the kinetics of CO2 mass transfer. Fig. 2 shows
that the equilibrium pressure decreases as the volume of the liquid
phase introduced increases. This gas pressure drop is due to the change
in the mass of the gas phase: a low volume of the liquid phase induces a
low mass of dissolved CO2. Moreover, the duration of dissolution rises
as the volume of the liquid phase in the tests increases. Since the section
of the cell is constant, the volume of the liquid phase is proportional
to the height of the cell. A higher volume results in a larger distance
between the interface and the bottom of the cell, therefore increasing
the diffusion time of the dissolved gas in the aqueous solution.

3. Model set-up

This section describes the complete model including pure diffusion
and density-driven natural convection. It assigns an ordinary differ-
ential equation at the liquid–gas interface to calculate the loss of gas
pressure over time and determines the dissolution velocity in the liquid
phase.

In what follows, subscripts will be used to designate quantities of
interest. The Greek letters (𝛼, 𝛾, 𝜆) subscripts are used to name the
phases: 𝛼 for a generic phase, 𝛾 for the gas phase, and 𝜆 for the liquid
phase.

The cell of a height h contains two phases: the gas 𝛾 (CO2 in our
case) of a height 𝐿𝛾 and the liquid 𝜆 (pure water or brine) of a height 𝐿𝜆
separated by an interface 𝛴𝛾𝜆 at abscissa 𝑧 = 0 (Fig. 3). Each occupies
a domain 𝛺𝛼 of volume 𝑉𝛼 and exchanges material across 𝛴𝛾𝜆.

In order to model the experiment (Fig. 1), the problem can be
divided into three periods. For 𝑡 ≤ 0, the cell contains only the 𝜆 phase.
Thus, the 𝜆 phase of mass 𝑀𝜆 is considered in hydrostatic equilibrium
under very low pressure. The duration of the injection of the gas 𝑡0 is
considered very short that no measurements are available during this
period. For 0 ≤ 𝑡 ≤ 𝑡0, the mass 𝑀𝛾 of the 𝛾 phase is injected into the
cell with a constant injection rate. The evolution of the total mass of
fluid contained in the system at any time 𝑡 can be expressed as: 𝑀(𝑡) =
𝑀𝜆 +𝑀𝛾 × (𝑡∕𝑡0). For 𝑡 ≥ 𝑡0, the mass transfer between the two phases
takes place and the system evolves towards its state of equilibrium. The
conservation of mass imposes: 𝑀(𝑡) = 𝑀(𝑡0) = 𝑀𝜆 +𝑀𝛾 and �̇� = 0.

Fig. 3. Schematic representation of the CO2 - brine model inside a closed PVT cell.

In order to model the pressure–decay tests, the following simplifying
assumptions are used: the volume of the two phases 𝑉𝛼 does not vary
and the interface 𝛴𝛾𝜆 is fixed with abscissa 𝑧 = 0 and with a constant
section. The cell is considered to be perfectly sealed and the mass
transfer from the 𝜆 phase to the 𝛾 phase is neglected. Therefore, any loss
of pressure measured experimentally is only due to the mass transfer of
the 𝛾 phase into the 𝜆 phase across the interface 𝛴𝛾𝜆. The temperature
is uniform throughout the cell and remains constant during the test.
For the 𝜆 phase, its density 𝜌𝜆 depends only on the mass concentration
of the dissolved gas 𝑐 and the mass concentration of the brine salt 𝑐salt .
We consider also that the 𝛾 phase is governed by real gas law and its
density 𝜌𝛾 can be expressed:

𝜌𝛾 =
𝑝𝛾
𝑇𝑍𝛾

, (1)

where 𝑝𝛾 is the pressure of the 𝛾 phase, 𝑇 is the temperature which is
considered constant and 𝑍𝛾 is the gas compressibility factor which is
assumed to be a function of 𝑝𝛾 (Kunz et al., 2007). Programming and
simulation were carried out using the finite element package of Comsol
multiphysics. The field equations were solved with the transport of
diluted species and laminar flow modules. At the interface, an ordinary
boundary differential equation was used.

3.1. Governing equations

The conservation of mass in the 𝜆 phase can be written as:

the density field: ̇𝜌𝜆 + 𝜌𝜆∇⃗.𝑣𝜆 = 0;
the concentration field: 𝜌𝜆�̇� + ∇⃗.

(
𝜌𝜆𝐽

)
= 0,

(2)

where 𝐽 denotes the diffusion flux vector, 𝑣𝜆 the velocity vector in the
𝜆 phase, and ∇⃗ the nabla operator. For any function 𝜑, the material
derivative is expressed as �̇� = 𝜕𝑡𝜑 + 𝑣𝜆.∇⃗𝜑.

The Navier–Stokes momentum equation is given by:

𝜌𝜆 ̇⃗𝑣𝜆 = −∇⃗𝑝𝜆 + ∇⃗.𝜉𝜆 + 𝜌𝜆𝑔, (3)

where 𝑔 is the gravitational acceleration vector, 𝜉𝜆 is the fluid stress

tensor 𝜉𝜆 = 𝜇(∇⃗𝑣𝜆+∇⃗𝑣𝜆
𝑇 )−(2∕3)(∇⃗.𝑣𝜆)𝛿, with 𝜇 is the 𝜆 phase dynamic

viscosity and 𝛿 is the second-order Kronecker delta.
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Assuming that 𝜆 is initially at rest (𝑣𝜆 = 0⃗ and 𝜉𝜆 = 0), the gradient
of the pressure (𝑝𝜆(�⃗�, 𝑡 = 0) = 𝑝𝜆0(�⃗�)) can be expressed by the following
equation: ∇⃗𝑝𝜆0 = 𝜌𝜆0𝑔. So, the Navier–Stokes momentum Eq. (3) can be
expressed as follows where 𝑝 = 𝑝𝜆 − 𝑝𝜆0:

𝜌𝜆 ̇⃗𝑣𝜆 = −∇⃗𝑝 + ∇⃗.𝜉𝜆 + (𝜌𝜆 − 𝜌𝜆0)𝑔. (4)

The density 𝜌𝜆 is considered to be dependent on the concentration
of the dissolved gas 𝑐:

𝜌𝜆 = 𝜌𝜆0(1 + 𝛽𝑐), (5)

where 𝛽 is the volumetric expansion coefficient. The mass rates of the
two phases 𝜆 and 𝛾 can be written as:

�̇�𝛾 = 𝑀𝛾 �̇�𝛾

(
1
𝑝𝛾

−
𝜕𝑝𝛾𝑍𝛾

𝑍𝛾

)
;

�̇�𝜆 = −∫𝛴𝛾𝜆

𝜌𝜆𝑣𝜆.𝑛 𝑑𝐴 = −�̇�𝛾 ,
(6)

with 𝑛 being the normal vector outwardly directed unit vector to 𝛺𝜆.
The barycentric momentum 𝜌𝜆𝑣𝜆 can be decomposed as 𝜌𝜆𝑣𝜆 = 𝜌𝑛𝑣𝑛 +
𝜌𝑏𝑣𝑏 where the subscripts 𝑛 and 𝑏 are respectively referring to the
dissolved gas and the solvent (pure water or brine solution). In order to
model the gas diffusion in the 𝜆 phase, a physical model based on Fick’s
law is used to interpret the experimental data where 𝐷 is the diffusion
coefficient:

𝐽 = −𝐷∇⃗𝑐. (7)

3.2. Initial and boundary conditions

The initial conditions of the system are:

⎧
⎪⎨⎪⎩

𝑝(�⃗�, 𝑡 = 0) = 0;
𝑣𝜆(�⃗�, 𝑡 = 0) = 0⃗;
𝑐(�⃗�, 𝑡 = 0) = 0.

(8)

The liquid phase 𝜆 is not initially expected to contain any 𝛾 phase
concentration. However, for only high pressure of the gas, it is clear
that some 𝛾 phase has dissolved in the 𝜆 phase during the filling phase
as a result of the rapid injection. Inverse mass calculations between
the final and initial mass of the gas in the liquid phase were used to
determine the initial concentrations of the gas (Yang and Gu, 2006).

Assuming that there is no mass transfer from the 𝜆 phase to the
𝛾 phase across the interface 𝛴𝛾𝜆, we can write 𝑣𝑏 = 0⃗. So, 𝑣𝜆 can be
expressed as:

𝑣𝜆 = 𝐽
1 − 𝑐

, at 𝛴𝛾𝜆. (9)

Different types of boundary conditions have been proposed at the in-
terface 𝛴𝛾𝜆 in the literature. A number of studies have used the Dirichlet
type boundary condition which specifies the species concentration at
the gas–liquid interface (Zhang et al., 2015; Upreti and Mehrotra,
2000)]. Other studies have examined the Neumann type boundary
condition for which the derivative of concentration across the boundary
is given (Farajzadeh et al., 2009; Moghaddam et al., 2012).

In this work, we will use the Robin type boundary condition for the
concentration of the dissolved gas because it is the most general form of
the boundary condition at the interface which take into consideration
all mass transfer indispensable parameters: gas solubility; the diffusion
coefficient; and the interface resistance (1∕𝐾), where 𝐷𝜕𝑧𝑐(𝑧 = 0, 𝑡) =
𝐾(𝑐(𝑧 = 0, 𝑡)− 𝑐𝑠), and with 𝑐𝑠 being the saturation concentration of the
dissolved gas.

To sum up, the boundary conditions used in this work at 𝛴𝛾𝜆 can
be summarized as:

Boundary Conditions

⎧⎪⎪⎨⎪⎪⎩

𝑝𝜆(𝑧 = 0, 𝑡) = 𝑝𝛾 (𝑡) ⇒ 𝑝(𝑧 = 0, 𝑡) = 0;

𝑣𝜆 = −𝐷∇⃗𝑐
1 − 𝑐

;

𝐽 .𝑛 = 𝐾

(
𝑐 −

𝑝𝛾 (𝑡)
𝐻

)
.

(10)

The solubility of the 𝛾 phase in brine is expressed by Henry’s law
as 𝑐𝑠 = 𝑝𝛾∕𝐻 where 𝐻 is Henry’s coefficient, which depends on the
temperature, the gas pressure, and the salinity.

4. Numerical results and discussion

This section focuses on the obtained numerical results of the two
developed models: the first model, which is the pure diffusion model,
takes into account only Fick’s law of diffusion; the second model, in
addition to the Fickian diffusion, considers a density-driven natural
convection phenomenon in order to estimate more accurately the dif-
fusion coefficient. Table 2 presents all the common parameters used
in the two models. In fact, the data of Henry’s coefficient in pure
water was provided by Akinfiev and Diamond (2003) thermodynamic
model, which is based on 362 published experimental measurements
of the solubility of CO2 in water and the data of Henry’s coefficient in
brine was interpreted from the article of Chabab et al. (2019), which
provides the solubilities of CO2 at different pressures and temperatures.
Moreover, the initial density of the aqueous solution 𝜌𝜆0 was provided
by Archer and Carter (2000) which depends on the salinity and tem-
perature. Our two models are used to calibrate the parameters 𝐷 (the
diffusion coefficient) and 𝐾 (the mass transfer coefficient) (Eq. (11)).
These parameters influence the evolution of pressure and concentration
of the dissolved gas over time. In our work, the mass transfer coefficient
is assumed constant as shown in Table 2 and the diffusion coefficient
is considered dependent on salinity 𝑐salt :

𝐷 =
𝐷0

𝜂(𝑐salt )
, (11)

where 𝐷0 is either equal to the calibrated diffusion coefficient 𝐷dif f in
the model of pure diffusion presented in Section 4.1 or the real diffusion
coefficient (the molecular diffusion coefficient of CO2 in pure water)
𝐷real in the diffusion and convection model described in Section 4.2.
Frank et al. (1996) indicated that the molecular diffusion coefficient
of CO2 in pure water is between 1.97 × 10−9 and 3.07 × 10−9 m2/s for
temperatures below 45 ◦C.

In order to reach equilibrium at the interface, the CO2 dissolves
into the brine when the two phases come into contact. However, the
flow is limited by the interface resistance (1/𝐾). When the resistance
is high, the flow is less significant, which reduces the initial increase
in dissolved gas concentration at the interface. As a result, the pressure
curve’s slope gradually becomes less steep. After then, the dissolved gas
at the interface starts to diffuse into the brine, causing a temporary drop
in concentration at the interface, which is then compensated by the
mass transfer to the liquid phase. Physically, the dissolved gas rapidly
diffuses into the liquid phase when the diffusion is more significant,
limiting the evolution of the concentration at the interface (Reza Etmi-
nan et al., 2013). However, the concentration at the interface increases
rapidly to reach saturation as the resistance is larger at the interface. It
causes a large variation in concentration between the surface and the
bottom of the cell. Then, the concentration at the interface decreases
gradually until it reaches equilibrium concentration at the end.

In this section, the two numerical models will be presented and
discussed in detail by comparing the results with the literature. In
order to avoid redundancy, Figs. 4–7 represent the comparison between
the normalized pressure 𝑝𝛾 (𝑡)/𝑝𝛾0 obtained by the two models and the
experimental data.

4.1. Pure diffusion model

The pure diffusion model was used as a first approach to interpret
the observed pressure decay results presented in Section 2.3. As men-
tioned above, this approach is based only on Fick’s law of diffusion to
fit the experimental data by choosing a calibrated diffusion coefficient
for the different salinity of the aqueous solution as shown in expression
(11). After calibrating the parameters using experimental data, this
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Table 2
Calibrated parameters of the two models.
𝑇0
(◦C)

𝑐salt
(%)

𝑝𝛾0
(bar)

𝐻
(MPa/mass
fraction)

𝜌𝜆0
(kg/m3)

𝐾
(m/s)

30 0
10 79.28

995.5

0.252

41.5 97.29
48.8 102.93

40

0 10.5 99.07 992
11 10.5 184.27 1070

22.5
10.5 287.81

1158129 550.08
168.7 726.64

Table 3
Calibrated parameters of the diffusion coef-
ficient expression (11) for the pure diffusion
model.
𝑐salt
(%)

𝐷dif f
(m2/s)

𝜂

0
1.1 × 10−7

0
11 1.96
22.5 4

model can reasonably describe the duration of CO2 dissolution regard-
less of the volume of water or brine introduced into the cell. In what
follows, the numerical normalized pressure determined using this first
model is presented with dashed lines. Fig. 4 compares the normalized
experimental pressure profiles (tests 1,2,3 in Fig. 2) with the predicted
pressure profiles for CO2 in pure water at different pressures and at a
constant temperature 𝑇= 30 ◦C. Furthermore, Fig. 5 shows that the
numerically calculated pressures for CO2 in pure water predict the
experimental pressure profiles (tests 4, 5, 6 in Fig. 2) at varying liquid
volumes and at constant temperature 𝑇= 40 ◦C. The diffusion coeffi-
cient is the most significant parameter controlling the kinetics of the
dissolution process. This coefficient influences the rate of mass transfer
of the gas within the liquid phase, which is determined by measuring
the pressure drop of CO2 over time. In this study, the calibrated value
of the diffusion coefficient in pure water is 𝐷dif f = 1.1 × 10−7 m2/s
which is independent of the gas initial pressure, the temperature and
the ratio between the liquid and gas volumes. The calibrated value of
the diffusion coefficient using the pure diffusion model is two orders of
magnitude larger than the molecular diffusivity of CO2 in pure water.
The difference between the molecular and the calibrated diffusion
coefficients is explained by the fact that the phenomena associated with
dissolved gas diffusion in the liquid phase are neglected, despite their
importance in the overall mass transfer process.

On the other hand, the adjusted diffusion coefficient decreases when
the concentration of salt in the water increases. This coefficient is
divided by almost 2 for brine concentration of csalt=11% (tests 7, 8 in
Fig. 2) and by 4 for brine concentration of 𝑐salt = 22.5% (tests 9, 10,
11, 12 in Fig. 2). Table 3 provides a summary of the values that were
retained for the diffusion coefficient which is function of the salinity
as shown in expression (11). These values represent the average of the
adjustments made for the various volumes of tested brine and the initial
gas pressure. Figs. 6 and 7 represent the obtained numerical pressure
profiles which are in good agreement with the experimental results at
low and high initial gas pressures.

To sum up, the pure diffusion model, which is based on many
simplifying assumptions, is quite interesting for modeling the kinetics
of CO2 dissolution in pure water and brine. It estimates the diffusion
coefficient values ( Table 3), which are approximately one hundred
times higher than the molecular diffusion coefficient, by fitting the
Pressure-Decay tests and numerical results.

To describe the mass transfer process with more precision, a more
complex modeling approach will be proposed in this work, which
aims to include the different physical processes, including natural
convection, that accompany the dissolution of CO2.

4.2. Diffusion and convection model

This approach takes into consideration the Navier–Stokes momen-
tum Eq. (4) to incorporate density-driven natural convection into the
simulation. It is more complex than the pure diffusion model of the
previous section, but uses the same initial and boundary conditions
presented in Section 3.

Natural convection plays a significant role in the dissolution of CO2
in water and brine due to the rapid homogenization of the liquid phase.
It is created by the density gradient in the brine, which is caused by the
concentration gradient of the dissolved gas.

In this work, the density of the brine is proportional to the concen-
tration of the dissolved gas 𝑐 as shown in Eq. (5). The values of 𝛽 used
in the various tests are reported in the Table 4, which are based on
the measurement of CO2-saturated brine density in the work of Yan
et al. (2011). The dynamic viscosity 𝜇 depends on the temperature
and the salinity of the brine and its values were taken from the study
of Kestin et al. (1981) which contains viscosity data of various brine
temperatures and salinities. Only the laminar regime was considered
in this study for the reason that the Reynolds number Re is very small
and the Rayleigh number Ra is less than 105 (Bird et al., 2007):

⎧⎪⎨⎪⎩

Re =
𝜌𝜆‖𝑣‖𝑅

𝜇
< 2300;

Ra =
𝛽𝑐𝑔𝜌𝜆0𝑅3

𝜇𝐷
< 105,

where ‖𝑣‖ is the magnitude of the fluid velocity and R is the radius
of the cell. Besides, the molecular diffusion coefficient of CO2 in pure
water 𝐷real = 2 × 10−9 m2/s was used in the diffusion and convec-
tion model to reproduce the Pressure-decay tests (Table 1) at various
temperature, water volumes, and initial gas pressures. The results
obtained from the CO2 pressure profiles in pure water (solid lines) are
presented in Figs. 4 and 5. Moreover, As shown in Table 4, the diffusion
coefficient decreases when the concentration of NaCl increases which is
the same influence observed using the pure diffusion model. Figs. 6 and
7 represent the measured results of the pressure drop and the obtained
numerical results of the complete model of diffusion and convection.
This model well-estimates the evolution of the pressure of the dissolved
gas over time at low and high initial pressures of CO2 and at different
brine salinities. Throughout all simulated experiments, the slope of the
normalized gas pressure curve is strong at the beginning and becomes
less steep as the experiment progresses, which means that the mass
transfer rate is considerably reduced during the early phases of the
experiments and continues to decrease with time. This model predicts
the kinetics and duration of dissolution of CO2 in aqueous solution with
more precision.

Fig. 8 shows the dissolved gas concentration field, the magnitude
of the fluid velocity field and its vector at various times. The results of
Test 4 are explicitly shown. The dissolution of CO2 begins as soon as
the liquid and gas phases come into contact. Initially, the acceleration
of the mass transfer process is related to the convection process. In
fact, the CO2 concentration is high near the top of the cell, causing
a density difference in the liquid phase. Therefore, convection tends
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Fig. 4. Comparison between the measured pressure data of CO2 in pure water and the numerical models using different initial pressures (𝑝𝛾0= 10, 41.5, 48.8 bar) at 𝑇0= 30 ◦C.

Fig. 5. Comparison between the measured pressure data of CO2 in different volumes of pure water (𝑉𝜆= 28.45, 48.24, 90.5 cm3) and the numerical models at 𝑇0= 40 ◦C.

to quickly homogenize the liquid phase. The Rayleigh number is high
enough to justify the appearance of convective vortices in the liquid
phase, regardless of volume. Fig. 8 clearly shows the formation of these
vortices by observing the direction of the velocity vector of the liquid
phase. After 5 h, the homogenization of the brine reduces the gap
between the maximum and minimum concentrations and reduces the
norm of velocity. Therefore, the concentration gradient between the
interface 𝛴𝛾𝜆 and the bottom of the cell and the brine density gradient
are very small, reducing the instability between the top and bottom of
the liquid phase. These observations are explained by the fact that the
diffusion process tends to occur above convection. In fact, regardless
of the salinity, initial pressure, and volume of the liquid, the effect of
convection is reduced over time in all experiments.

Table 4
The density coefficients 𝛽, the dynamic viscosities, and the calibrated parameters of
the diffusion coefficient expression (11) used in the diffusion and convection model.
𝑇0(◦ C) 𝑐salt (%) 𝛽 μ(Pa.s) 𝐷real(m2/s) 𝜂

30 0 0.18 796.5

2 × 10−9
0

40
0.26 653.8

11 0.24 848 1.21

22.5 0.22 1139.4 2.5

Overall, the estimation of the values of the diffusion coefficient from
the results of Pressure-Decay tests using the complete diffusion and
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Fig. 6. Comparison between the measured pressure data of CO2 in different salinities (𝑐salt=11, 22.5%) of the brine and the numerical models at 𝑇0= 40 ◦C.

Fig. 7. Comparison between the measured pressure data of CO2 in saturated brine (𝑐salt = 22.5%) with P0 = 129, 168.7 bar and the numerical models at 𝑇0= 40 ◦C.

convection model ( Table 4) is more accurate than the pure diffusion
model and its values are equal to the value of the molecular diffusivity
of CO2 in water and brine. This model is general and can be used to
predict the kinetics of dissolution of CO2 in water and brine under
geological storage conditions.

4.3. Comparison between the two developed models with the literature

This section provides a comparison of our obtained results and
previous studies on the CO2 diffusion coefficient in water/brine. The
calibrated values of the diffusion coefficient in the literature using the
model of pure diffusion are two orders of magnitude larger than the
molecular diffusivity of CO2 into pure water. Farajzadeh et al. (2009)
evaluated this parameter between 1.4 × 10−7 m2/s and 2.8 × 10−7 m2/s
for pressures ranging from 1 to 5 MPa and at 30 ◦C. Shi et al. (2018) ad-
justed it at 2.9×10−7 m2/s under pressure of 5.9 MPa and temperature of

30 ◦C. Only a few works in literature introduced natural convection in
the study of the mass transfer of CO2 into water. For instance, Gholami
et al. (2015) explained the importance of the phenomenon of natural
convection in the acceleration of the equilibrium in the Pressure-Decay
test models, compared to those limited to simple diffusion. Further-
more, Farajzadeh et al. (2009) demonstrated that the adjustment of the
diffusion coefficient, based on a convection–diffusion model, is close
to the molecular diffusion coefficient of CO2 into water. Other studies
focus on the critical time after which instabilities caused by the density
gradient take precedence over CO2 diffusion (Hassanzadeh et al., 2007;
Riaz and Cinar, 2014).

To further validate the results of this work, we compared our two
models with the experimental results of the dissolution of CO2 in pure
water published by Farajzadeh et al. (2009). The initial gas pressures
are 𝑝𝛾0 = {10.1,19.4,32.1} bar at 𝑇0= 30 ◦C. Fig. 9 represents the
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Fig. 8. Evolution of CO2 concentration and velocity profiles of test 4 with time.

Fig. 9. Comparison between the measured pressures data of CO2 in pure water published by Farajzadeh et al. (2009) and the numerical models with 𝑝𝛾0 = {10.1,19.4,32.1} bar
at 𝑇0= 30 ◦C.

normalized pressure drop of CO2 obtained from the pure diffusion
model (dashed lines) using the calibrated diffusion coefficient 1.1×10−7
m2/s and ( Table 3) and the diffusion and convection model (solid lines)
using the molecular diffusion coefficient 2 × 10−9 m2/s ( Table 4). The
results of pressure using the two developed models adjust very well
with the published experimental data for different initial gas pressures
and there is a good agreement between the values of the diffusion
coefficient of CO2 in pure water used in this work and the values found
in the literature.

In addition, there are a few works in the literature that mentioned
the influence of adding salt in the liquid phase on the value of the
diffusion coefficient. For example, Perera et al. (2018) indicated a
drop in the CO2 diffusion coefficient to around 50% using a brine
with a salinity of csalt=18% compared to pure water. The value of this
coefficient reported by Sell et al. (2013) is divided by 3 for a brine with
a salinity of csalt=21.7%. Furthermore, Shi et al. (2018) estimated that
the diffusion coefficient is around 1.1 × 10−7 m2/s which is divided by
a factor of 2.6 compared to the value in pure water.
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The same influence on the diffusion coefficient was observed using
the two models in this work by adding salt to the aqueous solution.
In fact, the obtained values of this coefficient presented in Tables 3
and 4 compared to 𝐷0 are divided, respectively, by factors of 2 and
1.21 for concentration of brine 𝑐salt = 11% and factors of 4 and 2.5 for
concentration of brine 𝑐salt = 22.5%.

5. Conclusions

In this paper, we studied the kinetics of CO2 dissolution in aque-
ous solution under underground storage conditions. This was firstly
accomplished through an experimental investigation based on the mea-
surement of the CO2 gas pressure inside a PVT Cell, exposing a volume
of CO2 to pure water or brine at a given temperature. The pressure
drop during testing reflected the loss of gas mass resulting from the
dissolution process. This drop depends on the salinity of the liquid
phase and on the volume ratio between the liquid and gas phases.
In order to interpret the experimental results and quantitatively char-
acterize the mass exchange process, two physical models based on a
suitable interface boundary condition were developed. The first model,
which considers only pure diffusion, can correctly model the pressure
drop, but it requires an apparent diffusion coefficient that is too higher
compared to the molecular diffusivity of CO2 in water or brine. To
overcome this problem, a second model, more complex than the first,
was proposed. It includes, besides pure diffusion, a natural convection
process that accelerates the CO2 dissolution and gives more accurate
results. The two models and the associated calibrated parameters re-
sulting from this work on the laboratory scale can be used on the
scale of the underground storage. It is worth noting that the second
model, being based on more physical phenomena, will certainly give
more relevant predictions. However, performing simulations on the
underground storage scale may be time-consuming due to its numerical
complexity.
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