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Chapter 1

General introduction

1.1. Motivation and previous work

This manuscript presents my research activities as a “Maître de Conférences” at the Engineering
school “Supmicrotech-ENSMM” and a member of FEMTO-ST Institute since 2016. It is divided
into two main parts, each of them corresponding to my main research activities over the last 7 years:
Control of infinite-dimensional systems governed by partial differential equations (PDEs) and Mod-
eling and control of smart material-based soft actuators. The central methodology employed in both
research themes is the port Hamiltonian (PH) approach, a framework based on energy principles that
enables the modeling and control of intricate, multi-physical dynamic systems. The use of the PH
approach is motivated by its fundamental reliance on the energy and its generality to represent any
type of physical system. This approach offers several advantages in the context of modeling and con-
trol of complex dynamic system. By expressing the systems in terms of energy variables, it becomes
possible to obtain a clear and intuitive representation of the underlying dynamics and interconnec-
tions. Additionally, the PH framework ensures that the models derived in such way preserve essential
the physical properties of the considered systems, such as energy conservation, passivity, and stability.

My research on control of infinite dimensional systems governed by PDEs started with my master
thesis supervised by Dr. Valerie Dos Santos Martins and Dr. Mickael Rodrigues at the University
Claude Bernard Lyon 1 using the conventional propositional integral control method and a multi-
model approach (Dos Santos Martins et al., 2014). The use of PH system has started during Ph.D
thesis with prof. Bernhard Mashcke, prof. Yann Le Gorrec and Dr. Boussad Hamroun at the Uni-
versity Claude Bernard Lyon 1 in Lyon (Wu, 2015). During my Ph.D., I elaborated on passivity
and structure preserving model and controller reduction for PHS. The reduced order passive LQG
control for finite dimensional PHS governed by ordinary differential equations (ODEs) (Wu et al.,
2018) and for in-domain controlled infinite dimensional PHS (Wu et al., 2020) have been proposed. It
was the starting point of my first research theme: Control design for PDEs using the PHS framework.

After my Ph.D. thesis, I pursued my scientific career as maître de Conférences at Supmicrotech-
ENSMM in Besançon. I am continuing my work on control design for PDEs using PHS framework.
This work has been done through two Ph.D. thesis co-supervised with prof. Yann Le Gorrec. The
first Ph.D. thesis of Jesus Toledo studied the reduced order observer based controller design for
boundary controlled PHS (Toledo Zucco, 2021; Toledo et al., 2020, 2022). The second Ph. D. the-
sis of Ning Liu investigated on the in-domain reduced order distributed control of infinite dimensional
PHS via Energy shaping (Liu, 2020; Liu et al., 2021c, 2024). At the same time, I co-supervised
the Ph.D. thesis of Andrea Mattioni with prof. Yann Le Gorrec. During this thesis, we studied how
to exponentially stabilize mixed ODEs-PDEs PHS using strong dissipation control (Mattioni, 2021;
Mattioni et al., 2022).

1



2 CHAPTER 1. GENERAL INTRODUCTION

Regarding the second aspect of my research activities, I have been driven to delve into smart material-
based soft actuators in collaboration with Prof. Yann Le Gorrec and Dr. Kanty Rabenorosoa. This
collaboration was initiated following my recruitment at Supmicrotech-ENSMM and FEMTO-ST.
This work started with the co-supervision of the Ph.D. thesis of Ning Liu which has investigated on
the multi scale modeling of a type of Electro-active polymer based actuator, Ionic polymer–metal
composites (IPMC) (Liu et al., 2021b). The use of IPMC actuators for the control of the flexible
structure has been the topic of the Master internship of Andrea Mattioni (Mattioni et al., 2020).
Since 2021, my research efforts have been dedicated to the exploration of a novel class of artificial
muscle-like actuators known as Hydraulically Amplified Self-healing ELectrostatic (HASEL) actua-
tors. In this study, we have made significant progress in the modeling and control aspects of HASEL
actuators. Notably, these preliminary results are documented in the ongoing Ph.D. thesis of Nelson
Cisneros (Yeh et al., 2022), which is being co-supervised by Prof. Yann Le Gorrec and Dr. Kanty
Rabenorosoa. All my publications and Ph.D supervisions are summarized in Fig. 1.1.

0

2

4

6

8

10

2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

Publications and Ph.D supervision

Journal paper Conference paper

Ph.D ATER Maître de conference

Jesus Toledo

Andrea Mattioni

Ning Liu

Nelson Cisneros

Control of Distributed
PHS

Soft 
Actuator

Figure 1.1: Publications and supervision summary.

This manuscript provides a summary of the research activities I have carried out since my recruitment
at Supmicrotech-ENSMM and FEMTO-ST in 2016. It gives an in-depth and impartial overview of
the research areas to which I have contributed.

1.2. Organization of the manuscript

The manuscript is divided into two independent parts, each corresponding to one of my main re-
search activities. The first part (Part I) focuses on the control of infinite-dimensional PHS. It begins
with Introduction 2, which motivates the proposed works while providing some preliminary notions of
PHS. Chapter 3 presents the reduced observer-based control methods for boundary-controlled PHS
(Toledo et al., 2020, 2022) that we have developed. Chapter 4 provides a presentation of the reduced
order in-domain distributed control through energy shaping for infinite-dimensional PHS (Liu et al.,
2024). Chapter 5 demonstrates the stabilization of mixed PDEs-ODEs PHS using strong dissipation
control on the ODEs part of the mixed systems (Mattioni et al., 2022). Part I ends with Conclusion 6.



1.2. ORGANIZATION OF THE MANUSCRIPT 3

Part II addresses the second research line of my activities, which involves modeling and control of
smart material-based soft actuators. This part begins with an Introduction 7, providing motivation
and a literature review. Chapter 8 presents the modeling of IPMC using multi-scale PHS, building
upon the work of (Liu et al., 2021b). The use of IPMC actuators for controlling flexible structures is
discussed in Chapter 9, which is based on the work of (Mattioni et al., 2020). Chapter 10 presents
preliminary works on modeling and control of HASEL actuators, relying on the research of (Yeh
et al., 2022). Part II ends with Conclusion 11.

The manuscript is concluded by a section gathering some final remarks and perspectives on future
work.
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Part I

Control design for infinite dimensional
port Hamiltonian systems
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Chapter 2

Introduction of Part I

2.1. Context and contribution

Over the past few decades, there has been significant interest in controlling distributed parameter
systems (DPSs) governed by Partial Differential Equations (PDEs). This heightened attention is
primarily due to the increasing use of compliant structures, information networks within systems,
smart materials and structures, and the growing prevalence of multi-scale and multi-physics systems
in engineering applications. Port Hamiltonian (PH) formulations, which expand upon Hamiltonian
formulations to encompass open multi-physics systems, have demonstrated their exceptional suitabil-
ity for modeling and controlling nonlinear lumped parameter (finite dimensional systems governed by
Ordinary Differential Equations (ODEs)) (Maschke and van der Schaft, 1992; Maschke et al., 1992;
Duindam et al., 2009). The PH formulation has been extended to DPSs or systems described by
PDEs in (van der Schaft and Maschke, 2002) using differential geometry and in (Le Gorrec et al.,
2005; Jacob and Zwart, 2012) in the case of one dimensional linear systems using functional analysis.
This approach has shown in a period of twenty years to be a successful approach for the modeling,
analysis, and control design of DPSs Rashad et al. (2020).
A PH system is characterized by its energy and the exchange of power among different components
within the system and with the surrounding environment, including controllers, perturbations, or
other systems. This provides different advantages for the modeling and control of multi-physic
systems. This approach has shown to be efficient to prove existence of solutions (Le Gorrec et al.,
2005; Jacob and Zwart, 2012). It has also been shown that this approach can be employed to
achieve asymptotic or exponential stabilizing of the system in two scenarios: when the actuators
are positioned at the boundary of its spatial domain (Villegas et al., 2009; Ramirez et al., 2014;
Macchelli et al., 2017, 2020) and when they are located within its spatial domain (Wu et al., 2014a,
2020; Malzer et al., 2020a,b).
The objective of my research is to develop implementable control laws for distributed parameter
systems through the PH framework. To design controllers for DPSs, there are typically two ap-
proaches: the late-lumping approach and the early-lumping approach. In the late-lumping approach,
the controller is designed directly on the DPSs, resulting in a controller structure that is typically
infinite dimensional. The main challenge that arises from the infinite dimensional aspect of the con-
troller is that it needs to be reduced for practical and real-time implementation. In the early-lumping
approach, the system is first approximated and a finite-dimensional controller is designed on this
reduced order system. However, the main drawback is the introduction of the spillover effect caused
by the use of a reduced order controller on the infinite dimensional system. This spillover effect can
lead to the destabilization of high-frequency mode of the infinite dimensional systems. (Bontsema
and Curtain, 1988).
From the practical point view, the early-lumping provides the easiest implementable controller for
DPSs because they have a finite dimensional structure. Using the passive properties inherent to
PH systems, we can ensure stability when implementing the finite dimensional controller in the

7
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DPSs. Keeping this idea in mind, two control scenarios have been considered: when the actuator
is situated at the boundary of the spatial domain, leading to a boundary control system (BCS) and
when actuators and sensors are located within the spatial domain. In the first case, a reduced order
observer based control design is studied, which can help mitigating the controller initialization issue
arising when using the Control by Interconnection method (Macchelli et al., 2017). In the in-domain
control case, we investigate how dynamic extensions and structural invariants can be employed to
modify the internal properties of the system when it is under full actuation and how it can be done
in an approximate way when the system is actuated using piece-wise continuous actuators, which
results from the application of patches.
The PH theory provides a modular modeling approach to model the mixed ODEs-PDEs system
in a structural manner. This class of systems is also widely used to model multi-physic system
such as rotating and/or translating beams (Aoues et al., 2017; Banavar and Dey, 2010), controlled
nanotweezer used for DNA manipulation (Ramirez et al., 2014) as well as electric transmission lines
with load (Macchelli and Melchiorri, 2005). My research is also dedicated to the design of control
laws for mixed ODEs-PDEs PH system when the actuation is on the ODEs part. To this end, the
concept of combined strong dissipation and position control is developed. In this context, we propose
a Lyapunov argument to show the asymptotic stability of the closed-loop system.
Before presenting the aforementioned control design strategies, we first recall the finite dimensional
and infinite dimensional PH system as well as its discretization.

2.2. Finite dimensional PH systems

The general formulation of a finite dimensional port Hamiltonian system in the input-state-output
form with dissipation is given by:

ẋ = (J(x)−R(x))
∂H

∂x
(x) +B(x)u, (2.1a)

y = B(x)T
∂H

∂x
(x), (2.1b)

where R(x) ∈ Rn×n is positive semidefinite and B(x) ∈ Rn×m is the input matrix. u ∈ Rm denotes
the input and y ∈ Rm gives the power conjugated output. The Hamiltonian (energy) of the system
is denoted by H(x). In the linear case, the Hamiltonian is defined in the quadratic form as:

H(x) =
1

2
xTQx. (2.2)

The time derivative of the Hamiltonian is computed as:

dH

dt
=
∂H

∂x
(x)T ẋ

=
∂TH

∂x
(x)T (J(x)−R(x))

∂H

∂x
(x) +

∂H

∂x
(x)TB(x)u

= −∂H
∂x

(x)TR
∂H

∂x
(x) + yTu (2.3)

≤ yTu, (2.4)

which implies that the time variation of the energy is equal to the difference between the power
exchanged power with the environment and the dissipated power. If the Hamiltonian H is bounded
from below, we can say that the system (2.1) is passive.
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2.3. Infinite dimensional PH systems

we consider partitioned PH systems defined on a one dimensional spatial domain ζ ∈ [0, L] with
distributed and boundary control and observation of the form:

∂

∂t

x1(ζ, t)

x2(ζ, t)

 =

 0 G
−G∗ −R

L1(ζ)x1(ζ, t)

L2(ζ)x2(ζ, t)

+

 0

B0

ud(ζ, t) (2.5)

yd(ζ, t) =
[
0 B∗0

]L1(ζ)x1(ζ, t)

L2(ζ)x2(ζ, t)

 (2.6)

ub = B

L1(ζ)x1(ζ, t)

L2(ζ)x2(ζ, t)

 , yb = C

L1(ζ)x1(ζ, t)

L2(ζ)x2(ζ, t)

 (2.7)

where x = [xT1 , x
T
2 ]T ∈ X := L2([a, b] ,Rn) × L2([a, b] ,Rn), L = diag(L1,L2) is a bounded and

Lipschitz continuous matrix-valued function such that L(ζ) = LT (ζ) and L(ζ) ≥ η with η > 0 for
all ζ ∈ [a, b], R ∈ R(n,n), R = RT > 0, B( · ) and C( · ) are some boundary input and boundary
output mapping operators that will be defined later. The distributed input operator B0 is formulated
as:

B0 =


1 for n = 1,[

0

1

]
for n = 2.

X 3 x is the space of energy variables and Lx denotes the co-energy variable associated to the
energy variable x. The total energy of the system is given by

H(x1, x2) =
1

2

∫ b

a

(
xT1 L1x1 + xT2 L2x2

)
dζ. (2.8)

The operator G is defined as:

G = G0 +G1
∂

∂ζ
, (2.9)

with G0, G1 ∈ Rn×n and G1 full rank. G∗ is the formal adjoint of G i.e.

G∗ = GT0 −GT1
∂

∂ζ
.

The dissipation operator R is bounded, symmetric (R∗ = R) and coercive (〈z,Rz〉L2 > a‖z‖L2 ,
∀z ∈ L2([0, L] ,Rn) and a > 0). ud and yd denote the distributed input and output, respectively.
The system (2.5) with (2.9) stems from the modeling of wavelike systems like elastic strings, Timo-
shenko beams or waves and beams organised in networks. The proposed approach is easy to extend
to second order operators defining Euler-Bernouilli beam equation for example.

By defining P1 =

 0 G1

GT1 0

, P1 =

 0 G0

−GT0 0

 and R =

0 0

0 R

, the formulation (2.5) can be

recasted into the general PH formulation:

∂x

∂t
(ζ, t) =

(
P1

∂

∂ζ
+ P0 −R

)
L(ζ)x(ζ, t) +

 0

B0

ud(ζ, t) (2.10)

yd(ζ, t) =
[
0 B∗0

]
L(ζ)x(ζ, t) (2.11)

ub = BL(ζ)x(ζ, t), yb = CL(ζ)x(ζ, t) (2.12)
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Definition 2.3.1. The boundary port variables associated to the system (2.5) are defined by:f∂
e∂

 =
1√
2

P1 −P1

I I


︸ ︷︷ ︸

Rext

Lx(L)

Lx(0)

 . (2.13)

♦
By definition the boundary port variables are such that:

dH

dt
=

∫ L

0
yTd uddζ + fT∂ e∂ −

∫ L

0
(L2x2)TR(L2x2)dζ. (2.14)

The boundary inputs and outputs are defined by:

ub = W
[
fT∂ eT∂

]T
, yb = W̃

[
fT∂ eT∂

]T
, (2.15)

with W̃ full rank and
[
W T , W̃ T

]T
invertible.

The existence of the solution of (2.5) has been investigated in (Le Gorrec et al., 2005) as stated in
Theorem 2.3.1.

Theorem 2.3.1. Let W be a 2n × 4n matrix. If W has full rank and satisfies WΣW T ≥ 0,

where Σ =

0 I

I 0

, then the system operator

A = (J −R)L

where

J =

 0 G
−G∗ 0

 and R =

0 0

0 R


with domain

D(A) =

x ∈ HN
(
[0, L] ,R2n

)
|

f∂
e∂

 ∈ ker(W )


generates a contraction semigroup. Furthermore, the system (2.10) - (2.12) and (2.15) defines
a boundary control PH system (BC-PHS). ♦

Proof. The proof follows Theorem 4.1 in (Le Gorrec et al., 2005).

2.4. Discretization of infinite dimensional PH systems

In this manuscript, we consider the early lumping approach for the controller design. Hence, the first
step is to spatially discretize the system (2.5). The discretization needs to preserve the structure
and the passivity of the system to take advantage of the PHS properties. Therefore we apply the
mixed finite element method (Golo et al., 2004) as shown in Fig. 2.1 and the approximated system
of (2.5) is again a PH system with p elements.
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1 i− 1 i i+ 1 p

ẋ iab = · · ·

ξ

ba L0

ẋ i−1
ab = · · · ẋ i+1

ab = · · ·

Figure 2.1: Discretization scheme with the mixed finite element method

ẋ1d

ẋ2d

 = (Jn −Rn)

Q1x1d

Q2x2d

+Bdub +

 0

B0d

ud, (2.16a)

yb = BT
d

Q1x1d

Q2x2d

+Dbub, (2.16b)

yd =
[
0 BT

0d

]Q1x1d

Q2x2d

 , (2.16c)

where xid =
[
x1
i · · · xpi

]T
for i ∈ {1, · · · , 2n}, ud ∈ Rp, yd ∈ Rp,

Jn =

 0 Ji

−JTi 0

 and Rn =

0 0

0 Rd

 , (2.17)

are the discretized matrices of the operators J and R with Ji and Rd the discretized matrices of
the operators G and R. Q1 ∈ Rnp×np and Q2 ∈ Rnp×np are the discretized matrices of L1 and L2,
respectively. Bd is the discretized matrix of the boundary input operator B. B0d is the discretized
matrix of B0 and writes:

B0d =


Ip for n = 1,[
Ip

0p

]
for n = 2,

where Ip and 0p denote the identify matrix and the zeros matrix of dimension p×p, respectively. For

the sake the simplification, we denote xd =

x1d

x2d

 ∈ Rnd with nd = 2np and Qd = diag[Q1, Q2] ∈

Rnd×nd . We take Ad = (Jd −Rd)Qd The input ub denotes the boundary input which corresponds
to the boundary actuation or/and conditions.
The Hamiltonian of the discretized model (2.16) writes:

Hd(x1d, x2d) =
1

2

(
xT1dQ1x1d + xT2dQ2x2d

)
. (2.18)

It is important to notice that in what follows the choice of the structure-preserving discretization
method is not unique. One could have alternatively used other discretization methods such as
(Kotyczka et al., 2018; Moulla et al., 2012) that also guarantee the existence of PH structure and
structural invariants suitable for control design purposes.

2.5. Organization of Part I

Part I composes of three main chapters. In Chapter 3, we consider the reduced order observer based
boundary control for infinite dimensional PH systems (2.5) (BC-PHS). Chapter 4 presents the in-
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domain distributed control of the infinite dimensional PH via energy shaping using the early lumping
approach. In Chapter 5, the strong dissipation feedback for the mixed finite and infinite dimensional
PH systems will be discussed.



Chapter 3

Boundary control design based on the
reduced order observer

3.1. Introduction

In this chapter, we stabilize the Boundary Controlled Port Hamiltonian Systems (BC-PHS) by using
observer-based state feedback (OBSF) controllers. To this end, we employ an early-lumping ap-
proach. The BC-PHS is first discretized to a Linear Time invariant (LTI) system (2.16) using the
structure preserving discretization method. Then, the synthesis of the OBSF gains is based on the
discretized LTI system. Finally, the OBSF controller has to guarantee the closed-loop stability when
it is applied to the BC-PHS.
One of the main advantages of using an early-lumping approach is the number of tools available
in the literature for designing the OBSF gains of LTI systems Kalman et al. (1969); Luenberger
(1964). These techniques are, for instance, the linear quadratic regulator (LQR) Anderson and
Moore (2007), the pole-placement Brasch and Pearson (1970), and more recently, the control
by interconnection using Casimirs Ortega et al. (2008), and the interconnection and damping
assignment passivity based control (IDA-PBC) Ortega et al. (2002); Prajna et al. (2002). However,
since the design is based on the discretized model (LTI system) and not on the BC-PHS, the closed-
loop stability is not guaranteed when applying the OBSF controller to the BC-PHS. We use an
example to show this issue. We design some OBSF gains using classical control techniques for LTI
systems. Then, we show that when applying the OBSF controller to the BC-PHS, the closed-loop
system becomes unstable. This phenomenon is known as spillover effect Balas (1978, 1982) and
it occurs when some high-frequency modes that are not considered for the design destabilize the
closed-loop system. To overcome this effect and to guarantee closed-loop stability (when applying
the OBSF controller to the BC-PHS), the classical control techniques have to be adapted.
In this chapter, we impose a passive structure on the OBSF controller. This structure guarantees the
closed-loop stability when the OBSF controller is applied to the BC-PHS. We convert the classical
OBSF representation into an equivalent dynamic output feedback representation Villegas et al.
(2005); Villegas (2007); Wu et al. (2018). If the dynamic output feedback controller (or equivalently
the OBSF controller) is strictly positive real (SPR), the closed-loop between the infinite-dimensional
system (BC-PHS) and the OBSF controller is asymptotically stable Morgül (1994); Morgul (1998);
Yang et al. (2005); Villegas (2007). To achieve this structure, we propose two methodologies for
the synthesis of the OBSF gains. In the first method, the state feedback gain is freely designed by
using classical control techniques. Then, the observer gain is designed (through the resolution of
an algebraic Riccati equation) such that the OBSF controller is SPR. In the second method, the
observer gain is freely designed and the state feedback gain is designed (through the resolution of a
set of linear matrix inequalities) such that the OBSF is SPR. In both cases, it is not completely free
the design of one of the two gains. The benefit of using these constraints is that we can guarantee

13
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closed-loop stability when applying the OBSF controller to the BC-PHS. We use the vibrating string
and the Timoshenko beam as application examples.
This chapter is organized as follows. In Section 3.2, we recall the classic OBSF controller for LTI
systems and show in a counterexample that if we implement the classical finite dimensional OBSF
to the BC-PHS, the closed-loop stability can not be guaranteed. In Section 3.3, we impose a passive
structure to the OBSF controller such that when applying it to the BC-PHS and the asymptotic
stability is showed when applying the OBSF controller to the BC-PHS in Section 3.4. In Section 3.5
and Section 3.6, two methodologies are proposed for designing the controller and observer gains.
These methodologies is numerically illustrated using the vibrating string and the Timoshenko beam
models to show their effectiveness. Finally, some conclusions are presented in Summary 3.7.

3.2. Luenberger observer based state feedback and motivation example

State feedback allows to assign the overall closed-loop eigenvalues and may also be used to assign
a part of the closed-loop eigenstructure (Kalman et al., 1969; Andry et al., 1983; Jiang, 1994). For
example, state feedback may be used to assign settling time, rise time, damping ratio or overshoot.
The main drawback of this control strategy is that it requires the measurement of the overall state.
To overcome this, the state is reconstructed using observers. An observer is a dynamical system that
uses the dynamical model of the system and the measurement of the input and output to reconstruct
the state variables (Luenberger, 1964).

Definition 3.2.1. A full observer-based state feedback controller for the system (2.16) is defined
as follows:

u(t) = −Kx̂(t) + r(t) (3.1a)
˙̂x(t) = Adx̂(t) +Bdu(t) + L(y(t)− Cdx̂(t)), x̂(0) = x̂0, (3.1b)

where (3.1a) is the observed state feedback and (3.1b) is a Luenberger observer. K ∈ Rn×nd
and L ∈ Rnd×n are the controller and the observer gains, respectively. These gains are designed
such that Ad −BdK and Ad −LCd are Hurwitz matrices. x̂(t) ∈ Rnd is the observed state with
initial condition x̂0, and r(t) ∈ Rn is an external input. ♦
The system (2.16) is assumed to be observable and controllable. Then, the synthesis of the state
feedback and observer gains can be designed using classical control tools. However, several issues
can occur when applying the OBSF controller to the BC-PHS (2.10)-(2.12). The most critical one
is the instability in closed-loop caused by the spillover effect. In this case, the high frequency modes
that have not been taken into account during the design are destabilized when the OBSF controller
is applied to the BC-PHS. This effect is shown in the following example.

Example 3.2.1. Consider the one-dimensional wave equation with unitary parameters and
Neumann boundary control at both sides, i.e. with force actuators at both sides. The system
can be written as a BC-PHS (2.10)-(2.12) with

P1 =

 0 1

1 0

 , P0 = 0, H = I2.

This model is discretized by using finite differences on staggered grids in order to preserve the
structure of the system (Trenchant et al., 2018). Consider p = 59 elements for the discretization.
All the eigenvalues of Ad are on the imaginary axis as shown in Figure 3.1 (a). (Ad, Bd) is
controllable and (Ad, Cd) is observable, hence K and L can be designed such that AK = Ad−BdK
and AL = Ad−LCd are Hurwitz matrices. Using for instance the LQR method, the closed-loop
eigenvalues can be assigned as shown in Figure 3.1 (a).
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The question that naturally arises is if the same OBSF controller, i.e. the same choice of
matrices K and L, preserves the stability when applying it to the infinite-dimensional system.
The answer is in general no. In this particular case for instance, when applying the designed
OBSF controller (with nd = 59 states) to a more precise discretized model that uses for example
nd = 67 states, the closed-loop system turns unstable as shown in Figure 3.1 (b). ♦

Figure 3.1: (a): λ(A): Eigenvalues of Ad with nd = 59, λ(AK): Ad − BdK eigenvalues and
λ(AL): Ad −LCd eigenvalues. (b): λ(Ah): discretized model eigenvalues with nd = 67, λ(Acl):
closed-loop eigenvalues.

P

K

y(t)u(t)

P̂
x̂(t)

−

Figure 3.2: Observer-based state feed-
back diagram block

P

C

y(t)u(t)

uc(t)yc(t)

Figure 3.3: Passive observer-based
state feedback diagram block.

In Example 3.2.1, we have shown that the classical control tools have to be adapted to guarantee
closed-loop stability when applying the OBSF controller to the BC-PHS. In the following section,
we convert the classical closed-loop structure between (2.16) and (3.1), represented in Figure 3.2
with r(t) = 0, into an equivalent closed-loop structure represented in Figure 3.3, where C represents
the OBSF controller. By imposing a passive structure to the dynamic controller C (or the OBSF
controller), we can guarantee closed-loop stability when applying the OBSF controller to the BC-
PHS. Then, the matricesK and L are restricted to obtain a passive OBSF controller. In the following
section, we present the conditions to have a passive OBSF controller and in Sections 3.5 and 3.6,
we propose two methods for the synthesis of the OBSF gains.
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3.3. Passive observer-based state feedback structure

In this section, we adapt the OBSF scheme of Figure 3.2 into an equivalent closed-loop scheme as
shown in Figure 3.3, where C is a passive dynamic controller with input uc(t) and output yc(t). To
this end, we replace (3.1a) in (3.1b)

˙̂x(t) = (Ad −BdK − LCd)x̂(t) + Ly(t) +Bdr(t). (3.2)

Then, the synthesis of the matrices K and L are chosen such that the dynamical system (3.2) is a
finite-dimensional port-Hamiltonian system with inputs y(t) and r(t). To do that, the matrices K
and L have to be chosen such that

Ad − LCd −BdK = (Jc −Rc)Qc (3.3)

is satisfied for some nc × nc matrices Jc = −JTc , Rc = RTc ≥ 0, Qc = Q>c > 0, (Ad, Bd, Cd)
defined in (2.16), and nc the size of the controller given by the discretized model used for design. If
(3.3) is satisfied we can write (3.2) as a finite-dimensional port-Hamiltonian system as follows:

C


˙̂x(t) = (Jc −Rc)Qcx̂(t) +Bcuc(t) +Bdr(t), x̂(0) = x̂0,

yc(t) = B>c Qcx̂(t),

yr(t) = B>d Qcx̂(t).

(3.4)

with Bc = L and uc(t) = y(t). The inputs of this system are uc(t) and r(t) with conjugated outputs
yc(t) and yr(t), respectively. Then, the closed-loop dynamics when using control by interconnection
with the passive interconnection u(t)

uc(t)

 =

0 −1

1 0

 y(t)

yc(t)

+

1

0

 r(t) (3.5)

between (2.16) and (3.4) is equivalent to the closed-loop dynamics between (3.1) and (2.16). In
the following proposition, the matching conditions (3.3) guaranteeing the equivalence between the
scheme of Figure 3.2 and the scheme of Figure 3.3 are made explicit.

Proposition 1. The original OBSF controller (3.1) applied to (2.16) using the scheme of
Figure 3.2 is equivalent to the control by interconnection between (2.16) and (3.4) through (3.5)
as shown in Figure 3.3 if the following matching conditions are satisfied

(Jc −Rc)Qc = Ad −BdK − LCd,
BT
c Qc = K,

Bc = L.

(3.6)

Proof. The matching equations (3.6) are directly obtained replacing (3.1a) in (3.1b) and iden-
tifying with (3.4) in order to get a passive and collocated dynamic controller. The first matching
condition in (3.6) is obtained from (3.3), the second matching condition in (3.6) is such that
yc(t) is a conjugated output of uc(t). The last condition in (3.6) is obtained such that y(t) is an
input of the controller (3.4). �
Then, solving the algebraic equation (3.6) of Proposition 1 and imposing Rc > 0 to the controller,
we can show the asymptotic stability of the closed-loop system between the discretized model (2.16)
and the OBSF controller (3.4) through the passive interconnection (3.5) (Figure 3.3).

Theorem 3.3.1. The interconnection (3.5) between (2.16) and (3.4) is asymptotically stable
and converges to zero if Rc = RTc > 0 and r(t) = 0. ♦
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Proof. Consider the total energy as Lyapunov function

V (xd, x̂) =
1

2
xTdQdxd +

1

2
x̂TQcx̂

Then from (2.16) and (3.4) we have

V̇ (xd, x̂) = −xdTQdRdQdxd − x̂TQcRcQcx̂,

with Rd ≥ 0 and Rc > 0. From Lasalle’s invariance principle the system converges to the
invariant set corresponding to V̇ (xd, x̂) = 0, i.e. x̂ = 0 (since Rc > 0). In this case, x̂ = 0
implies ˙̂x = 0, which implies Bcuc = 0 (from (3.4) and r = 0). The controller being controllable
implies uc = 0 and x̂ = 0 implies yc = 0 (from (3.4)). From the interconnection (3.5) y = uc = 0
and u = −yc = 0 (since r = 0). The system (2.16) being observable implies that the only
equilibrium point is xd = 0.

�
In Theorem 3.3.1 we show that the OBSF controller (3.4) stabilizes asymptotically the discretized
model (2.16). In the following section we show that the same OBSF controller stabilizes asymptot-
ically the BC-PHS (2.10)-(2.12).

3.4. Asymptotic stability analysis

Now, we apply the OBSF controller (3.4) to the BC-PHS (2.10)-(2.12) in a power preserving way
as it is shown in Figure 3.4, where P refers to the BC-PHS (2.10)-(2.12) and C refers to the OBSF
controller (3.4). In the following theorem, we show that the controller (3.4), being strictly positive
real, stabilizes asymptotically the BC-PHS (2.10)-(2.12).

P
C

y(t)u(t)

uc(t)yc(t)

Figure 3.4: Closed-loop system between a BC-PHS and a finite-dimensional controller

Theorem 3.4.1. Consider the closed-loop system obtained from the passive interconnection
(3.5) between the BC-PHS (2.10)-(2.12) and the OBSF controller (3.4) with r(t) = 0 as shown
in Figure 3.4. If the matrix Rc from the OBSF controller (3.4) is strictly positive definite, then
the followings results hold

(i) The closed-loop system is well-posed.

(ii) The closed-loop system is asymptotically stable.

♦

Proof. The controller (3.4) is strictly positive real (SPR) if Rc is strictly positive definite.
Then, the proof follows the same line of (Villegas, 2007, Chapter 5.1.2), with the only difference
coming from the controller output yc(t) = Ccx̂(t), with Cc = BT

c Qc, which does not depend on
the controller input uc(t) as in the case of (Villegas, 2007, Chapter 5.1.2). Then, the result (i)
of Theorem 3.4.1 is a direct application of (Villegas, 2007, Theorem 5.8).
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The result (ii) of Theorem 3.4.1 is shown using LaSalle’s invariance principle extended to
infinite-dimensional systems. First, the precompactness of the solution trajectories of the closed-
loop system are guaranteed in (Villegas, 2007, Theorem 5.9). Then, we define the total energy
as a Lyapunov function

(3.7)

Using (2.10)-(2.12), (3.4), and (3.5) we obtain

Ėc(t) = −x̂(t)TQcRcQcx̂(t). (3.8)

From LaSalle’s invariance principle ((Luo et al., 2012, Theorem 3.64)), it follows that the
solutions of the closed-loop system tend to the maximal invariant set of

ϑc = {x ∈ L2([a, b],Rn), x̂ ∈ Rnc | Ėc(t) = 0}. (3.9)

We define the largest invariant subset of ϑc as I, and then, we show that I only contains the
zero state, i.e. I = {x(ζ, t) = 0, x̂(t) = 0}. From (3.8), Ėc = 0 implies x̂(t) = 0 and that
implies ˙̂x(t) = 0. Since r(t) = 0, (3.4) implies yc(t) = 0 and Bcuc(t) = 0. Since the controller
(3.4) is controlable, x̂(t) = 0 and yc(t) = 0 implies uc(t) = 0. Finally, the interconnection (3.5)
implies u(t) = 0 and y(t) = 0. Then, since the invariant solution of the closed-loop system,
subject to Ėc = 0, corresponds to the solution of the PDE with all the boundary variables set to
zero, hence from Holmgren’s Theorem (See (John, 1949)) the only solution is x(ζ, t) = 0. Thus,
the asymptotic stability of the closed-loop is guaranteed. �
Theorem 3.4.1 uses the passive interconnection (3.5) considering that the full inputs and outputs
are available for the interconnection between the BC-PHS and the OBSF controller. However, this
is not always possible and some times only some parts of the inputs and outputs are used for the
interconnection as shown in Figure 3.5. This is for instance, the case of the string attached at
one side and actuated at the other side. In these cases, we have to assume that the BC-PHS is
approximately observable with respect to the interconnected output (as for example the output
y1(t) from Figure 3.5). Approximate observability (Curtain and Zwart, 2012, Corollary 4.1.14)
states that if the output of a system with homogenous input is zero for a period of time, then the
state of the system is zero as well. Using this property, similarly to Theorem 3.4.1, we can use
LaSalle’s invariance principle to show that the closed-loop system is asymptotically stable.

P
C

y1(t)u1(t)

uc(t)yc(t)

u2(t) y2(t)

Figure 3.5: Closed-loop system between a BC-PHS and a finite-dimensional controller by partial
interconnection

Corollary 3.4.1. Consider the closed-loop scheme of Figure 3.5, where P is the impedance
energy preserving BC-PHS (2.10)-(2.12) with

u(t) =

u1(t)

u2(t)

 and y(t) =

y1(t)

y2(t)

 ,

and C is the OBSF controller (3.4) with r(t) = 0. Provided that the closed-loop system is well-
posed and that the solution trajectories are precompact, If the matrix Rc > 0, u2(t) = 0, and
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(2.10)-(2.12) is approximately observable with respect to the output y1(t), then the closed-loop
system is asymptotically stable. ♦

Proof. We consider the following as a Lyapunov function:

V (t) =
1

2

∫ b

a
x(ζ, t)TH(ζ)x(ζ, t)dζ +

1

2
x̂(t)TQcx̂(t).

It follows from LaSalle’s invariance principle (See (Luo et al., 2012, Theorem 3.64)) that all
solutions of the closed-loop system tend to the maximal invariant set of

ϑc = {x ∈ L2([a, b],Rn), x̂ ∈ Rnc | V̇ (t) = 0}. (3.10)

We define the maximal invariant subset of ϑc as I, and we show that I only contains the zero
state, i.e. I = {x(ζ, t) = 0, x̂(t) = 0}. From (2.10)-(2.12), (3.4), and r(t) = 0, we obtain the
following balance for the Lyapunov function:

V̇ (t) = −x̂(t)TQcRcQcx̂(t). (3.11)

Since Rc > 0, V̇ (t) = 0 implies x̂(t) = 0, which implies ˙̂x(t) = 0. Then, from (3.4) Bcuc(t) = 0.
Since the controller is controllable, uc(t) = 0. Since x̂(t) = 0, from (3.4) yc(t) = 0. Since
uc(t) = yc(t) = 0, from the interconnection (Figure 3.5)u1(t)

uc(t)

 =

0 −1

1 0

y1(t)

yc(t)

 ,

we can conclude y1(t) = u1(t) = 0. Then, the maximal invariant set I contains x̂ = 0 and the
solution of the following BC-PHS:

∂x

∂t
(ζ, t) = P1

∂

∂ζ
(H(ζ)x(ζ, t)) + P0H(ζ)x(ζ, t), x(ζ, 0) = x0(ζ),

WB

(
f∂(t)
e∂(t)

)
=
(
u1(t)
u2(t)

)
= ( 0

0 ) ,

y(t) = WC

(
f∂(t)
e∂(t)

)
=
(
y1(t)
y2(t)

)
=
(

0
y2(t)

)
.

By definition, the latter is approximately observable with respect to y1(t). This implies that if
y1(t) = 0 for an interval of t, then the state is such that x(ζ, t) = 0 (See (Curtain and Zwart,
2012, Corollary 4.1.14)). Then, the maximal invariant set I only contains the states x(ζ, t) =
and x̂(t) = 0. Thus, by LaSalle’s invariance principle, the asymptotic stability of the closed-loop
system is guaranteed. �
In the following two sections, two methods are provided for the synthesis of the matrices K and L
such that the OBSF controller is on the form (3.4) with Rc > 0. Then, the asymptotic stability
is preserved when applying it to the BC-PHS (2.10)-(2.12) (Figure 3.4 or Figure 3.5). In the first
method, the gain K is freely designed using classical control tools and the gain L is designed such
that the OBSF controller is passive. In the second method, the gain L is freely designed using
classical control tools and the gain K is designed such that the OBSF controller is passive.

3.5. Observer design for a specific state feedback

In this section, the state feedback gain K is first designed using an approach like LQR
(Anderson and Moore, 2007), pole-placement (Brasch and Pearson, 1970), control by intercon-
nection using Casimirs (Ortega et al., 2008), or IDA-PBC (Ortega et al., 2002; Prajna et al.,
2002). Then, by solving an algebraic Riccati equation (ARE), the observer gain L is designed in
order to satisfy the matching conditions of Proposition 1. This section is organized as follows. First,
the methodology is proposed, and then, the vibrating string and the Timoshenko beam are used as
examples.
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3.5.1. Design method

The gains K and L are designed on the discretized model (Ad, Bd, Cd) from (2.16). The discretized
model is an approximation of the BC-PHS (2.10)-(2.12). Then, we have to choose nd (from (2.16))
large enough to have similar performances when applying the OBSF controller to the discretized
model than when applying it to the BC-PHS. Since the pair (Ad, Bd) is controllable, the matrix K
is chosen with classical control tools such that the following assumption is satisfied.

Assumption 3.5.1. The gain K is designed such that Ad −BdK is Hurwitz. ♦

Remark 3.5.1. In this case, the design of the state feedback is free and it can be achieved
by using traditional methods such as LQR, pole-placement or the LMI passivity based control
proposed in (Prajna et al., 2002). ♦
After designing the gain K such that Ad−BdK is Hurwitz, we have to design the gain L such that
the OBSF controller is passive. To this end, we fix the matrix Rc and we obtain the matrices Jc,
Qc and L such that the matching conditions of Proposition 1 are satisfied. To this end, we have to
chose Rc > 0 in such a way that there exists a solution for the matching conditions (3.6).

Assumption 3.5.2. The matrix Rc is chosen positive definite such that the following matrix

HM =

 AK 2Rc

−CK −ATK

 (3.12)

with
AK = Ad −BdK, CK = −(KTCd + CTd K), (3.13)

has no pure imaginary eigenvalues. ♦
The matrix HM in (3.12) is known as the Hamiltonian matrix related to the algebraic Riccati
equation (ARE) (3.14). If the HM has no pure imaginary eigenvalues, then there exists a solution
Qc = QTc > 0 for the ARE (3.14). A simple choice to have solution is the choice of Rc = αInc for
some α > 0 small enough such that the matrix (3.12) has no pure imaginary eigenvalues. Finally,
using the following proposition, we can complete the design and obtain the gain L such that the
matching conditions (3.6) are satisfied.

Proposition 2. Let Assumptions 3.5.1 and 3.5.2 be satisfied. There exists a matrix Qc = QTc >
0, solution of the algebraic Riccati equation (ARE)

ATKQc +QcAK + 2QcRcQc + CK = 0, (3.14)

such that the matching equations (3.6) are satisfied with

Jc =
1

2

[
AKQ

−1
c −Q−1

c ATK −Q−1
c (KTCd − CTd K)Q−1

c

]
,

Bc = Q−1
c KT ,

L = Bc.

(3.15)

Furthermore, the matrix Ad − LCd is Hurwitz.

Proof. From (Kosmidou, 2007) it is known that if the Hamiltonian matrix (3.12) has no pure
imaginary eigenvalues then there exists a solution Qc = QTc > 0 for (3.14). Hence we only need
to prove that (3.14) is compatible with the matching equation (3.6) for Jc and L as in (3.15).
Since Qc is invertible and solution of (3.14) we have

Rc = −1

2

[
Q−1
c ATK +AKQ

−1
c +Q−1

c CKQ
−1
c

]
= −1

2

[
Q−1
c ATK +AKQ

−1
c −Q−1

c (KTCd + CTd K)Q−1
c

]
.

(3.16)
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Then, using (3.15) and (3.16) we have

(Jc −Rc)Qc =
1

2
(2AKQ

−1
c − 2Q−1

c KTCQ−1
c )Qc

= AK −Q−1
c KTC

= AK − LC
= Ad −BdK − LCd

(3.17)

which corresponds to (3.6). From Theorem 3.3.1 the closed-loop system

d

dt

xd
x̂

 =

 Ad −BdK
BcCd (Jc −Rc)Qc

xd
x̂

+

Bd
Bd

 r (3.18)

is asymptotically stable. Applying the following transformationxd
x̃

 =

I 0

I −I

xd
x̂

 ,

the closed-loop system (3.18) can be written

d

dt

xd
x̃

 =

 AK BdK

AK −BcCd −Ac Ac +BdK

xd
x̃

+

Bd
Bd

 r (3.19)

with AK = Ad −BdK, Bc = L and Ac = (Jc −Rc)Qc = Ad −BdK − LCd or equivalently

d

dt

xd
x̃

 =

Ad −BdK BdK

0 Ad − LCd

xd
x̃

+

Bd
0

 r (3.20)

Since AK is Hurwitz, and the closed-loop system asymptotically stable, Ad−LCd is also Hurwitz.
�
Note that, using Proposition 2 the design of the matrix L depends on the matrix K, and then, the
separation principle is not satisfied using this methodology. However, an important benefit of using
this approach is that the controller (3.1) can stabilize not only the discretized model (2.16) but also
the BC-PHS (2.10)-(2.12).

Theorem 3.5.1. Consider the BC-PHS (2.10)-(2.12) controlled by (3.1) with K and L designed
using Proposition 2. The closed-loop system converges asymptotically to zero for r(t) = 0. ♦

Proof. The proof is a direct application of Theorem 3.4.1. By Proposition 2, since Rc is positive
definite, the controller is SPR and then, from Theorem 3.4.1, the closed-loop is asymptotically
stable. �
In the following, we present a summary of the design procedure of the OBSF controller proposed in
this section. Then, the procedure is exemplified in the following sections using the vibrating string
and the Timoshenko beam as examples.

Procedure 3.5.1. The design procedure is summarized as follows:

Step 1: Represent the BC-PHS as in (2.10)-(2.12).

Step 2: Derive a structure-preserving finite-dimensional approximation P as in (2.16).

Step 3: Design K such that Ad −BdK is Hurwitz.
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Step 4: Choose a matrix Rc > 0 such that HM in (3.12) has no pure imaginary eigenval-
ues. For example Rc = αInc with α > 0.

Step 5: Solve the ARE (3.14) to find Qc.

Step 6: Implement the OBSF controller with L = Q−1
c KT .

♦

3.5.2. Application examples

In this section, we use the vibrating string example to show the design procedure proposed in
Procedure 3.5.1.

Example 3.5.1. We consider the vibrating string with normalized mass density and Young’s
modules ρ(ζ) = T (ζ) = 1, and ζ ∈ [a, b] = [0, 1]. The string is attached at ζ = 0 and it is
controlled with a force actuator at ζ = 1. By only measuring the velocity at ζ = 1, we aim to
apply a state feedback control law obtained using energy shaping and damping injection.
Now, we follow the Procedure 3.5.1 to design the OBSF controller.
Step 1. The dynamical system is represented as a BC-PHS

∂

∂t

q(ζ, t)
p(ζ, t)

 =

0 1

1 0

 ∂

∂ζ

q(ζ, t)
p(ζ, t)

 ,

q(ζ, 0)

p(ζ, 0)

 =

q0(ζ)

p0(ζ)

 ,

p(0, t) = 0,

q(1, t) = u(t),

y(t) = p(1, t),

where q(ζ, t) and p(ζ, t) are the displacement and the momentum of the string, respectively. u(t)
and y(t) are respectively, the force and the velocity at the right side of the string. In this case,
the vibrating string has no internal dissipation. This makes more difficult the stabilization than
the case in which internal dissipation is included.
Step 2. The finite-dimensional approximation of the BC-PHS is obtained using the method as
shown in Section 2.4 with nd = 8, that corresponds to 4 elements for the force and 4 elements
for the velocity. The discretized model is represented as (2.16) with

xd(t) =

 qd(t)

pd(t)

 , u(t) = q(1, t), y(t) = p4(t).

qd(t) =


q1(t)
...

q4(t)

 , pd(t) =


p1(t)
...

p4(t)

 ,
where qi(t) and pi(t) with i = {1, 2, 3, 4} are respectively, the approximation of the strain (force)
and the momentum (velocity) along ζ. The matrices of the discretized model (2.16) are

Jd =

 04 D

−DT 04

 , Rd =

 04 04

04 04

 , Qd = h

 I4 04

04 I4

 , Bd =

 04×1

bb


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D =
1

h2


1 0 0 0

−1 1 0 0

0 −1 1 0

0 0 −1 1

 , bb =
1

h


0

0

0

1


where h = 2

9 is the spatial distance between two consecutive variables as for example h =
ζ2
q − ζ1

q = ζ2
p − ζ1

1 .
Step 3. The control law is obtained by using energy shaping and damping injection (Macchelli
et al., 2020). The control law ends in the following state feedback:

u(t) = −
∫ 1

0
q(ζ, t)dζ − p(1, t),

that it is approximated in terms of the discretized model as follows

u(t) = −h
4∑
i=1

qi(t)− p4(t),

or equivalently as

u(t) = −Kxd(t)

with

K =
[
h h h h 0 0 0 1

]
.

The closed-loop matrix AK = Ad −BdK is Hurwitz, since all its eigenvalues have negative real
part as shown in Figure 3.6.

Figure 3.6: Plant eigenvalues λ(A), con-
troller eigenvalues λ(AK), and observer
eigenvalues λ(AL).

Figure 3.7: Hamiltonian matrix eigenval-
ues λ(HM ).
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Step 4. For simplicity, we chose a matrix Rc as a diagonal matrix such that

Rc =


10 · · · 0 0
...

. . .
...

...

0 · · · 10 0

0 · · · 0 20

 .

The matrix HM has no eigenvalues on the imaginary axis as shown in Figure 3.7. Note that,
the last element of the diagonal of Rc is chosen bigger than the other ones since the last state
variable of the observer is the one related to the available sensor y(t) = p(1, t).
Step 5. We solve the algebraic Riccati equation (3.14) using the numerical method proposed in
(Lanzon et al., 2008). The eigenvalues of the matrix Qc are all pure real and positive define as
we show in Figure 3.8.
Step 6. We compute L = Q−1

c K. The eigenvalues of AL = Ad − LCd are shown in Figure 3.6.

Figure 3.8: Eigenvalues of Qc λ(Qc) Figure 3.9: Closed-loop eigenvalues λ(ACL)

Finally, we simulate the closed-loop system between the designed OBSF controller and a new
discretized model (2.16) that uses nd = 200, i.e. a more precise model of the BC-PHS (2.10)-
(2.12). In this case, the closed-loop system is composed by 208 states and all the closed-loop
eigenvalues are in the left hand side of the imaginary axis as Figure 3.9 shows. Note that, the
stability is preserved when applying the OBSF controller to a new model that it has not been
used for the design. This is due to the structure imposed to the OBSF controller and not in the
model used for design.
We simulate the closed-loop system with initial conditions w0(ζ) = 0.1ζ, q0(ζ) = 0.1, p0(ζ) = 0,
and x̂0 = 0. Figure 3.10 shows the string deformation in closed-loop, and Figure 3.11 shows the
estimated one. Note that, since the size of the model used for the design is nd = 8, some high
frequency modes are not considered for the OBSF design. Then, the oscillations due to these
frequency modes are not controlled as we can see in Figures 3.10 and 3.11. To reduce these
oscillations, a more precise model has to be used for the design. In the following, we repeat the
design from Step 2 using a more precise discretized model for the design.
Step 2. If we chose nd = 80, the discretized model is represented as (2.16) with the same
structure as before.
Step 3. Similarly as before, the state feedback matrix is obtained as follows:

K =
[
h · · · h 0 · · · 0 1

]
40×1

.

The closed-loop matrix AK = Ad − BdK is Hurwitz and its eigenvalues are shown in Figure
3.12.



3.5. OBSERVER DESIGN FOR A SPECIFIC STATE FEEDBACK 25

Figure 3.10: Deformation. Figure 3.11: Observed deformation.

Figure 3.12: Plant eigenvalues λ(A), controller
eigenvalues λ(AK), and observer eigenvalues
λ(AL).

Figure 3.13: Hamiltonian matrix eigenvalues
λ(HM ).

Step 4. In this case, we chose a matrix Rc as a diagonal matrix such that

Rc =



1 · · · 0 0 0 0
...

. . .
...

...
...

...

0 · · · 1 0 0 0

0 · · · 0 500 0 0

0 · · · 0 0 500 0

0 · · · 0 0 0 2500


.

The matrix HM has no eigenvalues on the imaginary axis as Figure 3.13.
Step 5. We solve the algebraic Riccati (3.14) with the numerical method proposed in (Lanzon
et al., 2008). The eigenvalues of the matrix Qc are all pure real and they are shown in Figure
3.14.
Step 6. We compute L = Q−1

c K. The eigenvalues of AL = Ad−LCd are shown in Figure 3.12.
Finally, we simulate the closed-loop system between the obtained observer-based state feedback
controller and a new discretized model (2.16) that uses nd = 200, i.e. a more precise model of
the BC-PHS (2.10)-(2.12). In this case, the closed-loop system is composed by 280 states and
all the closed-loop eigenvalues are in the left hand side of the imaginary axis as Figure 3.15
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shows. Hence, the stability is preserved when applied the observer-based controller to a more
precise discretized model of the BC-PHS.

Figure 3.14: Eigenvalues of Qc λ(Qc). Figure 3.15: Closed-loop eigenvalues λ(ACL)

The initial conditions are w0(ζ) = 0.1ζ, q0(ζ) = 0.1, p0(ζ) = 0, and x̂0 = 0. Figure 3.16 shows
the string deformation in closed-loop, and Figure 3.17 shows the estimated one. Different to
the previous simulation (Figure 3.10 and Figure 3.11), now the oscillations are reduced. This is
mainly due to the fact that more frequency modes are taken into account for the observer-based
state feedback controller.

Figure 3.16: Deformation. Figure 3.17: Observed deformation.

♦

3.6. State feedback design for a specific observer

Different to the previous section, the methodology proposed in this section allows to design the
observer gain L (as a dual problem of designing K) with different approaches like LQR (Anderson
and Moore, 2007), pole-placement (Brasch and Pearson, 1970), control by interconnection using
Casimirs (Ortega et al., 2008), or IDA-PBC (Ortega et al., 2002; Prajna et al., 2002). Then, by
solving a set of linear matrix inequalities (LMIs), we perform the state feedback gain K in order
to satisfy the matching conditions of Proposition 1. This section is organized as follows. First, the
methodology is proposed, and then, the Timoshenko beam is used as example.
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3.6.1. Design method

Since the pair (Ad, Cd) is observable, the gain L of the observer is chosen with classical control
tools such that the following assumption is satisfied.

Assumption 3.6.1. The gain L is designed such that Ad − LCd is Hurwitz. ♦

Remark 3.6.1. In this case, the design of the observer gain is free and it can be achieved by
using traditional methods such as LQR design, pole-placement or the LMI proposed in (Prajna
et al., 2002). ♦
After the gain L is designed such that Assumption 3.6.1 is satisfied, we design the feedback gain K
such that the matching conditions (3.6) are satisfied. The degrees of freedom of this methodology
are related to the lower and upper bounds of the matrices Rc and Qc from the OBSF controller
(3.4). In the following proposition, the design of the state feedback gain K is achieved by tuning
the lower and upper bounds of the matrices Rc and Qc.

Proposition 3. Consider the finite-dimensional port-Hamiltonian system (2.16) and the matrix
L such that AL := Ad − LCd is Hurwitz, if the following LMIs:

2Γ1 −BdL> − LB>d +ALX + XA>L ≤ 0,

−2Γ2 +BdL
> + LB>d −ALX−XA>L ≤ 0,

−∆−1
1 + X ≤ 0,

∆−1
2 −X ≤ 0,

(3.21)

have a solution in the unknown matrix X = X>, for some nd × nd symmetric matrices Γ1,
Γ2, ∆1 and ∆2 such that 0 ≤ Γ1 < Γ2 and 0 < ∆1 < ∆2, then with the interconnection (3.5)
between (2.16) and (3.4) and matrices

Sc = ALX−BdL>, Jc = 1
2(Sc − S>c ),

Rc = −1
2(Sc + S>c ), Qc = X−1,

Bc = L, K = B>c Qc,

(3.22)

the following results hold:

(i) lim
t→∞

(xd(t)− x̂(t)) = 0 with the performances given by the matrix AL;

(ii) Matrices Rc and Qc satisfy

(a) Γ1 ≤ Rc ≤ Γ2;

(b) ∆1 ≤ Qc ≤ ∆2;

(iii) The controller (3.4) is a finite-dimensional port-Hamiltonian system. Moreover, if Γ1 > 0,
it is SPR.

Proof. Since the error is given by x̃(t) = x(t)− x̂(t), the result (i) in Proposition 3 is equivalent
to prove that the error x̃(t) converges asymptotically to zero. The error dynamic ˙̃x(t) is obtained
from (2.16) and (3.4). Then, replacing the interconnection (3.5) and matrices (3.22) the error
dynamic becomes ˙̃x(t) = (Ad − LCd)x̃(t). Since AL = Ad − LCd is Hurwitz, the error converge
asymptotically to zero. For the result (ii), we check from the LMI (3.21) that

2Γ1 ≤ BdL> + LB>d −ALX−XA>L ≤ 2Γ2

∆2
−1 ≤ X ≤ ∆1

−1
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Replacing X, Sc and S>c from (3.22) and inverting the second inequality we obtain

2Γ1 ≤ −(Sc + S>c ) ≤ 2Γ2

∆1 ≤ Qc ≤ ∆2

then, replacing Rc from (3.22) we can conclude the result (ii). The controller (3.4) is a port-
Hamiltonian system since Jc = −J>c , Rc = R>c ≥ 0 and Qc = Q>c > 0 are satisfied from (3.22)
and (ii). Finally, by Kalman-Yakubovich-Popov KYP-Lemma, the controller (3.4) is SPR if
Rc > 0. The matrix Rc is strictly positive definite if the matrix Γ1 so is. �

Remark 3.6.2. The simplest choice for Γ1, Γ2, ∆1 and ∆2 is to consider an identity matrix
multiplied by a scalar. ♦

Remark 3.6.3. Although, the design parameters related to the matrix Rc are Γ1 and Γ2, when
they are modified, the obtained matrix Qc is also. Similar for the design paramenters ∆1 and
∆2 that are related to the matrix Qc. ♦
The design is completed by using Proposition 3. Then, we apply the OBSF controller (3.1) to the
BC-PHS (2.10)-(2.12). The closed-loop stability between the BC-PHS and the OBSF controller is
guaranteed due to the structure imposed to the OBSF controller. Since, it is SPR the closed-loop
system between the BC-PHS and the OBSF controller is asymptotically stable.

Theorem 3.6.1. Consider the BC-PHS (2.10)-(2.12) and the control law (3.1) with K and L
designed using Proposition 3. If Γ1 > 0, the closed-loop system converges asymptotically to zero
for r(t) = 0. ♦

Proof. The proof is a direct application of Theorem 3.4.1. By Proposition 3, Γ1 > 0 implies
Rc > 0. Since Rc is positive definite, the controller is SPR. �
In the following, we present a procedure for the design of the observer-based state feedback controller
proposed in this section.

Procedure 3.6.1. The design procedure is summarized as follows:

Step 1: Represent the BC-PHS as in (2.10)-(2.12).

Step 2: Derive a finite-dimensional approximation P as in (2.16).

Step 3: Design L such that Ad − LCd is Hurwitz.

Step 4: Choose matrices Γ1, Γ2, ∆1 and ∆2. For example, the identity by a positive
constant.

Step 5: Solve the LMI (3.21) to find Qc.

Step 6: Implement the OBSF controller with K = LTQc.

♦

3.6.2. Application example

In this subsection, the Timoshenko beam is considered to apply the Procedure 3.6.1.

Example 3.6.1. We consider the Timoshenko beam clamped at the left side and actuated at the
right side with force and torque actuators. We consider that the transverse velocity and angular
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velocity are measured. For simplicity, we use unitary parameters as in Table 3.1. Step 1. The
Timoshenko beam is represented as a BC-PHS

∂

∂t


x1

x2

x3

x4

 =


0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0


∂

∂ζ


Tx1

1
ρx2

EIx3

1
Iρ
x4

+


0 0 0 −1

0 0 0 0

0 0 0 0

1 0 0 0




Tx1

1
ρx2

EIx3

1
Iρ
x4

 , x(ζ, 0) = x0(ζ),

1
ρx2(a, t) = 1

Iρ
x4(a, t) = 0 Tx1(b, t)

EIx3(b, t)

 = u(t), y(t) =

 1
ρx2(b, t)

1
Iρ
x4(b, t)


where u(t) contains the force and torque at the right side and y(t) contains the transverse velocity
and the angular velocity at the right side.

Table 3.1: Plant Parameters.

Value Measurement unit

T 1 Pa

ρ 1 kg.m−1

EI 1 Pa.m4

Iρ 1 Kg.m2

[a, b] [0, 1] m

Step 2. The finite-dimensional approximation of the BC-PHS is obtained using the method as
shown in Section 2.4 with nd = 16.
The discretized model used for the design is on the form (2.16) with the following variables:

xd(t) =


xd1(t)

xd2(t)

xd3(t)

xd4(t)

 , u(t) =

 Tx1(b, t)

EIx3(b, t)

 ,

xd1(t) =


x1

1(t)
...

x4
1(t)

 , xd2(t) =


x1

2(t)
...

x4
2(t)

 , xd3(t) =


x1

3(t)
...

x4
3(t)

 , xd4(t) =


x1

4(t)
...

x4
4(t)

 .
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The matrices of the discretized model (2.16) are given by

Jd =


04 D 04 −F
−DT 04 04 04

04 04 04 D

F T 04 −DT 04

 , Rd =


04 04 04 04

04 04 04 04

04 04 04 04

04 04 04 04

 ,

Qd = h


TI4 04 04 04

04
1
ρI4 04 04

04 04 EII4 04

04 04 04
1
Iρ 4

 , Bd =


04×1 04×1

b44 04×1

04×1 04×1

b43 b44

 ,
(3.23)

with

D =
1

h2


1 0 · · · 0

−1 1
. . . 0

...
. . . . . . . . .

0 0 · · · 1


4×4

, F =
1

2h


1 0 · · · 0

1 1
. . . 0

...
. . . . . . . . .

0 0 · · · 1


4×4

,

b44 =
1

h

 03×1

1

 , b43 =
1

2

 03×1

1

 ,
and h = 2

9 . Note that, nd is a design parameter and it has to be chosen multiple of 4 in this case.
In order to show the structure of the discretized model, we have considered nd = 16. However,
for the design we chose different values of nd. We show that increasing the precision of the
model used for design, the performances are improved. Note that, when changing nd, the model
(2.16) preserves the same matrices (3.23) with appropriated dimensions and h = 2(b−a)

0.5nd+1 .
Step 3. The observer gain L is designed using IDA-PBC method proposed in (Prajna et al.,
2002). This method uses linear matrix inequalities (LMIs) for solving the IDA-PBC problem
for LTI systems. It is worth stressing that the gain L can be designed using classical approaches
like LQR or pole placement. In this example, we use this approach to have a complete design
based on LMIs. Note that, due to the duality of the observer and control design, we have to
replace Ad by ATd , Bd by CTd and F by −LT in order to obtain the matrix L.
Three different OBSF controllers are developed. The observer gains are designed using the
method proposed in (Prajna et al., 2002) with the design parameters of Table 3.2. Note that,
for the observer, designs 1 and 2 are equivalent and the design 3 uses a more precise model for
the synthesis. The matrices AL = Ad − LCd are all Hurwitz, we show the eigenvalues of the
matrix AL for design 3).
Step 4. For simplicity, we chose the matrices Γ1, Γ2, ∆1, and ∆2 as shown in Table 3.3 for
the state feedback design. Note that, Γ1 > 0 in every case, and we only change the design
parameters related to the energy matrix Qc.
Step 5. The LMI from Proposition 3 is solved using the Matlab@ Robust Control Toolbox. Note
that, in every case ∆1 < Qc < ∆2 and Γ1 < Rc < Γ2.
Step 6. We compute K = LTQc. The matrix AK = Ad −BdK is Hurwitz. For the design 3, in
Figure 3.18, we show the obtained eigenvalues for the matrices AK and AL.
Finally, we simulate the closed-loop system obtained using the OBSF state feedback controllers
and a new discretized model (2.16) that uses nd = 200, (a more precise model of the BC-PHS
(2.10)-(2.12)). For the designs 1 and 2, the closed-loop system is composed by 220 states, while
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Table 3.2: Observer design parameters.

Design1 Design 2 Design 3

Λ1 0.1I20 0.1I20 0.1I40

Λ2 5000I20 5000I20 5000I40

Ξ1 1I18 1I18 1I38

Ξ2 1000I18 1000I18 1000I38

γ 10 10 10

nd 5 5 10

Table 3.3: Controller design parameters

Matrix Design 1 Design 2 Design 3

Γ1 I20 I20 I40

Γ2 1000I20 1000I20 1000I40

∆1 0.005I20 0.015I20 0.015I40

∆2 1I20 1I20 0.1I40

nd 5 5 10

Figure 3.18: Plant λ(A), controller λ(AK), and observer eigenvalues λ(AL) (design 3)
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Figure 3.19: Closed-loop eigenvalues λ(ACL) (design 3)

for the design 3 the closed-loop system is composed by 240 states. For the design 3, the closed-
loop eigenvalues are shown in Figure 3.19. The simulation starts from the initial condition

x1(ζ, 0) = 0.01,

x2(ζ, 0) = 0,

x3(ζ, 0) = −0.01(ζ − 1),

x4(ζ, 0) = 0,

corresponding to the equilibrium position associated to a force of 0.01N applied at the end tip
of the beam. The initial condition for the observer is x̂(0) = 0.

In Figure 3.20, we show the end-tip displacement of the beam for the three different designs.
We can notice that the settling time of design 2 is faster than the one of design 1. This is
because the design parameter ∆1 is bigger in design 2 than in design 1. This implies a matrix
Qc with bigger eigenvalues for design 2 than design 1. Finally, using design 3, we can notice
that high-frequency oscillations are attenuated. This is because the model used in design 3 is
more precise than the one used for design 2.

In Figure 3.21 and Figure 3.22, we show the beam deformation along the space and the time
for design 1. The settling time is improved using design 2 as shown in Figure 3.23 and Figure
3.24. We can notice that the beam reaches the equilibrium approximately at t = 6 s. For t > 6 s,
some high-frequency oscillations remain unattenuated. However, due to the structure imposed
on the OBSF controller, these oscillations do not destabilize the closed-loop system.

Finally, in Figure 3.25 and Figure 3.26, we show the beam deformation along the space and
time for design 3. The main difference with design 2 is that in design 3, the OBSF controller
contains a more accurate model of the infinite-dimensional system. By increasing nd (see Table
3.2 and Table 3.3), some higher frequency oscillations can also be attenuated.
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Figure 3.20: End tip deformation

Figure 3.21: Beam deformation Figure 3.22: Observed deformation

Figure 3.23: Beam deformation Figure 3.24: Observed deformation
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Figure 3.25: Beam deformation Figure 3.26: Observed deformation

♦

3.7. Summary

In this chapter, we have used the early-lumping approach to design OBSF controllers for the
stabilization of BC-PHSs. Using this approach, the BC-PHS is first discretized and the synthesis
of the OBSF gains is based on the discretized model. To guarantee the closed-loop stability, we
have imposed a passive structure on the OBSF controller. We have shown that using this structure,
the OBSF controller stabilizes the BC-PHS. Then, we have proposed two methodologies for the
synthesis of the OBSF gains.
In the first method, the state feedback gain is freely designed by using classical control techniques,
for instance, linear quadratic regulator or pole placement. Then, the observer gain is designed such
that either the OBSF controller achieves a passive structure and some performances are assigned to
the observer. In the second method, the observer gain is freely designed and the state feedback gain is
designed such that either the OBSF controller achieves the desired structure and some performances
are assigned to the state feedback gain. In both cases, the design of one of the two gains (K or
L) is not completely free. This is the price to pay to achieve closed-loop stability when applying
the OBSF controller to the BC-PHS. To exemplify these methodologies, we have used the vibrating
string and the Timoshenko beam models.



Chapter 4

Reduced order distributed control
design via energy shaping

4.1. Introduction

In this chapter, we consider the in-domain control of the distributed port Hamiltonian (PH) systems
where the actuators and sensors are located within the spatial domain. To deal with this problem, the
early lumped approach is also employed for in-domain control design of the distributed PH systems.
Then the Control by Interconnection (CbI) method is used to design the energy shaping controller
for the finite dimensional discretization of the distributed PH systems. The first result on CbI for
distributed parameter PHSs with in-domain distributed control can be found in Trenchant et al.
(2017) where a positive feedback, late lumping approach and full actuation are investigated. Later
on, Malzer et al. (2019) has applied the same late lumping approach, but with negative feedback and
jet bundle formalism to design a finite dimensional PH controller for piezo-actuated Euler-Bernoulli
beam. The initial conditions have been estimated by an observer proposed in Malzer et al. (2020c).
This controller has been extended to a 2D Kirchhoff–Love plate in Malzer et al. (2020b). The
Casimir functions proposed in both Malzer et al. (2019) and in Malzer et al. (2020b) establish a
relation between the state variables of the plant and those of the controller. Part of the controller
state variables are used for energy shaping, whereas the others are for damping injection. Because
the jet bundle method focuses more on the geometric properties, the stability of the closed-loop
system has not been investigated yet.

Different from existing work presented before, we consider here the CbI of distributed PHS using
a negative feedback, an early-lumping approach and a limited number of actuators. The controller
design takes all the information of the discretized plant into account to achieve both energy shaping
and damping injection at the same time. In this chapter, we present an in-domain CbI control
design methodology for the distributed PH system (2.5) with early lumped approach. By using the
semigroup theory and passivity properties, we establish the asymptotic stability of the closed-loop
system, even when applying the obtained finite-dimensional controller to the infinite-dimensional
plant. This successfully eliminates the well-known spillover effect, as documented in Balas (1978,
1982). Furthermore, in addition to achieving asymptotic stabilization of the closed-loop system, our
controller can change the dynamic performance of the system over a predefined range of frequencies.
It accomplishes this by accelerating the system while minimizing oscillations and overshoot.

Two different cases are investigated for the dynamic performances improvement: the ideal fully-
actuated case where the control input works independently on each element of the discretized model
and the under-actuated case where the input acts identically on sets of elements, providing less
degrees of freedom. This latter case is closer to the real implementation because the control is
usually carried out through actuator patches that act similarly over spatial elements. It is shown

35
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how to change the closed-loop energetic properties of the discretized system in a perfect way when
the system is fully-actuated and in an optimal way when the system is under-actuated.
This chapter is organized as follows: in Section 4.2, the CbI and energy shaping methods are
investigated for both fully-actuated case and under-actuated case as well as the closed loop stability
analysis when the finite dimensional controller is implemented in the distributed PH systems. Section
4.3 provides some simulation results with a comparison between the fully- and under-actuated cases
using a vibrating string example. Section 4.4 ends up with conclusions and perspectives.

4.2. Control by interconnection and energy shaping

In this part, we extend the CbI method to the in-domain distributed input and output case. The
main difference with CbI for finite dimensional PHSs (van der Schaft, 2000; Ortega et al., 2001) is
that the controller uses the overall information of the plant into consideration, as depicted in Fig. 4.1
for an ideal interconnection case. The arrow in Fig. 4.1 represents the signal of both input and
output. ud and yd represent the power conjugated distributed input and output of system (2.16).
uc and yc are power conjugated input and output of the controller (4.1). These two pairs of input
and output are interconnected in a power-preserving way as formulated in (4.2). As a result, one can
shape the distributed Hamiltonian function all over the system with an appropriate parametrization
of the controller and the use of structural invariants i.e. Casimir functions (Duindam et al., 2009).
The main objective of the proposed CbI method is to improve the closed-loop performances over a
given frequency range while guaranteeing the overall closed-loop stability (v.s. neglected dynamics
during the synthesis). One can also modify the equilibrium point by changing the minima of the
energy function.

Discretized plant system

Controller

− · · ·− − − · · ·−

BC(a) BC(b)

ud yd

ucyc

Figure 4.1: Distributed control by interconnection strategy.

The controller in Fig. 4.1 is designed to be a finite dimensional PHS, which is expressed as follows:

ẋc = [Jc −Rc]Qcxc +Bcuc,

yc = BT
c Qcxc +Dcuc,

(4.1)

where xc ∈ Rm, Jc = −JTc ∈ Rm×m, Rc = RTc ≥ 0 and Qc = QTc ≥ 0, Bc ∈ Rm×m, Rm×m 3
Dc > 0, uc ∈ Rm and yc ∈ Rm. Matrices Qc and Dc are used for energy shaping and damping
injection/diffusion, respectively.
Without considering external signals, the interconnection between the discretized plant system (2.16)
and the controller (4.1) is given byud

uc

 =

 0 −M
MT 0

yd
yc

 , (4.2)

where Rp×m 3 M = Im ⊗ 1k, with Im the identity matrix of dimension m, 1k a ones vector of
dimension k × 1, and ⊗ denoting the Kronecker product. k is the number of elements covered by
one actuator. The relation among m, k and p gives

p = mk.
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The passive interconnection (4.2) guarantees the passivity of the closed-loop system. It results in a
new PHS in closed-loop:

ẋcl = [Jcl −Rcl]Qclxcl, (4.3)

where xcl =
[
xT1d, xT2d, xTc

]T
, Qcl = diag

[
Q1, Q2, Qc

]
,

Jcl =


0 Ji 0

−JTi 0 −B0dMBT
c

0 BcM
TBT

0d Jc

 ,

Rcl =


0 0 0

0 Rd +B0dMDcM
TBT

0d 0

0 0 Rc

 .
The Hamiltonian of the controller (4.1) is:

Hc(xc) =
1

2
xTc Qcxc. (4.4)

Therefore, the closed-loop Hamiltonian function reads:

Hcld(x1d, x2d, xc) = Hd(x1d, x2d) +Hc(xc). (4.5)

The next step is to design the controller matrices Jc, Rc, Bc, Qc, and Dc in order to shape the
closed-loop Hamiltonian (4.5). In Proposition 4 we first show how the controller states can be related
to the plant states using structural invariants.

Proposition 4. Assigning Jc = 0, and Rc = 0, the closed-loop system (4.3) admits the Casimir
function C(x1d, xc) defined by:

C(x1d, xc) = BcM
TBT

0dJ
−1
i x1d − xc (4.6)

as structural invariant, i.e. Ċ(x1d, xc) = 0 along the closed-loop trajectories. If the initial
conditions of x1d(0) and xc(0) satisfy C(x1d(0), xc(0)) = 0, the controller is a proportional-
integral control, and the control law (4.1)-(4.2) is equivalent to the state feedback:

yc = BT
c QcBcM

TBT
0dJ
−1
i x1d +DcM

TBT
0dQ2x2d,

ud = −Myc.
(4.7)

Therefore, the closed-loop system yields:ẋ1d
ẋ2d

 =

 0 Ji

−JT
i −R̃d

Q̃1x1d

Q2x2d

 , (4.8)

where

R̃d =
[
Rd +B0dMDcM

TBT
0d

]
, (4.9)

Q̃1 = Q1 + J−Ti B0dMBT
c QcBcM

TBT
0dJ
−1
i (4.10)

are the new closed-loop dissipation matrix and energy matrix associated to x1d.
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Proof. We consider here Casimir functions of the form:

C(x1d, x2d, xc) = F (x1d, x2d)− xc. (4.11)

The time derivative of C is given by

dC

dt
=
∂TC

∂xcl

∂xcl
∂t

=
[
∂TF
∂x1d

, ∂TF
∂x2d

, −I
]

(Jcl −Rcl) ecl,
(4.12)

where ecl = ∂Hcld
∂xcl

= Qclxcl. The Casimir functions are dynamic invariants, i.e. Ċ = 0 that do
not depend on the trajectories of the system i.e. on the Hamiltonian. Therefore, (4.12) with
Ċ = 0 gives rise to the following matching equations:

∂TF

∂x2d

(
−JT

i

)
= 0, (4.13a)

∂TF

∂x1d
Ji −

∂TF

∂x2d
R̃d −BcM

TBT
0d = 0, (4.13b)

∂TF

∂x2d

(
−B0dMBT

c

)
− (Jc −Rc) = 0. (4.13c)

Solving (4.13a), one gets ∂F/∂x2d = 0, which indicates that xc does not depend on x2d. There-
fore, with Jc = −JTc and Rc = RTc ≥ 0, (4.13c) indicates that Jc and Rc equal zero. Since
Ji is full rank, from (4.13b) one gets (4.6) as a structural invariant as soon as the initial
condition xc(0) is chosen properly. Taking the initial conditions x1d(0) and xc(0) such that
C(x1d(0), xc(0)) = 0, (4.6) becomes

BcM
TBT

0dJ
−1
i x1d(t)− xc(t) = 0, (4.14)

which allows to link the state of the controller with the state of the plant. Replacing xc in (4.3)
by (4.14), the control law (4.1) becomes a state feedback as formulated in (4.7). Therefore the
closed-loop system (4.3) becomes (4.8).

Remark 4.2.1. The choice of Casimir function (4.11) is not unique, which can be either linear
or nonlinear. We have chosen a particular linear case in this work. ♦
From Proposition 4, the closed-loop Hamiltonian function (4.5) is now only a function of the dis-
cretized plant state variables :

Hcld(x1d, x2d) =
1

2

(
xT1dQ̃1x1d + xT2dQ2x2d

)
, (4.15)

with its time derivative being:

dHcld

dt
= −xT2dQ2

(
Rd +B0dMDcM

TBT
0d

)
Q2x2d ≤ 0. (4.16)

From a physical point of view, (4.15) implies that with the dynamic controller (4.1) equivalent to
the state feedback (4.7), it is possible to change, at least partially (depending on p and the range of
B0d), the energy matrix related to x1d. Actually, one can only shape the energy matrix related to the
first p elements of x1d, i.e.

(
Q̃1

)
p×p

. For a given number of distributed input m, the objectives of

the energy shaping is to look for matrices Bc and Qc such that the norm of the difference (considered
here in the Frobenius norm, see Definition 6.4 of (Shores, 2007)) between the desired energy matrix
Q̃1d and the closed-loop one Q̃1 is minimal:

min
BTc QcBc

‖J−Ti B0dMBT
c QcBcM

TBT
0dJ
−1
i +Q1 − Q̃1d‖F . (4.17)
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If we consider p elements and eliminate B0d, (4.17) is equivalent to:

min
BTc QcBc

‖(Ji)−Tp×pMBT
c QcBcM

T (Ji)
−1
p×p −Qm‖F , (4.18)

where the (Ji)p×p are the first p lines p columns of Ji and Qm =
(
Q̃1d −Q1

)
p×p
≥ 0. Furthermore,

(4.18) can be formalized by the optimization Problem 4.2.1.

Problem 4.2.1. The closed loop energy function related to the first p elements of x1d is shaped
in an optimal way if and only if X = BT

c QcBc ∈ SRm×m0 minimizes the criterion

f(X) = ‖AXAT −Qm‖F , (4.19)

where A = (Ji)
−T
p×pM ∈ Rp×m and SRm×m0 represents the set of symmetric and positive semi-

definite matrices. ♦ The solution to Problem 4.2.1 depends
on the independent number of distributed input that are available. We consider two different cases:
the ideal fully-actuated case (m = p) and the under-actuated case (m < p).

4.2.1. Fully-actuated case

We first consider the fully-actuated case where each discretized element of the plant is controlled
by an independent input, i.e. ud ∈ Rm and m = p, as illustrated in Fig. 4.2. The input matrix

ud1 ud2 ud3 ud4 udp
· · · · · · · · · · · · · · · · · ·

ζ

Figure 4.2: Fully-actuated case illustration.

M = I ∈ Rp×p. Therefore, the optimization Problem 4.2.1 admits an exact solution that is given
in Proposition 5.

Proposition 5. In the fully-actuated case, i.e. m = p the optimization Problem 4.2.1 has an
exact analytical solution X̂ = M−1 (Ji)

T
p×pQm (Ji)p×pM

−T leading to f(X) = 0. The controller
matrices Bc and Qc can be chosen as:

Bc = (Ji)p×p , Qc = Qm. (4.20)

Proof. The matrix A is invertible, therefore, (4.19) admits a minimum in 0 when

X̂ = A−1QmA
−T = M−1 (Ji)

T
p×pQm (Ji)p×pM

−T

= (Ji)
T
p×pQm (Ji)p×p .

(4.21)

From the expression of X, one can choose Bc and Qc as in (4.20) to satisfy (4.21).

Remark 4.2.2. The choice Bc = (Ji)p×p can be regarded as the numerical approximation of the
operator ∂

∂ζ , which has also been used in the late lumping control design approach in (Trenchant
et al., 2017). ♦

4.2.2. Under-actuated case

We study now the more realistic case where the same control input is applied to a set of elements,
as shown in Fig. 4.3, where k denotes the number of elements sharing the same input. The number
of distributed inputs m is less than the number of discretized elements, and follows m = p/k.
In this case the controller has less degree of freedom than in the fully actuated case, hence the matrix
A in (4.19) is not invertible and the optimization Problem 4.2.1 is ill-conditioned. The solution of
the optimization Problem 4.2.1 is given in Proposition 6.
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yc1 yc2 ycm
· · · · · · · · · · · · · · ·

ζ

Figure 4.3: Under-actuated case with k = 2.

Proposition 6. f(X) defined in (4.19) is convex and the minimization of f(X) is equivalent to
the minimization of f2(X), which has a unique minimum given for X̂ = V Σ−1

0 UT1 QmU1Σ−1
0 V T ,

with V , Σ0 and U1 the matrices of the singular value decomposition (SVD) of the matrix A i.e.

A = UΣV T =
[
U1 U2

]Σ0

0

V T , (4.22)

where U ∈ Rp×p and V ∈ Rm×m are unitary matrices, U1 ∈ Rp×m, U2 ∈ Rp×q, q = p−m, and
Σ0 = ΣT

0 ≥ 0 is the diagonal matrix of singular values of A.

Proof. The proof of Proposition 6 is similar to that of Proposition 3 in (Liu et al., 2021c).
Substituting (4.22) into f2(X), one gets:

min
X∈SRm×m0

f2(X)

= min
X∈SRm×m0

‖UΣV TXV ΣTUT −Qm‖2F

= min
X∈SRm×m0

(
‖Σ0V

TXV ΣT
0 − T1‖2F + 2‖T2‖2F + ‖T3‖2F

)
,

(4.23)

where T1 = UT1 QmU1, T2 = UT1 QmU2, and T3 = UT2 QmU2. Since ‖T2‖2F and ‖T3‖2F are given
once the matrices A and Qm are defined, the minimization of (4.23) is equivalent to:

min
X̄∈SRm×m0

‖X̄ − T1‖2F , with X̄ = Σ0V
TXV ΣT

0 . (4.24)

According to Theorem 2.1 in (Higham, 1988), T1 ∈ SRm×m0 , and (4.24) admits a unique solution
ˆ̄X = T1. Therefore, (4.23) has the minimum when:

X̂ = V Σ−1
0

ˆ̄XΣ−1
0 V T = V Σ−1

0 UT1 QmU1Σ−1
0 V T . (4.25)

The choice of controller matrices Bc and Qc is not unique, as long as they satisfy the condition
(4.25). We will present a possible choice in Subsection 4.3.2.

Remark 4.2.3. We have investigated the choices of controller matrices Bc and Qc under two
different cases in Proposition 5 and 6, respectively. The objective is to shape the closed-loop
Hamiltonian Hcld with the modification of part of the potential energy matrix. The choice of
the controller matrix Dc follows the similar procedure, with the optimization of the difference
between (4.16) and the desired one. ♦

4.2.3. Closed-loop stability

In this subsection we consider the closed-loop stability of the infinite-dimensional system (2.5) con-
trolled by the finite-dimensional controller (4.1) derived from the early lumping approach. The
power-preserving interconnection between (2.5) and (4.1) is formulated as:ud

uc

 =

 0 −1ζ
1∗ζ 0

yd
yc

 , (4.26)
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with

1ζ : Rm → L2, 1∗ζ : L2 → Rm. (4.27)

1ζ is the characteristic function that distributes the point-wise value of the controller in Rm space
to the sub-interval L2 space, as illustrated in Fig. 4.4.

Plant system

Controller

− − · · · − −

BC(a) BC(b)

ud yd

ucyc

Figure 4.4: Distributed control by interconnection strategy.

Lemma 4.2.1. The interconnection (4.26) generates a Dirac structure with the following power
conservation: ∫ L

0
y∗d1ζycdζ = yTc 1

∗
ζyd. (4.28)

♦ The closed-loop system is equivalent to:

Ẋ =


0 G 0

−G∗ −Rcl −B01ζB
T
c

0 Bc1
∗
ζB
∗
0 0

Lcl
︸ ︷︷ ︸

Acl

X , (4.29)

where X =

 x
xc

 ∈ Xs is the state defined on the state space Xs = L2

(
[a, b],R2n

)
× Rm,

Rcl = R+B01ζDc1
∗
ζB
∗
0 and Lcl = diag (L1,L2, Qc). The domain of Acl is defined as:

D (Acl) =

X ∈ Xs |

 x
xc

 ∈ H1
(
[a, b] ,R2n

)
× Rm,B (Lx) = 0

 .

The Hamiltonian of (4.29) is:

Hcl =
1

2

∫ b

a

(
L1(ζ)x2

1(ζ, t) + L2(ζ)x2
2(ζ, t)

)
dζ +

1

2
xTc Qcxc (4.30)

with
dHcl

dt
=

∫ L

0

y∗duddζ + yTc uc −
∫ L

0

(L2x2)∗Rcl(L2x2)dζ

= −
∫ L

0

(L2x2)∗Rcl(L2x2)dζ.

(4.31)

The last step of (4.31) is derived considering (4.28).
In order to prove stability of the closed-loop system using Lyapunov arguments and LaSalle’s invari-
ance principle we first state the following theorems.
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Theorem 4.2.1. The linear operator Acl defined in (4.29) generates a contraction semigroup
on Xs. ♦

Proof. To prove that the closed-loop operator Acl generates a contraction semigroup, we apply
Lumer-Phillips Theorem (Theorem 1.2.3 in (Liu and Zheng, 1999)). The proof is done in two
steps: first, we show that the operator Acl is dissipative. Second, we show that

range (λI −Acl) ∈ Xs, for λ > 0. (4.32)

According to Definition 6.1.4 in (Jacob and Zwart, 2012), Acl is dissipative if Re〈AclX ,X〉 ≤ 0,
which is equivalent to 〈AclX ,X〉 + 〈X ,AclX〉 ≤ 0. For the sake of clarity and without any
restriction, we take L1 = L2 = 1 and Qc = I in the rest of this section. From (4.29), one has:

〈AclX ,X〉+ 〈X ,AclX〉
=〈Gx2, x1〉L2 + 〈−G∗x1 −Rclx2, x2〉L2

+ 〈−B01ζB
T
c xc, x2〉L2 + 〈Bc1∗ζB∗0x2, xc〉Rm

+ 〈x1,Gx2〉L2 + 〈x2,−G∗x1 −Rclx2〉L2

+ 〈x2,−B01ζB
T
c xc〉L2 + 〈xc, Bc1∗ζB∗0x2〉Rm .

(4.33)

According to (4.28), we get

〈B01ζB
T
c xc, x2〉L2 = 〈Bc1∗ζB∗0x2, xc〉Rm ,

〈x2,−B01ζB
T
c xc〉L2 = 〈xc, Bc1∗ζB∗0x2〉Rm .

(4.34)

Substituting (4.34) into (4.33), we have:

〈AclX ,X〉+ 〈X ,AclX〉
=〈Gx2, x1〉L2 + 〈−G∗x1, x2〉L2 − 〈Rclx2, x2〉L2

+ 〈x1,Gx2〉L2 + 〈x2,−G∗x1〉L2 − 〈x2,−Rclx2〉L2

=− 〈Rclx2, x2〉L2 − 〈x2,−Rclx2〉L2 ≤ 0,

where the last step is obtained according to the boundary conditions. Therefore, the operator
Acl is dissipative.
To show (4.32), we apply the proof of Theorem 3.3.6 in (Augner, 2018) with adjustment dedi-
cated to our in-domain control. For the sake of simplicity, we choose λ = 1. Taking an arbitrary
function

f =

 x̃
x̃c

 ∈ Xs,

(4.32) is then equivalent to the problem:

find X ∈ Xs : (I −Acl)X = f, (4.35)

which is again equivalent to:

x1 − Gx2 = x̃1, (4.36a)

G∗x1 + (I +Rcl)x2 +B01ζB
T
c xc = x̃2, (4.36b)

−Bc1∗ζB∗0x2 + xc = x̃c. (4.36c)

Substituting (4.36c) into (4.36b), one gets:

G∗x1 + (I +M)x2 = x̃2 −B01ζB
T
c x̃c, (4.37)
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withM = Rcl +B01ζB
T
c 1
∗
ζB
∗
0 .

According to the definition of G and G∗, (4.36a) and (4.37) become:

x1 −
1∑

k=0

Gk
∂k

∂ζk
x2 = x̃1, (4.38)

1∑
k=0

(−1)kGTk
∂k

∂ζk
x1 + (I +M)x2 = x̃f , (4.39)

with x̃f = x̃2 −B01ζB
T
c x̃c. Thus one gets:

∂Nx1
∂ζN

= (−1)N+1G−TN

[
N−1∑
k=0

(−1)kGT
k

∂kx1
∂ζk

+ (I +M)x2 − x̃f
]
, (4.40)

∂Nx2
∂ζN

= G−1N

[
x1 −

N−1∑
k=0

Gk
∂kx2
∂ζk

− x̃1
]
. (4.41)

Define:

h =

x1

x2

 . (4.42)

According to (4.40) and (4.41), one can derive the following relation:

∂h

∂ζ
= Bhh+ gh. (4.43)

For N = 1,

Bh =

G−T1

[
GT0 , I +M

]
G−1

1

[
1, −G0

]
 , gh =

−G−T1 x̃f

−G−1
1 x̃1

 .
The solution of the function (4.43) is derived as:

h(ζ) = eBhζh(a) + q(ζ), (4.44)

with q(ζ) =
∫ ζ
a e

ζ−sBhghds.
Therefore, to solve the problem (4.35), one needs to find the solution of h(ζ), and eventually
the solution of h(a). According to the boundary condition in Theorem 1, we have:

WRext

h(b)

h(a)

 = WRext

eBhh(a) + q(b)

h(a)

 =

0

0

 .
By calculation, WRext

eBh
I

 has full rank. Hence, one can get the solution of h(a) as:

h(a) = −

WRext

eBh
I

−1

WRext

q(b)
0

 .
Therefore h(ζ) is obtained from (4.44). One then has the solution of x =

[
1 0 · · · 0

]
h(ζ).

Substituting x into (4.36b), one obtains xc. As a result, the problem (4.35) is solved. Accord-
ing to the Lumer-Phillips theorem, the operator Acl generates a contraction semigroup that
concludes the proof.
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Theorem 4.2.2. The operator Acl has a compact resolvent. ♦

Proof. According to the Definition A.4.24 in (Curtain and Zwart, 2012), we need to prove that
the operator (λI −Acl)−1 is compact for some λ ∈ ρ (Acl), with ρ (Acl) denoting the resolvent
set of Acl. This proof follows from Garding’s inequality (Theorem 7.6.4 in (Naylor and Sell,
1971)) and the proof of Theorem 2.26 in (Villegas, 2007).
Define T = λI−Acl. From the previous Theorem 4.2.1, Acl generates a contraction semigroup,
thus λ > 0 is in the resolvent set of Acl. T is boundedly invertible and satisfies ‖T X‖L2 ≥
‖X‖H1 . Therefore, T −1 is compact which concludes the proof.

Due to Theorem 4.2.1 and Theorem 4.2.2, the trajectory of the closed-loop system is pre-compact
and its asymptotic stability can be proven by Lyapunov arguments and LaSalle’s invariance principle
(Theorem 3.64 of (Luo et al., 2012)) as shown in Theorem 4.2.3.

Theorem 4.2.3. For any X (0) ∈ L2

(
[a, b],R2n

)
× Rm, the unique solution of (4.29) tends to

zero asymptotically, and the closed-loop system (4.29) is globally asymptotically stable. ♦

Proof. We choose the energy of the closed-loop system as Lyapunov function. From (4.31), the
time derivation of the Lyapunov function is semi-negative definite:

dHcl

dt
= −

∫ b

a
(L2x2)∗Rcl(L2x2)dζ ≤ 0. (4.45)

Using LaSalle’s invariance principle, it remains to show that the only solutions associated with
dHcl

dt is 0 i.e the only solutions associated with L2x2 = 0 is x2 = 0. From (2.5), one obtains
ẋ2 = 0, which implies that −G∗x1 = 0, and that x1 is independent of the space. From the
clamped-free boundary condition, we conclude x1 = 0. Therefore, only solution associated with
this problem is the origin. The controller being a simple integrator, if well initialized it also
converges to xc = 0 as the state of the system converges to x = 0.

4.3. Numerical simulations

As illustrative example we consider a vibrating string of length L = 2 m, modulus of elasticity
T = 1.4×106 N density ρ = 1.225 kg/m and dissipation coefficient R = 10−3. The dynamic model
of the string can be written: ẋ1

ẋ2

 =

 0 ∂
∂ζ

∂
∂ζ −R

L1x1

L2x2

+

0

1

ud (4.46)

with x1(ζ, t) = ∂ω
∂ζ (ζ, t), and x2(ζ, t) = ρ(ζ)∂ω∂t (ζ, t). ω(ζ, t) is the longitudinal displacement over

the spatial domain with the state space x =∈ L2([0, L] ,R2). L1 = T and L2 = 1
ρ . The dissipation

term is chosen to be very small R = 10−3. The distributed input ud is the force density. From
Definition 2.3.1:

Q =

 P1 P2

−P2 0

 , with P1 =

0 1

1 0

 , and P2 =

0 0

0 0

 .
Taking the full rank matrix

M0 =

1 0 0 0

0 1 0 0

T ,
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one can compute QM = P1 and MQ = MT
0 . Then the boundary port variables give:

f∂
e∂

 =
1√
2


L2x2(L)− L2x2(0)

−L1x1(L) + L1x1(0)

L1x1(L) + L1x1(0)

L2x2(L) + L2x2(0)

 .

We consider a clamped-free scenario with in-domain control. Hence, we define the boundary input
formulated in (2.15) with:

W =

√
2

2

 0 1 1 0

−1 0 0 1

 , and WΣW T ≥ 0.

The clamped-free boundary condition implies ub = 0. The discretization model is derived through
the application of the mixed finite element method, as detailed in Section 2.4, and is expressed in the
form of (2.16). Initial conditions are set to a spatial distribution x1(ζ, 0) ∼ N (1.5, 0.113) for the
strain distribution and to zero for the velocity distribution i.e., x2(ζ, 0) = 0. The string is discretized
into 50 elements. We consider a time step of 5× 10−5s and mid-point time discretization method1

for simulations. The open loop evolution of the string deformation ω is given in Fig. 4.5.

Figure 4.5: Open loop deformation of the vibrating string.

Next we investigate the numerical simulations of the closed-loop system considering both fully-
actuated and under-actuated cases.

4.3.1. Fully-actuated case

Following Proposition 4 and Proposition 5, we choose Bc = Ji in order to guarantee the existence
of structural invariants, and the initial conditions of the controller such that C = 0. In this case
(4.6) becomes: xc = x1d, and the closed-loop system (4.8) reads:ẋ1d

ẋ2d

 =

 0 Ji

−JTi − (Rd +Dc)

Q̃1x1d

Q2x2d

 , (4.47)

1Implicit midpoint rule is known to be a structure preserving time integrator for PHSs (Aoues et al., 2013).
It is a particular case in the family of symplectic collocation methods for time integration which is investigated
in (Kotyczka et al., 2018).
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One can see that the equivalent closed-loop stiffness Q̃1 can be shaped through the choice of Qc.
We first consider the pure damping injection case, i.e. varying Dc with Qc = 0. We consider
Dc = diag (αLab) with α denoting the damping coefficient. In Fig. 4.6(a) we can see that this
degree of freedom allows to damp the vibrations of the string to the detriment of the time response.
Next we fix α = 4000 corresponding to the slightly over-damped case in order to illustrate the effect of
the energy shaping on the achievable performances. For that we use the control by energy shaping.We
can see in Fig. 4.6(b) that we can speed up the closed-loop system by increasing the closed-loop
stiffness via energy shaping, without introducing any overshoot. The energy matrix of the controller
Qc = diag

(
β
Lab

)
, with β denoting the energy shaping parameter. A good dynamic performance is

achieved when β = 5× 106, which relates to an equivalent string stiffness of T̃ = 6.4× 106 N.
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Figure 4.6: Closed-loop Hamiltonian function and endpoint position in the fully-actuated case
with (a) pure damping injection and with (b) energy shaping plus damping injection.

The evolution of the distributed input and of the string deformation along time with damping
injection and energy shaping are given in Fig. 4.7(a) and (b) respectively. We can see in Fig. 4.7(a)
that the control remains smooth. Fig. 4.7(b) shows that the closed-loop stabilization time is about
3× 10−3s which is much faster than 8× 10−3s resulting from the pure damping injection case.

Figure 4.7: (a) Evolution of the closed-loop input signal and (b) deformation in the energy
shaping and damping injection case with full actuation, α = 4× 103, β = 5× 106.

4.3.2. Under-actuated case

We now consider that the control is achieved using m patches as depicted in Fig. 4.3. The aim
of the control design is to modify as far as possible the internal elasticity T̃ of the string to get
similar performances as in the fully-actuated case. We choose the controller matrix Bc = Jm
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with Jm ∈ Rm×m stemming from the discretization of ∂
∂ζ . According to (4.25) in Proposition 6,

Qc = J−Tm V Σ−1
0 UT1 QmU1Σ−1

0 V TJ−1
m .

Dc is chosen according to Remark 4.2.3, with desired time derivative of the Hamiltonian formulated
in (4.16) being the fully-actuated case, i.e. in order to satisfy min

Dc∈Rm×m
‖MDcM

T −diag (αLab)‖F .

As a results, the optimal Dc is given by D̂c = diag
(
αLab
k

)
.

We first consider the case with 10 patches, i.e. p = 50, m = 10 and k = 5. The evolution of the
string deformation as depicted in Fig. 4.8(a) is quite similar to that obtained in the fully-actuated
case in Fig. 4.7(b). This indicates that if the controller matrices Bc, Qc and Dc are adequately
selected, the achievable performances in the under-actuated case can be optimized in order to be
close to the ones obtained in the fully-actuated case. When the number of patches is reduced to 5,
these performances are slightly deteriorated at high frequencies as shown in Fig. 4.8(b).
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4
106 Closed loop Hamiltonian

10 patches
5 patches

0 2 4 6 8

time(s) 10-3

0

0.5

1

Endpoint position along time

Figure 4.8: (a) Closed-loop evolution of the deformation, (b) Hamiltonian function and endpoint
position in the under-actuated case for k = 5, and k = 10.

In order to illustrate the effect of the neglected dynamics on the achievable performances, we im-
plement the controller designed considering 10 patches on the discretized system with p = 50, to
a more precise model of the string derived using p = 200. In Fig. 4.9 we can see that, due to
the damping injection and the associated closed-loop bandwidth, the neglected dynamics does not
impact significantly the closed-loop response of the system to the considered initial condition. An
example of in-domain controller design on Timoshenko beam model has been investigated in (Liu
et al., 2021c; Le Gorrec et al., 2022).

Figure 4.9: Closed-loop evolution of the deformation of the high order system, and comparison
of the endpoint position of the low order and high order systems using the same controller.
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4.4. Summary

In this chapter, we focus on the in-domain distributed control of the infinite dimensional PH systems
using an early lumping approach. For the sake of clarity and compactness, the plant system is
formulated with the example of a dissipative vibrating string. For control design purposes, we extend
the Control by Interconnection method to the use of controllers distributed in space. The distributed
structural invariants, i.e. the Casimir functions, are employed to interconnect the state variables of
the discretized plant system and the state variables of the controller. This structure invariants allows
to modify the closed loop potential energy of the system, e.g. the stiffness of the vibrating string
example.
Two different cases of the controller design are investigated due to the independent number of
inputs. The first case pertains to the ideal scenario in which the system is fully-actuated. The
second case, referred to as the under-actuated case, involves achieving control through the use of
piecewise homogeneous inputs. In this latter case, the controller is derived through an optimization
method.
As for the early lumping approach, we study the stability of the closed loop between the infinite
dimensional system and the finite dimensional controller. The closed loop system is asymptotically
stable since the proposed controller has PHS structure and the control by interconnection maintain
the passivity.
Simulations of both fully-actuated and under-actuated cases show that the damping injection renders
the system asymptotically stable, while the energy shaping improves the dynamic performances of
the closed loop system. Comparisons of the two cases also indicate that with an appropriate choice
of the controller parameters, one can achieve similar performances for the under and fully-actuated
cases over a given range of frequencies.



Chapter 5

Control of Mixed port Hamiltonian
systems

5.1. Introduction

In this chapter, we investigate the stabilization of the Mixed ODE-PDE (m-ODE-PDE) with the
actuation on the ODE part using the port Hamiltonian (PH) approach. The control design and the
stabilization problem of m-ODE-PDE have been successfully tackled in different control scenarios
using backstepping techniques. In particular, the stabilization problem for sandwiched parabolic
m-PDE-ODE systems with control on the PDE boundaries and on the set of ODE has been solved
on (Deutscher, 2015; Wang and Krstic, 2019), respectively. Moreover, backstepping control design
has been applied to obtain the exponential stabilization of a class of heterodirectional hyperbolic m-
ODE-PDE with actuation on the PDE boundaries (Meglio et al., 2018). Further, this result has been
extended firstly to the same class of systems with space dependent parameters (Deutscher et al.,
2019), and secondly for a class of heterodirectional m-ODE-PDE-ODE systems with actuation on
one set of ODE (Deutscher et al., 2018). In this latter work, exponential stability is achieved trough
a control law that, to be implementable, needs the use of an observer. In this work, we propose
an asymptotically stabilizing static control strategy for a different class of hyperbolic m-ODE-PDE
systems, that in most applications does not need the implementation of a dynamical controller.
It has been proven that linear operator equations of the form

ẋ = Ax+Bu x(0) = x0

y = Cx
(5.1)

with A generator of a bounded group (i.e. supt∈R ||T (t)|| <∞) on a infinite dimensional state space
X, and input matrix B ∈ L(Rn, X), are not exponentially stabilizable with classical bounded linear
feedback u = −Fx with F ∈ L(X,Rn)(see in Lemma 8.4.1 of (Curtain and Zwart, 2020)). However,
it has been shown that it is possible to use a “strong dissipation" feedback term u = Kp

∂
∂t(Cx)

instead of the classical dissipation term. This type of feedback has already been applied and studied
for specific sets of mixed ODE-PDE. In fact, the strong dissipation feedback has been used in
(Morgül et al., 1994) to exponentially stabilize a wave equation with dynamic boundary conditions
or in (Conrad and Morgül, 1998) for an Euler Bernoulli beam with a tip mass (see also (de Queiroz
et al., 1999, 1997) for other examples). Compared to the these previous works that use the strong
dissipation feedback (Rao, 1995), we extend the class of linear systems that could be interconnected
at the boundary, allowing the presence of a position control or, equivalently, the presence of a
spring. The combined strong dissipation and position control has already been obtained using
backstepping techniques in (d’ Andréa-Novel and Coron, 2000) for the specific case of a wave
equation with dynamic boundary conditions. In (d’ Andréa-Novel and Coron, 2000), the authors
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carried out the analysis without position control term, concluding exponential stability of the closed-
loop system. Besides, the strong dissipation with position control applied to a translating and
rotating Timoshenko’s beam in contact scenario has already been studied in (Endo et al., 2017),
where exponential stability has been proved.
In this chapter, the considered m-PDE-ODE system is presented in Section 5.2. Then we investigate
on the strong dissipation control for the m-PDE-ODE that encloses a variety of practical applications.
First the strong strong dissipation without position control is considered in Section 5.3. With the use
of Lyapunov argument and the help of PH structure of closed loop system, we show the wellposedness
and the exponential stability of the closed-loop system. A Vibrating string with tip mass is used
to show the effectiveness of the proposed strong dissipation control law. Secondly, we generalize
the concept of combined strong dissipation and position control for the considered m-PH systems
in Section 5.4. In this case, we propose a Lyapunov argument to show the asymptotic stability of
the closed-loop system. The stability proof makes use of the properties of infinite dimensional PH
systems. The effectiveness of the proposed control law is shown via the application on a Rotating
translating flexible beam on the free side, together with a simulation comparison with a simple PD
control law.

5.2. Mixed PH systems

In this section we would like to design different stabilizing control laws for a class of m-PH systems.
Let z ∈ L2([0, L],Rn), p ∈ Rm and consider the following m-PH system, as depicted in Figure 5.1ż

ṗ

 =

P1
∂
∂ξ (Hz) + P0(Hz)
−yz + u


y = M−1p uz = y

(5.2)

where H ∈ C1([0, L];Rn×n), H(ξ) is self adjoint for all ξ ∈ [0, L] and cI ≤ H(ξ) ≤ CI for all
ξ ∈ [0, L] and some C, c > 0 independent of ξ, P1 ∈ Rn×n is invertible and self adjoint, P0 ∈ Rn×n
is skew adjoint, and with input output operators of the infinite dimensional part defined as

uz = B1(Hz) = WB,1

f∂
e∂

 B2(Hz) = WB,2

f∂
e∂


yz = C1(Hz) = WC,1

f∂
e∂

 C2(Hz) = WC,2

f∂
e∂

 (5.3)

such that rank(WB,1) = rank(WC,1) = m, and rank(WB,2) = rank(WC,2) = n − m and
[
f∂
e∂

]
defined in Definition 2.13. Note that the output yz(t) has the same dimension as the input uz(t).
We define the complete input and output operators as the composition of the previously defined
operators

B(Hz) =

B1(Hz)
B2(Hz)

 =

WB,1

WB,2

f∂
e∂

 = WB

f∂
e∂


C(Hz) =

C1(Hz)
C2(Hz)

 =

WC,1

WC,2

f∂
e∂

 = WC

f∂
e∂

 (5.4)

with boundary flow and effort defined in Definition 2.13.

Remark 5.2.1. The output operator C(Hz) is a point evaluation of the state z(ξ, t), therefore
it is a bounded operator from the state space Z to the output space Rn, hence an admissible
observation operator according to Definition (5.2.1). ♦
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ṗ = −yz + u

y = M−1p

ż = J z
B1(Hz) = uz

C1(Hz) = yz

yz uz

u y

Figure 5.1: Considered class of m-PH systems.

We now recall the conditions for the m-PH system (5.2)-(5.4) and that will be assumed throughout
the rest of this chapter.

Assumption 5.2.1. 1. The matrix
[
WB
WC

]
is invertible;

2. WB and WC are such that WBΣW T
B WBΣW T

C

WCΣW T
B WCΣW T

C

 =
[

0 I
I 0

]
. (5.5)

♦ Before bringing the main results on the control design, we recall the following definition and
theorem of approximately observability.

Definition 5.2.1. Consider the linear system Σ(A,−, C,−). The operator C : X 7→ Y is called
an admissible observation operator for T (t) if the estimate∫ τ

0
||CT (t)x0||2dt ≤ k(τ)||x0||2 (5.6)

holds for every τ > 0 and for every x0 ∈ D(A). ♦
If C ∈ L(X,Y ) then obviously it is admissible. In the following theorem, we make the connection
between the approximate observability concept and the fact that the only solution of a homogeneous
boundary control problem with constant output and zero as the only equilibrium position is the zero
solution.

Lemma 5.2.1. For the linear system Σ(A,−, C,−)the following statements are equivalent

1. If y(t) is constant, then x0 = 0.

2. Σ(A,−, C,−) is approximately observable and its only equilibrium point is the origin.

♦

Proof. 1) ⇒ 2) Let x0 be such that the output y(t) of Σ(A,−, C,−) is identically zero. By 1)
we see that x0 = 0, and thus Σ(A,−, C,−) is approximately observable.
Let xeq be an equilibrium solution, then 0 = Axeq, and the corresponding output (corresponding
to x(t) ≡ xeq) is y(t) = Cxeq. This is constant, and so by 1) xeq = 0.
2) ⇒ 1) Let y(t) be a constant output of Σ(A,C) and let x(t) be the corresponding state
trajectories. Define y∆(t) := y(t+ t1)− y(t) = 0, t1 > 0. The corresponding state trajectories
is x∆(t) = x(t + t1) − x(t). By approximate observability we have that x∆(0) = 0. Thus
x(t1) − x(0) = 0. Since t1 was arbitrary, we have that x(t) ≡ x(0), and thus x(0) is an
equilibrium solution. By assumption we conclude that x(0) = x0 = 0.
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This lemma will be applied to the infinite dimensional part of the obtained closed-loop system in
order to find the large invariant subspace of the space for which the Lyapunov functional’s derivative
is zero.
In Lemma 5.2.1 we have shown the relation between the approximate observability property and the
fact that a system admits zero as only solution. In the following theorem we give the conditions to
obtain approximate observability for the class of 1-D dpH systems present in (5.2)-(5.4).

Theorem 5.2.1. Consider the equation

ż = P1
∂

∂ξ
(Hz) + P0(Hz) = J z (5.7)

and boundary input/output operators (5.3)-(5.4), with homogeneous boundary conditions B(Hz) =
0. Assume that the input/output of the system are chosen such that

||Hz(0, t)||2 ≤ ||uz(t)||2 + ||yz(t)||2

or

||Hz(L, t)||2 ≤ ||uz(t)||2 + ||yz(t)||2
(5.8)

then the system is approximately observable with respect to the yz = C1(Hz) output. ♦

Proof. We know that J is a skew-adjoint, therefore its eigenvalues belong to the imaginary
axis. Operator (5.7) generates a unitary group if and only if it is a skew-adjoint operator (see
Theorem 2.32 in (Luo et al., 2012)) and by Theorem 2.28 in (Villegas, 2007), its resolvent is
compact, then we know by Theorem A.4.19 (Curtain and Zwart, 2020), that its eigenvectors
forms an orthonormal basis. Since an orthonormal basis is a special case of a Riesz-Basis,
operator (5.7) is a Riesz-spectral operator. Consequently, using theorem 6.3.6 of (Curtain and
Zwart, 2020), to check that the system is approximately observable we have to show that there
exists no eigenvector in the kernel of C1. To show this, assume by contradiction that there
exists an eigenvector v such that C1v = 0. We now consider the first inequality of (5.8) to hold.
Using the homogeneous boundary conditions together with yz = C1v = 0 in the first inequality
of (5.8), we obtain Hz(0, t) = 0. We integrate both side of the eigenvalue problem’s equation
(obtained imposing z = v(ξ)eiwt in (5.7), where v is the eigenvector and iw the corresponding
eigenvalue)

iwv(ξ) = P1
∂

∂ξ
(Hv)(ξ) + P0(Hv)(ξ) (5.9)

to obtain

iw

∫ s

0
v(ξ)dξ = P1

∫ s

0

∂

∂ξ
(Hv)(ξ)dξ +

∫ s

0
P0(Hv)(ξ)dξ∫ s

0
(wH−1(ξ)− P0)(Hv)(ξ)dξ = P1[(Hv)(s)− (Hv)(0)]∫ s

0
(wH−1 − P0)Hv(ξ)dξ = P1(Hv)(s)

(5.10)

With P1 being full rank, the former equation is equivalent to

(Hv)(s) = P−1
1

∫ s

0
g(ξ)(Hv)(ξ)dξ, (5.11)

with g(ξ) = (iwH−1(ξ)− P0). From the former equation we get

||(Hv)(s)|| ≤ ||P−1
1 ||

∫ s

0
||g(ξ)Hv(ξ)||dξ

≤ ||P−1
1 ||

∫ s

0
||g(ξ)|| · ||Hv(ξ)||dξ

≤ K

∫ s

0
||Hv(ξ)||dξ
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since both P−1
1 and ||g(ξ)|| are bounded from above. Using the integral form of the Gronwall’s

Lemma we obtain that
||(Hv)(s)|| ≤ 0, (5.12)

that implies (Hv)(s) ≡ 0, which since H(ξ) ≥ mI with m > 0 implies v(s) ≡ 0, that is a
contradiction to the fact that v is an eigenvector. If the second inequality of (5.8) holds instead
of the first one, we obtain Hz(L, t) = 0. Therefore, we integrate (5.9) from s to L such that

iw

∫ L

s
v(ξ)dξ = P1

∫ L

s

∂

∂ξ
(Hv)(ξ)dξ +

∫ L

s
P0(Hv)(ξ)dξ. (5.13)

The rest of the proof follows in a similar manner as before.

An immediate consequence is that a 1-D dpH system with a sufficient number of inputs and constant
boundary output admits zero as only solution if the origin is its only equilibrium point.

Corollary 5.2.1. Consider the dpH system (5.7) with boundary input/output and operators
defined in (5.3)-(5.4). Assume that the input/output of the system are selected such to fulfil
(5.8), then if yz(t) is constant and the origin is the only equilibrium point, then z(t) ≡ 0 for all
t ≥ 0. ♦

Proof. It is a direct consequence of Lemma 5.2.1 and Theorem 5.2.1.

In the following, we will present the strong dissipation control applicable to the considered class of
m-PH systems. At the end, we present an application of the proposed control law for the clamped-
free vibrating string with moving mass attached to the free side. The example are endowed with
numerical simulations that have been performed using Matlab®.

5.3. Strong dissipation control of a m-PH system

In this section we propose an (unbounded) linear feedback that allows to exponentially stabilize the
considered class of system:

u(t) = −RpM−1p−RpM−1KpC1(Hz)−Kp
d

dt
(C1(Hz)) (5.14)

where Rp = diag([rp,1 . . . rp,m]) ∈ Rm×m, Kp = diag([kp,1 . . . kp,m]) ∈ Rm×m and the last term
is known in the literature of stabilization of mixed PDEs-ODEs systems as strong dissipation feedback.
The proposed linear feedback is unbounded because it contains a time derivative of the state: even if
the state is bounded, there is no a priori assurance that also the control law is bounded.The control
law (5.14) uses the output C1(Hz) of the distributed parameter part together with the standard
output y = M−1p of the system. Since all the variables needed to the application of the control law
can be obtained through the use of sensors, we can class the control law (5.14) as output feedback.
This type of control law has also been used in the stabilization of flexible beams, and it is normally
referred to as strain rate feedback (Weldegiorgis et al., 2014). In case of application on moving
flexible beams, this control input can be computed calculating an approximated and filtrated version
of the time derivative of the strain measurement as explained in (de Queiroz et al., 1999). Applying
the control law (5.14) to system (5.2), we obtain the closed-loop system depicted in Figure 5.2 of
equations  ż = P1

∂
∂ξ (Hz) + P0(Hz)

ṗ = −C1(Hz)−RpM−1(p+KpC1(Hz))−Kp
d
dt(C1(Hz)).

(5.15)
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To analyse the resulting closed-loop system we perform the change of variable η = p+KpC1(Hz).
Therefore, we define x = [ zη ] ∈ X = L2([a, b],Rn) × R2m such to write the system as a linear
operator equation

ẋ = Ax =

 P1
∂
∂ζ (Hz) + P0(Hz)

−C1(Hz)−RpM−1η

 (5.16)

with domain defined as

D(A) =
{
x ∈ X | z ∈ H1([a, b], Rn),

B1(Hz) = M−1(η −KpC1(Hz)),B2(Hz) = 0
}
.

(5.17)

We define the inner product

〈x1, x2〉X = 〈z1,Hz2〉L2 + ηT1 M
−1η2 (5.18)

and we equip the state space X with the associated norm ||x|| =
√
〈x, x〉X . Since the made change

of variables is bounded and invertible, studying the stability of (5.16) is equivalent to studying the
stability of (5.15).
To conclude about exponential stability of the closed-loop system (5.16)-(5.17), throughout this
section we assume the following assumption on the number of actuated inputs for the infinite
dimensional part.

Assumption 5.3.1. The m input/output of the system are chosen such that

||Hz(0, t)||2 ≤ ||uz(t)||2 + ||yz(t)||2

or

||Hz(L, t)||2 ≤ ||uz(t)||2 + ||yz(t)||2.

(5.19)

♦
In practice, these inequalities require that we have all the boundary controls at least at one side
of the spatial domain. We want to remark that these inequalities are the same required also in
Theorem 5.2.1, to conclude about approximate observability of a 1-D dpH system. Moreover, these
same inequalities are required in (Ramirez et al., 2017) in order to have a 1-D dpH system that is
exponentially stabilizable.
We start by showing that the closed-loop operator generates a contraction C0-semigroup in the
defined state space X.

ż = J z
B1(Hz) = uz

C1(Hz) = yz

yz uz

y

Kp
d
dtRpM

−1Kp

ṗ = −(RpM
−1Kp + I)yz

−RpM−1p−Kp
d
dtyz

y = M−1p

Figure 5.2: m-PH system in closed-loop with a strong feedback control law.
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Theorem 5.3.1. Under Assumption 5.2.1, system (5.16) with domain defined by (5.17) gen-
erates a contraction C0-semigroup in the state space X and has a compact resolvent. ♦

Proof. Thanks to Theorem 1.3.1 (Mattioni, 2021) we only have to show that the operator A with
domain D(A) is dissipative in the norm associated to the state space X. Therefore, knowing
that yz = C1(Hz), we compute

〈Ax, x〉 = 〈J z, z〉Z + (−C1(Hz)−RpM−1η)TM−1η

= yTz uz − C1(Hz)TM−1η − (M−1η)TRp(M
−1η)

= yTzM
−1(η −Kpyz)− yTzM−1η − (M−1η)TRp(M

−1η)

= −yTz KpM
−1yz − (M−1η)TRp(M

−1η) ≤ 0.

(5.20)

This shows that the operator A is dissipative in X and therefore that generates a contraction
C0-semigroup in X and has a compact resolvent.

In the following lemmas we show some inequalities that will be necessary for the exponential stability
proof of the closed-loop operator.

Lemma 5.3.1. Let x(ζ, t) be a solution generated by (5.16)-(5.17). Under Assumption 5.3.1
there exists a constant α > 0 such that the state trajectories satisfies

α
(
||Hz(0, t)||2 + ||η||2

)
≤ yTz KpM

−1yz + (M−1η)TRp(M
−1η)

or

α
(
||Hz(L, t)||2 + ||η||2)

)
≤ yTz KpM

−1yz + (M−1η)TRp(M
−1η).

(5.21)

♦

Proof. Use equation (5.19) and (5.17) to write

||Hz(0, t)||2 + ||η(t)||2 ≤ ||uz||2 + ||yz||2 + ||η||2

= ||M−1(η +Kpyz)||2 + yTz yz + ηTM−1η
(5.22)

that since we are considering the norm associated to the inner product (5.18)

||Hz(0, t)||2 + ||η(t)||2 ≤ (η +Kpyz)
TM−2(η +Kpyz) + yTz yz

+ηTM−1η

= yTz (K2
pM

−2 + I)yz + ηT (M−2 +M−1)η

+2ηM−2Kpyz.

(5.23)

Then, we use the inequality

2ηM−2Kpyz ≤ yTz K2
pM

−2yz + ηTM−2η (5.24)

together with the fact that M and Kp are diagonal matrices, to write

||Hz(0, t)||2 + ||η(t)||2 ≤ yTz (2K2
pM

−2 + I)yz + ηT (2M−2 +M−1)η

= yTz Kp(2KpM
−1 +K−1

p M)M−1yz

+(M−1η)TRpR
−1
p (2I +M))(M−1η)

≤ γ1y
T
z KpM

−1yz + γ2(M−1η)TRp(M
−1η)

≤ max{γ1, γ2}(yTz KpM
−1yz + (M−1η)TRp(M

−1η))

(5.25)
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where γ1 and γ2 are the biggest eigenvalues of 2KpM
−1+K−1

p M and R−1
p (2I+M), respectively.

Finally define

α =
1

max{γ1, γ2}
(5.26)

such that equation (5.21) follows.

Lemma 5.3.2. Let x(ζ, t) be a solution generated by the closed-loop system (5.16) - (5.17),
then under Assumption 5.2.1 and 5.3.1 the functional

V (x) =
1

2
〈x, x〉X =

1

2

∫ L

0
z(ξ, t)THz(ξ, t)dξ +

1

2
ηTM−1η (5.27)

is a Lyapunov functional and satisfies for t > 2γL, where γ is such that P−1
1 + γH(ξ) and

−P−1
1 + γH(ξ) are positive definite,

c1(t)V (x(t)) ≤
∫ t

0
||Hz(0, τ)||2dτ +

∫ t

0
||η(τ)||2dτ (5.28)

where c1(t) = 2(t−2γL)
β1

, β1 = max{L, 1} or

c2(t)V (x(t)) ≤
∫ t

0
||Hz(L, τ)||2dτ +

∫ t

0
||η(τ)||2dτ (5.29)

where c2(t) = 2(t−2γL)
β2

, β2 = max{LeκL, 1} and κ is such that H(ξ)P T0 P
−1
1 + P−1

1 P0H(ξ) +
∂H
∂ξ (ξ) ≤ κH(ξ). ♦

Proof. We define the function F : [0, L] 7→ R by

F (ξ) =

∫ t−γξ

γξ
zT (ξ, τ)H(ξ)z(ξ, τ)dτ, ξ ∈ [0, L], (5.30)

where we assume that γ > 0 and t > 2γL. Differentiating the function F with respect to ξ gives

dF
dξ (ξ) =

∫ t−γξ

γξ
zT (ξ, τ)

∂

∂ξ
(H(ξ)z(ξ, τ))dτ

+

∫ t−γξ

γξ

(
∂

∂ξ
z(ξ, τ)

)T
H(ξ)z(ξ, τ)dτ

−γzT (ξ, t− γξ)H(ξ)z(ξ, t− γξ)− γzT (ξ, γξ)H(ξ)z(ξ, γξ).

(5.31)

After some similar passages as in the proof of Lemma 9.1.2 in (Jacob and Zwart, 2012) we get

dF
dξ (ξ) = −

∫ t−γξ

γξ
zT (ξ, τ)

(
H(ξ)P T0 P

−1
1 + P−1

1 P0H(ξ) +
∂H
∂ξ

(ξ)

)
z(ξ, τ)dτ

−zT (ξ, t− γξ)
(
−P−1

1 + γH(ξ)
)
z(ξ, t− γξ)

−zT (ξ, γξ)
(
P−1

1 + γH(ξ)
)
z(ξ, γξ).

(5.32)

Now we select γ large enough, such that P−1
1 + γH and −P−1

1 + γH are positive definite, such
to obtain

dF

dξ
(ξ) ≤ −

∫ t−γξ

γξ
zT (ξ, τ)

(
H(ξ)P T0 P

−1
1 + P−1

1 P0H(ξ) +
∂H
∂ξ

(ξ)

)
z(ξ, τ)dτ. (5.33)
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Since P1 and P0 are constant matrices and ∂H
∂ξ (ξ) is bounded, there exists a constant κ > 0

such that for all ξ ∈ [0, L] we have

H(ξ)P T0 P
−1
1 + P−1

1 P0H(ξ) +
∂H
∂ξ

(ξ) ≥ κ1H(ξ) (5.34)

and therefore we obtain
dF

dξ
(ξ) ≤ −κ

∫ t−γξ

γξ
zT (ξ, τ)H(ξ)z(ξ, τ)dτ = −κ1F (ξ). (5.35)

The former inequality implies

F (ξ) ≤ e−κξF (0) for ξ ∈ [0, L], (5.36)

that in turn means F (ξ) ≤ F (0). In order to obtain the second inequality (5.29) we select

F (ξ) =

∫ τ−γ(L−ξ)

γ(L−ξ)
z(ξ, t)THz(ξ, t)dt. (5.37)

instead of (5.30) and following the same passages as in Lemma 9.1.2 of (Jacob and Zwart, 2012),
it is possible to obtain that F (ξ) ≤ eκLF (0) where κ is such that

H(ξ)P T0 P
−1
1 + P−1

1 P0H(ξ) +
∂H
∂ξ

(ξ) ≤ κH(ξ). (5.38)

We now compute the time derivative of (5.27) using Assumption 5.2.1 and the A dissipativity

V̇+(x) = 〈x,Ax〉X ≤ 0. (5.39)

Therefore, the functional V is a Lyapunov functional. For the rest of the proof we proceed
similarly to the proof of Lemma 4.1 in (Ramirez et al., 2014).
Using the fact that the Lyapunov functional (5.27) is non-increasing along the system’s trajec-
tories, it holds ∫ t−γL

γL
V (x(τ))dτ ≥ V (x(t− γL))

∫ t−γL

γL
1dτ

= (t− 2γL)V (x(t− γL)).

(5.40)

We use again the non-increasing property of the Lyapunov functional to write

2(t− 2γL)V (x(t))

≤ 2(t− 2γL)V (x(t− γL))

≤ 2

∫ t−γL

γL
V (x(τ))dτ

=

∫ L

0

∫ t−γL

γL
zT (ξ, τ)Hz(ξ, τ)dτdξ +

∫ t−γL

γL
||η(τ)||2dτ

≤
∫ L

0

∫ t−γξ

γξ
zT (ξ, τ)Hz(ξ, τ)dτdξ +

∫ t

0
||η(τ)||2dτ

(5.41)

where, for the last inequality, we have increased the integration time. Use definition (5.30) and
increase once again the integration interval of the second term to obtain

2(t− 2γL)V (x(t)) ≤
∫ L

0
F (ξ)dξ +

∫ t

0
||η(τ)||2dτ

≤ LF (0) +

∫ t

0
||η(τ)||2dτ

= L

∫ t

0
z(0, τ)THz(0, τ)dτ +

∫ t

0
||η(τ)||2dτ

≤ β

(∫ t

0
||Hz(0, τ)||2dτ +

∫ t

0
||η(τ)||2dτ

)
(5.42)
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where β = max{L, 1}. Hence, we obtain

2(t− 2γL)

β
V (x(t)) ≤

∫ t

0
||Hz(0, τ)||2dτ +

∫ t

0
||η(τ)||2dτ (5.43)

that shows inequality (5.28) with c(τ) = 2(t−2γL)
β . The other inequality is obtained using

F (ξ) ≤ F (L)eκL instead of F (ξ) ≤ F (0) in (5.42)

2(t− 2γL)V (x(t)) ≤
∫ L

0
F (ξ)dξ +

∫ t

0
||η(τ)||2dτ

≤ LF (0)eκL +

∫ t

0
||η(τ)||2dτ

= LeκL
∫ t

0
z(0, τ)THz(0, τ)dτ +

∫ t

0
||η(τ)||2dτ

≤ β2

(∫ t

0
||Hz(0, τ)||2dτ +

∫ t

0
||η(τ)||2dτ

)
(5.44)

where β2 = max{LeκL, 1}.

Now we are in position to state the theorem on exponential stability of the origin of the closed-loop
operator.

Theorem 5.3.2. Under Assumption 5.2.1 and Assumption 5.3.1, the origin of the closed-loop
system described by equations (5.16)-(5.17) is exponentially stable. ♦

Proof. We use equations (5.20) and (5.39) to obtain

V̇+(x) = −yTz KpM
−1yz − (M−1η)TR(M−1η). (5.45)

We use inequality (5.21) in the above equation

V̇+(x) ≤ −α
(
||Hz(0, t)||2 + ||η||2

)
(5.46)

and integrating in time between 0 and t both sides of the above equation and using inequality
(5.28), we obtain

V (x(t))− V (x(0)) ≤ −α
(∫ t

0
||Hz(0, τ)||2dτ +

∫ t

0
||η(τ)||dτ

)
≤ −αc(t)V (x(t))

(5.47)

which implies,

V (x(t)) ≤ 1

1 + αc(t)
V (x(0)). (5.48)

It is possible to see that the Lyapunov functional V is equivalent to the square norm of the
state, hence the above equation implies

||x(t)||2 ≤ 1

1 + αc(t)
||x(0)||2. (5.49)

Let T (t) be the semigroup generated by the operator A. From the latter equation we obtain
for all x0 ∈ X

||T (t)x0||2 ≤
1

1 + αc(t)
||x0||2 (5.50)

that is equivalent to

||T (t)||2 ≤ 1

1 + αc(t)
. (5.51)
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Since c(t) is a positive function such that c(t)→∞ for t→∞, there exists a t∗ > 0 such that
||T (t)|| < 1 for all t > t∗. Consequently w0 = inft>0

(
1
t log ||T (t)||

)
< 0 and by Theorem 5.1.5

(Jacob and Zwart, 2012) we can conclude that there exist constants Mw > 0 and w < 0 such
that ||T (t)|| ≤Mwe

wt for all t ≥ 0.

Remark 5.3.1. The previous theorem states that the norm of the state ||x(t)|| can be bounded
by an exponential, i.e.

||x(t)|| ≤Mwe
wt||x0|| (5.52)

with w < 0 and in general Mw ≤ 0. The constant Mw is not a priori known and is in general
strictly greater than zero. ♦
In the following example we show how to apply the strong dissipation feedback control law to an
applicative example, and how it is possible to compute the exponential bound of the system’s state
norm along time.

Example 5.3.1 (Vibrating string with tip mass and Strong dissipation control). We study the
control problem of the stabilization of a clamped string with tip mass on the other side using a
force applied on the tip mass. The model is written as the following form:

ż = P1
∂
∂ξ (Hz) = J z

ṗ = −C1(Hz) + f(t),
(5.53)

with matrix P1 and the energy density defined as

P1 =

0 1

1 0

 H(ξ) =

 1
ρ(ξ) 0

0 T (ξ)

 . (5.54)

and domain of the J operator

D(J ) =

{
z ∈ L2([0, L],R2) | (Hz) ∈ H1([0, L],R2),B1(Hz) =

1

m
p, B2(Hz) = 0

}
. (5.55)

The energy variable z = [z1 z2]T and p are defined as:

z1(ξ, t) = ρ(ξ)
∂w

∂t
(ξ, t), z2(ξ, t) =

∂w

∂ξ
(ξ, t), p(t) = m

dw

dt
(0, t), (5.56)

and we define the input output operators for the string equation

B(Hz) =

B1(Hz)
B2(Hz)

 =

 1
ρ(0)z1(0, t)

1
ρ(L)z1(L, t)

 ,
C(Hz) =

C1(Hz)
C2(Hz)

 =

−T (0)z2(0, t)

T (L)z2(L, t)

 . (5.57)

The energy of the vibrating string with a tip mass can be expressed as

E(z, p) =
1

2
〈z,Hz〉L2 +

1

2m
p2. (5.58)

The control objective is to stabilize the system in the zero state p = 0, z = 0, as depicted in
Figure 5.3. Consider the closed-loop operator (5.16)-(5.17) with matrices and input-output oper-
ators corresponding to the vibrating string with a tip mass introduced in (5.53). The considered



60 CHAPTER 5. CONTROL OF MIXED PORT HAMILTONIAN SYSTEMS

Table 5.1: Simulation parameters; strong dissipation example

Name Variable Value

String’s Length L 1 m

Density ρ 1 kg
m

Tension T 1

Tip’s mass m 1 kg

physical parameters are listed in Table 5.1, while the control parameters are selected such that
kp = 0.7, rp = 5. We notice that

||Hz(0, t)||2 = || 1
ρ(0)z1(0, t)||2 + ||T (0)z2(0, t)||2

= ||uz(t)||2 + ||yz(t)||2
(5.59)

and therefore, according to Theorem 5.3.2, the origin of the string equation with a tip mass
(5.53) in closed-loop with a strong dissipation feedback (5.14) is exponentially stable.
Therefore, we can compute all the parameters necessary to find the exponential bound of the
state’s norm. In particular, according to Lemma 5.3.2 we can compute that for a wave equation
with varying parameters

γ > max
ξ∈[0,L]

√
ρ(ξ)

T (ξ)
. (5.60)

Then, γ1 = 2kpm
−2 + kp−1 γ2 = r−1

p (2m−1 + m). Considering the control and the system’s
parameters in Table 5.1, we find

γ = 1 β = 1 γ1 = 2.83 γ2 = 0.60 (5.61)

and consequently α = 0.35.

For the simulation propose, we use the methodology introduced in Section 2.2 of Chapter 2 in
(Mattioni, 2021) to discretize the system (5.53). The initial conditions are set as following
z1(ξ, 0) = 0, z2(ξ, 0) = sin(2π ξL) − ξ + 1, η = 0. In Figure 5.4 and 5.5a are shown the
string deformation and the Energy behaviour along time, respectively. In Figure 5.5b we plot
the state’s norm together with the exponential bound assured by Theorem 5.3.2. As highlighted
in Remark 5.3.1, the system’s norm is bounded by an exponential ||x(t)|| ≤ Mwe

w0t||x0|| for
t ≥ 0. The exponential bound has been computed as w0 = inft>0

(
1
t log ||T (t)||

)
through Matlab®

numerical methods, using the C0-semigroup norm defined in (5.51), and it results to be equal to
w0 = −0.1099. It is worth to remark that the exponential bound in Figure 5.5b has been plotted
fixing the parameter Mw = 1.03, that has been decided only after the state’s norm decay was
obtained. This to say that in case the parameter Mw is needed for any set of initial conditions,
a more sharper analysis has to be carried. ♦

m

w(ξ, t)
f(t)

Desired
equilibrium

Figure 5.3: String with a tip mass with origin equilibrium point.
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Figure 5.4: String deformation along time.

The control law introduced in this section allows to stabilize the variables z and p without any
control on the position of the tip mass. If the control objective is to stabilize the system in a desired
position, we are forced to add in the control law a term proportional to the position, that will be
investigated in the next section.

5.4. Strong dissipation plus position control of a m-PH system

In this section we add to the control law (5.14) the term corresponding a new state variable q defined
as the time integral of the momenta p multiplying the inverse of the mass matrix

q(t) =

∫ t

0
M−1p(τ)dτ. (5.62)

Since the quantity M−1p physically corresponds to a velocity, its time integral corresponds to a
position configuration in case the modelled system corresponds to a mechanical mechanism. Adding
this variable in the control-loop means that the controller will be able to steer the mechanism to a
desired configuration. In this purpose, we propose the following control law

u = −RpM−1p−Kq + (I −RpM−1Kp)C1(Hz)−Kp
d

dt
(C1(Hz)), (5.63)

where Rp = diag([rp,1 . . . rp,m]), K = diag([k1 . . . km]), Kp = diag([kp,1 . . . kp,m]) ∈ Rm×m,
where rp,i, ki, kp,i > 0 for i ∈ {1, . . . ,m}. A very similar control law has been obtained in (d’
Andréa-Novel and Coron, 2000) using a baskstepping control design. From an intuitive point of view,
the first two terms corresponds to a PD controller, the last term corresponds to a strong dissipation
feedback, while the third term modifies the gain of the restoring force, relating it to the dissipation
matrix Rp and the strong dissipation matrix Kp. For the same reasons explained in the the previous
Section 5.3, we can consider the control law (5.63) as an output feedback. The closed-loop system
obtained by applying (5.63) to (5.2) is depicted in Figure 5.6 and writes ż = P1

∂
∂ξ (Hz) + P0(Hz)

ẋf = (J −R)Qxf − g1RpM
−1KpC1(Hz)− g1Kp

d
dt(C1(Hz)),

(5.64)
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(a) Lyapunov functional evolution along time.
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Figure 5.5: Lyapunov functional and state’s norm.

where the finite dimensional state is xf = [ pq ], and the matrices are defined as

J =

0 −I
I 0

 R =

Rp 0

0 0

 Q =

M−1 0

0 K

 g1 =

I
0

 . (5.65)

To analyse the obtained closed-loop system we perform the change of variables η = p+KpC1z, such
to rewrite the system as  ż = P1

∂
∂ξ (Hz) + P0(Hz)

v̇ = (J −R)Qv + g2M
−1KpC1(Hz),

(5.66)

where, g2 =
[

0
I

]
and v = [ ηq ] ∈ R2m. This system can be written as a linear operator equation of

the form

ẋ = Ax =

 P1
∂
∂ξ (Hz) + P0(Hz)

−g2M
−1KpC1(Hz) + (J −R)Qv

 (5.67)

ṗ = −RpM−1p−Kq + u

q̇ = M−1p

y = M−1p

ż = J z
B1(Hz) = uz

C1(Hz) = yz

uz

y

yz

Kp
d
dtRpM

−1Kp

u

Figure 5.6: m-PH system in closed-loop with a strong dissipation feedback plus position control
law.
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with domain defined as

D(A) =
{
x ∈ L2([a, b],Rn)× R2m | Hz ∈ H1([a, b],Rn),

B1(Hz) = M−1(η −KpC1z),B2(Hz) = 0
} (5.68)

and state defined as x =

z
v

. The closed-loop operator is defined as the non-power preserving

interconnection between an infinite and a finite dimensional linear pH systems. Since the intercon-
nection is not power preserving, it is not possible to show the contraction C0-semigroup generation
in L2([a, b],Rn)×R2m equipped with the energy norm, as in classical interconnected m-PH systems
(Villegas, 2007). Hence, in the next theorem we show that the closed-loop operator generates a
contraction C0-semigroup in L2([a, b],Rn) × R2m equipped with a special (energy-like) weighted
norm.

Theorem 5.4.1. Under Assumption 5.2.1, there exists a weighted L2([a, b],Rn) × R2m space
such that the closed-loop operator (5.67) with domain defined by (5.68) generates a contraction
C0-semigroup on this space, provided that r2

i ≥ miki for all i ∈ {1, . . . ,m}. Moreover the
operator A has a compact resolvent. ♦

Proof. Using Theorem 1.3.1 in (Mattioni, 2021), we only have to show that there exists a space
on which the operator A is dissipative. We define a new space Γ = L2([a, b],Rn) × R2m with
inner product

〈x1, x2〉Γ = 〈z1, z2〉Z + vT1 Mvv2 (5.69)

where

Mv =

K−1M−1RpK
−1
p K−1

p

K−1
p 2KMR−1

p K−1
p

 =

A11 A12

A21 A22

 . (5.70)

To check the positive definitiveness of Mv we use the Schur complements. In fact, since all the
matrices in (5.70) are strictly positive definite, A22 and A11 − A12A

−1
22 A21 are strictly positive

definite matrices, from which it follows the positive definitiveness of Mv. We now check the
dissipativity of the operator A in the new space Γ, considering Lemma 1.2.1 in (Mattioni, 2021)
and taking into account that C1z = yz,

〈Ax, x〉Γ = 〈J z, z〉Z + ((J −R)Qv − g2M
−1Kpyz)

TMvv

= uTz yz − ηTK−1M−2R2
pK
−1
p η − 2ηTM−1RpK

−1
p q + ηTK−1

p M−1η

−qTKpKq + 2qTKR−1
p K−1

p η − ηTM−1yz − 2qTKR−1
p yz

= −yzKpM
−1yz − ηTK−1M−2R2

pK
−1
p η − 2ηTM−1RpK

−1
p q

+ηTK−1
p M−1η − qTKpKq + 2qTKR−1

p K−1
p η − 2qTKR−1

p yz.

(5.71)

Since all the matrices are diagonal, the previous inequality can be rewritten as

〈Ax, x〉Γ = −yzKpM
−1yz − ηT (K−1M−2R2

pK
−1
p −K−1

p M−1)η

2ηT (M−1RpK
−1
p −KR−1

p K−1
p )q − 2qTKR−1

p yz − qTK−1
p Kq

= −yzKpM
−1yz − ηTK−1M−2R2

pK
−1
p (I −KMR−2

p )η

2ηTK−1
p RpM

−1(I −KMR−2
p )q − 2qTKR−1

p yz − qTK−1
p Kq.

(5.72)
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We define Λ = KMR−2
p and we rewrite the former equality as

〈Ax, x〉Γ = −yzKpM
−1yz − 2qTKR−1

p yz − qT (K−1
p K −M−1K−1

p (I − Λ)ΛR2
p))q

−(Λ−
1
2 η +RpΛ

1
2 q)TM−1K−1

p (I − Λ)(Λ−
1
2 η +RpΛ

1
2 q)

= −yzKpM
−1yz − 2qTKR−1

p yz − qTK2MR−2
p K−1

p q

−(Λ−
1
2 η +RpΛ

1
2 q)TM−1K−1

p (I − Λ)(Λ−
1
2 η +RpΛ

1
2 q)

= −(K
1
2
p yz +KMR−1

p K
− 1

2
p q)TM−1(K

1
2
p yz +KMR−1

p K
− 1

2
p q)

−(Λ−
1
2 η +RpΛ

1
2 q)TM−1K−1

p (I − Λ)(Λ−
1
2 η +RpΛ

1
2 q).

(5.73)

The assumption that r2
i > miki for all i ∈ {1, . . . ,m} implies that the matrix (I −Λ) is strictly

positive definite. Therefore we obtain that 〈Ax, x〉Γ ≤ 0, and by means of Theorem 1.3.1 in
(Mattioni, 2021), we can conclude that the operator A generates a contraction C0-semigroup
in the space Γ and has a compact resolvent.

It is well known that if an operator is the infinitesimal generator of a C0-semigroup in a space equipped
with a certain norm, then it generates a C0-semigroup in all the spaces equipped with equivalent
norms. In the next corollary we show that the norm defined through (5.69) is equivalent to the
standard norm in L2([a, b],Rn) × R2m. Hence, this directly implies that the closed-loop operator
(5.67)-(5.68) generates a C0-semigroup in L2([a, b],Rn)× R2m equipped with the standard norm.

Corollary 5.4.1. Under Assumption 5.2.1, the closed-loop operator (5.67)-(5.68) generates a
C0-semigroup in L2([0, L],Rn)× R2m equipped with the standard norm

||x|| =
√
〈z, z〉L2 + vT v. (5.74)

♦

Proof. It is sufficient to show that the norm associated to the inner product (5.69)

||x||Γ =
√
〈z,Hz〉L2 + vTMvv, (5.75)

is equivalent to the standard norm, i.e. that there exist C > c ∈ R+ such that

c||x|| ≤ ||x||Γ ≤ C||x||. (5.76)

The first inequality of (5.76) can be rewritten as

c
√
〈z, z〉L2 + vT v ≤

√
〈z,Hz〉L2 + vTMvv, (5.77)

that is equivalent to
c2
(
〈z, z〉L2 + vT v

)
≤ 〈z,Hz〉L2 + vTMvv. (5.78)

The last inequality is fulfilled if

〈z, (c2I −H)z〉 ≤ 0, vT (c2I −Mv)v ≤ 0. (5.79)

Since H and Mv are strictly positive definite, it exists a constant c ∈ R such that both inequal-
ities hold. The second inequality in (5.76) can be rewritten as√

〈z,Hz〉L2 + vTMvv ≤ C
√
〈z, z〉L2 + vT v, (5.80)

and it holds if
〈z, (H− C2I)z〉 ≤ 0, vT (Mv − C2I)v ≤ 0. (5.81)
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Since the entries of both H and Mv are always finite, it exists a C ∈ R such that both these
inequalities are fulfilled. We therefore conclude that (5.75) is equivalent to the standard norm in
L2([0, L],Rn) × R2m. As a consequence, since the closed-loop operator (5.67)-(5.68) generates
a contraction C0-semigroup in L2([0, L],Rn) × R2m equipped with the norm (5.75), it also
generates a C0-semigroup in the same space equipped with the standard norm.

Since by Theorem 5.4.1 the operatorA generates a contraction C0-semigroup T (t) in L2([0, L],Rn)×
R2m equipped with the norm (5.75), we have that

||T (t)||Γ ≤ 1. (5.82)

Using (5.76), it is possible to obtain the bound of the C0-semigroup generated by the operator A in
L2([0, L],Rn)× R2m equipped with the standard norm (5.74)

||T (t)|| ≤ C

c
. (5.83)

The asymptotic stability of the system described by equation (5.67) - (5.68) is equivalent to show
the asymptotic stability of system (5.66). To show asymptotic stability we consider the state space
X = L2([a, b],Rn) × R2m with inner product 〈x1, x2〉X = 〈z1, z2〉L2 + vT1 v2 and associated norm
(5.74). We now prove that with the proper choice of control parameters the closed-loop system is
asymptotically stable.

Theorem 5.4.2. Consider the closed-loop system (5.67)-(5.68). Assume that the distributed
parameter part of the system with homogeneous boundary conditions is approximately observable
with respect to the output yz and zeq = 0 is its only equilibrium point. Under Assumption 5.2.1,
if the control gains kp,i, ri, ki with i = {1, ..,m} are chosen such that

r2
i > 2miki, kp,i > 0 (5.84)

then the origin xeq = 0 is an asymptotically stable equilibrium. ♦

Proof. We define the candidate Lyapunov functional

V (x) =
1

2
〈x, x〉Γ (5.85)

with inner-product defined in (5.69). The time derivative of the Lyapunov functional can be
computed as

V̇+(x) = 〈x,Ax〉Γ
= 〈z,J z〉Z + vTMv((J −R)Qv − g2M

−1Kpyz)
(5.86)

that, because of Lemma 1.2.1 in (Mattioni, 2021) and equations (5.71)-(5.73), can be rewritten
as

V̇+(x) = 〈J z, z〉Z + ((J −R)Qv − g2M
−1Kpyz)

TMvv

= −(K
1
2
p yz +KMR−1

p K
− 1

2
p q)TM−1(K

1
2
p yz +KMR−1

p K
− 1

2
p q)

−(Λ−
1
2 η +RpΛ

1
2 q)TM−1K−1

p (I − Λ)(Λ−
1
2 η +RpΛ

1
2 q)

(5.87)

where Λ = KMR−2
p . To use the LaSalle’s invariance principle, we show that the largest

invariant subset S of S0 = {x0 ∈ X | V̇ (x) = 0} consists of only the origin of the state space.
To do so, we characterize the set for which the Lyapunov functional’s time derivative is equal
to zero:

S0 =
{
x0 ∈ X | η = −KMR−1

p q, yz = −KMR−1
p K−1

p q
}

=
{
x0 ∈ X | η = −KMR−1

p q, yz = K−1
p η

}
.

(5.88)
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Then, substitute the former relations in the closed-loop dynamic (5.67)-(5.68) to obtain
ż = J z
η̇ = 0

q̇ = 0

(5.89)

with domain
D(J ) =

{
x ∈ X|z ∈ H1([a, b],Rn),B(Hz) = 0

}
, (5.90)

C2z(Hz)(ξ, t) = ỹ(t), and the other part of the output

C1z(Hz)(ξ, t) = yz(t) = −KMR−1
p K−1

p q(t). (5.91)

System (5.89) implies that η and q must be constant along time, i.e. η(t) = η∗ q(t) = q∗. Hence,
x0 ∈ E should verify

ż(t) = J z(t)
B(Hz) = 0 C1(Hz) = −KMR−1

p K−1
p q∗.

(5.92)

Using the approximate observability of the infinite dimensional part of system together with
Lemma 5.2.1, we know that the only solution of (5.92) is z = 0, which in turn implies yz = 0 and
consequently q∗ = η∗ = 0 using the relations in (5.88). Thus the largest invariant set S ⊂ S0

corresponds to S = {0}. Since by Theorem 1.3.1 in (Mattioni, 2021) we know that the resolvent
of A is compact , we apply Corollary 3.1.1 in (Mattioni, 2021) to obtain that the trajectories
set is pre-compact in the space X. Then we can conclude by the LaSalle’s invariance principle
that the solution converges asymptotically to the origin.

Example 5.4.1 (Rotating translating flexible beam with strong dissipation plus position con-
trol). In this example, we want to stabilize the translating rotating flexible beam model in the
zero state z = 0, p = q = 0, as depicted in Figure 5.7.The model is written as following form:

ż = P1
∂
∂ξ (Hz) + P0(Hz) = J z

ṗ = −C1(Hz) + u(t),
(5.93)

where u(t) = [f(t) τ(t)]T and P0, P1 are defined as:

P1 =


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

 P0 =


0 0 0 0

0 0 1 0

0 −1 0 0

0 0 0 0

 . (5.94)

The energy variables are defined by

z1 = ρ(ẇ + ξθ̇ + ṡ) z2 = Iρ(φ̇+ θ̇) z3 = ∂w
∂ξ − φ z4 = ∂φ

∂ξ

p1 = mṡ p2 = Jθ̇
(5.95)

and z = [z1 z2 z3 z4]T is the flexible beam’s state, and p = [p1 p2]T is the state related to the
hub’s motion. The domain of the J operator is defined as

D(J ) = {z ∈ L2([0, L],R4) | z ∈ H1([0, L],R2)B1(Hz) = Qp, B2(Hz) = 0} (5.96)
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s(t)
J

w(ξ, t)

φ(ξ, t)

θ(t)

m

f(t)

τ(t)

Figure 5.7: Rotating translating beam with desired equilibrium point.

Table 5.2: Simulation parameters; PD controller example

Name Variable Value

Beam’s Length L 1 m

Beam’s Width Lw 0.1 m

Beam’s Thickness Lt 0.02 m

Density ρ 1.9 kg
m

Young’s modulus E 8× 108 N
m2

Bulk’s modulus K 1.7× 109 N
m2

Hub’s inertia J 1 kg ·m2

where Q = diag[m−1, J−1] and H(ξ) = diag[ρ−1(ξ), I−1
ρ (ξ),K(ξ), EI(ξ)]. The energy of the

overall mechanism can be expressed as:

E =
1

2
〈z,Hz〉L2 +

1

2
pTQp. (5.97)

The input and output operators are defined as

B1(Hz) =

 1
ρ(0)z1(0, t)

1
Iρ(0)z2(0, t))

 C1(Hz) = −

K(0)z3(0, t)

EI(0)z4(0, t)


B2(Hz) =

K(L)z3(L, t)

EI(L)z4(L, t)

 C2(Hz) =

 1
ρ(L)z1(L, t)

1
Iρ(L)z2(L, t)

 . (5.98)

under the operator form of (5.67)-(5.68).
The considered physical parameters are listed in Table 5.2, together with the hub’s mass m =
1 kg. We begin by computing

||Hz(0, t)||2 = || 1
ρ(0)z1(0, t)||2 + || 1

Iρ(0)z2(0, t)||2 + ||K(0)z3(0, t)||2

+||EI(0)z4(0, t)||2

= ||uz||2 + ||yz||2
(5.99)
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that because of Theorem 5.2.1, implies that the distributed parameter part of the system is
approximately observable. It is possible to show that zeq = 0 is the only equilibrium position of
the distributed parameter part of the system. We select the control parameters in a way that
the inequalities in (5.84) are respected: rp,1 = rp,2 = 50, k1 = k2 = 500, kp,1 = kp,2 = 2.
Then, to perform the numerical simulation, we apply the discretization procedure introduced
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Figure 5.8: Beam’s Deformation plus displacement along time.

in Section 2.2 of Chapter 2 in (Mattioni, 2021). The initial conditions are set to be z0 = 0,
p = 0, q0 = [ 1

0 ]. Figure 5.8 compares the displacement plus deformation behaviour along time
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Figure 5.9: closed-loop energy evolution in time.

in case the system is controlled with a PD or with a PD plus strong dissipation control action,
respectively. We can appreciate that in case of a strong dissipation control law, the vibration
are suppressed much faster than with a PD control law. Figure 5.9 shows the closed-loop energy
evolution in case PD control and PD plus strong dissipation control. We can observe that the
closed-loop energy in case of application of PD plus strong dissipation control is not decreasing
along the system’s trajectories. This is the reason why it can not be used as Lyapunov functional
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to show the asymptotic stability of the closed-loop system. We remark that in this example we
stabilize the system to the origin, but if we want to stabilize it around a different configuration
s∗, θ∗, it suffices to define a translated position variable q =

[
s−s∗
θ−θ∗

]
. ♦

5.5. Summary

In this chapter, we develop a control strategy that stabilizes a class of mixed ODE-PDE systems with
the actuation on the ODE part. The closed-loop operator has been obtained after an appropriate
change of coordinates, and it has been shown to generate a contraction C0-semigroup in an appro-
priate space equipped with a weighted inner product. Further, a Lyapunov based stability proof has
been used to show the exponentially/asymptotic stability of the closed-loop system. This analysis
takes advantage of the pH structure of the system to be controlled. Finally, the control law has
been applied to a clamped vibrating string with a tip mass in the free side and control action on the
mass’ dynamic. Simulation results have been given such to validate the theoretical development.
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Chapter 6

Conclusion of Part I

This part presents my contributions to the control design for distributed PH systems, focusing on
three specific cases.
Firstly, in Chapter 3, the control design for distributed PH systems with the actuation at the bound-
ary is presented. In this research, the observer based controller has been investigated using the
early lumped approach. The reduced order (finite dimensional) controller is derived through the dis-
cretization of the distributed PH systems. Two strategies have been proposed such that the obtained
reduced order controllers are SPR. With the SPR property of these controllers, we can guarantee
the stability of the closed-loop system when implementing them on the distributed PH systems.
Secondly, in Chapter 4, I introduce the control design for distributed PH systems with the actuation
within the spatial domain using the early lumped approach. In this work, the Control by Intercon-
nection method, along with the use of the structural invariants, is employed to design the controller.
This method allows us to modify the potential energy of the system in the closed loop. Through
this proposed method, reduced order controllers can be derived while maintaining the PH structure.
With the power preserving interconnection between the reduced order control and the distributed
PH plant, the PH structure is preserved within the closed loop system which ensures the asymptotic
stability of the closed loop system and avoids the spillover effect.
In the third case, I address the control design for the m-PDE-ODE PH system with the actuation
in the ODE part, as presented in Chapter 5. In this research, the derivative plus strong dissipative
feedback control is derived to exponentially stabilize the m-PDE-ODE systems. Meanwhile, A PD
control plus strong dissipative feedback is explored to position the system in the desired equilibrium
and asymptotically stabilize the closed-loop system. Throughout these investigations, the well-
posedness and stability results for each control law are provided, along with practical applications
demonstrated through examples involving a flexible mechanism and associated numerical simulations.
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Chapter 7

Introduction of Part II

Traditional robots have been made using hard materials such as steel or aluminum. These pro-
grammable robots can be used for accomplishing repetitive and precise tasks which are difficult to
be handled by humans. However, because of their rigidity and limited adaptability, they are usually
used for simple tasks that does not require care with respect to the environment. Due to the raise
of health-cares, manipulation of delicate objects (food, soft matter, bio-material etc.), and human
interactions, it is necessary to develop robots that are safe and able to adapt themselves to unknown
environments.

Due to the recent technological progresses in material sciences and also inspired by nature, soft
robots based on active materials have raised a particular attention over the last decades. Unlike the
traditional rigid robots, soft robots can provide high compliance and adaptability similar to natural
creatures and can emerge the gap between human interaction and robotic environments (Tolley
et al., 2014; Seok et al., 2013; Majidi, 2014; Rus and Tolley, 2015)

Soft actuators are an essential component in a soft robot, which provide the system with a deformable
body and allows it to interact with the environment to achieve a desired actuation pattern (El-
Atab et al., 2020; Pan et al., 2022). Different actuation mechanisms can classify soft actuators
into the following categories: first, electro-active polymers such as ionic polymer-metal composites
(IPMCs) (Shahinpoor, 2016), dielectric elastomer actuators (DEAs) (Gu et al., 2017; Pelrine et al.,
2000); second, shape-memory materials (SMAs) (Committee, 1990) and shape memory polymers
(SMPs) (Liu et al., 2007); third, the pressure-driven actuators such as pneumatic or hydraulic (Pagoli
et al., 2021) and finally, the hybrid actuation, for instance, the Hydraulically Amplified Self-healing
Electrostatic (HASEL) actuators (Acome et al., 2018) which combine the electro-activation and
hydraulic driven. The advantages and limitations of different actuators are listed in Table 7.1.

In this Part, we focus on the modeling and control application of two specific soft actuators. Firstly,
we investigate on the IPMCs actuators for the flexible structure control purpose. The advantages
as large deformation and bio-compatible of IPMC actuator make it very attractive in biomedical
and micro- or macro-mechatronic systems (Shahinpoor and Kim, 2004). In (Chikhaoui et al., 2014)
at FEMTO-ST institute, the IPMC actuators are used to drive the micro-endoscope with 4.5 mm
diameter. Motivated by this application, we investigate on the modeling of IPMC actuators and
the control design of the flexible structure using such kind of actuators. Moreover, we study a
new class of hybrid soft actuator, HASEL actuators (Acome et al., 2018). HASEL actuators use an
electrohydraulic mechanism to enable all-soft-matter hydraulic systems. They combine the versatility
of soft fluidic actuators with the muscle-like performance and self-sensing capabilities of dielectric
elastomer (DE) actuators (Rothemund et al., 2020a). This class of actuators takes the advantage
of both fluidic actuators (generation of large force) and DE actuators (fast responses, large stroke).
Meanwhile it overcomes the limitations of both types of actuators, for instance, it does not need an
external pumps system and have self healing ability to avoid the material damage caused by high
voltage.
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Actuator type Power supply Avantages Challenges

Ionic polymer-metal

composites (IPMCs)
Electric

Bending in both directions

Variable stiffness

Large bending

Low actuation voltage

Biocompatible

Self-sensing

Slow response

Low produced force

Dielectric elastomer

actuators (DEAs)
Electric

Large actuation strokes

Fast response time

Self-sensing

Small currents

High applied voltage

Easy to damage

Difficult fabrication

procedure for

complex geometry

Shape memory alloys

(SMAs)
Electric/thermal

High active stress

High elastic modulus

Self-sensing

Slow response and speed

Hysteresis

High power consumption

Shape memory polymers

(SMPs)
Electric/thermal

Variable stiffness capability

Biodegradable

Low density

Highly elastic deformable

Low produced force

Rigid components to recover

the original shape

Pressure driven

(Fluidic)

Pneumatic

hydraulic

High force generation

Large stroke bending

External pumps

bulky and heavy

Hybrid driven

(HASEL)
Electric

Large deformation

Fast response time

Self-healing

Low power consumption

Low cost

Self-sensing

High applied voltage

Table 7.1: Different type of soft actuators
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While the aforementioned soft actuators are extensively employed in the development of soft robotic
applications, their inherent multi-physical properties and non-linear characteristics, including large
deformations, hysteresis, drift behavior, state depended parameter variation, and more, have made
modeling and controlling these actuators a persistent and significant research challenge. To overcome
these constraints, my research investigates on the dynamic modeling and control design of several
soft actuators using port Hamiltonian (PH) approach. As mentioned in the previous part of this
manuscript, PH modeling is based on the characterization of energy exchanges between the different
components of the system (Maschke and van der Schaft, 1992). This approach is particularly
adapted for the modular modeling of multi-physical systems (Maschke et al., 1992; Duindam et al.,
2009). On the other hand, the PH approach is well suited passivity based control design with clear
physical interpretation for nonlinear and distributed parameter systems (Ortega et al., 2002; Ortega
and Garcia-Canseco, 2004; Ortega et al., 2008).
In this part, a detailed modeling of IPMCs is presented in Chapter 8, which takes account different
physical phenomena of the actuator. Furthermore, in Chapter 9, we employ IPMCs to control
the motion of a flexible structure. With reasonable assumptions, we simplify the IPMCs model to
interconnected with the flexible structure and propose a passivity-based controller for the system.
Chapter 10 delves into the investigation of the HASEL actuator. We provide a dynamic model that
encompasses the primary behaviors of the HASEL actuator, and we propose a position control design
based on the IDA-PBC control strategy. A few concluding remarks of this part will be provided in
Chapter 11.
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Chapter 8

Modeling of Ionic polymer–metal
composites

8.1. Introduction

In this Chapter, we investigate at the modeling of Ionic polymer metal composites (IPMCs) actuators.
IPMCs are widely used as actuators or/and sensors in biomedical and industrial domains (Shahinpoor
and Kim, 2004; Wang et al., 2017), due to their advantages of low-cost voltage, large deformation,
as well as broad bandwidth in comparison with piezoelectric materials.
IPMCs are composed of an electroactive polymer (poly-electrolyte gel) whose surfaces are coated
with a conductor such as gold. The working principle is the following: cations and solvent molecules
in the gel transport to the cathode side of the electrode when an electrical potential difference is
imposed across the two boundaries of the double layer. As a consequence, the cathode side swells
and the anode side shrinks, entailing a bending effect to the anode side (Park et al., 2010).
Based on the aforementioned physical structure and working principle, various models of such actu-
ators have been proposed in the literature, mainly sorted into three subclasses: black box models,
white box models and grey box models.
As initially proposed in (Xiao and Bhattacharya, 2001; Newbury and Leo, 2002), the black box
model, which is purely empirical and which focuses only on the relation between specific inputs and
outputs (e.g. voltage and tip displacement of the IPMC), is simple to establish(Khawwaf et al.,
2019). However, as it is based on strong assumptions, it cannot be applied to all types of IPMC,
nor to different boundary or experimental conditions. In contrast to the previous one, the white
box model is established via principles of physics and chemistry at the molecular level (Shahinpoor,
1995; Nemat-Nasser and Li, 2000; Branco and Dente, 2006), resulting in a set of partial differential
equations (PDEs). The complexity of such model makes it difficult to handle from a numerical point
of view and difficult to be validated experimentally.
Different from the two previous models, the grey box model has been investigated in (Kanno et al.,
1995; Newbury and Leo, 2003; Chen and Tan, 2008). It is formulated according to physical principles
in conjunction with simplified assumptions and parameter identifications. It is proven that this kind
of model presents a higher accuracy and wider universality than the black box model. Meanwhile,
it is more preferable than its white counterpart in terms of the numerical implementation and the
experimental validation. According to the composition of IPMCs, the model is derived considering
three subsystems: the interface between the gel and the electrode, the polymer and the mechanical
structure. In (Chen and Tan, 2008) a control-oriented and physical-based model of an IPMC actuator
using an infinite dimensional transfer function between the input voltage and the output endpoint
displacement of the actuator is proposed. The mechanical dynamics is approximated by a second-
order system, which is valid only at low frequencies. With the model reduction of the infinite
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dimensional transfer function, an H∞ controller is implemented. This work focuses on the modeling
and control design of a single actuator in a given range of frequencies.

The proposed approach is different as it aims at providing a model of IMPC patches suitable for
distributed control of flexible structures. The proposed model has then to cope with higher frequency
modes and to be easy to interconnect with both elastic beams and thin shell models, the control
design being derived using energy based control design methods in order to have a better physical in-
terpretation for the controller. Recently, a new type of grey box model has been proposed in (Nishida
et al., 2011b) within the framework of port Hamiltonian (PH) systems. This port based modeling
expresses the dynamics of the system through energy exchanges between its subcomponents. As a
result, it is particularly well suited for the modeling of complex, multiphysical and multiscale systems
via power preserving interconnections. Yet, due to the considered assumptions, the model proposed
in (Nishida et al., 2011b) presents some important limitations. In (Nishida et al., 2011b) a local ho-
mogeneity assumption is considered for the polymer deformation. The multiscale coupling of the gel
with the mechanical structure is done through the bending moment, locally defined for the polymer
gel, and the structure deformation, globally defined for the mechanical structure. Furthermore the
polymer action is seen as modifying the internal properties of the mechanical structure. As a conse-
quence singularities may appear when the mechanical deformation is homogeneous. In this case, due
to the considered assumptions, the bending moment provided by the polymer gel is homogeneous
and without any effect on the distributed mechanical structure. On the other hand, the coupling
between the mechanical properties of the gel (considered as quasi-static) and the mechanical proper-
ties of the actuator structure in (Nishida et al., 2011b) is implicit, with conflicting causalities in the
proposed Bond Graph. In this work we make the quasi-static behavior of the gel explicit and express
the algebraic constraint arising from the coupling between the gel and the mechanical structure of
the actuator with a Lagrange multiplier. We also consider the action of the polymer gel on the me-
chanical structure as an external distributed bending moment, avoiding singularities associated with
homogeneous deformations. The discretization of the proposed IPMC model is structure preserving,
such that our discretized model is again a PH system.

The Chapter is organized as follows. Section 8.2 establishes the energy based model of the IPMC as a
modular composition of three subsystems and their multiscale coupling under the PH framework. The
overall structure of the system and the associated energy balance are made explicit. In Section 8.3,
the finite difference method on staggered grids is applied to discretize the IPMC model in a structure
preserving way. Meanwhile, the Lagrange multipliers are eliminated by projection. Comparisons
between simulated and experimental results are given in Section 8.4. We summarize this chapter in
Section 8.5.

8.2. Modeling of the IPMC actuator

The IPMC patch under investigation is of length L, width b and thickness h. Its shape and structure
are depicted in Fig. 8.1.
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(a) IPMC patch. (b) IPMC structure(Shahinpoor, 2016).

Figure 8.1: Shape and structure of an IPMC actuator patch.

This IPMC model is composed of three subsystems: the electrical system stemming from the model-
ing of the electrode/polymer interface, the electro-stress diffusion system stemming from the model-
ing of the polymer, and the mechanical system stemming from the modeling of the overall mechanical
structure deformation, which are at scales of nanometer, micrometer and centimeter (Nishida et al.,
2011b), respectively. In this section, the different subsystems and the way they are coupled are
discussed. The main differences with the model proposed in (Nishida et al., 2011b) lie in the electro-
stress diffusion and mechanical models and the way they are interconnected (cf. subsections B, C,
D).

8.2.1. Electrical system

Starting with the electrical part, we assume that the voltage V is uniformly distributed on the double
layers. According to (Nishida et al., 2011b), each fractal-like structure on two electrodes is referenced
as a virtual coordinate ξ ∈ [0, Lξ] as marked by a red circle in Fig. 8.1b, and is represented by a
distributed RC circuit illustrated in Fig. 8.2. For each structure, there are innumerable infinitesimal
branches, where R1(ξ) represents the resistance density between two adjacent branches, and R2(ξ)
and C2(ξ) correspond to the resistive and capacitive impedance densities of each branch, respectively.
By taking the variables: f1(ξ, t) = −∂Q(ξ, t)/∂t, e1(ξ, t) = Q(ξ, t)/C2(ξ) + R2(ξ)∂Q(ξ, t)/∂t,

V

R1(ξ)
· · ·

R2(ξ)

C2(ξ) · · ·

i(0, t)

ξ = 0 ξ = Lξ

Figure 8.2: Infinite dimension electrical system.

fr1(ξ, t) = ∂/∂ξ (Q(ξ, t)/C2(ξ) +R2(ξ)∂Q(ξ, t)/∂t), where Q(ξ, t) is the charge density of each
capacitor, one can express the dynamic function of the circuit in a PHS form: 1 f1

fr1

 =

 0 ∂ξ

∂ξ 0

 e1

er1

 ,with er1(ξ, t) = −fr1(ξ, t)

R1(ξ)
. (8.1)

Assuming that the impedance is infinite, the current at the endpoint of each fractal structure is zero,
namely er1(Lξ) = 0.

1For the sake of compactness, ∂/∂ξ is denoted as ∂ξ and the symbol t is omitted in the following context.
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According to (Le Gorrec et al., 2005) and (Villegas, 2007), the boundary port variables of (8.1) can
be expressed with respect to the physical boundary conditions:(

fT∂ξ eT∂ξ

)T
=
(
e1(0) e1(Lξ) −er1(0) er1(Lξ)

)T
=
(
V + Vc e1 (Lξ) −Ie 0

)T
, (8.2)

where Vc corresponds to the voltage coming from the gel, and Ie represents the output current.
The Hamiltonian reads Hel =

∫
ξ Q

2/(2C2)dξ. The energy balance equation is given by:

∂Hel

∂t
=

∫
ξ

∂Q

∂t

T Q

C2
dξ ≤ fT∂ξe∂ξ, (8.3)

where we have used the integration by parts, (8.2) and the dissipation arising from R1 and R2.

8.2.2. Electro-stress diffusion system

In this part we are interested into the electro-physical properties of the polymer and the associated
electro-stress diffusion process occurring in the gel. The gel is composed of a solid and a liquid phase.
The former contains the polymer network and fixed anions, and the latter includes cations and water
molecules(Zhu et al., 2012). In the liquid phase, two coupled phenomena can be distinguished: the
electro-osmosis and the water transport (Yamaue et al., 2005). This will later be modeled using
P.G. de Gennes’ method (De Gennes et al., 2000). The solid phase is assumed to be at a pseudo-
equilibrium state, because the solvent dynamics is much slower compared to the mechanical dynamics
of the polymer, hence forming a quasi-static electro-stress diffusion coupling model (Nishida et al.,
2011b; Yamaue et al., 2005).
This assumption makes the mechanical dynamics of the gel implicit, such that the radius of curvature
of the gel is addressed with the help of the rotational angle of the patch deformation along the x
coordinate, i.e. 1/R(x) = −∂θ(x)/∂x, which leads to algebraic constraints in the coupling
between the electro-stress diffusion system and the mechanical system associated with the patch
deformation.
Here we explain both the solid phase and the liquid phase modelings in details. The deformation
of the solid phase is assumed to be symmetric (right graph in Fig. 8.1b). The curvature R(x) is
assumed to be locally homogeneous along the x direction. Stress tensors are formulated by the
curvature R(x) and the swelling ratio fs(z, x):

σxx(z, x) =

(
K − 2

3
G

)
fs(z, x) +

2G

R(x)
z,

σzz(z, x) =

(
K +

4

3
G

)
fs(z, x)− 4G

R(x)
z,

where K and G are the bulk and shear modulus of the gel, respectively (Yamaue et al., 2005).
The pseudo-equilibrium state of the gel gives the pressure p as

p = σzz. (8.4)

In the liquid phase, it is supposed that the gel goes only in the z direction. This is consistent with
the hypothesis of local homogeneity of R(x) in the solid phase. The conservation law on the volume
leads to(Yamaue et al., 2005):

∂fs(z, x)

∂t
= −∂js(z, x)

∂z
, (8.5)

where js(z, x) is the flux of solvent.
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Different physical models dealing with the coupling between the ion and water transport have been
studied, among which are the ones developed by Nemat-Nasser (Nemat-Nasser and Li, 2000) and by
P.G. de Gennes (De Gennes et al., 2000). The former one(Nemat-Nasser and Li, 2000) emphasizes
the importance of the electrostatic force over the hydraulic force and the latter (De Gennes et al.,
2000) considers that the hydraulic force prevails in the coupling. Both models are consistent with
the experimental results. In this work we use the P.G. de Gennes’ model because it is based on
irreversible thermodynamics and is well suited for the PH formulation, leading to a natural definition
of the power conjugated flow and effort variables. The model is formulated as follows:

je = −σe∇ψ − λ∇p, js = −φd
2

η
∇p− λ∇ψ, (8.6)

where je represents the electrical current density. σe is the conductance, λ stands for the Onsager’s
coupling constant and ψ is the electric field. φ, d and η denote the water volume fraction, the
effective pore size and the water viscosity, respectively, whose product φd2/η forms the constant of
the Darcy’s permeability (De Gennes et al., 2000).
By combining (8.4) and (8.6), one gets:

js(z)=
λ

σe
je +

(
λ2

σe
− φd

2

η

)
∂p

∂z

= −Rg
∂

∂z
(Rffs (z, x)) + 1Z

λ

σe
je + 1ZΦ(x), (8.7)

with Rg = d
(
φ/η − λ2/

(
d2σe

))
, Rf = d (K + 4/3G), and Φ(x) =

(
φd2/η − λ2/σe

)
4G/R(x).

Rffs can be seen analogous to a compression force. 1Z is firstly proposed in (Nishida et al., 2011b)
and serves for the multiscale coupling. It stands for the characteristic function of domain z, and
distributes uniformly the boundary values λ

σe
je and Φ(x) into the z domain.

Similar to the electrical system, by defining f2 = −∂tfs, fr2 = Rf∂zfs, e2 = Rffs and er2 =
−Rg∂z (Rffs), (8.5) and (8.7) can then be reformulated in the PH framework as: f2

fr2

 =

 0 ∂z

∂z 0

 e2

er2

 ,with er2 = −Rgfr2. (8.8)

The boundary variables are:f∂z
e∂z

 =
(
er2
(
−h

2

)
er2
(
h
2

)
−e2

(
−h

2

)
e2

(
h
2

))T
. (8.9)

Boundary conditions come from the impermeable assumption that js(±h/2) = 0 (Nishida et al.,
2011b). The Hamiltonian associated with the electro-stress diffusion system isHem =

∫
zRff2

s /2dz.
The energy balance equation is formulated as ∂tHem =

∫
z (∂tfs ·Rffs) dz ≤ fT∂ze∂z, which is similar

to the energy balance equation (8.3).
Considering that the swelling and shrinking are visualized at a macro scale, the gel generates locally
a bending moment in the x direction,:

M(x)=

∫
z

(σxx − p) bzdz

=

∫
z
BaRffs(z, x)dz +

Gbh3

2R(x)
, (8.10)

with Ba(z) = −2Gbz/Rf . This bending moment can later be divided into two parts, Mx1 and
Mx2, reading:

Mx1(x) =

∫
z
BaRffs(z, x)dz, Mx2(x) =

Gbh3

2R(x)
.
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8.2.3. Mechanical system

A slightly deformed IPMC actuator can be modeled as a Timoshenko beam with x ∈ [0, L] under
the PH framework (Macchelli and Melchiorri, 2004):

f3

f4

f5

f6

 =


0 ∂x 0 −1

∂x 0 0 0

0 0 0 ∂x

1 0 ∂x 0




e3

e4

e5

e6

+


0

0

0

1


M

L
(x, t), (8.11)

where 2 f3 = − (∂txω − ∂tθ), f4 = ρA∂ttω, f5 = −∂txθ, f6 = ρI∂ttθ, e3 = GA (∂xω − θ),
e4 = −∂tω, e5 = EI∂xθ and e6 = −∂tθ. ω denotes the longitudinal displacement, ρ is the beam
density, E represents the Young’s modulus, A stands for the cross section area of the beam, I is the
moment of inertia, and M(x, t) is the distributed bending moment coming from the gel, formulated
by (8.10).
The boundary port variables are calculated as:f∂x

e∂x

 =


(
e4(0) e3(L) e6(0) e5(L)

)T(
−e3(0) e4(L) −e5(0) e6(L)

)T
 . (8.12)

The Hamiltonian of the beam is Hm = 1
2

∫
x

(
GA (∂xω − θ)2 + EI∂2

xθ + ρA∂2
t ω + ρI∂2

t θ
)

dx.

Remark 8.2.1. Differently from (Nishida et al., 2011b) the quasi-static behavior of the polymer
is made explicit in the electro-stress diffusion system and the contribution of the polymer on
the mechanical structure stemming from the modeling of the patch bending is considered as a
distributed source term. ♦

8.2.4. Coupling between the different subsystems

Electrical / electro-stress diffusion systems

According to (8.7), the interconnection between the electrical system and the electro-stress diffusion
system is made through the boundary variables e1(0), er1(0), and js(±h/2). Given that these
boundary variables are of different scales and are defined in different independent domains ξ and z,
a coupling element, named boundary multiscale coupling (BMS), has been introduced in (Nishida
et al., 2011b) to proceed with the interconnection. As depicted in the bond graph in Fig. 8.3, the

GY BMS

Figure 8.3: Bond graph of the coupling between ξ and z, withRffs|∂z = Rf
(
fs
(
h
2

)
− fs

(
−h

2

))
.

BMS element works as a differential gyrator. By crossing it, λ
σe
je is multiplied by the characteristic

function 1Z , which represents a uniform distributed input in the domain z. Conversely, the effort
variable ∂ (Rffs) /∂z in the z domain goes through the BMS in order to be integrated over z and
become Rf

(
fs
(
h
2

)
− fs

(
−h

2

))
. The current density je is related to the current Ie by

je =
Ie
Lb
. (8.13)

2The second-order derivative operator ∂2/ (∂x∂y) is denoted by ∂xy.
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Based on the power conservation, Rffs|∂z is transformed into the voltage Vc via the gyrator GY :

Vc = − λ

σeLb
Rf
(
fs

(
h

2

)
− fs

(
−h

2

))
. (8.14)

Electro-stress diffusion system / mechanical system

At the macro-scale, the electro-stress diffusion model connects with the mechanical model through
two bending moments (Mx1 and Mx2) and the angular velocity ∂θ(x, t)/∂t.
The bond graph of the interconnection through Mx1(x) is shown in Fig. 8.4 (left column). An
additional term Ba

L 1Z
∂θ
∂t is added into (8.5) to match the power conservation. This term is considered

in the electro-stress diffusion system as a source term coming from the mechanical level:

∂fs(z, x)

∂t
= −∂js(z)

∂z
− Ba

L
1Z

∂θ(x)

∂t
.

The coupling throughMx2(x) and Φ(x) aims at describing the aforementioned algebraic constraints.
From the bond graph in Fig. 8.4, since Φ(x) acts as a flow source for the electro-stress diffusion
system and Mx2(x) is the output of this system, with the linear relation

Mx2(x) = Φ(x)Bp,with Bp =
bh3

4

(
φ
d2

η
− λ2

σe

)−1

, (8.15)

a Lagrange multiplier λL is added to express the associated constraint and to guarantee the causality
of the system, as presented on the right column of Fig. 8.4. One gets:

..

..
..

..

..

Figure 8.4: Bond graph of the coupling between z and x, throughMx1 (left column),Mx2 (right
column) and ∂θ/∂t.

(
1

Bp
L

)T
λL =

(
Φ Mx2

L

)T
. (8.16)

Furthermore, the physical constraint associated with the Lagrange multiplier λL is given by:

(
1

Bp
L

)Rffs|∂z
∂θ
∂t

 = Rffs|∂z +
Bp
L

∂θ

∂t
= 0. (8.17)
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It reveals that the arrow associated with the Lagrange multiplier in the bond graph (shown in Fig.
8.4) is an effort source with zero flow, such that by passing the ‘0’ junction, the effort variable Φ

remains unchanged, while the flow variables Rffs|∂z and Bp
L
∂θ
∂t sum to zero, ensuring the power

conservation. This is analogous to an interconnection of two glued mass-spring systems, where the
two masses have the same velocity and inverse reaction forces. Accordingly, (8.8) changes to: f2

fr2

 =

 0 ∂z

∂z 0

 e2

er2

+

Ba
L 1Z

∂θ
∂t + ∂z1ZλL

0

 , (8.18)

closed with er2 = −Rgfr2, boundary variables (8.9), and interconnections (8.16) and (8.17).

8.2.5. The overall system

The three above subsystems (8.1), (8.18) and (8.11), as well as their boundary variables (8.2), (8.9),
and (8.12), can be coupled through the relations (8.13), (8.14) and the Lagrange multiplier (8.16)
and (8.17), to get the global system:

f = J e+ ALλL, (8.19)

with f =
(
f1 fr1 f2 fr2 f3 f4 f5 f6

)T
, e =

(
e1 er1 e2 er2 e3 e4 e5 e6

)T
,

J =



0 ∂ξ 0 0 0 0 0 0

∂ξ 0 0 0 0 0 0 0

0 0 0 ∂z 0 0 0 −Ba
L 1Z

0 0 ∂z 0 0 0 0 0

0 0 0 0 0 ∂x 0 −1

0 0 0 0 ∂x 0 0 0

0 0 0 0 0 0 0 ∂x

0 0
∫
Z
Ba
L ( · )dz 0 1 0 ∂x 0


, and AL

∗ =
(

0 0 ( · ) |h
2
− ( · ) |−h

2
0 0 0 0 −Bp

L

)
, such that

AL
∗e = e2

(
h

2

)
− e2

(
−h

2

)
− Bp

L
e6 = 0, (8.20)

which is similar to the constraint (8.17). The extended space of flow variables is defined as F̄ =
F ×F∂ , with:

F= F(0,Lξ) ×F(−h
2
,h
2

) ×F(0,L)

= L2

(
[0, Lξ]× [0, L],R2

)
× L2

(
[−h

2
,
h

2
]× [0, L],R2

)
× L2

(
[0, L],R4

)
,

F∂ = F∂ξ ×F∂z ×F∂x = R2 × R2 × R4.

Let HN ((a, b);Rn) denote the Sobolev space on the interval (a, b). The extended space of effort
variables is Ē = E × E∂ , with:

E = E(0,Lξ) × E(−h
2
,h
2

) × E(0,L)

= H1
(
[0, Lξ]× [0, L],R2

)
×H1

(
[−h

2
,
h

2
]× [0, L],R2

)
×H1

(
[0, L],R4

)
,
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E∂ = E∂ξ × E∂z × E∂x = R2 × R2 × R4.

Proposition 7. The linear subset D ∈ F̄ × Ē defined by

D=

{

f

f∂

e

e∂


∣∣∣∣∣f ∈ F , e ∈ E ,

f∂
e∂

 ∈ F∂ × E∂ ,

f = J e+ ALλL,AL
∗e = 0, λL ∈ H1([0, L],R),

e1(0) +
λ

σeLb

(
e2

(
h

2

)
+ e2

(
−h

2

))
= V,

er2

(
±h

2

)
+

λ

σeLb
er1(0) + λL = 0,

er1(Lξ) = e3(L) = e4(0) = e5(L) = e6(0) = 0

}
is a modulated Stokes-Dirac structure.

Proof: Equation (8.19) together with (8.20) can be reformulated as :f
0

 =

 J AL

AL
∗ 0


︸ ︷︷ ︸

Je

 e

λL

 ,

The modulated Stokes-Dirac structure is inherent to the skew symmetry of Je. The skew symmetry
of Je lies in the equality between 〈e1,Jee2〉 and 〈−Jee1, e2〉 with the input, where 〈 · , · 〉 denotes
the inner product in the Hilbert space. e1 and e2 are two pairs of effort variables in E . Using
integration by parts, relations of interconnection and boundary conditions 7 defined in D , we have

〈e1,Jee2〉 = 〈−Jee1, e2〉 − V
∫
x

(
e2
r1(0) + e1

r1(0)
)

dx,

where −
∫
x e

2
r1(0)dx is the output current Itotal along the IPMC electrodes.

8.3. Multiscale discretization of the IPMC actuator

We consider now the discretization of the IPMC actuator model (8.19). To preserve the PH structure
of the system, which is important for both analysis and control design, the structure preserving finite
difference method on staggered grids (Trenchant et al., 2018) is applied for the discretization in
space. In what follows, ξ and z are local coordinates, while x is the global coordinate, which rises
the assumption that each point in x possesses one corresponding ξ and z. As a result, there are
Ne (= Nξ ×Nb) elements for the electrical system, Ng (= Nz ×Nb) elements for the electro-stress
diffusion system, and Nb elements for the mechanical system.

8.3.1. Discretization of the electrical system

Before starting the discretization, (8.1) has to be reformulated in order to handle its algebraic linear
expression in e1. Therefore, (8.1) is rewritten as:

f1

fr1

f1

 =


0 ∂ξ 0

∂ξ 0 ∂ξ

0 ∂ξ 0



e1c

er1

e1R

 , (8.21)
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with e1c = Q/C2 and e1R = R2∂tQ = −R2f1.
The discretization scheme is shown in Fig. 8.5, where j ∈ {1, · · · , Nb} represents the jth element
in the x coordinate, and h1 is the discretization step along the ξ direction. With boundary condition

(e1c)0,j
(e1R)0,j

(er1)1,j

(fr1)1,j

(e1c)1,j

(f1)1,j
(e1R)1,j

(er1)2,j

(fr1)2,j

(e1c)2,j

(f1)2,j
(e1R)2,j

...

...

...

...

...

...

...

...

...

...

(er1)Nξ,j

(fr1)Nξ,j

(e1c)Nξ,j

(e1R)Nξ,j

(f1)Nξ,j

ξ

(er1)Lξ,j

h1

x

Figure 8.5: Discretization schema of (8.21).

er1(Lξ) = 0, (8.21) is discretized into:
f1d

fr1d

f1d

 =


0 D1 0

−DT
1 0 −DT

1

0 D1 0



e1cd

er1d

e1Rd

+


0

g1

0

 e1b, (8.22)

with f1d =
(

(f1)1,1 · · · (f1)1,Nb · · · (f1)Nξ,Nb

)T
, fr1d =

(
(fr1)1,1 · · · (fr1)1,Nb · · · (fr1)Nξ,Nb

)T
,

e1cd =
(

(e1c)1,1 · · · (e1c)1,Nb · · · (e1c)Nξ,Nb

)T
, e1Rd =

(
(e1R)1,1 · · · (e1R)1,Nb · · · (e1R)Nξ,Nb

)T
,

e1b = e1c(0) + e1Rd(0) and the matrices

D1 =


− 1

h1

1
h1

. . . . . .
. . . 1

h1

− 1
h1

 , g1 =


− 1

h1

0
...

0

 ,

where RNb×Nb 3 1
h1

= diag
(

1
h1

)
and 0 is zero matrix of appropriate size.

The closure equations er1 = −fr1/R1 and e1R = −R2f1 are discretized into:

er1d = Lr1fr1d, and e1Rd = Lr2f1d, (8.23)

with Lr1 = diag(−1/R1) and Lr2 = diag(−R2).

8.3.2. Discretization of the electro-stress diffusion system

Similar to 8.3.1, (8.18) is recast into: f2d

fr2d

 =

 0 D2

−DT
2 0

 e2d

er2d

+

D26 g2

0 0

e6d

e2b

 , (8.24)

where f2d =
(

(f2)1,1 · · · (f2)1,Nb
· · · (f2)Nz ,Nb

)T
, fr2d =

(
(fr2)1,1 · · · (fr2)1,Nb

· · · (fr2)Nz−1,Nb

)T
,

D26 =
(
−M1 · · · −Mm · · · −MNg

)T
, RNb×Nb 3 Mm = diag

(
− 2Gb
RfL

(
−h2

2 + (2m−1)h2
2

))
,



8.3. MULTISCALE DISCRETIZATION OF THE IPMC ACTUATOR 89

e2b =
(
− λ
σe
je − λLd

)
, λLd =

(
λL

1 · · · λL
Nb

)T
, and matrices

D2 =



1
h2

− 1
h2

. . .

. . . 1
h2

− 1
h2

 , g2 =



− 1
h2

0
...

0

1
h2


.

The closure equation er2 = −Rgfr2 is discretized into

er2d = Lr3fr2d, with Lr3 = diag(−Rg). (8.25)

8.3.3. Discretization of the mechanical system

For a clamped-free cantilever beam model, with boundary condition e3(L) = e4(0) = e5(L) =
e6(0) = 0, (8.11) is discretized into:


f3d

f4d

f5d

f6d

=


0 D3 0 S1

−DT
3 0 0 0

0 0 0 D3

−ST1 0 −DT
3 0


︸ ︷︷ ︸

Jmd


e3d

e4d

e5d

e6d



+


0

0

0

−DT
26


︸ ︷︷ ︸

S2

e2d +


0

0

0

diag(
Bp
L )


︸ ︷︷ ︸

Sλ

λLd, (8.26)

where fid =
(
f1
i · · · fNbi

)T
, eid =

(
e1
i · · · eNbi

)T
, i = {3, 4, 5, 6}, and matrices

D3 =



1
h3

− 1
h3

. . .

. . . . . .

− 1
h3

1
h3

 , S1 = −



1
2

1
2

. . .

. . . . . .

1
2

1
2

 .
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With the coupling relations (8.13) and (8.14), closure equations (8.23) and (8.25), the discretized
subsystems (8.22), (8.24) and (8.26) lead to the global discretized system:

ẋ1d

ẋ2d

ẋmd


︸ ︷︷ ︸

ẋd

=


M2D

T
1 P1 0

M1D
T
1

(
I− Lr2M2D

T
1

)
P2 −ST2

0 S2 Jmd


︸ ︷︷ ︸

Jr


e1d

e2d

emd


︸ ︷︷ ︸

ed

+


0

g2

Sλ


︸ ︷︷ ︸

gc

λLd +


−M2g1

M1

(
DT

1 Lr2M2 − I
)
g1

0


︸ ︷︷ ︸

B

V, (8.27)

with I the identity matrix of appropriate size,

x1d = Qd, x2d = fsd,

xmd =
(
∂xωd − θd ρA∂tωd ∂xθd ρI∂tθd

)T
,

ed = Ldxd, Ld = diag (1/C2,Rf , GA, 1/ (ρA) , EI, 1/ (ρI)) ,

M1 = g2
λ

σeLb
gT1 Lr1, P1 = M2g1

λ

σeLb
gT2 ,

M2 = −
(
I +D1Lr1D

T
1 Lr2

)−1
D1Lr1, and

P2 = −D2Lr3D2 −M1

(
DT

1 Lr2M2 + I
)
g1

λ

σeLb
gT2 .

The geometric constraint in (8.20) becomes gTc ed = 0.

8.3.4. Elimination of the Lagrange multiplier

The Lagrange multiplier λLd in (8.27) has to be eliminated in order to perform the simulation and
apply the control strategies afterwards. The proposed method is based on the coordinate projection
in (A.J. van der Schaft and Maschke, 1994) that preserves the PH structure of the system. This
projection approach has later been improved in (Wu et al., 2014b) to get a descriptor formulation
in the linear case, which finally leads to:I 0

0 0

 ˙̃X1

˙̃X2

 =

J̃11 J̃12

gTc M̃
T

 L̃d

X̃1

X̃2

+ M̃BV, (8.28)

where M̃ is the coordinate transformation matrix such that M̃ =

 S(
gTc gc

)−1
gTc

 with S satisfying

S · gc = 0. X̃1 = M̃
(
xT1d xT2d xT3d xT4d xT5d

)T
, X̃2 = M̃xT6d, J̃ =

J̃11 J̃12

J̃21 J̃22

 = M̃JrM̃
T ,

and L̃d = M̃−TLdM̃
−1.

8.4. Simulation results and experimental validation

The experimental set-up is shown in Fig. 8.6. The IPMC patch is controlled through a computer
equipped with a dSPACE controller board in order to generate different types of input voltages. The
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amplifier is used to regulate the input voltage. The laser position sensor and current sensor are
dedicated to the measure of the tip displacement of the IPMC and to the measure of the output
current, respectively. The dimension of the considered Nafion-based IPMC actuator is 45mm ×
5mm × 0.2mm, with a density of 1.633 × 103kg/m3, Young’s modulus of 9 × 107Pa and Poisson
ratio of 0.3. According to (Paquette et al., 2003), φ = 0.34 and η = 0.010Pa · s. Identified
parameters are listed in Table 8.1, where R1total, R2total and C2total are the identified resistances
and capacitance of the electrodes.

dSPACE Amplifier Current conditioner Position sensor

Current sensor

IPMC

Figure 8.6: Experimental setup of IPMC.

Table 8.1: Identified parameters.

R1total 460.54 Ω λ 16.6× 10−9 m2/(V s)

R2total 3 Ω σe 13.10 1/(Ωm)

C2total 0.021 F d 10 nm

The temporal evolution of the current obtained in the simulation with a step voltage of 1V are
depicted and compared to the experimental one in Fig. 8.7. The simulations correspond to four
values of Nξ (10, 50, 100 and 200), while both Nz and Nb fixed to 10. As Nξ increases, the peak
response obtained in simulation approaches gradually the experimental one (marked by black solid
line), while the settling time remains similar. This evolution is in accordance with the frequency
responses of the transfer functions associated to different values of Nξ.
From the Bode diagram in Fig. 8.8, the transfer functions have a similar shape at low frequencies
but are slightly different for the high frequencies. This difference tends to zero when Nξ tends to
infinity. However, one can notice that for the considered example, the difference is minor for Nξ

greater than 50. The influence of Nz and Nb on the current has also been investigated but omitted
in this work for the sake of brevity. Actually, these parameters have a minor effect on the current
responses compared to that of Nξ.
We consider now the consistency between the simulation and experimental results for the tip de-
flection of the IPMC strip. Preliminary works suggest that the deflection does not change with Nz.
Meanwhile, its variation is negligible as soon as Nξ is greater than 20. As a consequence, the influ-
ence of the discretization number Nb on the mechanical deformation is demonstrated for : Nξ = 50
and Nz = 10. As shown in Fig. 8.9, Nb has a significant influence on the predicted response: the
simulation results of the tip deflection approach to the experimental ones with the increase of the
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Figure 8.7: Variation of the output current according to different discretization numbers Nξ,
compared with experimental data.

Figure 8.8: Bode diagrams for different discretization configurations of the electrical system.
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discretization number Nb. One can see that Nb = 100 leads to a very good approximation of the
system behavior. This demand of a large discretization number is mainly due to the applied finite
differences method, because this method is a direct approximation of the PDEs, and one needs a
great number of elements to approximate the analytic solutions.
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Figure 8.9: Tip deflection of IPMC strip according to different discretization numbers Nb,
compared with experimental data.

(a) Mx1 (b) Mx2 (c) Mext

Figure 8.10: Simulation results forMx1,Mx2 andMext along x-axis and the time (Nξ = 50, Nz =
10 and Nb = 100).

The two bending moments generated by the gel are simulated in Fig. 8.10 for Nξ = 50, Nz = 10
and Nb = 100. Fig. 8.10a shows the distribution along the beam and the temporal evolution of the
bending moment Mx1, while Fig. 8.10b shows those related to Mx2. At each time, the bending
moments Mx1 are the same whatever the points along the beam. Nevertheless, as illustrated by the
dashed light blue line in Fig. 8.10b, Mx2 has a larger value at the clamped point and is equal to
zero at the free end point, which is in accordance with the considered boundary conditions for the
cantilever.
The sum of the Mx1 and Mx2 forms the total bending moment that applies to the beam model,
whose simulation result is given in Fig. 8.10c. One can notice a diffusion phenomenon in Fig.
8.10, as illustrated by the red solid lines. This diffusion effect of the bending moment explains the
back-relaxation of the displacement in our model, as shown in Fig. 8.9. Considered as the main
drawback of such actuators, this back relaxation exists in almost all Nafion-based IPMCs. More
thorough studies on this phenomenon are referred to some recent references, e.g. (Porfiri et al.,
2018).
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A comparison between the experimental and simulation results in the case of a sinusoidal input
voltage of amplitude 1V and frequency of 1Hz is also given in Fig. 8.11. One can see the simulation
results are consistent with the experimental ones. It also illustrates that the proposed model copes
with the hysteretic behavior of the actuator.

Figure 8.11: Tip deflection of IPMC strip with a sinusoidal input voltage.

Remark 8.4.1. Comparisons have also been carried out between homogeneous and irregular
meshing. The results show that one can reduce the number of elements near the clamped side
without modifying significantly the behavior of the system. Furthermore, the order of the overall
system can be drastically reduced using finite elements methods (Wu et al., 2014b) rather than
finite differences. ♦

8.5. Summary

In this chapter, we establish a comprehensive model of an IPMC patch within the framework of con-
strained PH theory. We employ the Lagrange multiplier method to address the geometric constraints
that arise due to the connection between the gel and the actuator electrode. The resulting global
system exhibits a Stokes–Dirac structure, derived from the energy balance expressions. To facilitate
numerical simulations while preserving the system’s geometric properties, we discretize it using the
finite differences method on staggered grids. Subsequently, we reduce it to a set of differential
algebraic equations.
We conduct experiments and simulations involving step and sinusoidal input cases. These investiga-
tions provide insights into selecting appropriate discretization parameters, ensuring that the simulated
output current and displacement at the endpoint of the IPMC patch closely match experimental data.



Chapter 9

Modeling and control of IPMC
actuated flexible beam

9.1. Introduction

This chapter proposes a 1D physically based model and control strategy for an IPMC actuated flexible
structure representative of the mechanical properties of a flexible endoscope suitable for medical
applications. To this end, we use the port Hamiltonian (PH) approach. PH systems (Maschke
and van der Schaft, 1992) have proven to be powerful for the modelling and control of complex
physical systems (Duindam et al., 2009), such as multi-physical (Doria-Cerezo et al., 2010) and non-
linear (Ramirez et al., 2016). This approach has been generalized to distributed parameter systems
described by partial differential equations (van der Schaft and Maschke, 2002; Le Gorrec et al.,
2005; Ramirez et al., 2014) and irreversible thermodynamic systems (Ramirez et al., 2013). PHS
modelling is based on the characterization of energy exchanges between the different components
of a system. This framework is particularly adapted for the modular modelling of multi-physical
systems. Hence, it is well suited for the modelling of flexible structure actuated with IPMC patches.
A precise PH model of IPMC actuators accounting for multi-scale phenomena has been proposed in
(Nishida et al., 2011a) but we shall consider in this work a simplified equivalent lumped electrical
circuit coping with the main dynamics of the actuator. On the other hand, the PHS approach is well
suited for the application of passivity based control tools with clear physical interpretation, such as
energy shaping and control by interconnection and damping assignment (IDA-PBC).
The main contributions of this Chapter are the proposition of a lumped scalable model suitable for
the modelling of flexible actuated structures, different control strategies which take into account the
electro-mechanical coupling and the experimental validation of the approach. Firstly, a simple but
realistic approximation model of the IPMC actuated medical endoscope (Chikhaoui et al., 2014) using
the PHS formalism is proposed. For this purpose, we consider the model composed of IPMC patches
glued on a flexible structure. A 1-D lumped model based on interconnected links is considered to
model the flexible structure as shown in Figure 9.1. We consider that the bending of the flexible
structure is due to the torques generated by the IPMC patches when a voltage is applied on the
actuators as shown in Figure 9.2. Both the 1-D finite dimensional structure and the IPMC actuators
are modelled using PHS and interconnected in a power preserving manner. The final model is non-
trivial because of the electro-mechanical/mecano-electrical coupling between the flexible structure
and the IPMC actuator. Then, two passivity based control strategies, IDA-PBC and the Control
by Interconnection-Proportional Integral control are used to achieve a desired equilibrium position
of the flexible structure with guaranteed performances. Because of the inter-domain coupling, the
closed-loop Lyapunov function has to contain cross terms between electrical and actuated mechanical
variables which is also studied in (Delgado and Kotyczka, 2014). In order to properly select the cross
terms while guaranteeing the overall stability, a set of auxiliary design parameters are defined and used
to solve the matching conditions associated with the control design problem. Finally an experimental

95
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set-up which reproduces the endoscope’s behavior is used to validate the proposed model and to
test the effectiveness of the control design method.
The chapter is organized as follows: Section 9.2 presents the PH formulation of the IPMC actuated
flexible structure. In Section 9.3, different passivity based control designs to achieve desired closed
loop performances are proposed. The identification of parameters and the model validation on an
experimental set-up are presented in Section 9.4. The simulation and the experimental results are
shown in Section 9.5 to show the effectiveness of the proposed control laws. Some final remarks are
given in Section 9.6.

9.2. PHS modelling of IPMC actuated flexible structure

The flexible structure is approximated by a mechanical structure composed of n inertia interconnected
through flexible joints made up with springs and dampers as shown in Figure 9.1. We assume a
planar model, and so all the links are allowed to move only in the x-y plane.

Inner tube

Flexible structure

EAP actuated Endoscope Simplified lumped

flexible model
End-effector

EAP actuators

(IPMC)

F0

F1

Fn

Damper  ci

Stiffness Kiai

aci

qi

x

y

Figure 9.1: Lumped parameters flexible structure

We suppose that the flexible structure is under-actuated and that there are m ≤ n IPMC actuators
inducing torques on m ≤ n joints as shown in Figure 9.2. Each (actuated or non-actuated) joint of
the flexible structure contains a spring and a damper, as shown in Figure 9.1.

9.2.1. PHS formulation of a flexible structure

In this subsection, we introduce the PH model of the IPMC actuated flexible structure shown in
Figure 9.1. The parameters of the n-degrees of freedom mechanism (i = 1, 2, ..., n) are:

• qi the i-th joint angular;
• mi the i-th link’s mass;
• Ii the moment of inertia about the axe passing through the Center of Mass (CoM) of the i-th

link;
• ai length of the i-th link;
• aCi distance between the i-th Joint and the CoM of the i-th link;
• τi applied torque on the i-th joint;
• K̃i stiffness of the i-th joint;
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τ

Real Structure

Under actuated Model

Actuated joints

Non-actuated joints

IPMC actuators

Figure 9.2: Flexible structure modelling with the actuators

• ci viscous damping at the i-th joint;
• PiEi Potential and Kinetic energy of the i-th link.
• F0 is the inertial frame;
• Fi is the reference frame attached to the CoM and with axe parallel to the principal axe of

inertia of the i-th link .

The Hamiltonian function

In this subsection we derive the Hamiltonian function of the flexible structure with respect to the
chosen coordinate frame. The Hamiltonian corresponds to the total mechanical energy which is the
sum of the kinetic and potential energies. The kinetic energy of the i-th link has the form

Ei =
1

2
miv

T
CivCi +

1

2
ωTi Iiωi, (9.1)

where vCi is the velocity of the center of mass (CoM) of the i-th link, ωi is the angular velocity
of the i-th link with respect to F0, Ii is the inertia matrix of the i-th link with respect to Fi. The
goal is to express the kinetic energy of every link only with respect to the joint angular velocities q̇i
(derivatives of every joint angular). Thanks to the rigidity of the links, it is possible to relate both
the velocities of the CoM vCi and the angular velocities ωi to the joint angular velocities q̇i. The
relation that links joint angular velocities to angular velocities is trivial

ωi = q̇1 + q̇2 + · · ·+ q̇i. (9.2)

This relation can be expressed through the use of the so called angular Jacobian,

ωi = J iω q̇, (9.3)

where q = [q1, · · · , qi]T and q̇ = [q̇1, · · · , q̇i]T . In this case, the angular Jacobian does not depend
on the angular displacements. This is not the case for the Jacobian related to the velocities of the
center of mass. The velocity Jacobian of the i-th link is obtained by differentiating the position of
the i-th center of mass with respect to time in the F0 frame,

qCi =

xCi
yCi

 =

fxi(q)
fyi(q)

 = fi(q), (9.4)
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where,

fxi(q) =
i−1∑
k=1

ak cos

 k∑
j=1

qj

+ aCi cos

(
i∑

k=1

qk

)
,

fyi(q) =
i−1∑
k=1

ak sin

 k∑
j=1

qj

+ aCi sin

(
i∑

k=1

qk

)
.

Differentiating qCi with respect to time, we obtain q̇Ci = vCi = ∂fi(q)
∂q q̇, hence the velocity Jacobian

is

J iv =
∂fi(q)

∂q
. (9.5)

Now it is possible to express the kinetic energy of every link with respect to the derivative of the
displacement vector

Ei =
1

2
q̇T
(
miJ

iT
v (q)J iv(q) + J iTω IiJ

i
ω

)
q̇. (9.6)

The total kinetic energy of the flexible structure is then

E =
1

2
q̇TM(q)q̇, (9.7)

where M(q) is the mass matrix of the system, given by

M(q) =
n∑
i=1

(
miJ

iT
v (q)J iv(q) + J iTω IiJ

i
ω

)
. (9.8)

The mass matrix allows to relate the generalized velocity with the momentum of the mechanical
system

p = M(q)q̇, (9.9)

where p =
[
p1 p2 · · · pn

]T
. The kinetic energy expressed as a function of the momentum is

then

E(q, p) =
1

2
pTM−1(q)p. (9.10)

In our framework we are supposing that the work plane is parallel to the ground, therefore we ignore
the effect of the gravity on the dynamics of the system. Then, the potential energy is only due
to the springs deformation. To find the potential energy we first define the stiffness matrix of the
system

K = diag
[
K̃1, K̃2, · · · , K̃n

]
. (9.11)

The constitutive relation between elastic torques and springs deformation is given by τe = Kq, hence
the total potential energy is

P (q) =
1

2
qTKq. (9.12)

Finally, the Hamiltonian, i.e., the total energy of the flexible structure, is given by

Hb(q, p) = E(q, p) + P (q) =
1

2
pTM−1(q)p+

1

2
qTKq. (9.13)
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9.2.2. The PH model of the flexible structure

By choosing as state vector of the flexible structure xb = [q, p]T , we can write the PH representation
(Maschke and van der Schaft, 1992) of the system

 ẋb = (Jb −Rb) ∂Hb(xb)∂xb
+ gbub

yb = gTb
∂Hb(xb)
∂xb

(9.14)

with

Jb =

 0 In

−In 0

 , Rb =

0 0

0 Cn

 , gb =

 0

gm


with Cn = diag

[
c1, c2, · · · , cn

]
, a positive diagonal matrix containing the viscous friction

coefficients of the dampers associated with the respective joints. The structural matrix Jb = −JTb
represents the energy exchanges in the system, while the damping matrix Rb = RTb ≥ 0 captures
the internal dissipation of the system. The flexible structure is under-actuated on m ≤ n joints,
thus the input vector of external torques ub = [τ1, τ2, · · · τm]T ∈ Rm and gm ∈ Rn×m. The power
conjugate output yb ∈ Rm is the set of angular velocities on the actuated joints. The system is
passive. In fact, the Hamiltonian is such that Hb > 0 and H(0) = 0, moreover its time derivative
satisfies:

Ḣb = −∂Hb

∂xb

T

Rb
∂Hb

∂xB
+ yTb ub ≤ yTb ub. (9.15)

9.2.3. The IPMC actuator model

The bending of the IPMC with respect to the applied voltage is mainly attributed to the cations flux
and polar solvents in the polymer membrane diffusion between the electrodes (see left side in Figure
9.3) (Shahinpoor, 2016). A multiscale model of an IPMC actuator has been proposed in (Nishida
et al., 2011b). It details the main physical phenomena involved in this multiphysical actuator. In this
work, since we assume perfect interconnection between the actuator and the beam, the mechanical
contribution of the IPMC actuator is considered as part of the flexible structure. Therefore, we use
a simplified and control oriented model for the IPMC’S electric dynamics. This model is based on
the lumped RLC equivalent circuit that has been proposed in (Yim et al., 2006; Gutta et al., 2009)
( right side of Figure 9.3). The output torque of the IPMC is proportional to the voltage across the
capacitor. The interconnection ports are placed across the capacitor.

OFF ON
+ -

Cation

Electrode
V

RLC model of IPMC

L

C

r1

r2

Figure 9.3: IPMC bending principle and its electrical model
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The electrical model of the IPMC actuator can be written as

[
ϕ̇

Q̇

]
=

[
−r1 −1

+1 − 1
r2

][
∂Ha
∂ϕ
∂Ha
∂Q

]
+

[
1

0

]
u(t) +

[
0

1

]
ua(t)

y =
[
1 0

] [∂Ha
∂ϕ
∂Ha
∂Q

]
, ya =

[
0 1

] [∂Ha
∂ϕ
∂Ha
∂Q

] (9.16)

where the total energy of the system is defined as the sum of the magnetic and electric energies

Ha =
1

2

Q2

C
+

1

2

ϕ2

L
. (9.17)

and where the state vector is xa = [ϕ,Q]T with ϕ the flux and Q the charge of the capacitor, r1

and r2 are the resistances, u is the applied voltage on the IPMC actuator and y is the current in the
inductance and ya is the voltage across the capacitor. Furthermore the torque applied on the flexible
structure is generated by ya with a constant coefficient [k] = N ·m

V , i.e., ub = τ = kya. From the
power conserving interconnection, ua is the current applied on the capacitor due to the mechanical
movement of the structure, i.e., ua = ia = −kyb. The interconnection relation is defined byub

ua

 =

 0 k

−k 0

yb
ya

 . (9.18)

As mentioned before, we consider an under-actuated system, i.e., m < n. We shall split the
configuration coordinates into actuated and non-actuated ones, i.e., q = [q1, q2]T and p = [p1, p2]T

with q1, p1 ∈ Rm and q2, p2 ∈ Rn−m. Thus the interconnected model of the flexible structure and
the IPMC actuators can be written as

q̇

ṗ

ϕ̇

Q̇

 =


0 In 0 0

−In −Cn 0 Kc

0 0 −R1m −Im
0 −KT

c Im −R2m




∂H
∂q

∂H
∂p

∂H
∂ϕ

∂H
∂Q

+


0

0

Im

0

u

y =
[
0 0 Im 0

]

∂H
∂q

∂H
∂p

∂H
∂ϕ

∂H
∂Q

 ,
(9.19)

where u, y ∈ Rm and 0 are zero matrices of appropriate dimensions, R1m = diag[r1, r1, · · · , r1] ∈
Rm×m, R2m = diag[1/r2, 1/r2, · · · , 1/r2] ∈ Rm×m are the resistance matrices and the coupling
matrix Kc is

Kc =

Km

0

 ∈ Rn×m (9.20)

with Km = diag[k1, k2, · · · , km] ∈ Rm×m.
The total Hamiltonian of the interconnected system is:

H = Ha +Hb

= HQ(x) +Hϕ(x) + E(x) + P (x)

= 1
2Q

TC−1Q+ 1
2ϕ

TL−1ϕ+ 1
2p
TM−1p+ 1

2q
TKq.

(9.21)

with the capacitance matrix C = diag[C1, C2, · · · , Cm] and the inductance matrix L = diag[L1, L2, · · · , Lm].
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9.3. Control design

For the current application the control objective is to change the equilibrium position of the IPMC
actuated beam and assign a desired performance in terms of settling time and overshoot. Due to the
fact that, unlike classical electro-mechanical systems, such as DC-motors, the equivalent electrical
circuit has a pervasive dissipative term, at first both charge and magnetic flux equilibria have to be
changed. Secondly, from an energy balance perspective the dissipation obstacle (van der Schaft,
2000) does not allow to use control by interconnection techniques for the control synthesis. As a
consequence we use interconnection and damping assignment passivity based control (IDA-PBC)
(Ortega et al., 2001, 2002; Ortega and Garcia-Canseco, 2004). The main idea is to match the
open-loop system with a target system by using state feedback control law.

Proposition 8. (Ortega et al., 2002) Consider the open loop system:

ẋ = (J −R)
∂H

∂x
+ g(x)u. (9.22)

Define an asymptotically stable PHS target system

ẋ = (Jd −Rd)
∂Hd

∂x
(9.23)

with matrices Jd(x) = −Jd(x)T , Rd(x) = RTd (x) ≥ 0 and function Hd that verifies the PDE:

g⊥ (Jd −Rd)
∂Hd

∂x
= g⊥ (J −R)

∂H

∂x
, (9.24)

with g⊥ a full rank left annihilator of g, i.e., g⊥g = 0 and the Hamiltonian function Hd(x) such
that

x∗ = argminHd(x). (9.25)

with x∗ the equilibrium to be stabilized. The closed-loop system (9.22) with the feedback law
u = β(x), where

β(x) =
(
gT g

)−1
gT
(

(Jd −Rd)
∂Hd

∂x
− (J −R)

∂H

∂x

)
(9.26)

behaves as the target system (9.23) with x∗ (asymptotically) stable.

Remark 9.3.1 (Anti damping injection). The choice of the new damping matrix Rd affects
the rise time of the closed loop system response. To speed up the system it is possible to choose
0 ≤ Rd ≤ R. This scenario corresponds to an anti-damping injection: the parameter of the
resulting damping injection is negative. ♦
In our application we perform energy shaping on the position, charge and magnetic flux, which are
coupled through a dissipative electrical circuit. This implies that the closed-loop energy/Lyapunov
function will present cross terms between these variables. Hence in the following Proposition we
present a non-trivial solution to the control problem.

Proposition 9. Consider the open loop system (9.19) and define an asymptotically stable PHS
target system:

ẋ = (Jd −Rd)
∂Hd

∂x
(9.27)

with the desired structure matrix Jd = J and the desired damping matrix defined as

Rd = R+Rc with Rc = diag
[
0, 0, rc, 0

]
. (9.28)
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with rc > −R1m. The desired closed-loop Hamiltonian is defined as

Hd(x) =
1

2
xTdQdxd (9.29)

where xd =
[
(q1 − q∗1) , q2, p, (ϕ− ϕ∗) , (Q−Q∗)

]T
and the symmetric matrix Qd is de-

fined as:

Qd =



K ′1 0 0 KmR2mC̃ KmC̃

∗ K2 0 0 0

∗ ∗ M1 0 0

∗ ∗ ∗ L′−1 R2mC̃

∗ ∗ ∗ ∗ C ′−1


(9.30)

with C̃ =
(
C ′−1 − C−1

)
, K ′1 = K1 + K2

mC̃ and L′−1 = L−1 + R2
2mC̃. The desired equilibrium

position of the system is x∗ = [q∗1, 0, 0, ϕ
∗, Q∗] with

Q∗ =
K1C

Km
q∗1, ϕ∗ =

R2mLK1

Km
q∗1, (9.31)

and x∗ = argminHd(x). Then the system (9.19) with feedback law u = β(x), where

β(x) = −
(
R1mL

′−1 +R2mC̃
)

(ϕ− ϕ∗)
− (R1mR2m + Im)KmC̃ (q1 − q∗1)

−
(
R1mR2mC̃ + C ′−1

)
(Q−Q∗)

+R1mL
−1ϕ+ C−1Q− rcL′−1ϕ

(9.32)

behaves as the target system (9.27) with x∗ (asymptotically) stable.

Proof. In order to get the control law shown in (9.32), we first define a full rank annihilator g⊥

is

g⊥ =



Im 0 0 0 0 0

0 In−m 0 0 0 0

0 0 Im 0 0 0

0 0 0 In−m 0 0

0 0 0 0 0 Im


. (9.33)

We will not modify the closed-loop interconnection matrix i.e., Jd = J . By observing the open-
loop system (9.19) and the fact that the fifth column of the annihilator g⊥ defined in (9.33) is
zero, one find that the matching conditions do not depend on the ϕ coordinates. The desired
damping matrix can then be defined as

Rd = R+Rc with Rc = diag
[
0, 0, rc, 0

]
. (9.34)

This choice of damping matrix leads to the damping injection effect in the closed-loop system
without changing any matching condition. We can use a negative damping injection to increase
the response time i.e. rc < 0. However, in order to guarantee the stability in the closed-loop
system, this negative damping injection has a lower bound rc > −R1m.
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By setting Hd(x) = H(x)+Hc(x) the matching condition (9.24) leads to the following matching
equations

∂Hc

∂p
=
∂Hc

∂q2
= 0, (9.35)

−∂Hc

∂q1
+Km

∂Hc

∂Q
= 0, (9.36)

∂Hc

∂ϕ
−R2m

∂Hc

∂Q
= 0, (9.37)

where q1 ∈ Rm, q2 ∈ Rn−m, p ∈ Rn, Q,ϕ ∈ Rm, Km = diag[k1, k2, · · · , km] ∈ Rm×m and
R2m = diag[1/r2, 1/r2, · · · , 1/r2] ∈ Rm×m.
We define the desired Hamiltonian as the composition of the desired mechanical potential energy,
the desired mechanical kinetic energy and the desired electrical energy

Hd(x) = Ed(x) + Pd(x) +Hϕ
d (x) +HQ

d (x). (9.38)

From the matching condition (9.35), we find that Hc cannot depend on the momentum variables
p. Hence, we define the closed-loop kinetic energy as Ed(x) = E(x). Hence, the only part of
the energy that can be modified is Pd(x), HQ

d (x) and Hϕ
d (x), and more precisely the part that

depends on Q, ϕ and q1. From the matching conditions (9.36) and (9.37), the desired energy
has cross terms between q1, Q and ϕ. Hence, we propose the following solution

∂Hd

∂q1
= K ′1 (q1 − q∗1) + κ1 (Q−Q∗) + κ3 (ϕ− ϕ∗)

∂Hd

∂Q
= C ′−1 (Q−Q∗) + κ1 (q1 − q∗1) + κ2 (ϕ− ϕ∗)

∂Hd

∂ϕ
= L′−1 (ϕ− ϕ∗) + κ2 (Q−Q∗) + κ3 (q1 − q∗1)

(9.39)

with K ′1, C ′ and L′ the desired stiffness, capacitance and inductance of the closed-system.
The constants q∗1, Q∗ and ϕ∗ are the equilibrium position of the closed loop system and κi,
i = {1, 2, 3} are constant cross terms. Now we shall compute the above design parameters such
that the desired Hamiltonian satisfies the matching condition (9.36) and (9.37).
Taking (9.39) and the gradient of the open-loop Hamiltonian ∂H

∂q1
= K1q1, ∂H

∂Q = C−1Q and
∂H
∂ϕ = L−1ϕ into account, we have that

∂Hc

∂q1
= (K ′1 −K1)q1 −K ′1q∗1 + κ1 (Q−Q∗) + κ3 (ϕ− ϕ∗)

∂Hc

∂Q
= (C ′−1 − C−1)Q− C ′−1Q∗ + κ1 (q1 − q∗1) + κ2 (ϕ− ϕ∗)

∂Hc

∂ϕ
= (L′−1 − L−1)ϕ− L′−1ϕ∗ + κ2 (Q−Q∗) + κ3 (q1 − q∗1)

(9.40)

To find a solution for Hc satisfying (9.40), we select

K ′1 = K1 +K2
mC̃ (9.41)

L′−1 = L−1 +R2
2mC̃ (9.42)

κ1 = KmC̃ (9.43)
κ2 = R2mC̃ (9.44)
κ3 = KmR2mC̃ (9.45)

where the matrix C̃ =
(
C ′−1 − C−1

)
With the above choice, the matching conditions (9.36)

and (9.37) are satisfied.
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Now we compute the constantsK ′1, C ′ and L′ such that the closed-loop system is asymptotically
stable at the desired equilibrium

[
q∗T1 , Q∗T , ϕ∗T

]T . From (9.25) it should be verified that

∂Hd

∂x
(x∗) = 0,

∂2Hd

∂x2
(x∗) > 0. (9.46)

From the first equation of (9.46), q1 = q∗1,Q = Q∗ and ϕ = ϕ∗ satisfy the following relations

K′1 (q1 − q∗1) +KmC̃ (Q−Q∗) +KmR2mC̃ (ϕ− ϕ∗) = 0

C′−1 (Q−Q∗) +KmC̃ (q1 − q∗1) +R2mC̃ (ϕ− ϕ∗) = 0

L′−1 (ϕ− ϕ∗) +R2mC̃ (Q−Q∗) +KmR2mC̃ (q1 − q∗1) = 0

(9.47)

From the open-loop dynamic (9.19), by computing ẋ(x∗, u∗) = 0, we find that the equilibrium
q∗1, Q∗ and ϕ∗ are related as follows

Q∗ =
K1C

Km
q∗1, ϕ∗ =

R2mLK1

Km
q∗1. (9.48)

Finally, to guarantee the equilibrium x∗ be the strict minimum of the closed-loop Hamilto-
nian, the Hessian of Hd should be positive definite at the desired equilibrium. Thus the right
inequality of (9.46) yields the following condition on the control design parameter C ′:

C ′−1 ≥ C−1 − K1

K2
m

, C ′−1 ≥ K2
mC
−2

K1 +KmC−1
,

C ′−1 ≥
(
K2
mL
−1 +R2

mK1

)
C−2

K1L−1 +K2
mL
−1C−1 +R2

mK1C−1
.

(9.49)

From (9.41) and (9.42) we see that K ′1, L′ and C ′ are related. Hence once we choose the
parameter C ′ satisfying the conditions (9.49), the two other parameters are fixed. The proof
of the asymptotic stability is straightforward once it is noticed that the desired closed-loop
dissipation matrix is equal to the open-loop dissipation matrix, and in particular that the
dissipation sub-matrix of the electrical part is full rank. Hence, the asymptotic stability follows
in an analog manner as the asymptotic stability of a mass-spring-damper systems (van der
Schaft, 2000) by using LaSalle’s invariance principle.
Finally from Proposition 8 and the damping injection (9.34), the following control law is ob-
tained:

β(x) = −
(
R1mL

′−1 +R2mC̃
)

(ϕ− ϕ∗)
− (R1mR2m + Im)KmC̃ (q1 − q∗1)

−
(
R1mR2mC̃ + C ′−1

)
(Q−Q∗)

+R1mL
−1ϕ+ C−1Q− rcL′−1ϕ

(9.50)

The control law (9.32) that corresponds to the general solution of the control problem stated in
Proposition 9 is a state feedback. As a consequence its implementation requires the use of an
observer. A possible solution consists in choosing the control parameters such that (9.32) can be
implemented as an output feedback. Indeed since the output of the PHS model is the electrical
current of the actuator i.e., i = L′−1ϕ, an appropriate choice of the control parameters leads to
an output feedback rather than a state feedback, simplifying its experimental implementation while
guaranteeing the global stability.

Proposition 10. Consider the control law (9.32) and assume R2m negligible since the resistance
in parallel to the capacitor r2 is large enough. Then (9.32) becomes a Proportional integral
control:

u = −C̃
∫ t

0
i(s)ds+

(
KmC̃ +

K1C

KmC ′

)
q∗1 − rci. (9.51)
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where i ∈ Rm is the measured current.

Proof. We assume the dissipation matrix R2m is negligible then the control law (9.32) becomes:

uc = −R1mL
′−1 (ϕ− ϕ∗)−KmC̃ (q1 − q∗1)

−C ′−1 (Q−Q∗) +R1mL
−1ϕ+ C−1Q

= −R1m

(
L′−1 − L−1

)
ϕ−KmC̃q1 − C̃Q

+KmC̃q
∗
1 + C ′−1Q∗

(9.52)

Because L′−1 = L−1 +R2
2mC̃, then L′−1 = L−1 with R2m ≈ 0. The above control law becomes

uc = −KmC̃q1 − C̃Q+KmC̃q
∗
1 + C ′−1Q∗

= −C̃ (Kmq1 +Q) +KmC̃q
∗
1 + C ′−1Q∗

(9.53)

where q1, Q and ϕ ∈ Rm, and is completed by damping injection through

u = uc − rc
ϕ

L′
= u∗ − rci. (9.54)

By taking into account the last equation of the complete system (9.19) and R2m = 0, one can
get:

i = y = k1q̇1 + Q̇ (9.55)

and since Q∗ = K1C
Km

q∗1, the control law (9.53) becomes:

uc = −C̃
∫ t

0
i(s)ds+ +

(
KmC̃ +

K1C

KmC ′

)
q∗1 (9.56)

Substituting the former equation in (9.54), we obtain equation (9.51).

9.4. Identification and experimental validation

For the identification and experimental validation we consider a polyethylene flexible structure
equipped with one IPMC actuator. The complete experimental set-up is shown in Figure 9.4.
A dSPACE board and a computer (with Matlab Simulink) is used to generate the control signals U ∈
[0, 7V] on the IPMC, to get the measurements and to implement the controller. The measurements
are the displacement of the flexible structure and the applied voltage to the IPMC actuator. The
displacement is measured by a laser displacement sensor from KEYENCE company (LK-G152).

9.4.1. Identification of the flexible-structure parameters

In this section, we identify the parameters used for the finite dimensional modelling of the flexible
structure. The physical parameters related to the considered polyethylene beam are summarized in
Table 9.1. It is considered that the flexible structure is composed of four links (n = 4) and actuated
at the first joint with an IPMC actuator (m = 1). The known parameters of the PHS lumped
parameter model (9.14) are shown in Table 9.2.
The unknown parameters are the stiffness and the damping coefficients of every joint. We shall
assume a uniform beam, hence we assume identical stiffness Ki and damping Ci coefficients. In
order to identify these parameters, we measure the displacement at the end of the beam with the
laser sensor. The positioning of the laser sensor is at 5 mm from the tip of the flexible structure in
equilibrium position.
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Figure 9.4: Experimental set-up

L Length 0.16 m

W Width 7× 10−3 m

T Thickness 0.22× 10−3 m

ρ mass density 936 kg/m3

Table 9.1: Physical parameters of the flexible beam

ai Length of the i−link 4× 10−3 m

mi Mass of the i−link 0.58× 10−4 kg

Ii Inertia of CoM of the i−link 0.77× 10−8 kg · m3

Table 9.2: Fixed parameters of the Lumped parameter model
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In the current experimental set-up, n = 4 and the ai are given in Table 9.2. The experimental data
used to identify the parameters is the displacement, taken at xs = 15.5 cm.
The identification procedure is performed using Sequential Quadratic Programming (SQP) and trust-
region-reflective algorithms (’fmincon’). These optimal algorithms for non-linear model identification
(’nlgreyest’) are implemented in the Matlab Identification Toolbox®.
The identification result is shown in Figure 9.5 (lhs). The curve fitting of the model simulation
with optimally identified parameters (black dashed line) and the experimental data (red solid line)
is satisfying, with a fitting percentage of 88.39%. The identified stiffness and damping coefficients
are shown in Table 9.3.

Ki Stiffness of the i−joint 10.4× 10−4 N/m

ci Damping of the i−joint 7.682× 10−6 Pa · s

Table 9.3: Identified stiffness and damping coefficients
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Figure 9.5: (lhs) Parameter estimation with linear stiffness for every joints. The displacement
measurement is taken at xs = 15.5 cm. (rhs) Model validation with xs = 14 cm.

To validate the identified model, we measure the displacement at a different point, xs = 14 cm with
the different initial position, and compare the measurements with the simulation. The results are
shown in Figure 9.5 (rhs). The fitting percentage is 86.6%.

9.4.2. Identification of the IPMC parameters

The physical parameters of the RLC model of the IPMC are given in Table 9.4 (Nishida et al., 2011b;
Yim et al., 2006; Gutta et al., 2009).

C 5.8× 10−2 F

r1 29.75 Ω

r2 700 Ω

Table 9.4: Parameters of the IPMC actuator

The movement of the flexible structure is due to the bending of the IPMC when applying a voltage.
Two voltages step inputs are applied, first U1 = 2 V at 5 s, and then U2 = 4 V at 20 s. The measure
is the displacement at xs = 15.5 cm. An average of several experimental tests is has been performed
in order to avoid environmental perturbations as much as possible. The experimental response is
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shown in Figure 9.6. One can observe that the flexible structure displaces 6.5 mm and 13.8 mm
when applying 2 V and 4 V respectively.

Figure 9.6: IPMC actuation identification for U1 = 2 V and U2 = 4 V.

Using the same identification procedure as in the previous subsection, the coupling parameter is
identified as

k = 0.98× 10−5N ·m/V (9.57)

The simulation result is given in Figure 9.6 in red solid line and the experimental data in black dashed
line.

Remark 9.4.1. In the proposed model, the dynamics of the IPMC actuator are simplified to a
RLC circuit and the coupling between the actuator and the flexible structure is also simplified to
a constant coefficient k. However, the IPMC actuator has a nonlinear electro-stress diffusion
dynamic which is not addressed in this chapter. This is why in Figure 9.6, the simulation curve
(black dashed line) is slightly different from the experimental data (red solid line) at second 22 s.
♦

9.5. Control implementation by experimental validation

9.5.1. Flexible structure with one IPMC patch

In this subsection the control strategy of Section 9.3 is applied and experimentally validated on the
flexible structure controlled by using one IPMC actuator. The control law (9.51) is cast in the single
patch actuation case, and implemented using the voltage as control input to the IPMC. Instead
of plotting the angular displacement of the joints, the displacement ys is plotted since it is the
quantity that is experimentally measured by the laser sensor, as explained in the previous section.
The reference position is given in terms of ys. The desired angular position q∗ can be computed as

q∗ = tan−1

(
ys

xs − L
n+1

)
(9.58)

where in this case, y∗s = 5 mm, xs = 15.5 cm, L = 16 cm and n = 4.
The experimental results are shown in Figure 9.7. It is shown that without any damping term the
raising time can be drastically reduced up to 1 second. However, in this case, since the response
of the controlled system is faster, the high frequency modes of the flexible structure are excited
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Figure 9.7: Controlled response with energy shaping C ′ = 0.005 F. Response time ↗ and
oscillation ↘ when rc ↗

and have a significant oscillatory contribution to the time response (black dashed-dotted line with
rc = 0Ω). The use of damping injection allows to damps this oscillation. In Figure 9.7 one can see
that by using the damping term rc = 10Ω the step response is less oscillatory (blue dashed line).
Finally, a good compromise between oscillations and time response (around 1 second) can be found
by choosing rc = 30Ω (red solid line).
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Figure 9.8: Applied voltage with energy shaping C ′ = 0.01 F.

In Figure 9.8, the applied voltage to the IPMC actuator when using control by energy shaping is
shown. The controller sends a peak voltage to the IPMC and then decreases until converging to the
the steady state position.

9.5.2. Flexible structure with two IPMC patches

In this subsection, we investigate the actuation through two IPMC patches. One patch is placed at
the clamped side of the beam as in the previous subsection and the second actuator is placed at the
middle of the flexible structure as shown in Figure 9.9.
The control objective of the multi-actuated flexible structure is to reach a desired shape for the
structure (as shown at the bottom of Figure 9.9) with guaranteed performances in terms of settling
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Figure 9.9: Multi-actuation experimental set-up.

time and overshoot. In this case, we propose to use the four links structure to design the controller
as it provides a good compromise between acurracy and complexity. The actuation is applied to the
the first and the third joint of the structure respectively. Two KEYENCE laser sensors are used to
measure the tip displacement and the middle displacement of the flexible structure.
We first move the free end of the structure to the desired position y∗s = 5 mm as in the previous
subsection. Then, the desired angular position q∗1 is computed from (9.58) using y∗s = 5 mm. In a
second instance, we bring the free end of the structure to the original position i.e, ys = 0 by the
second IPMC actuator placed at the middle of the structure (third joint). It applies the angular
position q∗3 = −2q∗1. Hence the desired angular positions corresponding to the desired shape of

the structure are q∗ =
[
q∗1 0 −2q∗1 0

]T
. The control design parameters are C ′ = 0.05 F and

rc = 30Ω for both actuators.
In Figure 9.10, the tip and middle displacement measurements are shown. The red dashed curve
is the tip displacement and the blue solid curve is the measurement from the middle laser sensor.
First the control law (9.51) is used to drive the clamped side IPMC actuator such that the tip of the
structure moves to the desired position 5 mm and then at 6 seconds, we control the second IPMC
actuator placed at the middle of the structure to drive the tip to its original place. One can observe
that the tip displacement (red dashed curve) first goes to the desired position and then goes back to
0 at 6 seconds. The middle of the flexible structure (blue solid line) first goes to 2.5 mm and does
not move anymore apart from a small oscillation at 6 seconds when the second IPMC is actuated.

9.6. Summary

This Chapter presents a lumped model and control strategy for a class of 1-D IPMC actuated flexible
structure using the PHS framework. The developed model effectively replicates the primary behavior
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Figure 9.10: Tip and middle displacements.

of IPMC actuated endoscopes, with a notable feature of being easily scalable. The control strategy
is rooted on IDA-PBC, and takes into account the electro-mechanical coupling in the design of the
closed-loop Hamiltonian function. The cross terms result in non-trivial matching conditions which
are solved by using a set of auxiliary control design parameters. The resulting controller allows to
modify the closed-loop equilibrium and shape the closed-loop Hamiltonian.
An experimental set-up has been employed to test and validate the proposed model and control
strategy. This experimental set-up replicates the main properties of a compliant bio-medical endo-
scope process. The comparison between the simulations and the experimental data demonstrates
that the model replicates the experimental response in a satisfactory way. Two control strategies
are implemented, one which only changes the closed-loop equilibrium and a second one which also
shapes the closed-loop energy function. Both controllers asymptotically stabilize the system. It has
been shown by means of simulations and experimental tests that by modifying the closed-loop Hamil-
tonian function the closed-loop response can be effectively tuned and rendered faster. Furthermore,
the flexible structure is actuated by two IPMC patches which allow to get a desired configuration of
the structure.
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Chapter 10

Modeling and control of HASEL
actuator

10.1. Introduction

In the recent years, the Hydraulically Amplified Self-Healing Electrostatic (HASEL) actuator has
provided a new road-map for the design of soft actuators (Acome et al., 2018). By combining the
design concept of dielectric elastomer actuators and fluidic-driven soft actuators, more desirable
features of HASEL actuators are indicated (Rothemund et al., 2020a) including self-sensing and self-
healing capabilities and great potential for many applications, such as: HASEL artificial muscles made
from elastomers, elastomeric donuts, quadrant donuts and curling HASEL actuators (Rothemund
et al., 2020b), soft grippers (Acome et al., 2018) and soft-actuated joints created based on the
hydraulic mechanism used in spider legs (Kellaris et al., 2021). One of the advantages of the HASEL
actuator is that it is easy to manufacture, low cost, and open to many potential design based on
its working principle (Kellaris et al., 2018). The authors of (Mitchell et al., 2019) present an easy
to implement toolkit to design and fabricate multiple HASEL actuators incorporating electrostatic
zipping mechanisms and reducing operating voltages. Several attempts to model and control the
HASEL actuator have recently been proposed. In (Kellaris et al., 2019), the geometrical analysis of
HASEL is investigated. In (Johnson et al., 2020), an identification of a nonlinear HASEL actuator
model has been presented and the controller design using the self-sensing strain is addressed with a
basic control approach. In (Liu et al., 2021a), the planar HASEL actuator model is investigated to
describe the relationship between the output force and the applied voltage. These works reveal that
the modeling and control of complex mechanical structure with fluid structure interaction is very
hard and challenging. Only few studies on control-oriented modeling and control design has been
proposed in the literature (Johnson et al., 2020).
To overcome these constraints, this work proposes a physically based dynamic model and a control
strategy for HASEL actuators using the port Hamiltonian (PH) approach. This approach (Maschke
and van der Schaft, 1992) has proven to be powerful for the modeling and control of complex multi-
physical systems. PH modeling is based on the characterization of energy exchanges between the
different components of the system. This approach is particularly adapted for the modular modeling
of multi-physical systems. On the other hand, the PH approach is well suited passivity based control
design with clear physical interpretation, such as energy shaping and control by interconnection and
damping assignment (IDA-PBC) (Ortega et al., 2002).
The main contributions of this work are the proposition of a PH model to describe the dynamics
of the HASEL actuator and the position control strategy based on the IDA-PBC method. The
geometry of the HASEL pouch is investigated and based on this analysis, a PH dynamic model is
established using a non linear spring-damper system to approximate the mechanical behavior of the
flowing liquid in the pouches. A control law based on IDA-PBC method is employed to achieve the
desired equilibrium position. Furthermore an integral action is added to the previous controller to
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cope with the uncertainties in the load mass. The proposed PH model is identified and validated by
an experimental setup and the proposed control method is also validated by the same experimental
setup which is described in Fig. 10.4.
This Chapter is organized as follow: Section 10.2 presents the geometry analysis and the PH modeling
of the HASEL actuator. The IDA-PBC based position control and integral action are proposed in
Section 10.3. In Section 10.4, the experimental setup and the parameters identification are presented.
The proposed control laws is experimentally validated and the results are discussed in Section 10.5.
The summary of this chapter is given in Section 10.6.

10.2. Port Hamiltonian modeling of HASEL actuator

In the following sections, the geometric constraints of the system are introduced. All the geometric
variables can be interpreted as function of the endpoint displacement q (the geometry of HASEL
actuator is shown in Fig 10.1b), the partial derivative of these variables are naturally derived and
which is essential for the PH model.

10.2.1. Geometry description of HASEL actuator

We first introduce the HASEL unit, which is a simplified geometric model to approximate the real
actuator. Unlike an ellipse geometric shape presented in (Rothemund et al., 2020b), we use a
diamond shape to describe the unit pouch of the HASEL actuator as shown in Fig. 10.1a.

(a) (b)

Figure 10.1: (a) The geometry of HASEL unit; (b) Deformation description of the actuator

The HASEL unit is composed of a pouches filled with dielectric liquid, and equiped with a pair of
electrodes covering the two polymer films. The parameters of the actuator include:

• Lp the length of pouches;

• w the width of pouches and electrodes;

• Le the length of paired electrodes;

• Lv the initial length of actuator;

• A the cross-sectional area of pouches;

• t the thickness of dielectric film.
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When we apply the voltage to the actuator, the Maxwell force zips the pair of electrodes which leads
to the deformation of actuator. We define the geometric variables due to the deformation as follows:

• le the length of the zipped electrodes;

• lh the height of the pouches;

• lv the length of the unzipped pouches;

• lc the distance between the endpoints of the paired electrodes.

In this work, we make two assumptions for the actuator during its deformation: 1) the cross-section
area A is constant because the dielectric liquid is incompressible, and 2) the length of the pouch Lp
is constant because the membrane is inextensible. The objective is to find how the displacement q
relates to the geometry of the HASEL unit. From the deformation of the actuator, we can write
the geometrical relationship to achieve the different variables. The actuator endpoint displacement
is defined as:

q = Lv − (le + lv) = Ω(le) (10.1)

Since the cross-sectional area is assigned to a diamond shape, the following geometry relationship
holds:

A =
lvlh
2

(Lp − le)2 = l2v + l2h

(10.2)

By substituting the first equation of (2) to the second one, we can present the height lh and the
width lv as the function of le as following:

lh =

√
(Lp − le)2

2
−
√

(Lp − le)4

4
− 4A2 (10.3)

lv =

√
(Lp − le)2

2
+

√
(Lp − le)4

4
− 4A2 (10.4)

Then we can substitute the above equation to Eq. (10.1) and the length of the zipped electrodes le
can be presented as a function of the actuator endpoint displacement q:

le(q) = Ω−1(q) (10.5)

Finally, the geometric constraints of the actuator can written as a function of the displacement q.
The more precise geometric analysis of the actuator has been made based on the ellipse shape in
(Kellaris et al., 2019; Moretti et al., 2018). In this work, we have chosen the the diamond shape for
the dynamic modeling, because it is a good compromise between the accuracy of the model and its
simplicity of the geometric analysis. All the geometric variables can be expressed in the function of
q with the diamond shape assumption. However, in the ellipse shape case, it is not easy to present
or compute all the geometric variables in the function of q.

10.2.2. PH Formulation of HASEL

In this part, we derive a dynamic model of the HASEL actuator by using the PH framework. The
main idea is the use of spring damper systems to describe the mechanical properties of the dielectric
liquid in pouch. The motivation is from the observation of the physical properties during the
actuator deformation: 1) the displacement of the liquid and the constraints on the structure cause
the resistance to the deformation, and 2) the actuator returns to its initial state (position) when
the voltage is switched off. These properties imply that the mechanical properties of the flowing
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(a) (b)

Spring and damper

Spring and damper

Figure 10.2: (a) Initial state when load is placed at the end; (b) The deformed state with zipped
part of electrodes.

dielectric liquid can be described by a spring-damper system. In this work, we propose two spring-
damper systems places in the vertical and horizontal directions of the actuator, as shown in Fig.
10.2.
To model the dynamics of the actuator, we first introduce its Hamiltonian function (energy function)
which is composed by the mechanical energy and the electric energy. The total mechanical energy is
the sum of the kinetic and the potential energy. The potential energy of the spring system is written
as

Hs(q) =
1

2
kv(q)∆ξv(q)

2 +
1

2
kh(q)∆ξh(q)2 (10.6)

where ∆ξv(q), ∆ξh(q) are the deformation of the springs in the vertical and horizontal directions,
and kv(q), kh(q) are the coefficients of the nonlinear springs. The deformation of the springs are
defined as

∆ξv(q) = lv(q)− ξv(m)

∆ξh(q) = lh(q)− ξh(m)
(10.7)

where ξv, ξh are the original length of the springs. In this work, the original length of the springs are
designed as nonlinear functions depending on the load mass m. Because the geometry constrains
limit initial states of the actuator, no matter how heavy the load is applied to the actuator, the initial
states should remain the same. From a physical point of view, it can be explained by the fact that
the uncompressible dielectric liquid generates an equivalent inner pressure to resist to the external
force from the load and maintains the actuator in the initial geometry.
The electric energy of the capacitance between the paired electrodes is

Hc(q,Q) =
1

2

Q2

C(q)
(10.8)

where Q is the charge of the capacitor and C is the capacitance value. While C depends on q, its
computation can be split into two parts: the zipped region and unzipped region. The capacitance
in the zipped region can be described by

Cz(q) =
εrε0w

2t
le(q) (10.9)
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For the unzipped region, it is approximated by the capacitance between two unparalleled plates

Cuz(q) =

∫ (Le−le) cos(α)

0

εrε0w tan(α)

2t+ 2x tan(α)
dx (10.10)

As a result, the total capacitance is

C(q) = Cz(q) + Cuz(q) (10.11)

Then including the kinetic energy of the load and the potential energy related to the gravity, the
Hamiltonian function, i.e. the total energy of the system can be described as:

H(q, p,Q) = Hs(q) +Hc(q,Q) +
1

2

p2

m
+mgq (10.12)

where the p is the momentum of the load and g is the gravity constant. By choosing the energy
variables as the state variables x = [q, p,Q]T . The co-energy variables e are:

e =


∂H
∂q

∂H
∂p

∂H
∂Q

 =


∂Hc
∂q + ∂Hs

∂q +mg

p
m

Q
C(q)

 (10.13)

where ∂H
∂q stands for the total force working on the load in the q direction, resulting from the sum

of the spring force working on the load ∂Hs
∂q , the force from capacitance ∂Hs

∂q and the gravity force
mg.
With the above variables, the dynamics of the actuator can be presented by the following PH
formulation: 

q̇

ṗ

Q̇

 =


0 1 0

−1 −b(q) 0

0 0 −1/r


︸ ︷︷ ︸

(J−R)


∂H
∂q

∂H
∂p

∂H
∂Q

+


0

0

1/r


︸ ︷︷ ︸

g

V (10.14)

where the interconnection matrix J = −JT represents the energy exchanges in the system, while
the damping matrix R = RT = diag

[
0 b(q) 1/r

]
≥ 0 describes the internal dissipation of the

system with b(q) the nonlinear damping coefficient depending on the vertical and horizontal damper
and r the resistance of the actuator. Let choose the current, the power conjugate variable of the
input, as the output y = gT ∂H∂x = i, the system is passive, since the Hamiltonian is such that H > 0
and H(0) = 0, moreover its time derivative satisfies:

Ḣ = −∂H
∂x

T

R
∂H

∂x
+ yTu ≤ yTu. (10.15)

10.3. Position control design

In this work, the objective is to control the end position of the HASEL in closed loop. Based on the
PH model proposed in the previous section, the IDA-PBC method (Theorem 8) will be investigated
to control the position of the actuator. The IDA-PBC method provides several degrees of freedom to
assign the closed-loop equilibrium position and performance with clear physical interpretation from
energy point of view (Ortega et al., 2002). Furthermore, a structure preserving integral action will
be added to improve the robustness of the control law while guaranteeing the closed-loop stability.
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10.3.1. Application to HASEL actuator position control

To apply the IDA-PBC design procedure on the HASEL actuator position control, we firstly consider
the open loop system (10.14) and define the desired closed-loop Hamiltonian function

Hd(p, q,Q) =
kp
2

(q − q∗)2 +
1

2

p2

m
+
kQ
2

(Q−Q∗)2 (10.16)

where q∗ and Q∗ are the desired equilibrium position and charge of capacitance, and the asymptot-
ically stable PH target system corresponds to (9.23) with

Jd =


0 J12 α1

−J12 0 α2

−α1 −α2 0

 , Rd =


0 0 0

0 r1 0

0 0 1
r


where α1, α2 are the frees variable to be designed. By defining the full rank left annihilator g⊥ =−1 0 0

0 1 0

 , the matching equation (9.24) leads to

J12(q, p,Q) = 1− α1
m

p
kQ(Q−Q∗)

r1(q, p,Q) = b+
m

p
(
∂H

∂q
− J12kp(q − q∗)−

−α2kQ(Q−Q∗))

(10.17)

which are the variable depending on the state variables q, p,Q. The desired equilibrium of the system
is x∗ =

[
q∗, 0, Q∗

]
. To make sure the closed loop system is asymptotically stable, the parameter

r1 ≥ 0 which implies

Q∗ ≥ α2kQQ− κ
α2kQ

(10.18)

where κ = b+ m
p (∂H∂q − J12kd(q− q∗)) According to equation (9.26), the control law of closed-loop

system is

β(x) = −α1rkp(q − q∗)− kQ(Q−Q∗) +
Q

C(q)
− α2r

p

m
(10.19)

10.3.2. Integral Action (IA) for robustness

The main drawback of the controller proposed in the previous section is the lack of robustness to
overcome the steady state error due to the external disturbance or the unmatched mass of load. To
improve the robustness, the integral action control (Ferguson et al., 2017) based on the IDA-PBC
method is applied in this subsection.
The uncertainties of the load can be interpreted as external force applied on the system. Hence, the
closed-loop system in the previous section can be expressed as

Q̇

ṗ

q̇

 =
[
Jd(x)−Rd(x)

]
∂H
∂Q

∂H
∂p

∂H
∂q

+


0

d

0

 (10.20)
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where the matrices Jd(x) and Rd(x) are defined as

Jd(x) :=

 Jaa(x) Jau(x)

−JTau(x) Juu(x)

 =


0 −α1 −α2

α1 0 −J12

α2 J12 0



Rd(x) :=

 Raa(x) Rau(x)

−RTau(x) Ruu(x)

 =


1
r 0 0

0 0 0

0 0 r1


and d is a unknown constant external force (disturbance) to the system that depends on the unknown
load. According to (Ferguson et al., 2017), if we choose the new closed-loop Hamiltonian function
Hcl

Hcl = Hd +
Ki

2
‖Q− xc‖2, (10.21)

we can derive the new closed-loop Hamiltonian system


ẋa

ẋu

ẋc

 =
[
Jcl(x)−Rcl(x)

]
∂Hcl
∂xa

∂Hcl
∂xu

∂Hcl
∂xc

+


0

d

0

0

 . (10.22)

Thus the control law of the integral action is

ui =
[
−Jaa +Raa + Jc1 −Rc1 −Rc2

] ∂Hd

∂xa
(10.23)

+
[
Jc1 −Rc1

]
Ki(xa − xc) + 2Rau

∂Hd

∂xu

ẋc = −Rc2
∂Hd

∂xa
+ (Jau +Rau)

∂Hd

∂xu
(10.24)

where xc is the state of integral action. In this work, we choose the following design of matrices:

Jc1 = 0, Rc1 =
1

r
, Rc2 = 0 (10.25)

and the interconnection and damping matrices given by

Jcl :=


0 Jau(x) +Rau(x) 0

−(JTau(x) +RTau(x)) Juu(x) 0

0 0 0



Rcl :=


1/r 0 1/r

0 Ruu(x) 0

1/r 0 1/r

 .
(10.26)

Then the following integral control law and the controller state can be derived:

ui =
1

r
Ki(Q− xc) (10.27)

ẋc = −α1kp(q − q∗)− α2
p

m
(10.28)
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where Ki is the gain of the integral action need to be designed. Combining the IDA-PBC (10.19)
and Integral action (10.27), we can implement the controller as the block diagram in Fig. 10.3.

HASEL

actuator

Integral action
Eq. (32) and (33)

q,p,Q
q*

IDA-PBC β(x)
Eq. (24)

+

+

Figure 10.3: Block diagram of closed-loop control with integral action

10.4. Experiment Description and Identification

10.4.1. Experiment Setup

Figure 10.4: Experimental setup description

Figure 10.5: Experimental setup

The real-life experimental setup is shown in Fig. 10.5 and can be presented by the scheme shown in
Fig. 10.4. This experimental setup is composed of the following elements:

• The actuator used in this study is composed of 5 C-5015 HASEL actuators that were manu-
factured by Artimus Robotic®. A 3-D printed load container is attached to the bottom of
the actuator to simplify the load change during the manipulation.
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• A Trek®610E high voltage amplifier is used to linearly amplify 0 − 10V input signal to
0− 10KV output voltage with guaranteeing the current up to 2mA which provides sufficient
driven power for the actuator motion. This amplifier can also return the current measurement
in real-time during the manipulation.

• A Kenyence®LK-G152 laser sensor is used to measure the actuator displacement. The sensor
is tuned to have 10kHz of bandwidth and ±4cm measurement range which are large enough
to track the dynamics of the actuator and to validate the proposed control law.

• A computer with Matlab Simulink®is used to generate the reference signals, to implement
the proposed controller and to get the measurement data.

• A dSPACE board (dS1104) serves the signals converters interface such as DAC (digital
analogic converter) between the computer and the actuator and the ADC (analogic digital
converter) between experimental sensor measurement (displacement and current) and the
computer.

10.4.2. Model Identification and Validation

For the model identification and the experimental validation, we conduct experiments with different
loads (m = 150g, 200g, 250g) and different applied voltages (V = 4kV, 5kV, 6kV ) to obtain the
experimental data of the displacement q and the electrical charge Q. The objective of identification
is to find the proper coefficients of the spring-damper systems which approximate the dynamics of
dielectric liquid of the HASEL actuator. From the system (10.14), we can obtain the mechanical
force of the HASEL actuator as Fm = ∂Hs

∂q + Fd = ṗ − ∂Hc
∂q − mg with Fd = b(q) pm . Thus the

identification problem becomes to find the optimal solution for the original length, the stiffness of
the springs and the damper coefficients such that the difference between the mechanical force Fm
and the measured force Fe is minimum.

Table 10.1: HASEL actuator’s parameters

Parameter Value Units

Lp 0.012 m

Le 0.06 m

w 0.05 m

t 18× 10−6 m

ε0 8.85× 10−12 F/m

εr 2.2 F/m

r 8000 Ω

The coefficients are nonlinear and defined as the first order polynomial form:

ξi(m) = φj1m+ φj0

ki(q) = θj1q + θj0

bi(q) = λj1li(q) + λj0

(10.29)

where j = v, h stands for the vertical and horizontal directions. The length of the springs is
the function of the load m with coefficients φjn, the stiffness and the damper are the function
of deformation with coefficients θjn and λjn. The identification problem is solved by the nonlinear
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model identification (‘nlgreyest’) and the trust-region-reflective algorithm (‘fmincon’) which are
implemented in Matlab Identification Toolbox®.

The experimental data of the mechanical force used for the parameters identification are shown by
the blue curve in Fig. 10.6. Using the identification toolbox as mentioned before, one can get the
identified parameters. Then the model simulation result with the identified parameters is compared
to the experimental data in Fig. 10.6. The curve fitting has a very high percentage (fit = 94%) where
fit =

[
100

(
1− ‖yexp−ysim‖

‖yexp−mean(yexp)‖

)]
% with the experimental data yexp and the model simulation

result ysim.

m = 250g

m = 200g

m = 150g

Figure 10.6: Mechanical force identification
(Fitness: 94%)

In order to verify the previous identified parameters, the actuator position response in the simulation
is also compared to the experimental position data as shown in Fig. 10.7 with high fitness (88%).
Meanwhile, the model with the identified parameters provides high fitness both in position and force
response in the case of the different loads and the different applied voltages. These results suggest
that the proposed model is able to describe the dynamics of the HASEL actuator.

m = 250g

m = 200g

m = 150g

Figure 10.7: Position identification
(Fitness: 88%)
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10.5. Control implementation

In this section, we implement the proposed IDA-PBC controller (10.19) and the Integrate action
(10.27) to the actuator with identified parameters to get the desired positions. Fig. 10.8 shows the
closed loop responses with IDA-PBC controller with kp = 4, kQ = 2 and α2 = 0.1 (blue dashed line)
and IDA-PBC + IA controller with Ki = 1 (red solid line) which follow the desired position defined
as the successive ramp reference between [0.5mm, 3, 5mm] (black dotted line). From Fig. 10.8, the
closed loop responses with and without IA controller both follow the reference in a satisfactory way
and the the difference is not easy to see. The relative error (er = absolute error

reference ) of the closed-loop
responses are 3% to 5% with and without IA controller.

Figure 10.8: Position control with the successive ramp reference signal (Upper figure); Control
voltage (Middle figure); Relative error er (Bottom figure)

In Fig 10.9, we use a sinusoidal reference signal to define the desired position. The signal frequency
is 0.2Hz and the signal range is [0.5mm, 2mm] (black dotted line). In this case, we only use the
IDA-PBC + IA controller to control the actuator. The experimental result shows the closed loop
response (red solid line) follows well the reference (upper figure). The maximal error of the signal
tracking is around 0.1mm and with 4% relative error.
In Figure 10.10, we show the effectiveness of the proposed IDA-PBC+IA controller to the frequency
position assignment. The desired position is defined by the sinusoidal reference with 1 Hz, 3 Hz, 5
Hz, 7 Hz. We can see the proposed controller can guarantee the position assignment with different
frequencies.
From Fig. 10.8, one can observe that the IA does not significantly improve the closed loop per-
formance. But as mentioned before, the purpose of using IA is to improve the robustness of the
controller to the unknown load disturbance. In Fig. 10.11, we show the robustness improvement
with the IA (red solid line) compared to the IDA-PBC controller without IA (blue dotted line). We
assign the desired position to 2mm and 0.5mm. A 100g load mass is added in the load container
when the actuator position at 2mm and removed when the position at 0.5mm. we can see that the
closed loop position is disturbed when we add or remove the load mass for both controllers. The
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Figure 10.9: Position control with the sinusoidal signal (Upper figure); Control voltage (Middle
figure); Relative error er (Bottom figure)

1Hz 3Hz 5Hz 7Hz

Figure 10.10: Position responses of the sinusoidal signal with 1 Hz, 3 Hz, 5 Hz, 7 Hz, respectively.
)



10.6. SUMMARY 125

IDA-PBC can not reject this external disturbance while the closed loop response with IDA-PBC+IA
controller goes back to the desired position as expected.

Add 100g Remove 100g

Figure 10.11: Disturbance rejection with Integral Action on the IDA-PBC controller

10.6. Summary

In this Chapter, we propose a dynamic model of an HASEL actuator via the PH approach. The
mechanical behavior of the actuator is approximated by two perpendicular nonlinear spring-damper
systems. The proposed model reproduces the main dynamic behavior of the actuator. The experi-
mental results show that the proposed model is sufficiently accurate to cope with the main system
dynamics (up to 94% fitness). Based on the proposed model, the IDA-PBC method is investigated
for the positioning control of the actuator. Further integral action is added to cope with load un-
certainties. The experimental closed loop responses validate the proposed control laws to different
desired position references with the relative error less than 5%. This work is the first attempt to the
control-oriented modeling and control design of the HASEL actuator taking the advantage of the
PH approach. In the future, the dynamic modeling and control design for more complex structures
based on the HASEL actuator will be investigated. The high speed position control design and the
controller parameters tuning problem will be considered in the future.
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Chapter 11

Conclusion of Part II

In Part II, I have presented my contributions to the modeling and control of soft actuators using the
port Hamiltonian (PH) framework.
Firstly, in Chapter 8, a distributed PH model of IPMCs actuators is presented. This research en-
compasses a comprehensive IPMC model composed of three subsystems, each addressing a different
scale of the device: the distributed electric model for the electrode/polymer interface subsystem, the
electro-stress diffusion model for the polymer subsystem, and the beam model for the mechanical
structural deformation subsystem. These subsystems within different scales are interconnected using
boundary multi-scale coupling (BMS) operators in the proposed model. For the purpose of sim-
ulation and experimental validation, the proposed distributed PH IPMC model is discretized while
preserving the power structure. The physical parameters of the model are then determined through
experimentation, and the model’s accuracy is verified using various sets of data.
Secondly, the control of flexible structure by IPMCs are investigated in Chapter 9. In this study, the
flexible structure is described by a nonlinear lumped parameter PH model, with flexibility represented
through rotational springs. The flexible structure is actuated by IPMCs actuators, which are modeled
using a simplified RC circuit system within the PH framework. These two systems are interconnected
in a power preserving manner, ensuring the conservation of the PH structure in the coupled systems.
A control strategy based on IDA-PBC is subsequently introduced to achieve the desired shape of the
flexible structure using IPMC actuators. The proposed model has been identified on an experimental
set-up. Additionally, the effectiveness of the proposed control law is validated using the experimental
setup in various actuation scenarios, including both single and multiple actuators.
Finally, Chapter 10 delves into the modeling and control of HASEL actuators. Through reasonable
geometric and mechanical assumptions, a PH model is presented for the HASEL actuator, effectively
reproducing its primary dynamic characteristics. Subsequently, the study explores position control of
the HASEL actuator using the IDA-PBC method. Additionally, a structure-preserving integral action
is incorporated to enhance robustness while ensuring closed-loop stability. An experimental set-up is
build to test the proposed model and control laws. The experimental closed loop responses validate
the proposed control laws to different desired position references in a satisfactory way.
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Chapter 12

General conclusion and future research

12.1. General conclusion

In this manuscript, I summarize the main results I obtained since my recruitment at Supmicrotech-
ENSMM and FEMTO-ST institute in 2016. My research can be orgnized around two main research
lines that have been presented in two parts of this manuscript.
The first Part (Part I) is focused on control of distributed port Hamiltonian (PH) systems in 1D
and mixed (PDEs-ODEs) PH systems. Two scenarios are considered, when the control action is
applied at the boundary or within the spatial domain. In both scenarios, the early lumped approach
is employed, which means the distributed PH system is first discretized and the controller is designed
from this discretized model. In the first case, in Chapter 3 the finite dimensional (reduced order)
observer-based controllers are investigated. The conditions for the observer and controller gains
are given such that the derived observer-based controllers are also PH systems. Hence, the closed
loop stability can be guaranteed and the spillover effect can be avoided when the finite dimensional
controller is implemented on the infinite dimensional PH systems.
Chapter 4 presents the control design when the actuation is located along the spatial domain. In
this case, we show how dynamic extensions and structural invariants can be used to change the
internal properties of the system when the system is fully actuated, and how it can be done in an
approximate way when the system is actuated using piece-wise continuous actuators stemming from
the use of actuator patches. Asymptotic stability is achieved using damping injection.
In Chapter 5, we develop a control strategy that allows to stabilize a class of mixed ODE-PDE
systems with actuation on the ODE part. The control law consists of proportional and derivative
parts with a “strong dissipation” term. With the help of this term, we can guarantee the exponential
stability for the closed loop system without position control and the asymptotic stability when the
position control is considered.
Part II is dedicated to the modeling and control of a class of soft actuators, such as electro-active
polymers based actuators (IPMCs) and HASEL actuators, employing the PH approach.
In Chapter 8, a new model of IPMCs actuators is proposed with the help of the PH framework.
The three components of the IPMC (Ionic Polymer-Metal Composite) actuators are introduced
within three infinite-dimensional PH sub-systems, incorporating a multi-scale approach and linked
through boundary multi-scale operators (BMS). These subsystems are a distributed electrical system
for the electrode, an electro-diffusion systems for the polymer gel, and a Timoshenko beam model
representing the flexible structure of the actuator. The model has been identified and validated
through experimental results.
In Chapter 9, the control of a flexible structure using IPMCs actuators is investigated. In this study,
the dynamics of the actuators are modeled as RLC circuits, interconnected with a lumped model of
the flexible structure in a power-preserving manner. The IDA-PBC method is utilized, enabling the
IPMC-actuated flexible structure to reach the desired shape. The validity of the proposed model
and controller has been confirmed through experimentation on a benchmark system.
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Chapter 10 introduces some preliminary results on modeling and position control of a novel class of
soft actuators, namely HASEL (Hydraulically Amplified Self-Healing Electrostatic) actuators. Based
on reasonable mechanical and geometric assumptions, a PH representation of the HASEL actuator
is derived, comprising an interconnected system with electrical and mechanical components. The
IDA-PBC method is employed for the position control of the actuator, and a structure-preserving
integral action is incorporated to enhance the closed-loop system’s robustness against external force
disturbances. The proposed model and controller are validated through an experimental setup.

The results presented in this manuscript are the fruit of of four Ph.D. thesis, including one under
progress, and four Master thesis. Apart from the work presented in this manuscript, I also have
contributed to the observer design for 1D distributed PH systems using a late lumped approach
(Toledo-Zucco et al., 2023), the modeling and control of an optic fiber using a piezo tube under
a mixed nonlinear PDE-ODE system within the PH framework (Ayala et al., 2023), the structure
preserving discretization for acoustic propagation tube presented by 2D wave equation in an acoustic
tube (Liu et al., 2020) . As a result, I have co-authored 18 journal papers and 28 conference papers
in the past years.

Another significant aspect of my work has been dedicated to advancing experimental platforms
for validating controllers for various types of soft actuators. The experimental setup designed for
IPMC actuators is detailed in Chapter 9 and illustrated in Fig 9.4. Additionally, another platform
tailored for HASEL actuators is introduced in Chapter 10, as depicted in Fig 10.5. Apart from the
two aforementioned platforms, two other different experimental setups have been constructed to
validate the proposed control laws for various purposes. The first platform is designed for controlling
boundary-controlled distributed parameter systems, consisting of an optic fiber using a piezo tube,
as illustrated in Figure 12.1. This experimental platform will serve as a benchmark for validating
the 3D motion control of nonlinear distributed parameter systems, which can be described by the
Cosserat Rod model (Ayala et al., 2023). The other platform has been built for the flexible beam

Figure 12.1: Experimental setup for piezotube actuated optical fiber

(carbon fiber plate) actuated by the HASEL actuators in a distributed manner, as shown in Fig 12.2.
The distributed shape control method (Ponce et al., 2023) will be validated in this platform.
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Figure 12.2: Experimental setup for Shape control using HASEL

12.2. Ongoing and future research

The aforementioned results offer a brief overview of the contributions made to implementable control
design for distributed PH systems and some classes of soft actuators. However, there are still several
critical aspects related to these topics that have not been thoroughly explored, sparking my interest
for potential investigation in my future research.

12.2.1. Robust control design for the PH systems

The first research direction in the future will be the robust control design for PH systems. Modeling
complex physical systems presents challenges in precisely capturing all the system’s dynamics, and
uncertainties remain in both physical parameters and external potential disturbances. For example, in
the early lumped approach, neglecting high-frequency modes in discretizing the distributed parameter
system may lead to closed-loop instability. When using an IPMC soft actuator, its dynamics are
notably influenced by humidity, and its capabilities diminish significantly when the actuator is dry.
On the other hand, Mechatronic systems are susceptible to external noises, such as vibrations or
collision forces at the micro-scale.
Unexpected dynamic uncertainties, varying parameters, and external disturbances can significantly
impact systems’ performances and reliability, posing notable challenges in maintaining precision and
stability. Addressing these issues through robust control strategies is essential for ensuring systems’
dependable operation despite the complexities and uncertainties inherent in real-world applications.
This research direction targets a breakthrough in robust control and its numerical and experimental
implementation on complex multi-physical systems obtained by considering the uncertainties of mod-
eling the soft and compliant actuators. First, the varying physical parameters of the soft actuators
will be characterized as a sub-model with bounded uncertainty at the modeling stage, which has
not been considered in the literature. Secondly, some structure-preserving approximation schemes
developed for the considered class of distributed PH systems will be investigated while the neglected
part (high-frequency residue) shall be quantified as an error model. Furthermore, control design will
be studied, and the robustness will be considered regarding these two bounded uncertainty models
using the passivity propriety of the PH formulation which has been proven to be very useful for the
stability analysis. The objective is to expand upon control design methodologies that rely on the
Riccati equation, specifically those exemplified by the LQG control design presented in (Wu et al.,
2020)extending them to encompass robust H∞ control scenarios while preserving the passivity of
the closed-loop system. The assessment of the proposed control method will include a thorough
analysis of the closed-loop system’s well-posedness and stability. Leveraging the passivity property
inherent in the PH structure will enhance this evaluation. Additionally, the study will incorporate
considerations for robustness, incorporating principles associated with H∞ control.
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12.2.2. Control of nonlinear distributed PH systems

The second axis of my future research focuses on control design for nonlinear distributed PH systems.
Until now, my investigations on distributed PH systems have considered linear PH systems only. Nev-
ertheless, the nonlinear characteristics of multi-physical systems frequently appear, especially when
dealing with soft actuators like piezoelectric actuators and HASEL actuators. The inherent nonlin-
earity observed in these actuators can be attributed to various factors. One source of nonlinearity
stems from geometric considerations during large deformations (e.g., nonlinear strain-displacement
formulation). Moreover, nonlinearities stem from material behavior characteristics, such as the hy-
perelastic strain-stress relation. The presence of hysteresis phenomena in various actuators, including
piezoelectric actuators or shape memory alloys (SMAs), also contributes to the overall nonlinearity.
One of the essential difficulties of the control design for nonlinear distributed parameter systems is
showing the existence of the solution of closed-loop systems. In the first instance of my research,
I will assume the solution of the closed-loop nonlinear distributed system exists. Then, we will
investigate the closed-loop stability using the Lyapunov theory arguments. The preliminary work
on control design for nonlinear distributed PH systems has been done in (Ayala et al., 2023). In
this study, the modeling and control of a optic fiber actuated by a piezoelectric tube have been
investigated. The 1D nonlinear Cosserat rod PDE model is used to represent the large deformations
of the optic fiber in two directions under the PH framework. The main dynamics of the piezoelectric
tube has been considered as a linear second order mechanical system which is also presented in the
PH framework. The two sub-systems are interconnected in a power preserving manner. Then, the
finite dimensional control design method is proposed based on the approximation of the original
system in the finite dimensional space.
Building on these previous results, the upcoming work will encompass several aspects. Firstly, an
exploration into the control design for the nonlinear distributed PH system will be conducted, consid-
ering both late and early lumped approaches. To this end, the energy shaping method using control
by interconnection and structural invariant Casmir function initially presented for linear distributed
control system (Liu et al., 2024) (cf. Chapter 4) will be generalized to non linear distributed sys-
tems. Meanwhile, we will address the control problem of flexible structures incorporating nonlinearity
in the actuators, such as hysteresis or creep. This approach aims to enhance the applicability and
precision of the control design.

12.2.3. Modeling and control of HASEL actuators based soft robots

The third research axis concentrates on developing the modeling and control methodology for soft
robots driven by HASEL actuators. The demonstrated capacity of the HASEL actuator to construct
soft robots marks a significant breakthrough in robotics. However, the study of modeling HASEL
actuators and the soft robots built upon such actuators still needs to be solved in the current
literature.
Throughout Nelson Cisneros’s ongoing Ph.D. thesis, one focus has been to explore the fabrication
of HASEL actuators. Importantly, we have achieved the capability to produce complex structures
based on HASEL actuators with diverse designs tailored for specific purposes. In this context, my
next focus involves utilizing PH methods to model the intricate structures obtained from the HASEL
actuators. The intention is to leverage these models to design control methods using the passivity
property. This approach enables us to achieve control strategies for different purposes, such as
position, trajectory, force control, etc. By integrating the passivity property into the control design,
we aim to enhance the efficiency and adaptability of the HASEL actuators in diverse applications,
contributing to the advancement of soft robotics.
The HASEL actuator has demonstrated its capability to propel the 1D flexible structure in the
experimental platform depicted in Figure 12.2. Nevertheless, their size remains impractical for multi-
dimensional actuation. Another aspect of this research direction centers on standardizing HASEL
actuator fabrication technology and strives to miniaturize these actuators. This perspective is in
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harmony with the research scope of the FEMTO-ST Institute and is motivated by the actuation
needs for shaping control of 2D flexible structures.
———
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