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Résumé

Abstract
Ce travail de thèse s’inscrit dans le cadre de la physique des neutrinos aux accélérateurs. Dans
ce contexte, une technique innovante est proposée, qui permettra de réduire significativement
les incertitudes systématiques liées aux études des oscillations des neutrinos: la technique du
neutrino tagging. Cette technique propose d’instrumenter une ligne de faisceau de neutrinos
avec des détecteurs en silicium, afin de reconstruire cinématiquement les propriétés de
chaque neutrino du faisceau produits dans les désintégrations π± → µ±↪ ↩νµ, K± → µ±↪ ↩νµ.
Le flux initial de neutrinos est donc précisement déterminé et l’énergie individuelle des
neutrinos est reconstruite avec une résolution meilleure que 1%. De plus, grâce aux
coincidences temporelles et angulaires, les neutrinos reconstruits cinématiquement par les
trajectographes peuvent être associés individuellement aux neutrinos interagissant dans le
détecteur de neutrinos. La mesure précise de leurs propriétés peut donc être utilisée pour
des analyses de physique (par exemple, des oscillations, des sections efficaces). L’objectif
principal de ce travail est de démontrer la faisabilité de la technique du neutrino tagging. La
preuve de principe de cette méthode a été réalisée en utilisant l’expérience NA62 au CERN
comme expérience de physique de neutrinos en miniature: son intense faisceau de kaons
chargés produit des neutrinos lors de leur désintégration en K+ → µ+νµ, ses spectromètres
reconstruisent les propriétés des particules chargées, et son calorimètre électromagnétique
sert de détecteur de neutrinos. La mise en œuvre de la technique du neutrino tagging
dans le cadre d’une expérience de neutrinos à longue ligne de base est décrite en détail, de
même que l’analyse en aveugle effectuée sur les données de NA62. Au terme de l’analyse,
deux candidats neutrinos taggués ont été observés, démontrant ainsi la faisabilité de cette
technique. Enfin, l’analyse des données provenant d’un test sur faisceau effectué sur des
modules basés sur la technologie du GigaTracKer de NA62, visant à étudier la résolution
temporelle dans les détecteurs en pixels de silicium, est présentée.

Cadre théorique : physique des neutrinos et
oscillations
Ce travail de thèse concerne la preuve de principe d’une nouvelle technique pour les
expériences de neutrinos basées sur des accélérateurs. Depuis la première détection du
neutrino, qui s’est réalisée dans les années 50 par Cowan et Reines, la physique des particules
a développé une nouvelle branche qui concerne la physique des neutrinos. Les neutrinos
sont, dans le modèle standard, des fermions électriquement neutres, n’interagissant qu’à
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travers l’interaction faible avec la matière. Les neutrinos se présentent sous forme de
doublets de saveurs avec leur lepton correspondant, ce qui signifie qu’il existe trois espèces
de neutrinos : νe, νµ et ντ . Les neutrinos peuvent interagir avec la matière via deux canaux
: le premier canal d’interaction est le courant neutre (CN), où l’interaction se produit par
l’échange d’un boson Z0 et l’émission d’un neutrino de la même saveur que celui entrant. Le
deuxième canal d’interaction est le courant chargé (CC), qui se produit par l’échange d’un
boson W± ; l’état final inclut un lepton chargé de la même saveur que le neutrino entrant.
Les interactions CC sont le principal canal de détection des neutrinos, car un état final
chargé est facilement détectable. Dans cette thèse, on se concentrera sur les interactions de
neutrinos CC dans la plage d’énergie de 1 à 100 GeV.
Le canal d’interaction CC principal utilisé dans ce travail est la diffusion inélastique profonde
(DIS) des neutrinos, qui se produit à des énergies supérieures à 5 GeV. Dans ce régime
d’énergie, les neutrinos interagissent avec les quarks à l’intérieur des atomes, produisant un
lepton chargé et un système hadronique, se manifestant sous forme d’une gerbe hadronique,
comme le montre la figure Figure 1.

Figure 1.: Diagramme de Feynman pour un processus de DIS de neutrinos CC. Le diagramme est
reproduit à partir de [41].

Oscillations des neutrinos
Les neutrinos sont produits par l’interaction faible sous forme d’états de saveur propres
(états ayant une saveur définie), qui ne sont pas identiques aux états propres de masse
(états ayant une masse définie). En conséquence, chaque état propre de saveur peut
être exprimé comme une combinaison linéaire d’états propres de masse. On peut utiliser
cette combinaison linéaire dans une équation de Schrödinger dépendante du temps; la
solution d’une telle équation est une onde plane, ce qui permet d’écrire les coefficients de la
combinaison linéaire des états propres de masse :

|να(x, t)⟩ =
∑
β

∑
i

UβiU
∗αie−iϕit|νβ(0, 0)⟩. (0.1)

Il est important de remarquer que les états propres de saveur sont un mélange des états
propres de masse: un neutrino d’une saveur initiale donnée peut être détecté, après
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propagation, dans une autre saveur. De plus, si les états ont des masses différentes, alors
la phase entre les états change avec la distance par rapport à la source. La probabilité de
détecter un neutrino de saveur α après un temps t, ayant généré un neutrino de saveur β à
t = 0 est:

P (να(0, 0) → νβ(x, t)) =
∑
i

∑
j

UαiU
∗
βiU

∗
αjUβje

i(ϕj−ϕi)t (0.2)

P (να → νβ) est appelée probabilité d’oscillation ou probabilité de transition. La différence
de phase ϕj − ϕi, en tenant compte que les neutrinos sont des particules dans la limite
ultra-relativiste, peut être écrite comme :

ϕj − ϕi = L

(
m2

j

E2
j

− m2
i

E2
i

)
=

∆m2L

2E
(0.3)

où ∆m2 = m2
j −m2

i et Ei = Ej = E est l’énergie du neutrino. La probabilité d’oscillation
dans Equation 0.2 peut donc être écrite comme :

P (να(0, 0) → νβ(x, t)) = P (να → νβ) =
∑
i

∑
j

UαiUβiU
αjUβje

∆m2
ijL

2E (0.4)

De nombreux paramètres de cette probabilité d’oscillation à trois saveurs sont encore
inconnus ou connus avec de grandes incertitudes comme sin2 θ23 ou l’octant de θ23. De
plus, la phase de violation de CP δCP est toujours inconnue. Plusieurs expériences sont
actuellement en construction pour mesurer ces paramètres, telles que DUNE et T2HK.

Neutrino tagging
L’étude et la mesure des paramètres d’oscillation ont lieu dans des expériences appelées
long baseline neutrinos experiments (LBNEs). Les expériences de neutrinos aux LBNEs
observent les oscillations de neutrinos qui se produisent sur des distances de l’ordre de
O(100 − 1000) km; leur conception et leur configuration reposent sur des faisceaux de
neutrinos très intenses, dont l’énergie est ajustée pour maximiser la probabilité d’oscillation.
Ils exploitent généralement des faisceaux de neutrinos créés à partir de désintégrations
hadroniques telles que π± → µ±↪ ↩νµ. Les propriétés du faisceau de neutrinos comme son
spectre en énergie sont mesurées avant les oscillations par un near detector. Le faisceau
traverse ensuite la Terre sur des centaines ou des milliers de kilomètres pour atteindre le
far detector, qui mesure les propriétés du faisceau de neutrinos et son spectre après les
oscillations. Un schéma de la ligne de faisceau généralement utilisée dans les LBNE est
présenté dans la figure Figure 2. Les mesures dans ces installations expérimentales sont
généralement affectées par de grandes incertitudes systématiques, principalement en raison
de l’incertitude sur l’échelle d’énergie des neutrinos, et de l’angle solide différent couvert
par le détecteur proche et le détecteur lointain, ce qui entraîne une différence substantielle
dans le spectre mesuré.
Un nouveau paradigme pour les LBNE est proposé dans ce projet, appelé neutrino tagging.
La technique du neutrino tagging consiste à exploiter le processus de production des
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Figure 2.: Représentation schématique annotée (non à l’échelle) de la ligne de faisceau d’une LBNE
classique.

neutrinos pour reconstruire cinématiquement les propriétés de chaque neutrino lors de
leur production. Cette technique est mise en œuvre en équipant la ligne de faisceau d’une
expérience de neutrinos basée sur un accélérateur, avec des capteurs en silicium, pour
former des spectromètres de faisceau. Ces spectromètres de faisceau permettent de déduire
précisément l’impulsion des neutrinos produits dans la désintégration π± → µ±νµ en
mesurant celles du pion et du muon. La technique du neutrino tagging consiste ensuite à
établir une association unique entre le neutrino reconstruit cinématiquement et le neutrino
interagissant dans le détecteur de neutrinos, en se basant sur des informations temporelles
et angulaires provenant à la fois du spectromètre à faisceau et du détecteur de neutrinos.
En ce qui concerne la mise en œuvre de cette technique, les limitations technologiques ont
empêché de la développer jusqu’aux récents progrès dans la technologie des capteurs en
silicium. La principale limitation à la mise en œuvre de cette technique a été le taux de
particules prohibitif au niveau du spectromètre à faisceau. Pour référence, l’expérience
DUNE va fournir un taux de particules instantané après la cible de l’ordre de O(1018) π/s,
en supposant un π+ produit par proton incident. Les récents développements dans les
technologies des détecteurs en silicium ont permis de produire des trajectographes capables
de résister à un taux de particules instantané de l’ordre de O(106) particules/s/mm2,
comme le démontre le GigaTracKer, le spectromètre à faisceau de l’expérience NA62 [53].
Les projets en cours visent à développer des capteurs pour la jouvance du HL-LHC: les
capteurs envisagés doivent être capables de fonctionner à des flux de l’ordre de O(107)

particules/s/mm2 [108] (le GigaTracKer de NA62 résiste à un taux instantané de O(106)

particules/s/mm2 [53]). Pour qu’un spectromètre à faisceau en silicium puisse fonctionner
dans une LBNE, il est donc nécessaire d’adapter la configuration de la ligne de faisceau
habituellement employée.
Le tagging nécessite en effet de faire fonctionner l’accélérateur en mode d’extraction lente, où
les particules sont extraites en salves de quelques secondes au lieu de quelques microsecondes.
Cette modification seule réduit le taux de particules projeté au niveau du spectromètre à
faisceau de 5 à 6 ordres de grandeur. L’utilisation de cornes pour la collimation des π est
incompatible avec l’extraction lente, car le chauffage Joule provenant des longues impulsions
de courant dans le conducteur du corne peut compromettre irrémédiablement le dispositif
[37]. Par conséquent, ils doivent être remplacés par un dispositif de focalisation statique; la
collaboration ENUBET [106] a récemment démontré que des ensembles de quadrupôles
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peuvent atteindre des performances de focalisation compatibles avec celles d’un corne à
bande étroite.
De plus, la mise en place d’une sélection en fonction de l’impulsion pour éliminer les
particules moins énergétiques réduirait le taux de pions à un niveau acceptable pour le
spectromètre à faisceau, le réduisant de 1 à 2 ordres de grandeur, donnant un taux d’hadrons
secondaires instantané de O(106 − 107) particules/s/mm2.
La technique du neutrino tagging apporterait d’importants avantages aux expériences de
neutrinos basées sur un accélérateur, car elle permet la reconstruction de presque tous les
neutrinos dans le faisceau et permet de poursuivre chaque neutrino interagissant jusqu’à sa
production. Les avantages sont détaillés dans [88], et les principaux sont les suivants :

• Amélioration de la mesure du flux : la reconstruction de tous les neutrinos dans
le faisceau est utile pour déterminer la composition du flux de neutrinos en termes
d’énergie, de saveur et de chiralité.

• Amélioration de la mesure de l’énergie : la résolution en énergie sur l’énergie manquante
des neutrinos est de l’ordre de O(0.1 − 1)%. Pour comparaison, les détecteurs de
neutrinos avancés tels que DUNE ou HK ont une résolution en énergie de 10 à 15%
([47], [92]).

• Amélioration du rejet des bruits de fond : réduction des bruits de fond des νe non
oscillés, car les νe interagissant non oscillés ne coïncident pas avec un νµ étiqueté.

L’analyse présentée dans ce document se concentre sur la démonstration de la faisabilité de
la technique d’étiquetage dans l’expérience NA62.

L’éxperience NA62
L’expérience NA62, illustrée dans la figure Figure 3a, est une expérience à cible fixe
conçue pour reconstruire les kaons chargés et leurs particules filles, lorsque les kaons se
désintègrent en vol. En particulier, le but principal de NA62 est de mesurer le rapport
de désintégration de la désintégration super rare K+ → π+νν, qui est, selon le Modèle
Standard, (8.5± 1.0) · 10−11. Un faisceau de protons primaires de 400 GeV/c est extrait du
SPS du CERN et est dirigé vers la cible en béryllium T10 en salves d’une durée effective de
trois secondes. Le faisceau d’hadrons secondaires à haute intensité, est dérivé de la cible
T10 avec une impulsion nominale de 75 GeV/c et est composé à 70% de π+, 23% de protons
et 6% de K+. NA62 est composé de plusieurs sous-détecteurs, en particulier:

• le KTAG, un compteur Cherenkov différentiel dédié à l’identification des kaons dans
le faisceau ;

• le GigaTracKer (GTK), le spectromètre à faisceau, composé de capteurs en silicium à
pixels. Ce détecteur a une résolution temporelle de 130 ps et une résolution sur la
mesure de l’impulsion de 0,2% ;
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• le spectromètre STRAW, composé de quatre chambres de straw tubes avec un fil central
à l’intérieur qui détecte les paires électron-ion formées après le passage des particules.
Ce détecteur permet de reconstruire l’impulsion et la direction des particules produites
dans la désintegration des kaons.

• le détecteur RICH (Ring Imaging CHerenkov), qui sert à l’identification des particules;

• un calorimètre électromagnétique à krypton liquide (LKr), qui est un cryostat rempli
de 9000 l de krypton à 120 K. Il détecte les MIP (Minimum Ionizing Particles) et les
gerbes électromagnétiques et hadroniques;

• les calorimètres hadroniques Shashlik MUV1 et MUV2, qui détectent les gerbes
hadroniques et les MIP ;

• le MUV3, constitué de scintillateurs, placés après une tonne de fer, qui sert à identifier
les muons.

Grâce à ces sous-détecteurs, il est possible d’utiliser l’expérience NA62 pour détecter les
événements K+ → µ+νµ avec l’interaction du neutrino dans le calorimètre, démontrant
ainsi la faisabilité de la technique du tagging des neutrinos.

Étude de faisabilité du neutrino tagging

Tagging à NA62
Le faisceau de kaons à haute intensité de NA62 et ses détecteurs peuvent être exploités pour
démontrer la faisabilité de la technique d’étiquetage des neutrinos. En effet, comme les kaons
K+ se désintègrent principalement en K+ → µ+νµ(appelé Kµν par la suite), ils produisent
naturellement un faisceau de neutrinos. L’énergie moyenne de ces neutrinos est d’environ
40GeV. Dans la gamme d’énergie de NA62, la section efficace des neutrinos est dominée
par le processus de diffusion inélastique profonde (DIS). Dans ce régime, l’identification des
interactions NC au niveau du déclencheur n’est pas possible, car leur signature expérimentale
ne consiste qu’en une gerbe hadronique dans le LKr[56]. Cependant, l’interaction CC des
neutrinos induit la production d’une gerbe hadronique et d’un lepton chargé de saveur
correspondante (µ−) dans le processus DIS, comme illustré dans le diagramme de la figure
Figure 1.4 [51]. La présence à la fois d’une gerbe hadronique dans le LKr et d’un µ− dans
l’état final peut être efficacement exploitée dans une stratégie de déclenchement comprenant
le MUV3. Pour qu’une telle stratégie fonctionne, le µ− créé dans l’interaction neutrino doit
être à l’intérieur de l’acceptance géométrique du MUV3. L’angle entre la direction du µ− et
l’axe identifié par la direction du neutrino dépend de la fraction d’énergie d’interaction prise
par le µ− (également appelée inélasticité de l’interaction). Les grandes valeurs d’inélasticité
correspondent à de petits angles.

Topologie de l’événement

La signature de la désintégration Kµν pour laquelle le neutrino a interagi, appelé en ce
qui suit Kµν∗ , est une seule trace de muon jusqu’au LKr, avec une gerbe hadronique
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apparaissant dans le LKr et les MUVs à des positions cohérentes avec celles extrapolées
du neutrino, ainsi que deux muons bien séparés dans le détecteur MUV3, comme illustré
dans la figure Figure 3. Les principales caractéristiques de ce type d’événement sont la
masse manquante au carré m2

miss = (PK − Pµ+)2, où PK et Pµ+ sont les quadri-impulsions
du K+ et du µ+, et la distance entre le cluster LKr associé à l’interaction du neutrino et
la position extrapolée du neutrino au plan frontal du LKr, notée dLKrν . Le bruit de fond
provient de deux sources. La première source de bruit de fond consiste en des Kµν avec
de l’activité supplémentaire fortuite dans le LKr, les MUV1/2 et les MUV3, appelée par
la suite désintégrations superposées Kµν. La deuxième source de bruit de fond provient
d’autres désintégrations du K+ (comme K+ → π+π0 et K+ → π+π+π−) avec une activité
fortuite dans les calorimètres et dans les MUV3, et avec un µ+ mal identifié. Un tel bruit
de fond est désigné dans la suite sous le nom de désintégrations mal reconstruites du K+ .

(a)
(b)

Figure 3.: Schéma de la désintégration Kµν∗ superposé à la vue topologique schématique de
l’expérience NA62 (4.1a) et un zoom sur les sous-détecteurs qui contribuent à détecter
l’interaction du neutrino (4.1b).

L’analyse a été faite en l’aveugle. La topologie de l’événement signal permet de définir
des régions de l’espace des phases principalement peuplées par le signal ou le bruit de
fond. La sélection des événements est optimisée en utilisant les données dans les régions de
bruit de fond et les données simulées du signal. Le contenu de la région du signal pour les
données est gardé masqué pendant le développement de l’analyse pour éviter tout biais
potentiel. La région du signal est définie comme |m2

miss| <0.006GeV2/c4 et dLKrν <60mm.
Le premier critère garantit que les candidats sont effectivement des désintégrations Kµν et
le deuxième impose que le dépôt d’énergie dans le LKr provienne de l’interaction du neutrino
provenant du processus Kµν∗ . La taille de la région du signal est choisie pour correspondre
à la résolution expérimentale sur ces deux paramètres. Le bruit de fond provenant des
désintégrations superposées Kµν est étudié sur les bandes latérales de la région du signal
dLKrν , tandis que le bruit de fond provenant des désintégrations mal reconstruites des kaons
est étudié sur les bandes latérales de la région du signal m2

miss. La contamination de bruit
de fond dans la région du signal est évaluée à l’aide d’une méthode basée sur les données
séparément pour les deux sources de bruit de fond. Le nombre attendu d’événements du
signal peut être estimé grâce aux éléments suivants :
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• le nombre de désintégrations efficaces de K+ dans une région donnée, NK

• le taux de branchement de la désintégration Kµν , B(K+ → µ+νµ)

• la probabilité d’interaction d’un neutrino d’une énergie donnée dans le LKr, Pint,LKr

• l’efficacité de détection et de reconstruction d’un événement de neutrino étiqueté,
ϵKµν∗.

Le nombre attendu d’événements étiquetés dans une région donnée peut donc être écrit
comme :

N exp
Kµν∗ = NK · B(K+ → µ+νµ) · Pint, LKr · ϵKµν∗ (0.5)

L’efficacité ϵKµν∗ prend en compte plusieurs effets, tels que les acceptances géométriques et
cinématiques, la définition de la région de désintégration et les critères de sélection pour
identifier la désintégration Kµν étiquetée. La probabilité d’interaction Pint,LKr, qui peut
être calculée avec le calcul simple dans Equation 4.1, peut être estimée plus précisément grâce
aux échantillons MC. Un échantillon de désintégrations Kµν standard, appelé échantillon
de normalisation, fournit une estimation du nombre total de désintégrations efficaces de
K+ (NK) dans une région fiduciale donnée :

NK =
NKµν

ϵKµν · B(K+ → µ+νµ)
, (0.6)

où NKµν est le nombre d’événements de normalisation Kµν dans la région choisie, ϵKµν

est l’efficacité pour sélectionner les événements de normalisation Kµν , et B(K+ → µ+νµ)

est le taux de branchement de la désintégration Kµν . L’échantillon de signal et de
normalisation partagent la même sélection d’événements (sélection commune) jusqu’au
point où les topologies des événements de normalisation et de signal divergent en raison de
l’interaction du neutrino. Au niveau de la prise de donnée, une stratégie de déclenchement
a été développée pour sélectionner les désintégrations de kaons à une seule trace, avec un
dépôt d’énergie dans le LKr d’au moins 5 GeV et avec un candidat MUV3 associé.

Analyse experimentale
La sélection des événements est divisée en deux étapes: une sélection commune au signal
et à la normalisation, appelée ci-après "sélection commune" et abrégée CS, suivie de la
sélection du signal pour identifier l’interaction du neutrino.

Selection commune
La sélection commune pour la désintégration Kµν nécessite l’identification d’une particule
chargée comme un µ+; le µ+ doit se trouver à l’intérieur de l’acceptance des détecteurs et
pas trop près du faisceau. De plus, le neutrino, reconstruit à l’aide de la cinématique de la
désintégration doit se trouver dans l’acceptance du LKr, pas trop près du tube à faisceau
et bien séparé du µ+.
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Sélection du signal
Quelques exigences supplémentaires pour la sélection du signal sont nécessaires pour la
reconstruction et l’identification de l’activité associée au neutrino dans les détecteurs et
pour le rejet du bruit de fond. La sélection du signal se déroule en quatre étapes :

• Association de l’interaction: association de l’activité de l’interaction du neutrino
dans les sous-détecteurs pertinents. L’activité du neutrino devrait apparaître dans le
LKr, en raison de la gerbe hadronique créée dans l’interaction. La gerbe hadronique
devrait se poursuivre à travers le calorimètre hadronique MUV1, laissant un dépôt
d’énergie. L’interaction du neutrino CC génère également un muon négativement
chargé. Le µ− serait détecté par le détecteur MUV3 et devrait également laisser un
dépôt d’énergie MIP dans MUV1 et MUV2.

• Rejet de l’activité supplémentaire: conditions pour rejeter le bruit de fond des
désintégrations tardives du K+ et des π+ du faisceau se désintégrant tardivement
dans la ligne de faisceau, en phase avec l’événement Kµν . Les événements sont
rejetés s’ils présentent la présence d’activité en phase avec la trace µ+ dans les régions
internes des calorimètres LKr, MUV1 et MUV2. De plus, le nombre de coups dans le
KTAG, dans une fenêtre temporelle de 8 ns par rapport au temps de détection du
RICH, doit être inférieur à 50.

• Exigences en énergie: L’interaction du neutrino est identifiée en utilisant le dépôt
d’énergie de la gerbe hadronique dans les calorimètres. Des exigences minimales en
énergie dans le LKr et MUV1 et 2 ainsi que la conservation de l’énergie sont requises.

• Topologie de l’interaction : La dernière partie de la sélection se base sur des
critères liés à la topologie de la désintégration du K+ et de l’interaction du neutrino,
visible dans Figure 4. Les signaux dans le LKr et le MUV1 doivent provenir du même
objet (la gerbe hadronique) et donc être suffisement proche l’un de l’autre. Une
sélection similaire est appliquée aux signaux dans le MUV2 et le MUV3, permettant
ainsi d’assurer qu’ils proviennent du même objet (µ−).

Figure 4.: Topologie de l’interaction du νµ.
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Nombre d’événements attendus et observés
Bruit de Fond
Le nombre des événements de bruit de fond dans la région du signal est estimé à l’aide d’une
méthode basée sur les données, en ajustant les distributions des données sur les bandes
latérales de m2

miss et de dLKrν , et en calculant l’intégrale des fonctions d’ajustement dans la
région de signal. Les résultats sont :

• Nexp
bkg(OVKµν) = 0.04± 0.02stat ± 0.01syst.

• Nexp
bkg(Mis− reco K+) = 0.0014± 0.0007stat ± 0.0002syst.

Signal
Le nombre d’événements du signal attendu dans la région de signal peut être calculé avec
l’Equation 0.5, simplifiée avec les termes communs de normalisation. Le résultat est :

N exp
signal = 0.228± 0.014stat ± 0.011syst

En supposant que le nombre d’événements attendus suit une distribution de Poisson, il est
possible de calculer la probabilité d’avoir 0, 1 ou 2 événements dans la région de signal
pour un nombre total d’événements Nexp

events = 0.2694 :

• pour 0 événements de donnée p = 0.7638

• pour 1 événement de donnée p = 0.2058

• pour 2 événements de donnée p = 0.0277.

Après avoir révélé le contenu de la région de signal, deux événements sont trouvés, dont
l’activité est montrée sur la Figure 6a pour l’événement A et sur la Figure 6b pour
l’événement B. Notez que l’activité dans MUV2 et 3 est due au µ− créé dans l’interaction
ν; c’est pourquoi on s’attend à ce que cette activité soit légèrement désalignée par rapport
à la trajectoire du neutrino.
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Figure 5.: Nombre d’événements attendus pour le bruit de fond (à gauche) et le signal (à droite).
L’échelle de gris reflète le nombre d’événements attendus par bin de 0.0008GeV2/c4 ×
12mm. Les lignes rouges représentent les coupures qui définissent la région de signal.
Les marqueurs orange en forme de croix représentent les événements trouvés à l’intérieur
de la région de signal et dans les bandes latérales après avoir regardé dans la région du
signal.
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(a) (b)

Figure 6.: Représentation graphique del’événement A (6a) et de l’événement B (6b). La ligne verte
est la trace du µ+; la ligne bleue représente la trajectoire du neutrino reconstruite à
partir du K+ et du µ+. Les boîtes rouges représentent l’activité dans le détecteur. Pour
le LKr, MUV1 et 2, la longueur de la boîte est le dépôt d’énergie normalisé dans chaque
cellule.

Étude de résolution temporelle d’un trajectographe en silicone

Dans le cadre du neutrino tagging et de sa mise en œuvre dans une expérience sur
les neutrinos à grande échelle, il est important d’étudier la résolution temporelle des
trajectographes à pixels en silicium et des facteurs qui l’influencent. Pour ce but, les
données d’un beam test réalisé en 2017 au CERN SPS avec un télescope constitué de
modules individuels de TDCPix, le circuit intégré de lecture du NA62 GigaTracKer, ont été
analysées. Les résultats montrent qu’un type de capteur, le n-on-p, fonctionne nettement
mieux que l’autre (p-on-n); cependant, en raison de contributions supplémentaires à la
résolution temporelle nominale, il était impossible de quantifier la contribution à la résolution
temporelle due à l’effet du weighting field, un effet qui dépend de la géométrie du capteur.

Conclusions
La technique du neutrino tagging présente un grand potentiel lorsqu’elle est appliquée
aux expériences sur les neutrinos visant à mesurer les oscillations. Jusqu’à présent, il
n’a pas été possible d’utiliser cette technique, principalement en raison de limitations
technologiques. Ce travail de thèse visait à démontrer la faisabilité de la technique du
tagging des neutrinos en utilisant les données d’une expérience existante, NA62. NA62
présente certaines caractéristiques désirables: un faisceau d’hadrons chargés intense, qui
produit naturellement un faisceau de neutrinos, deux spectromètres, des calorimètres et
un détecteur à muons. De plus, l’expérience offre la possibilité de déclencher sur les états
finals de l’interaction. Ces caractéristiques ont permis de réaliser une démonstration de
principe, dans laquelle l’analyse a été effectuée en maintenant la région de signal masquée.
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En ouvrant la région de signal, deux événements ont été trouvés. Ces deux événements
sont les premiers candidats neutrinos taggués de l’histoire.
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Abstract

This thesis work objectives belong to the framework of neutrino physics at accelerators.
In this context, an innovative technique is proposed, that will substantially reduce the
systematic uncertainties linked to the neutrino oscillation studies: the neutrino tagging
technique. The neutrino tagging technique proposes to instrument a neutrino beam line
with silicon trackers to kinematically reconstruct properties of individual beam neutrinos
produced in π± → µ±↪ ↩νµ, K± → µ±↪ ↩νµ decays. As a result, the initial neutrino flux
is precisely determined and the individual neutrino energy can be reconstructed with a
resolution better than 1%. Moreover, based on time and angular coincidence, the neutrinos
kinematically reconstructed by the trackers can be individually associated to the neutrinos
interacting in the neutrino detector, such that the precise measurement of their properties
can be used for physics analyses (e.g. oscillations, cross-section). The main aim of this work
is to demonstrate the feasibility of the neutrino tagging technique. The proof of principle
of the neutrino tagging method has been performed using the NA62 experiment at CERN
as a miniature neutrino experiment: its intense kaon beam copiously produces neutrinos
when decaying as K+ → µ+νµ, its spectrometers act as tagger for the charged particles,
and its electromagnetic calorimeter serves as neutrino detector. The implementation of the
neutrino tagging at a Long Baseline Neutrino Experiment is described in detail, as well as
the blind analysis performed on NA62 data. Two tagged neutrino candidates are found in
the signal region, proving the feasibility of this technique. Finally, the data analysis on the
data from a test beam performed on modules based on the NA62 GigaTracKer technology,
aimed to study the time resolution budget in silicon pixel detectors, is presented.
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Neutrinos are the most elusive elementary particles in the Standard Model, despite them
being the second most abundant particles in the universe. Their discovery and detection
mark important points in the history of Physics, and it is worth reviewing the steps that
lead to today knowledge to have a better understanding of the context of this thesis work,
whose broad scope is the neutrino physics at accelerator based experiments.

1.1. History of neutrino physics
The history of neutrino discovery and science begins in the early 20th century with the
observation of the energy spectrum of the β-decay by James Chadwick in 1914. Such
process consist in the decay of a nucleus of a certain element of atomic number Z, into a
nucleus of atomic number Z+1, with the emission of an electron, as detailed in Equation 1.1.

XZ → YZ+1 + e− (1.1)

This is a two body process; the outgoing atom has a smaller mass than the parent atom,
therefore the energy difference between the two atoms can, in principle, be precisely
calculated, and was expected to be carried entirely by the electron. The emitted electrons’
energy spectrum was thus expected to be discrete, and centered at the value corresponding
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to the energy difference between the two atoms. Instead, it was found that the energy
spectrum of the emitted electron was continuous, and had as end point the expected energy
[35]. The same result was confirmed by others [102]. The spectrum of the emitted electron
energy is shown in Figure 1.1.
Such discovery was extremely puzzling for physicists at that time, as it hinted to the

Figure 1.1.: Energy spectrum of the emitted electron in a β decay experiment. From [102].

violation of energy conservation. In 1930, in an open letter [84] addressed to Lise Meitner
and Hans Geiger, and to the attendees of the nuclear physics conference in Tübingen,
Wolfgang Pauli proposed a solution: the shape of the β spectrum could be due to the
presence of a third invisible particle. Such a particle must be electrically neutral, so he
called it the "neutron". He also predicted that this particle had spin 1/2, and very light
mass, so that it was impossible to detect. As a result, the continuous β spectrum was
reconsidered under the three body approach:

XZ → YZ+1 + e− + ν (1.2)

where ν is the neutrino.
Enrico Fermi, a few years later, developed and wrote a theory about the new particle
proposed by Pauli, which he called "neutrino" [50] (after Chadwick’s discovery of the
particle known today as neutron [36]). The cross section of the neutrino was estimated to
be σ > 10−44 cm2 by H. Bethe and R. Peierls [24]. At this point, the challenge became the
experimental discovery of the neutrino.

1.1.1. The first neutrino detection
In the early 50’s nuclear fission was perfectioned; since the nuclear fission is a neutrino-
producing mechanism, physicist Frederick Reines, who was involved in nuclear weapon
tests, thought of exploiting the atomic bomb to detect neutrinos. Together with Clyde
Cowan, they developed a neutrino detector, that consisted of two water tanks that also
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contained cadmium chloride, layered with three liquid scintillating detectors. Due to the
evident difficulties of operating such a detector nearby an atomic bomb explosion, the two
physicist decided to place it deep underground close to one of the Savannah River Plant
reactors in the US. Thanks to the inverse β-decay for cadmium, shown in Equation 1.3,
that produces a positron and a neutron from the interaction between an antineutrino and
a proton, Cowan and Reines were able to detect neutrino signals for the very first time.
In order to do that, they looked for the coincidence of the two signals: the annihilation of
the positron produced in the inverse beta decay, shown in Equation 1.4, and the neutrino
capture by a Cadmium nucleus, shown in Equation 1.5. The Cadmium nucleus indeed
becomes excited and emits de-excitation photons.

ν + p → e+ + n (1.3)

e+ + e− → 2γ (1.4)

n+ 108Cd+ → 109Cd∗ → 109Cd+ + γ (1.5)

They observed about 3 events per hour, and they were able to calculate a cross section of
6 · 10−20 barn (6 10−44 cm2) [94], which was compatible with the predicted cross section.
For the discovery of the neutrino, Reines was awarded the Nobel Prize in Physic in 1995,
unfortunately after Cowan passed away.

1.1.2. Neutrino species
After Reines’ and Cowan’s experiment, neutrino physics knew rapid progress that led to new
questions. One of the first questions was to understand if the neutrinos produced together
with electrons and muons are equal. To answer this question, in 1962, Leon Lederman,
Melvin Schwartz and Jack Steinberger designed the first neutrino beam experiment. At
the Brookhaven National Laboratory (BNL), a proton beam was directed to a beryllium
target, producing pions that decay in muons and neutrinos. By blocking the muons with
a thick iron shield, the resulting beam was entirely made of muon-associated neutrinos.
This was the first neutrino beam in history. A fraction of the neutrinos then interacted
in a 10 ton aluminium spark chamber. Since pions decay primarily into muons (∼ 100%
branching fraction), this setup allowed to test if the neutrinos produced together with
a muon were different from neutrinos produced together with an electron. Indeed, if
muon- and electron-associated neutrinos would be identical, muon and electron tracks
would be observed in equal number. They observed 29 muons, and 6 electrons that were
compatible with backgrounds [42], thus confirming that there were at least two neutrino
species. Lederman, Schwartz and Steinberger received the Nobel Prize in 1988 for "the
neutrino beam method and the demonstration of the doublet structure of the leptons
through the discovery of the muon neutrino".
The discovery of the τ lepton at the SLAC e+e− accelerator in 1975 [86] led to the search
for a third neutrino species, the ντ , as an implication of flavor theory. The ντ was finally
detected by the DONUT experiment at the Fermilab Tevatron in 2000 [66]. To obtain
this experimental result, a beam composed primarily of ντ particles was employed. These
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particles originated mainly from the decay of τ leptons, which in turn were generated by
the decay of DS mesons produced through the collision of 800GeV protons with a tungsten
beam dump. τ leptons resulting from ντ scatterings were detected thanks to a nuclear
emulsion, where a characteristic kinked track was visible. At the neutrino energies in
the DONUT experiment (O(100) GeV), the τ lepton typically decays within 2 mm of its
creation to a single charged daughter (86% branching fraction). Thus, the signature of the τ

is a track with a kink, signifying a decay characterized by a large transverse momentum. A
total of four such events were detected, which was consistent with the theoretical predictions.
After the ντ discovery, all the leptons in the standard model seemed to have a corresponding
neutrino; the question that naturally arises is whether there are more than three leptons
generations. The answer to this question was brought by the four LEP experiment studying
the Z decay width. The Z boson can decay into charged particles and particles that are
invisible at accelerators, such as neutrinos. By measuring the total Z boson decay width,
and subtracting from the Z width the measurable contributions from the charged particles,
one can obtain the width of the "invisible" particles contributions. Under the assumption
that the invisible width comes from Z → νν, and that each neutrino species contributes
equally to such width, it is possible to measure the number of neutrino species contributing
to this process. The obtained result is compatible with the fact that there are only three
species that couple to the Z boson.

1.2. Neutrinos in the Standard Model
The interactions among elementary particles through three fundamental forces are described
by the Standard Model (SM), which is a comprehensive framework extensively discussed in
[17]. The modelization and mathematical description of the three fundamental interaction
forces -electromagnetic, strong and weak - is based on the Quantum Field Theory (QFT),
and, to date, has been experimentally verified.
In the SM, particles are divided into bosons and fermions. Fermions have non-integer
1/2 spin and obey Pauli exclusion principle; boson, also known as "force carriers", have
integer spin and are the mediators of the interactions between particles. The experimental
discovery of the three neutrino species is in agreement with what is called "weak interaction
doublets", meaning that neutrino and leptons come in pairs and have same flavour, namely
e, µ or τ . Neutrinos are electrically neutral particles, that do not have color charge; hence
they can only interact with matter via the weak interaction, mediated by the W± and the
Z bosons.

1.2.1. Neutrino interactions in matter
In matter, neutrinos can interact via two channels, leaving neutrinos in the final state.
Neutrinos can interact either via neutral (NC) or charged current (CC) processes. The NC
interaction proceeds through the exchange of a Z0 boson and the emission of a neutrino
of the same flavour as the incoming one[56]. In the CC interaction, which occurs through
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the exchange of a W± boson, the final state lepton is the charged partner of the incoming
flavour. An extensive and detailed description of the neutrino interactions can be found
in [51]. The CC interactions are the main channel of neutrinos detection, as a charged
final state is easily detectable, while the NC interaction often constitute a background
in neutrinos experiments. This section will focus on the CC neutrino interactions in the
energy range 1-100 GeV.
Figure 1.3 shows the ratio between the (anti)neutrino cross section and its energy as function
of the incoming (anti)neutrino energy.

Charged Current Quasi-Elastic processes (CCQE)
This interaction channel is dominant for neutrinos energies up to 2 GeV. In CCQE, neutrinos
elastically scatter off nucleons, liberating one or more nucleons from the target. In the case
of a neutrino interacting, the target neutron is converted to a proton. In the case of an
antineutrino that scatters, the target proton is converted to a neutron:

νln → l− p

νlp → l+ p
(1.6)

Such process becomes increasingly less probable at higher energies due to the fact that the
4-momentum transfer increases, making it increasingly difficult for the target nucleon to
remain intact.
The CCQE process is relevant in neutrinos experiments because its two-body kinematic
process allows to precisely determine the neutrino energy, crucial for oscillation studies.

Resonance production (RES)
Neutrinos can excite the target nucleon to a resonance state. In this case, the interaction
is inelastic; this mechanism is dominant for neutrino energies from 2 to 5 GeV; it typi-
cally happens when the center of mass energy is larger than the mass of a delta baryon
(1232MeV/c2). The resonance state quickly decays, resulting in nucleon with a single pion
production [51], as shown in Figure 1.2. The single pion production can occur for both
neutron and protons as targets; there are three (for both neutrino and antineutrino) possible
charged current resonant single pion reaction channels:

νlp → l− p π+

νln → l− p π0

νln → l− nπ+

(1.7)

where the charged lepton of corresponding flavour is produced in the resonance. Resonance
production is most significant in the transition region between QE and Deep Inelastic
Scattering (see next paragraph) dominance, above which it decreases like QE.

Deep Inelastic Scattering (DIS)
At neutrino energies from 5 GeV, the main interaction channel is Deep Inelastic Scattering
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Figure 1.2.: Feynman diagram for a CC neutrino RES process. Diagram is reproduced from [101].

(DIS). In this regime, the neutrino can resolve the individual quark constituents of the
nucleon. The neutrino can scatter off the quarks of a nucleon via the exchange of a charged
virtual W boson, producing a lepton and a hadronic system in the final state. The hadronic
system manifests as the creation of a hadronic shower:

νlN → l−X (1.8)

where X is the hadronic system. A Feynmann diagram of a DIS is shown in Figure 1.4.
DIS processes can be described with three dimensionless variables: the inelasticity y, the
4-momentum transfer Q2, and the Bjorken scaling variable x. These three kinematic
variables are defined with the following relations:

Q2 = −q2 = (pν − pl)
2 (1.9)

y =
pp · q
pp · pν

(1.10)

x =
Q2

2pp · q
(1.11)

where pp, pν and pl are respectively the 4-momenta of the scattered quark, of the incoming
neutrino and of the outgoing lepton. In practice, the experiments do not directly measure
4-momenta, but these three Lorentz-invariant parameter can be easily reconstructed using
the observables in a given experiment. The inelasticity y can be derived as:

y =
Ehad

Eν
(1.12)

where Ehad is the energy of the hadronic shower and Eν is the energy of the incoming
neutrino. The inelasticity variable clearly reflects the kinetic energy of the outgoing hadronic
system. The Bjorken scaling variable can be expressed as a function of the inelasticity as:

x =
Q2

2MNEhad
=

Q2

2MNEνy
(1.13)

where MN is the mass of the nucleon. Lastly, the 4-momentum transfer Q2 can be written
as:

Q2 = −m2
l + 2Eν(El − pl cos θl) (1.14)
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where ml, El, pl and θl are the mass, energy, 4-momentum and scattering angle, with
respect to the incoming neutrino, of the outgoing charged lepton.
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Figure 1.3.: Total neutrino (1.3a) and antineutrino (1.3b) per nucleon CC cross-sections divided by
neutrino energy and plotted as a function of energy [51].

Figure 1.4.: Feynman diagram for a CC neutrino DIS process. Diagram is reproduced from [41].

1.2.2. Neutrinos properties: helicity and CP symmetry
Experimental observations have made it possible to determine the properties of neutrinos
in the SM. In particular, their helicity and their symmetry under Parity and Charge
Conjugation transformations have been tested from the late 50’s.
The chirality is an intrinsic quantum property of the particle, that refers to how a particle’s
quantum mechanical wave function behaves when a particle is rotated. To visualize this
concept, one can say that it translates into the particle’s wave function not being superim-
posed on its image in a mirror.
The helicity of a particle, on the other hand, is the projection of a particle’s spin onto its
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momentum. Left-handed particles have spins in the opposite direction of their momentum,
or left helicity; the opposite stands for right-handed particles. For msssless particles, helicity
and chirality are the same; on the other hand, for massive particles, the chirality and
the helicity no longer correspond. A Parity (P) transformation is the flip in the sign
of the spatial coordinates, and it corresponds to a point reflection; parity conservation
means that, under a parity transformation, the properties of a particle - such as right-
or left- handedness - do not change. Lee and Yang were questioning P conservation in
weak interaction [68], when Wu carried out an experiment to test such property in weak
interactions, recording the helicity of the νe produced in the Cobalt 60 β decay [111]. Wu
showed that the helicity of the νe was always right-handed; hence, parity is not conserved in
weak interactions. The main discovery of such experiment was that neutrinos are always
left-handed and antineutrinos are always right-handed. Such result was confirmed
for νµ and νµ by measuring the muon’s helicity from a beam of π± → µ± + (νµ/νµ) [19].
The non-conservation of parity for neutrinos and anti-neutrinos was extremely puzzling for
the physicist in the 60’s; more experiments were carried out to test the neutrino properties
under the combined Charge Conjugation and Parity transformations.
The Charge Conjugation (C) operator transforms a particle into its own antiparticle. If
applied to the neutrino, the Charge Conjugation operator would give a left-handed antineu-
trino, which does not occur; this grants the non conservation of the Charge Conjugation in
weak interactions.
However, by combining the C and the P operators, the new Charge-Parity operator (CP)
should in principle be conserved in the weak interactions, since it turns a left-handed
neutrino to a right-handed antineutrino. CP conservation means that the laws of physics
should be the same if a particle is interchanged with its antiparticle (C-symmetry) while
its spatial coordinates are inverted. It has been shown in [38], with an experiment that
used K0 mesons that decay into pions, that the CP symmetry is not conserved in weak
interactions in the quark sector. The K0 mesons evolve as the coherent superposition, in
equal proportions at the time of production, of two CP eigenstates, one CP-odd and one
CP-even. The former, that has a very short lifetime, decays into two pions; the latter, with
a lifetime about five times larger, decays into three pions. Such difference in the lifetime
allows for a clean separation of the two eigenstates when far away from the K0 producing
target [62]. In 1964, at the end of a beam of about 17m, Christenson, Cronin, Fitch and
Turlay observed for the first time a significant number of two pions decays (roughly 1/500),
providing the first evidence for CP violation in the quark sector.
CP violation was demonstrated by Sakharov in 1967 [100] to be one of the three necessary
conditions for baryogenesis. Investigating CP violation in the leptonic sector could provide
new hints to solve this fundamental enigma.
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1.3. Neutrino Oscillations

1.3.1. Solar neutrinos problem
One of the most abundant sources of electron neutrinos is the Sun, which creates its energy
via nuclear fusion. In the late 1960s, R. Davis and J. Bahcall set up an experiment located
in the Homestake mine in South Dakota to measure electron neutrino emissions from the sun
and compare it to the flux predicted by Bahcall et al. [64]. The detection method exploited
the electron capture decay 37Ar + e− → Cl + νe. Davis et al. found that the measured flux
was about three times smaller than the predicted flux [45]. Such discrepancy is known as
the "Solar Neutrinos Problem", and triggered the questions and research that lead to the
discovery of neutrinos oscillations phenomenon. The same results were reproduced later in
the 1990s by other experiments such as Kamiokande [59], SAGE [1] and GALLEX [29], and
in 2002 the Sudbury Neutrino Observatory (SNO) collaboration performed and published a
measurement of the solar neutrino flux independent of any solar model assumptions [13].
Already at the time of the Homestake experiment results, Bruno Pontecorvo suggested an
explanation for this anomaly. He developed a theory of neutrino-antineutrino oscillations
similar to the known oscillations in the quark sector [89] and a theory of lepton number
violation [90] which predicted that neutrinos can change their flavor as they propagate,
similarly to quarks (ν ↔ ν). Hence, the observed reduction in the flux of electron neutrinos
detected on Earth can be accounted for by the fact that a portion of the initially emitted
electron neutrinos from the Sun undergo oscillations, transforming into different flavor
states as they travel from sun to Earth. The SNO experiment confirmed this hypothesis
by measuring both the electron neutrino and the total neutrino flux from the sun. The
electron neutrino flux was indeed about a third than the total neutrino flux [13], providing
strong evidence that part of the νe’s change their flavor into νµ and ντ .
Such flavor changing mechanism is what is now known as neutrinos oscillations.

1.3.2. Atmospheric neutrinos
Another strong evidence for neutrino oscillations came from the Super Kamiokande ex-
periment, that aimed to measure the flux of atmospheric muon neutrinos and electron
neutrinos. Atmospheric neutrinos are produced by the cosmic ray interaction with the
Earth atmosphere. Such interaction creates hadronic showers, mostly made of pions that
can decay in flight producing (anti)muons and (anti)neutrinos:

π± → µ± + ↪ ↩νµ

µ± → e± + ↪ ↩νµ + ↪ ↩ν e.

The flux of ↪ ↩νµ is hence expected to be twice the flux of νe; such hypothesis was confirmed
by experiments targeting high energy neutrinos ([40]). However, the Super-Kamiokande
experiment measured equal fluxes for the two neutrino species [52]. This result was confirmed
by other experiments (IBM [23]). The main difference between the experiments that did
measure the expected flux ratio and those that did not, lies in the targeted energy range
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and in the baseline between the neutrino production point and the detection. The Super-
Kamiokande Cherenkov detector is able to distinguish down-going neutrinos (originating
from hadronic showers in the atmosphere right above the detector) from up-going neutrinos
(originating from showers in the atmosphere on the other side of the Earth), as shown in
Figure 1.5a. The former travel O(102) km before encountering the detector, while the
latter travel O(104) km before reaching the detector. The major new feature introduced
by Super-Kamiokande was the zenith angle distribution. In particular, Super-Kamiokande
measured a zenith angle dependent depletion of muon neutrinos coming from below the
horizon (cos(θ) = −1); such depletion seemed to have a dependence on the ratio between
L, the baseline travelled by the ν, and Eν . the neutrino energy. Such depletion is shown
in Figure 1.5b. These results were compared to the extension to Pontecorvo’s theory of
neutrino oscillation, proposed by Ziro Maki, Masami Nakagawa and Shoichi Sakata in 1962
[74], that broadened the theory to flavor oscillations. The Super-Kamiokande results were
in agreement with this scenario, and provided the first evidence, in 1998, of neutrinos
oscillations. Takaaki Kajita of the Super-Kamiokande Collaboration was awarded the 2015
Nobel Prize in physics, along with Arthur B. McDonald of the SNO Collaboration.
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Figure 1.5.: 1.5a: Atmospheric neutrino detection technique based on upgoing neutrinos. Upgoing
neutrinos that arrive at Earth with an angle θ with respect to the normal to the Earth
surface. The νµ, after the CC interaction, produces a µ that flies on the same direction.
h represents the distance between the interaction and the detection point. 1.5b: ratio
of data to Monte-Carlo prediction assuming no neutrino oscillations, for νµ and νe
atmospheric neutrino events seen by Super-Kamiokande. From [52].

1.3.3. Oscillation theory
Neutrinos are produced as flavour eigenstates in the weak interaction: |να⟩ with α = e, µ, τ ,
which are the same as that of the other lepton in their doublet. However, as with the

10
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quarks and the CKM matrix that describes the probability of a transition from a quark
of flavour x to a quark to flavour y, it is possible that the flavour eigenstates (states with
definite flavour) are not identical to the mass eigenstates |νi⟩ (states which have definite
mass). This means that each flavour eigenstate can be expressed as a linear combination of
mass eigenstates:

|να⟩ =
∑
i

U∗
αi|νi⟩, (1.15)

where the leptonic mixing matrix U is known as the PMNS matrix (Pontecorvo-Maki-
Nakagawa-Sakata). Equation 1.15 can be inverted as:

|νi⟩ =
∑
i

Uαi|να⟩ (1.16)

U is a 3x3 unitary matrix; for a 3-flavor picture, the flavour eigenstates can be written as:νe
νµ
ντ

 =

U∗
e1 U∗

e2 U∗
e3

U∗
µ1 U∗

µ2 U∗
µ3

U∗
τ1 U∗

τ2 U∗
τ3

 ·

ν1
ν2
ν3

 (1.17)

In vacuum, the mass eigenstates created at t = 0 and x = 0 propagate in time and space
according to the time-dependent Schroedinger equation with no potentials (using c = ℏ = 1):

i
d

dt
|νi(x, t)⟩ = H|νi(x, t)⟩ = − 1

2mi

∂2

∂x2
|νi(x, t)⟩ (1.18)

The solution to this equation is a plane-wave:

|νi(x, t)⟩ = e−i(Eit−pix)|νi⟩ = e−iϕi |νi⟩ (1.19)

where Ei =
√

p2i +m2
i is the particle energy, pi is the 4-momentum of the neutrino mass

state and x is the 4-space vector. By using in Equation 1.15 the solution in Equation 1.19,
one can obtain:

|να⟩ =
∑
i

U∗
αie

iϕi |νi⟩. (1.20)

By combining Equation 1.16 and Equation 1.20 it is possible to obtain the time evolution
of the flavor eigenstate |να(x, t)⟩ as function of the initial flavor state |νβ(0, 0)⟩:

|να(x, t)⟩ =
∑
β

∑
i

UβiU
∗
αie

−iϕit|νβ(0, 0)⟩. (1.21)

It is important to notice that Equation 1.21 shows us that if U is not a diagonal matrix,
meaning that the flavor eigenstates are mixed to mass eigenstates, then a neutrino of a
given initial flavor can be detected, after propagation, in another flavor. Moreover, if the
states have different masses, then the phase between the states will change with distance
from the source. It is now possible to calculate the transition amplitude for detecting a
neutrino of flavor β after a time t having generated a neutrino of flavor α at t=0, x=0,
which is:

A(να(0, 0) → νβ(x, t)) = ⟨νβ(x, t)|να(0, 0)⟩ (1.22)

11
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and the probability for detecting a neutrino of flavor α after a time t having generated a
neutrino of flavor β at t=0, that is the squared modulus of such amplitude:

P (να(0, 0) → νβ(x, t)) = |A(να(0, 0) → νβ(x, t))|2

=
∣∣∣∑

i

UαiU
∗
βie

−iϕi

∣∣∣2
=

∑
i

Uαie
iϕiU∗

βi

∑
j

U∗
αje

−iϕjUβj

=
∑
i

∑
j

UαiU
∗
βiU

∗
αjUβje

i(ϕj−ϕi)t

(1.23)

P (να → νβ) is called oscillation or transition probability. The phase difference ϕj − ϕi can
be written as:

ϕj − ϕi = (Ej − Ei)t− (pj − pi)x (1.24)

given that ϕi = Eitpix. It is possible to simplify Equation 1.23 taking into account that
the neutrinos are highly relativistic, then t = x = L where L is the travelled distance
between the neutrino source and the neutrino detector, often referred to as baseline, and

pi =
√

E2
i −m2

i = Ei

√
1− m2

i

E2
i
≃ Ei(1−

m2
i

E2
i
). Hence,

ϕj − ϕi = L

(
m2

j

E2
j

− m2
i

E2
i

)
=

∆m2L

2E
(1.25)

where ∆m2 = m2
j −m2

i and Ei = Ej = E is the neutrino energy. The oscillation probability
in Equation 1.23 can hence be written as:

P (να(0, 0) → νβ(x, t)) = P (να → νβ) =
∑
i

∑
j

UαiU
∗
βiU

∗
αjUβje

∆m2
ijL

2E . (1.26)

Equation 1.26 clearly indicates that the oscillation probability and mechanism only depends
on the squared mass difference, and not on the individual neutrino masses. Neutrino flavour
and mass states are mixed and a coherent superposition of mass states is created at the weak
vertex. This coherent superposition reflects the fact that it is not possible to experimentally
resolve the single mass states created at the vertex. Equation 1.26 can be expressed in
terms of the real and imaginary components of the matrix product:

P (να → νβ) = δαβ − 4
∑
i>j

Re(UαiU
∗
βiU

∗
αjUβj) sin

2

(
∆m2

ijL

4E

)

+ 2
∑
i>j

Im(UαiU
∗
βiU

∗
αjUβj) sin

(
∆m2

ijL

2E

)
.

(1.27)

A few observation can be made from this formula:

• in order for oscillations to occur, there must be mixing and the masses must be
unequal. If the masses eigenvalues were equal, and in particular if they were null, the
oscillation probability would be zero;

12
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• the unitarity of U grants the conservation of the total neutrino flux, but the composi-
tion of said flux changes;

• if mass states and flavour states are mixed, there will always be a probability of
flavour change; however, if it was possible to resolve the mass states at the production
vertex, the probability of flavour change would not oscillate;

• the oscillation probability depends on L/E, which is the ratio between the distance
of production and detection point of the neutrino and its energy.

The U matrix, or PMNS matrix, is usually expressed by 3 rotation matrices and a complex
phase:

U =

1 0 0

0 c23 s23
0 −s23 c23

 c13 0 s13e
−iδCP

0 1 0

−s13e
−iδCP 0 c13

 c12 s12 0

−s12 c12 0

0 0 1

eiα1/2 0 0

0 eiα2/2 0

0 0 1


(1.28)

where cij = cos(θij and sij = sin(θij). The PNMS matrix is parametrized by the three
mixing angles θij , and by three complex phases δCP , α1 and α2. Observations:

• the first matrix is called the "23 sector" or "atmospheric sector", because the θ23
angle regulates most of the atmospheric neutrinos oscillation

• the second matrix is called the "13 sector" or "reactor sector"

• the third matrix is called the "cross-mixing sector" or "solar sector" as the θ12 angle
influences most of the solar neutrino oscillations.

• the fourth matrix has physical consequences only if neutrino are Majorana particles
- meaning that neutrinos are their own antiparticle. Even in the case of Majorana
neutrinos, it would not affect neutrino oscillation, since the Majorana phases cancel
out when the U matrix is squared.

• the non zero diagonal terms result in neutrinos created in mass eigenstates superposi-
tion.

The present knowledge of the oscillations parameters, obtained with a global fit from
SuperKamiokande, Gallex, GNO, SAGE, SNO and Borexino is reported in Table 1.1.

CP symmetry in neutrinos oscillations
It is interesting to discuss how the P, C symmetries affect the neutrino oscillations. As
mentioned earlier in this section, the weak interaction violates the P and C symmetries
singularly, and it violates the CP symmetry in the quark sector. The oscillation probability

13
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for antineutrinos can be optained by applying the CP operator to the oscillation probability
in Equation 1.27:

P (να → νβ) = δαβ − 4
∑
i>j

Re(UαiU
∗
βiU

∗
αjUβj) sin

2

(
∆m2

ijL

4E

)

− 2
∑
i>j

Im(UαiU
∗
βiU

∗
αjUβj) sin

(
∆m2

ijL

2E

)
.

(1.29)

Equation 1.27 and Equation 1.29 are identical but for their complex parts which are opposite
of one another. The only difference between Equation 1.27 and Equation 1.29 is a sign
before the imaginary part. If the PMNS matrix is complex, meaning that δCP ≠ 0, π,
it implies that P (να → νβ) ̸= P (να → νβ). The difference between the two oscillation
probabilities for neutrinos and antineutrinos can be expressed as [110]:

P (να → νβ)− P (να → νβ) = ∆Pαβ = ±16J sin

(
∆m2

21L

4E

)
sin

(
∆m2

31L

4E

)
sin

(
∆m2

32L

4E

)
,

J ≡ Im
[
Uβ1U

∗
α1U

∗
β2Uα2

]
(1.30)

The quantity J in Equation 1.30 is a measure of CP violating phase δCP of the PMNS
matrix. Using the standard parametrization of the PMNS matrix, one can define J as:

J =
1

8
cos θ13 sin 2θ12 sin 2θ13 sin 2θ23 sin δCP (1.31)

The definition of J, called Jarlskog invariant, shows that CP violation in neutrino oscillations
can happen only if all three mixing angles θij are different from zero and the δCP phase
is different from 0 and π. It is also important to note that, from Equation 1.30, the
CP violation effects are non-zero only in appearance channels (β ̸= α), and it is zero in
disappearance channels (β = α). From Equation 1.30 and the values of ∆m2

ij from Table 1.1,

it is possible to deduce that the effect of CP violation is proportional to sin
(

∆m2
ijL

4E

)
. Being

∆m2
31 ≃ ∆m2

32 << ∆m2
21, the oscillation frequency in the 31 and 32 channels is larger, and

it averages out in the region where the CP violating effect is appreciable [21]. Hence, the CP
violating effect can be observed in experiments that can observe the oscillations governed
by ∆m2

21; these experiments compare P (νµ → νe) to P (νµ → νe) and they involve long
baselines (several hundreds of km) so that the L/E ratio is large enough that the variable
∆Pαβ is non-zero. However, in such type of experiment, neutrinos typically propagate
in matter - the Earth - which creates an asymmetry in the oscillations of neutrinos and
antineutrinos, as explained in Section 1.3.4. The effects of the CP violation and of the
oscillations in matter need to be disentangled, which is non-trivial but a crucial point in
knowledge of neutrinos physics. A measurement of value of δCP ̸= 0, π would indeed provide
the first evidence of CP violation in the lepton sector.

1.3.4. Oscillations in matter and consequences of matter effect
Neutrino oscillations arise from a phase difference between the wavepackets of the three
mass eigenstates, caused by the fact that wavepackets with different masses propagate with
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different velocities. Neutrinos can propagate and interact in matter, and this affects the
oscillations, that in matter are described differently. This effect is known as the MSW or
matter effect [110]. The matter effect introduces a potential V in the hamiltonian, that
induces a phase difference. For neutrinos oscillating in a potential V, the phase difference
depends on the total energy of the mass eigenstate, as the interaction with matter can
be different for the three flavor eigenstates. Indeed, neutrinos can interact via NC or CC
interactions, as shown in Section 1.2.1. Neutral current interactions do not affect the
oscillation probability; however, charged current interaction affect only electron neutrinos,
since stable matter is made of electrons. Such effect can be added in the oscillation
probability derivation through an additional potential term in the interaction Hamiltonian:

VCC = ±
√
2GFne (1.32)

where GF is the Fermi constant and ne is the average electron density of the medium. This
term is positive for νe and negative for νe. A detailed description of the matter effect is
beyond the scope of this work, and can be found in many resources, such as [54]. The main
consequences of the oscillations in matters are discussed briefly.
In vacuum, oscillations are sensitive only to the absolute value of the mass differences;
however, when neutrinos propagate in matter, the oscillations become sensitive to the sign
of the mass splitting term ∆mij . The matter effect introduces an additional term in the
oscillation probability of Equation 1.23, proportional to sin(∆m2

31L/4Eν), that has the
potential to resolve the sign of the mass difference. Indeed, despite having established that
ν1 is lighter than ν2[9], it has still not been determined whether ν3 is the heaviest (NH or NO,
standing for normal neutrino mass hierarchy or ordering) or the lightest (inverted neutrino
mass hierarchy or ordering, IH or IO) of the mass eigestates. A schematic representation of
the possible neutrino mass hierarchies is shown in Figure 1.7.
The consequence of the matter effect is thus that, the larger the amount of matter traversed
by the neutrinos, the larger the term sensitive to the mass hierarchy. For this reason, long
baseline experiments in which the neutrinos propagate in matter for very long distances are
the most sensitive to resolving the neutrino mass hierarchy.
However, the matter effect also introduces an asymmetry in the oscillation probability of
neutrinos and antineutrinos. Indeed, neutrinos and antineutrinos interaction are differen-
tiated in matter by the sign of the VCC potential. The experimental challenge that long
baseline experiments face is hence to disentangle the CP violating effects from the matter
effect, as both induce neutrino-antineutrino asymmetry. Figure 1.6 shows P (νµ → νe) and
P (νµ → νe) oscillation probability, as a function of the neutrino energy, for different values
of δCP in degrees, for oscillations in vacuum (1.6a) and in matter (1.6b).

1.4. Current knowledge and future experiments
Since the discovery of neutrino oscillations, most of the parameters involved have been
measured with different degrees of accuracy, and they are reported in Table 1.1. At
present, the values of all mixing angles and squared-mass differences from solar and reactor
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Normal Ordering (best fit) Inverted Ordering (∆χ2 = 2.7)
bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.304+0.013
−0.012 0.269 → 0.343 0.304+0.013

−0.012 0.269 → 0.343

θ12/
◦ 33.44+0.78

−0.75 31.27 → 35.86 33.45+0.78
−0.75 31.27 → 35.87

sin2 θ23 0.570+0.018
−0.024 0.407 → 0.618 0.575+0.017

−0.021 0.411 → 0.621

θ23/
◦ 49.0+1.1

−1.4 39.6 → 51.8 49.3+1.0
−1.2 39.9 → 52.0

sin2 θ13 0.02221+0.00068
−0.00062 0.02034 → 0.02430 0.02240+0.00062

−0.00062 0.02053 → 0.02436

θ13/
◦ 8.57+0.13

−0.12 8.20 → 8.97 8.61+0.12
−0.12 8.24 → 8.98

δCP/
◦ 195+51

−25 107 → 403 286+27
−32 192 → 360

∆m2
21

10−5eV 2
7.42+0.21

−0.20 6.82 → 8.04 7.42+0.21
−0.20 6.82 → 8.04

∆m2
3ℓ

10−3eV 2
+2.514+0.028

−0.027 +2.431 → +2.598 −2.497+0.028
−0.028 −2.583 → −2.412

w
it

h
SK

at
m

os
ph

er
ic

da
ta

Normal Ordering (best fit) Inverted Ordering (∆χ2 = 7.1)
bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.304+0.012
−0.012 0.269 → 0.343 0.304+0.013

−0.012 0.269 → 0.343

θ12/
◦ 33.44+0.77

−0.74 31.27 → 35.86 33.45+0.78
−0.75 31.27 → 35.87

sin2 θ23 0.573+0.016
−0.020 0.415 → 0.616 0.575+0.016

−0.019 0.419 → 0.617

θ23/
◦ 49.2+0.9

−1.2 40.1 → 51.7 49.3+0.9
−1.1 40.3 → 51.8

sin2 θ13 0.02219+0.00062
−0.00063 0.02032 → 0.02410 0.02238+0.00063

−0.00062 0.02052 → 0.02428

θ13/
◦ 8.57+0.12

−0.12 8.20 → 8.93 8.60+0.12
−0.12 8.24 → 8.96

δCP/
◦ 197+27

−24 120 → 369 282+26
−30 193 → 352

∆m2
21

10−5eV 2
7.42+0.21

−0.20 6.82 → 8.04 7.42+0.21
−0.20 6.82 → 8.04

∆m2
3ℓ

10−3eV 2
+2.517+0.026

−0.028 +2.435 → +2.598 −2.498+0.028
−0.028 −2.581 → −2.414

Table 1.1.: Three-flavor oscillation parameters from our fit to global data. The numbers in the
1st (2nd) column are obtained assuming NO (IO), i.e., relative to the respective local
minimum. Note that ∆m2

3ℓ ≡ ∆m2
31 > 0 for NO and ∆m2

3ℓ ≡ ∆m2
32 < 0 for IO. The

results shown in the upper (lower) table are without (with) adding the tabulated SK-atm
∆χ2. From [48].
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Figure 1.6.: Oscillation probability for CP-effect sensitive channel
(−)

ν µ → (−)

ν e as function of the
neutrino energy in vacuum (1.6a) and in matter (1.6b) for a baseline of 2000 km and for
different values of δCP , reported in degrees in the legend. The oscillation probabilities
are computed with the OscProb software package using the oscillation parameters in
Table 1.1.

parameters in the 3 neutrinos oscillation scheme can be extracted from global fits of
available data with a precision better than 15%. The atmospheric parameters, and in
particular sin2 θ23 have the largest remaining uncertainty - the octant of θ23 , i.e. whether
it is smaller or larger than π/4, is still unknown. Moreover, the CP violating phase δCP

is still undetermined. The current generation of experiments (NOvA, T2K, and Super-
Kamiokande) is unlikely to obtain the statistical threshold to access these parameters. The
next generation of neutrino experiments (DUNE, Hyper-Kamiokande) should reach the
statistical threshold; hence they aim to improve the precision on the measurements of
known parameters, and to measure the yet unknown parameters θ23-octant and δCP , and to
resolve the neutrino mass ordering. The JUNO experiment, under construction, is building
a 35 m diameter detector at a distance of 53 km from the reactor cores of the Yangjiang and
Taishan nuclear power plants in Kaiping, South China, and will have an unique sensitivity
to the solar oscillation parameters ∆m2

21, ∆m2
32, and sin2θ12 among the next generation

experiments. Furthermore, neutrino telescopes such as IceCube and KM3NeT are expected
to provide important contributions to the measurement of the unknown parameters. In
particular, the goals of KM3NeT (whose infrastructure is described in more details in the
following section) are measuring the neutrino mass ordering and identifying high-energy
neutrino sources in the Universe [46].

1.4.1. KM3NeT
KM3NeT (KM3-scale Neutrino Telescope) [9] is a research infrastructure that manages
the under-water neutrino telescopes currently being deployed in the Mediterranean Sea. It
includes two sites, that are meant to target neutrinos of different energies. Both sites use the
same technology; the principle is to instrument a large volume of seawater with modules of
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Figure 1.7.: Scheme of the two distinct neutrino mass hierarchies. The colour code indicates the
fraction of each flavour (e, µ, τ) present in each of the mass eigenstates (ν1, ν2, ν3).
From [9].

photomultipliers. The photomultipliers are arranged into Digital Optical Modules (DOM),
visible in Figure 1.10b, that are pressure-resistant spheres hosting 31 PMTs each, with their
electronics and calibration devices. The DOMs are organized in strings anchored to the
seabed, and kept vertical by a submarine buoy. The strings are connected to junction boxes
that provide connections for power and data transmission. Both sites will be equipped of
115 strings, also called Detection Units (DUs).
As many neutrino detectors, KM3NeT uses Cherenkov light of charged secondary particles
created in a neutrino interaction to detect neutrinos. Thanks to the arrival time of the
Cherenkov photons and the positions of the fired photosensors, the direction and energy
of the incoming neutrino can be reconstructed. Indeed, charged particles passing through
a medium with a velocity larger than the speed of light in said medium, emit Cherenkov
radiation. The Cherenkov light is emitted with an angle θC and that forms a conical light
front, as shown in Figure 1.8. The opening angle of the cone depends on the particle
velocity and on the refraction index of the medium, as shown in Equation 1.33:

θC =
1

βn
(1.33)

where β = v
c = p

γmc is the velocity of the particle and n is the refraction index of the medium.
From the characteristics of the Cherenkov light detected by the modules, it is thus possible
to reconstruct the energy, direction (spatial resolution of the sensors (∼ 10mm), arrival
time (O(1) ns time resolution) and flavour of the particle. Indeed, muons of the energy up
to few tens of GeV behave as minimum ionizing particles (MIP), which means that they lose
a minimal amount of energy while propagating in a medium, and they mostly propagate in
straight lines. For this reason, muons are identified in water Cherenkov detectors as straight
tracks. On the other hand, electrons lose energy mostly via brehmsstrahlung for the same
energies; this means that the particle radiates photons while propagating in the medium,
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that in turn can interact with matter, producing more electron/positron pairs of lower energy.
Thus they create a cascade of electromagnetic process (electromagnetic shower), identified
by Cherenkov detectors as burst of light, opposed to the tracks formed by the muons. The
different signature of the two particles events ("track-like", caused by muons produced in
CC interactions of νµ or ντ , or "shower-like", caused by electrons produced in CC inter-
actions of νe or ντ ) allow identifying the flavor of the incoming lepton, as shown in Figure 1.9.
The two KM3NeT sites under construction are called KM3NeT/ARCA and KM3NeT/ORCA;
they differ in size, arrangement of the photomultipliers and foreseen objective.

Figure 1.8.: from [60].

Figure 1.9.: Event displays for a simulated νµ CC event (left) and a contained νµ NC event (right).
the incoming neutrino is indicated by the red line, and the outgoing lepton (muon or
neutrino) by the green line. The colour scale gives the hit times with respect to the
time of the neutrino interaction.From [9].

ARCA (Astroparticle Research with Cosmics in the Abyss) is located offshore Capo Passero,
Italy, at a depth of 3500m underwater in the Mediterranean Sea. It is the bigger detector
with a sparser configuration, aiming at detecting high-energy cosmic neutrino sources (in
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(a) (b) (c)

Figure 1.10.: 1.10a: Schematic of the layout of the completed KM3NeT/ORCA site, from [16].
1.10b: a DOM being calibrated, photo taken in the CPPM assembly lab. 1.10c: photo
of a launch vehicle deployment that exploits the unfurling of the string, taken in the
CPPM assembly lab.

the range of TeV/PeV).
KM3NeT/ORCA is located 40 km offshore Toulon, France, in a depth of about 2450 m
underwater in the Mediterranean Sea, providing a vast medium for detecting neutrino
interactions. The design of the KM3NeT/ORCA is based on instrumenting 2200 200 200m3

of seawater with modules of photomultipliers. The DOMs are arranged in string arrays of
18, with a vertical separation of 9m. The main objective for ORCA is the determination of
the mass hierarchy of neutrinos and improving the uncertainties on atmospheric neutrino
mixing parameters thanks to the detection of neutrinos of energies of the order of a few
GeV.
ORCA is expected to play an important role for the neutrino tagging technique, as will be
explained in Chapter 2.
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The discovery of neutrino oscillations has brought a lot of attention to neutrino physics.
The research in the last three decades has focused on the measurement of the oscillation
parameters: the mixing angles θ12, θ23 and θ13, the two mass splittings ∆m2

12 and ∆m2
32,

the neutrino mass hierarchy, and the CP violating phase δCP . The precision measurements
of these parameters constitute the physics program of many modern experiments.
As partially shown in Chapter 1, neutrinos experiments can exploit two sources of neutrinos:
either natural, such as the Sun, the cosmic rays interacting in the atmosphere, relics from
Big Bang, supernovae and other galactic and extra-galactic processes; or artificial, which
is the case of nuclear reactors and particle accelerators. Experiments exploiting artificial
sources of neutrinos are best suited for precision measurement of the oscillation parameters,
as it is relatively simple to tune the distance between the neutrino source and the neutrino
detector. This is crucial because, as shown in Section 1.3.3, the oscillation probability
depends on the ratio between the baseline L (the distance between the production and
the detection point) and on the neutrino energy E. In particular, many accelerator based
experiments have been designed and built in the last two decades; they are particularly
convenient as the neutrino beam that can be produced at accelerators can be focussed
and directed to facilities for the detection of the neutrinos after oscillation. Accelerator
based experiments can exploit long or short baselines. Experiments that study standard
neutrino oscillations are called Long Baseline Neutrino Experiments (LBNE), because the
neutrinos have to oscillate over long distances (O(100− 1000) km), as shown previously.
Short Baseline Neutrino Experiments (SBNE), on the other hand, focus on the measurement
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of neutrino cross sections and on the search for non-standard oscillation patterns. Both
type of experiments often exploit neutrino beams of energy of the order of a few GeV, and
they use a near detector (ND), to characterize the initial neutrino flux, and a far detector
(FD), that aims to detect the neutrinos after propagating hundreds of kilometers through
Earth. Because of the very small cross-section of neutrinos, the detectors used in these
experiments are usually very large and instrument very large volumes of matter (O(104)
ton for Super-Kamiokande and DUNE, for example); in addition, very intense neutrino
beams are employed. The focus of this thesis work is the Neutrino Tagging technique and
its potential implementation at a LBNE; the following sections will focus on the description
of LBNE.

2.1. Long Baseline Neutrino Experiments
Long Baseline Neutrino Experiments observe neutrino oscillations that occur over distances
of O(100) km; their design and setup relies on well tuned neutrino beams, whose energy is
tuned to maximize the oscillation probability. The first generation of LBNE appeared in
1999 and included K2K experiment [14], that exploited a neutrino beam from the KEK
accelerator to the Super-Kamiokande detector, both located in Japan, for a baseline of
250 km; and the MINOS experiment (2005-2012) [8] that used a beam from the NuMI
neutrino beam produced at Fermilab (Illinois, US), with a baseline of 735 km. These
experiments aimed to confirm and measure the mixing angles and the mass splittings by
searching for neutrino disappearance. The second generation of LBNE’s, including T2K [2]
(sending a neutrino beam from Tokai accelerator facility in Japan to the Super-Kamiokande
detector), OPERA [104] (neutrino beam produced at CERN in Switzerland, far detector
located at Gran Sasso in Italy) and NOνA [44] (sending a neutrino beam from Fermilab
to its far detector in Minnesota), focus on detecting neutrino appearance through the
νµ → νe channel. After measuring such phenomenon, T2K physics program shifted towards
comparing the rate of νe and νe appearance, which provides sensitivity to the CP violation
in lepton sector. The next generation of LBNE, such as DUNE [6] (whose beam produced
at Fermilab is sent to its far detector at Sanford Lab in South Dakota) and T2HK [71]
are being constructed to provide measurements of the neutrino mass hierarchy and of the
amount of CP violation in neutrino sector thanks to the νµ → νe and νµ → νe channels. In
addition, the possibility to perform LBNE using a neutrino beam produced by the U70
accelerator in Protvino, Russia to KM3NeT/ORCA was discussed in detail in [16]. Such an
experiment is referred to as P2O and would have a baseline of 2595 km corresponding to an
energy at the first oscillation maximum of around 5 GeV, as shown in Figure 2.1. Thanks to
a beam power corresponding to 2.23 · 1014 proton per pulse, the expected pions rate should
be O(1012) particles/s. Unfortunately, the geopolitical developments of recent history
prevent from implementing such beamline and utilizing the U70 accelerator; however, other
options to send a neutrino beam to KM3NeT/ORCA are foreseeable, for example using a
neutrino beam produced at CERN [87], [20]. The next sections are dedicated to a general
description of the experimental setup of a LBNE.
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Figure 2.1.: 2.1a: Probabilities for νµ’s (dark colour scatter plots) and νµ’s (light colour scatter
plots) to oscillate to each neutrino flavours as function of the neutrino energy and for
all possible values of δCP , for a baseline of 2595 km. 2.1b: Probabilities for a νµ’s (dark
red thick lines) and νµ’s (yellow thin lines) to oscillate to the electron neutrino flavour
as a function of the neutrino energy, for a baseline of 2595 km. The probabilities for
different δCP values are shown with different line styles. From [88].

2.1.1. Neutrino beamline
Neutrino beams are usually obtained from very intense hadron beams, typically from
π± → µ±↪ ↩νµ that decay in flight [67]. The hadron beams are produced by impinging high
energy protons into a stationary target. The idea of producing a neutrino beam from
hadron decays arose very early in the 1960s with the experiment, mentioned in Section 1.2.2,
performed by Lederman, Schwartz and Steinberger. Compared to modern experiments, the
hadron beam of such experiment was lacking two important elements, the proton extraction
and the beam focussing.
The proton extraction is usually performed with short spills lasting O(10−5)s. The short
beam pulses from single-turn extractions are one of the advantages of accelerator neutrino
experiments, as the experiments (provided it has fast enough electronics) can close its
trigger acceptance around a small "gate" period around the accelerator pulse, reducing
false triggers of cosmic ray muons. Because of the low neutrino cross section, the neutrino
beams have to be very intense, thus they require large amounts of protons delivered to
the target. From the target, a beam of secondary particles is produced - mostly pions and
kaons of both charge. Such secondary beam must be collimated in order to increase the
neutrino flux to the detectors on axis with the beam line. Magnetic pulsed horns, shown
in Figure 2.2 are conventionally used to focus the secondary hadron beam in a neutrino
beamline [6], [67]. This kind of device was first proposed by S. van der Meer in 1961
[76] and, since then, have been employed by all wide-band neutrino beams at the GeV
scale. A horn is composed of conductor sheets on which a current flows in the longitudinal
direction during the proton extraction, producing a strong magnetic field of toroidal shape.
Their role is not only to focus the beam, but also to de-focus the particles of unwanted
charge, enhancing the νµ (νµ) purity of the beam and reducing the background of νµ (νµ)
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produced by the negatively (positively) charged hadrons. Either neutrino-enhanced or
antineutrino-enhanced beams are created by operating the focusing horns in forward or
reverse current configurations, respectively. This feature is crucial for experiments that
aim at measuring the CP violating phase in neutrinos oscillations, as for this measure-
ment both neutrinos and antineutrinos appearance/disappearance rates need to be available.

Figure 2.2.: Schematic view of a magnetic horn: the device is axially symmetric and focuses particles
of a given sign in both the transverse dimensions. The unwanted sign charge on the
other hand gets bent out of the beam line. The symmetry axis is also the target and
beam axis. Adapted from [37].

The focussed hadron beam then enters a decay volume, in which the secondary hadrons
decay and form a neutrino beam. The main decay channels for mesons produced in
secondary beams and their branching fractions are summarized in Table 2.1. At the end of
the decay volume, a beam dump is usually placed to stop all particles except for muons
and neutrinos; the muons are then usually detected with a muon monitor to constrain the
neutrino flux.
The direction of the neutrino beam is chosen depending on the requirements of each
experiment. Many experiments (such as T2K) employ the "off-axis" technique, meaning
that the neutrino beam is purposely directed at a small angle away from the far detector.
The reasoning behind this lies from the primary source of beam neutrinos, the π+ → µ+νµ
decay: for a pion decaying in the decay tunnel, the energy of the produced neutrino, Eν ,
depends on the angle of emission and can be written as:

Eν =
m2

π −m2
µ

2(Eπ − pπcosθ)
(2.1)

where mπ and mµ are the masses of the pion and of the muon, pπ is the pion’s momentum
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Particle Decay Products Branching Fraction (%)
π+ → µ+νµ 99.9877

→ e+νe 1.23× 10−4

K+ → µ+νµ 63.55

→ π0µ+νµ 3.353

→ π0e+νe 5.07

K0
L → π−µ+νµ 27.04

→ π−e+νe 40.55

µ+ → e+ν̄µνe 100

Table 2.1.: Main neutrino-producing decay modes and their branching ratio in percentage. Decay
modes for ν̄µ and ν̄e are omitted in this table. The π−, K− and µ− modes are charge
conjugates of the π+, K+ and µ+ modes, respectively. Taken from [3].

and θ is the direction of the neutrino with respect to the pion. The maximum value of
neutrino energy is obtained for θ = 0 and its value is Eν ≈ 0.43pπ. Equation 2.1 is plotted
in Figure 2.3 for different decay angles, and it shows that the neutrino’s energy dependency
on the pion’s energy disappear for off-axis neutrinos. Using the off-axis technique in a LBNE
thus provides a narrow band neutrino spectrum even from a large band pion spectrum.
The beamline ends with a near detector, that serves to monitor the initial neutrino beam.

Figure 2.3.: Neutrino energy from pion decay as a function of pion energy, for several choices of
decay angle between the neutrino and pion direction. From [22].

2.1.2. Near Detector
In LBNE, near detectors (ND) play a crucial role in the characterization of the initial
neutrino flux. ND are usually placed close to the neutrino beam production point (O(100)

m), contrary to the far detector, described in Section 2.1.3 that is placed thousands of km
away. Their main functions are:

• characterizing the intensity, flavour composition and energy spectrum of the neutrino
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beam, prior to modification by oscillations;

• reducing systematic uncertainties by measuring event rates, kinematics, and cross
sections.

The two detectors measure different energy spectra, and such difference depends primarily
on the different solid angles subtended by the detectors (see Figure 2.5). In addition, the
significant acceptance differences between the near and far detectors are a function of the
energy of the pion (hence neutrino), as is indicated schematically in Figure 2.4. High energy
pions tend to live longer and decay in the decay volume; on the other hand, soft pions tend
to enter the decay volume with different angular divergences, even in the case of a beam
focussed with horns. Furthermore, even high energy pions can have an angle with respect
to the beam nominal axis, that would result in neutrinos that are able to get at an angle to
the near detector, but unable to get to the far detector. Only pions emitted with angles
close to 0 can produce neutrinos reaching the far detector. Such effect is another source of
significant differences in the spectra of near and far detectors.

Figure 2.4.: Not-to-scale demonstration of the solid angle differences in a two-detector neutrino
experiment. From [67].

2.1.3. Far Detector
Far detectors are large neutrino detectors, strategically positioned at a O(100− 1000) km
from the neutrino source, in order to have a large L/E ratio, allowing to access the CP-
violating phase. DR are typically high granularity detectors, made of technologies such as
liquid argon time projection chambers (LArTPCs [6]), scintillator-based detectors, or water
Cherenkov detectors [2], which allow for precise reconstruction of neutrino interactions.In
general, their primary purpose is to measure the neutrino flux after oscillations, providing
information about their energy and flavour.
Far detectors are designed to maximize the detection efficiency and minimize background
noise. Most far detectors in long baseline neutrino experiments are typically shielded
from atmospheric muons and from other sources of neutrinos to minimize background
and enhance the sensitivity of the measurements. The background sources can include
atmospheric neutrinos, neutrinos from cosmic ray interactions in the atmosphere, and
neutrinos from nearby nuclear reactors or nuclear power plants. Several shielding strategies
are employed:
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• Underground locations: far detectors are often located deep underground to shield
them from cosmic ray interactions and atmospheric neutrinos. The overburden of
rock or other shielding materials helps reduce the flux of these background neutrinos.
An example of underground located FD is Super-K, located 1000m underground.

• Active Shielding: Far detectors may incorporate active shielding components to
further reduce background. These can include layers of shielding materials, such as
water or liquid scintillator, surrounding the detector volume to absorb or veto cosmic
ray-induced particles and external neutrino interactions, as is done in DUNE [5].

• Veto Systems: Veto systems can be implemented to identify and reject background
events. These systems are typically placed around the detector and consist of
additional detectors that can detect and distinguish background particles from the
desired neutrino interactions.

Far detectors employ different detection techniques depending on the specific technology
used. In LArTPCs, for example, the detector is filled with liquid argon, which acts
as both the target for neutrino interactions and the detection medium. Neutrinos can
interact with an Ar atom, ionizing the argon atoms. The electrons within the detector
drift towards readout planes, where they produce signals. This allows for the precise
reconstruction of neutrino interactions and the identification of different particles. In
water Cherenkov detectors such as Super-Kamiokande, the detection medium is ultrapure
water. When a neutrino interacts with the water, it produces charged particles that move
faster than the speed of light in water, emitting a cone of light known as Cherenkov
radiation. Photomultiplier tubes (PMTs) are used to detect this faint light, allowing for the
reconstruction of particle tracks and, in turn, the measurement of the neutrino energy and
direction. Scintillator-based detectors exploit scintillating materials and photomultiplier
tubes that are also used in this case to detect the scintillation light. The time and intensity
of the light pulses provide information about the energy and type of particles produced in
the neutrino interactions, as explained in Section 1.4.1. A sketch of the beamline typically
employed in LBNE is found in Figure 2.5.

Figure 2.5.: Annotated not-to-scale schematic representation of the beamline of a classic LBNE.
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2.1.4. Limitations of accelerator based neutrinos experiments
The landscape of existing and future LBNE is vast and holds exciting promises for precision
measurements of oscillation parameters; however, the results obtained from LBNE are
affected by large systematic uncertainties. Such systematics mostly arise from the fact
that the oscillation studies heavily rely on the measurement of the neutrino flux at the
Near and Far detectors. The measured neutrino event rate is affected by several factors,
namely the initial neutrino flux (the number of created νµ, νe and ντ ), the neutrino energy,
the neutrino interaction cross-section with the Near Detector (indicating the likelihood of
neutrino interaction), the detector efficiency (reflecting the detector’s ability to reconstruct
the neutrino event), and lastly, the oscillation probability (determining the survival of initial
νµ or the appearance of νe), as shown in Equation 2.2 [61]:

NND
να (Eν) = ΦND

να (Eν)× ϵND(Eν)× σND
να (Eν)

NFD
νβ

(Eν) = ΦFD
νβ

(Eν)× ϵFD(Eν)× σFD
νβ

(Eν)× P (να → νβ)(Eν)
(2.2)

where NND(NFD) is the rate at the Near (Far) Detector, Φ is the expected flux of
(anti)neutrinos of flavour α (β), ϵ is the efficiency to detect the (anti)neutrino that depends
on the (anti)neutrino energy Eν , σ is the energy dependent cross section for a (anti)neutrino
of flavour α (β) and P (να → νβ)(Eν) is the oscillation probability from flavour α to flavour
β as function of the energy. The flux, efficiency and cross-section terms are sources of
systematic uncertainties which affect the outcome of the event rate measurement. In
particular, the knowledge of the neutrino flux (i.e. the range of available neutrino energies
and the rate of neutrinos produced) and the neutrino interaction cross-section (i.e. what the
interaction probability is and how it changes as a function of neutrino energy) represent two
of the largest sources of systematic uncertainty in the measurement of neutrino oscillation
parameters. Such systematic uncertainty is reduced to some extent by the presence of
the ND, that measures the initial neutrino flux. However, the spectrum measurements
of the initial flux must be corrected by two factors: the effect of the expected oscillation
probabilities, and the solid angle. Indeed, as the ND and FD are separated by potentially
thousands of kilometers, they cover very different solid angles [67], [88], requiring to correct
the measured fluxes; nonetheless, these corrections are not trivial. The neutrino cross
section depends on the energy, which in turn depends on the neutrino direction. In addition,
the neutrino energy reconstruction at LBNE relies on the Near and Far detectors; typically,
such detectors have uncertainties on the reconstructed energy of O(20%) [47] and have
energy scales uncertainties. An example of systematic uncertainties at LBNE is shown in
Table 2.2.
In order to reduce the systematic uncertainties of the neutrino cross section measurements,

new approaches are being studied; this is the case of the ENUBET (Enhanced NeUtrino
BEams from kaon Tagging) project [77], that proposes to instrument the decay tunnel
of a K+ → π0e+νe, in order to monitor the neutrino-associated lepton production at a
single particle level. With this approach, ENUBET has demonstrated that it is possible
to measure the νe cross section with a precision of 1%, with the help of an offline fit for
particle identification.
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Source of Uncertainty νe νµ
δN/N δN/N

Flux 3.7% 3.6%
cross-section 5.1% 4.0%
Flux+cross-section
(w/o ND280 Constraint) 11.3% 10.8%
(w/ ND280 Constraint) 4.2% 2.9%
Other 3.5% 4.2%
All
(w/o ND280 Constraint) 12.7% 12.0%
(w/ ND280 Constraint) 6.8% 5.1%

Table 2.2.: Sources of the systematic uncertainty on the predicted neutrino event rates at Super-
Kamiokande in T2K oscillation analyses [4]. The effect of the near detector (ND280)
constraint on the flux and cross-section is particularly visible. The line (Other) reports
the effect of Final State Interactions and Secondary Interactions. From [54].

2.2. Neutrino tagging: a new option for LBNE
It was described in Section 2.1.4 that the neutrino oscillations measurements uncertainties at
LBNE are dominated by systematic effects. In this context, the neutrino tagging technique
presents as an interesting option. The neutrino tagging technique consists in exploiting the
neutrino production process to kinematically reconstruct the properties of each neutrino at
its production. This approach requires equipping the beam line of an accelerator based
neutrino experiment with silicon trackers. Such trackers allow reconstructing the properties
of the neutrinos produced in the π± → µ±νµ decay based on the kinematics of incoming
and outgoing particles.
The option of equipping an accelerator based neutrino experiment with a tagged neutrino
beam has been thought of already in the late 70s [91]. However, the implementation of such
technique has been set back by technological limitations until the recent advancements in
silicon sensor technology. The primary limitation to the implementation of this technique
has been the prohibitive particle rate at the tracker, O(1013) particles/s/mm2.

2.2.1. Conceptual description
In a tagged neutrino beamline, some silicon trackers station would be equipped along
the hadron beamline and decay volume. Such trackers would detect and reconstruct the
properties of all the charged incoming and outgoing particles of a π± → µ±↪ ↩νµ decays. The
reconstruction of charged pions and muons taking part in the two body decays enables
accessing the beam neutrino properties:

• the neutrino energy can be precisely reconstructed thanks to energy and momentum
conservation requirements;
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• the neutrino direction can be precisely determined with kinematic considerations and
momentum conservation requirements;

• the flavour of the neutrino must be muonic, as it is associated with a µ±;

• the chirality of the neutrino can be inferred because it must be opposed to the one of
the outgoing lepton and incoming pion or kaon.

If used in a LBNE, the neutrinos produced in the pions decay propagate oscillating for
thousands of kilometers, and can be detected at the far detector. Based on timing and
angular information, each neutrino interacting at the FD - called interacting neutrino - can
be uniquely associated to a neutrino reconstructed by the tracker - called in the following
the tagged neutrino. Such association allows exploiting the precise information available on
the tagged neutrino for oscillation studies.

2.3. Neutrino tagging experimental setup
The present section focuses on the beam rate and on the technique that can be employed
to make it sustainable for the tracker; the DUNE experiment will be used as a reference
for the discussion. The DUNE experiments beam line is expected to deliver 1.1 · 1021

protons on target (POT) per year [47]. This roughly corresponds to an instantaneous
particle rate after the target of O(1018) particles/s. It is possible to do a rough computation
of the pion rate after the focussing devices, that amounts to O(1013) particles/s/mm2,
assuming one π+ produced per incident proton. Such high rate of the secondary hadron
beams after the target and after focussing at LBNE’s has always been the main limiting
factor for implementing the tagging technique, ruling out the possibility to perform the
tagging at an existing LBNE. Recent developments in silicon tracker technologies have
enabled the production of trackers that can withstand an instantaneous particle rate of
O(106) particles/s/mm2, as demonstrated by the NA62 GigaTracKer [53]. Moreover, ongo-
ing projects aim at developing sensors for the HL-LHC upgrade. These detectors should
be capable of operating at fluxes ten times larger than what the NA62 GigaTracKer can
withstand, of the order of O(107)particles/s/mm2 [108]. The particle rate that the tracker
can sustain is 6 order of magnitude smaller than the nominal DUNE’s particle rate. In order
for a silicon tracker to be able to function in a LBNE, it is hence necessary to adapt the
beam line setup conventionally employed, which, as a consequence, rules out the possibility
to use the tagging at experiments already under construction, such DUNE or T2HK.

2.3.1. Beamline
As mentioned in Section 2.1.1, the classic LBNE utilize short spills of the order of 10
µs, allowing a shorter trigger time window that reduces the false triggers from cosmic
ray muons. Moreover, short spills enable the use of magnetic horns as focussing devices.
Assuming that the next generation of silicon trackers for HL-LHC will be able to withstand
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an instantaneous rate of O(107) particles/s/mm2, hence implementing a tagged neutrino
beam would rule out the use of fast extraction. The tagging indeed requires operating the
accelerator in slow extraction mode, where particles are extracted in spills lasting a few
seconds. This modification alone decreases the projected particle rate at the tracker by 5
or 6 orders of magnitude. The use of magnetic horns for π collimation is incompatible with
slow extraction, as the Joule heating from the long current pulses in the horn conductor
can compromise the device beyond repair [37]. Hence, they must be replaced by a static
focussing device. Recently the ENUBET collaboration [106] demonstrated that quadrupole
sets can achieve focussing performances compatible with the ones of a horn for a narrow
band beam. Furthermore, implementing a narrow band beam would bring the pion rate
to an acceptable level for the tracker, reducing it by 1 to 2 orders of magnitude, giving
an instantaneous secondary hadron rate of O(106 − 107) particles/s/mm2. It is shown in
Figure 2.6 that the typical pion spectrum falls very fast and the low energy part of the
spectrum can safely be removed. Indeed, these low energy pions would yield neutrinos of
even lower energies (since Eν < 0.43 ·Eπ). The energy cut would be set below the energy
of the first oscillation maximum. The momentum selection of the secondary beam can
be done using a dipole magnet and a collimator. Additionally, since quadrupoles can be
arranged to focus both π+ and π−, it is possible to produce a beam composed of both
polarities and of both neutrinos and antineutrinos. Such feature, despite it being considered
troublesome for classic beamlines, is an advantage in a tagged beamline, where the chirality
of each beam neutrino can be determined at its production. The secondary hadron beam
can be effectively separated into two polarities using a dipole magnet. This separation
causes the negatively charged particles to deviate in the opposite direction compared to the
positively charged particles. The beam in each polarity branch is realigned to be parallel
to its initial trajectory by a dipole magnet with magnetic field opposite to the first one.
The characteristics of each individual particle can be accurately measured by employing
pairs of tracker stations positioned after the dipole. Finally, by employing a corresponding
arrangement of magnets in the reverse order, the beam particles are restored to a trajectory
aligned with their initial paths. The configuration of the four magnets constitutes an
achromat. One more pair of tracking devices can be placed after the second dipole. The
two tracking devices pairs enable momentum measurement, as the displacement between
the trajectory after and in-between the achromat scales with the particle rigidity (that is
the ratio between the momentum of the particle and its charge). The pions of both polarity
then enter a decay volume about 100m long; at the end of the decay pipe, a dipole magnet
with two sets of tracking stations, one after and one before the magnet, allow measuring the
outgoing muons’ direction, electric charge and momentum. The tracker stations together
with the dipoles will be referred to as spectrometers.
Since the muons from pions decaying before the decay volume cannot be reconstructed, the
portion of the beamline before the decay volume needs to be as short as possible; likewise,
the beam dump must be placed right after the last dipole to prevent more untrackable
decays.
Under these considerations, the classic LBNE beamline can be modified to accommodate a
set of quadrupoles for the focussing, the achromat and the trackers station; an example

31



2. Neutrino Tagging – 2.3. Neutrino tagging experimental setup

of a tagged beamline is represented in Figure 2.7. Assuming the beam is spread over a
surface of integrated over a surface of O(0.1)m2, the tracker devices can sustain a pion rate
of O(1012) particles/s. The neutrino rate at the end of the beamline is O(1011) particles/s,
assuming O(1012)π/s, 10% of pions decaying and being the beampipe O(100) m long.

Figure 2.6.: Simulated calculations of (left) pT (transverse momentum component) spectra of π+

produced in p + C collisions at various incident proton momenta p0; (right) pT spectra
of π+ produced in 120 GeV/c p + C collisions for various values of xF ≈ pz/p0. Taken
from [85].
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Figure 2.7.: Schematic of a possible beam line enabling neutrino tagging. Blue rectangles represent
quadrupoles, red triangles dipoles and vertical dotted lines correspond to tracking
planes. From [88].
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2.3.2. Tagged and Interacting neutrino pairing
The tagging technique relies on the ability to perform an unambiguous pairing between the
tagged and the interacting neutrino. Such association is performed based on timing and
angular coincidences.
The tagged neutrinos have a very precise timestamp; this is due to the fact that each tracker
device has a time resolution of O(10) ps. However, the neutrino detector has a much worse
time resolution, O(10) ns [9]. In a 10 ns time window and with an instantaneous neutrino
rate of O(1011) ν/s, O(103) tagged neutrino coincide in time with an interacting neutrino.
This number can be further reduced thanks to angular coincidences between the tagged and
the interacting neutrino. The resolution of the interacting neutrino position depends on the
type of neutrino detector, and it ranges from meters to millimeters according to the density
of the instrument. In general, one can assume the angular resolution (being the direction of
the interacting neutrino the ratio between the transverse position of the neutrino interaction
to the baseline) to be better than O(10) µrad. The angular resolution of the tagged
neutrino, on the other hand, depends on the performances of the beam spectrometer. For
example, the NA62 GigaTracKer has 0.2% momentum resolution; moreover, the resolution
on the position of the tagged neutrinos is affected by the fact that the charged particles
crossing the trackers devices undergo Coulomb scattering. In particular, the π±’s direction
is impacted by the Coulomb scattering in the last tracking plane that they encounter, while
the µ±’s direction is affected by Coulomb scattering in the last plane they encounter, as
shown in Figure 2.8. The scattering angle depends on the quantity of material crossed by
the particle, and to assess the effect of the multiple Coulomb scattering one can assume the
thickness of the NA62 GigaTracKer, that is of 0.5% of a radiation length. If θik = θi+k − θi
is the scattering angle after crossing a number k of devices, its distribution is a Gaussian
peaked at zero and with a standard deviation given by:

σθik =
13.6MeV

pβc

√
x

X0

[
1 + 0.038 ln

(
x

X0

)]
(2.3)

where x is the traversed distance in the material, X0 the radiation length of the material, p
is the particle momentum in MeV/c, βc is its velocity [11].
On average, the angular resolution on the tagged neutrino ranges between 0.1 and 1 mrad,
being best for νµ produced by high momentum π±s.Being the angular resolution of the
beam spectrometer worse than the one of the neutrino detector, the angular association
between tagged and interacting neutrino is affected by the angular resolution of the tagged
neutrino.
To be able to determine whether unambiguous pairing between the tagged and the interacting
neutrino is possible, it is necessary to compare the angular resolution to the angular
divergence of the neutrino beam. The larger the angular divergence, the smaller the
pile-up (i.e. the smaller is the number of accidentally matched tagged neutrinos). It is
hence conservative to assume a perfectly focussed pions beams, with the divergence of the
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Figure 2.8.: Schematic representation of the multiple Coulomb scattering that affect the reconstruc-
tion of pions and muons. From [88]

neutrinos arising only from the decay. Such divergence is for the neutrino beam about 1
γ

where γ = Eπ
mπ

is the pions’ Lorentz boost. Assuming a 15GeV pion beam and knowing the
charged pion’s mass is ∼ 140MeV, the Lorentz boost is γ ∼ 100, hence the beam divergence
is O(0.01) rad = O(10) mrad. If the interacting neutrinos are distributed on a disk that is
the base of a cone of 10mrad apex angle, the radius of such disk is rD = L tan θD where
theta is θD =10mrad and L is the baseline of the experiment. The same reasoning can be
applied to the angular resolution of the interacting neutrino: it identifies a thinner cone
of apex angle θd = 0.1 mrad, that translates in the capability to resolve a disk of radius
rd = L tan θd. A schematic representation of the geometry of the problem can be found in
Figure 2.9. For small angles θ << 1 rad, it is valid the approximation tan θ ∼ θ, hence the
area of a disk of radius r = L tan θ ∼ Lθ is proportional to θ2. The number of accidentally
matched tagged neutrinos is thus reduced by a factor

(
0.1
10

)2
= 104 that corresponds to

the ratio between the areas of the two disks subtended by the two cones. Hence, if the
number of potential tagged neutrino matches was 103 for any given interacting neutrino,
thanks to the angular resolution of the tracker and with the conservative hypothesis of
a beam divergence due only to the decay, the number of accidentally matched tagged
neutrinos reduces to 0.1. This means that in 90% of the cases, it is possible to perform an
unambiguous match between the tagged and the interacting neutrino. The remaining 10%
of events will have to be discarded for physics analyses.
The main source of background of mis-associated tagged neutrino in such a setup are

non-reconstructed tagged neutrino. A tagged neutrino can not be reconstructed by the
beam spectrometer if it originates from a pion decaying early in the beamline. One can
assume that fraction of interacting neutrinos from early decays is O(1%), depending on the
length of the decay tube, hence the probability for a mis-tagged event is O(0.1%). Thus,
the unambiguous matching under these conservative hypothesis is possible, using the new
trackers developed for HL-LHC; neutrino tagging is feasible with a beam of 1011νµ/s.
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Figure 2.9.: Schematic not-to-scale representation of the geometry of the beam divergence and of
the angular resolution on the tagged neutrino. rD and rd are the radii respectively of
the cone of θD =10mrad aperture angle and of the cone of θd = 0.1 mrad aperture
angle and L represents the baseline of the tagged experiment.

Figure 2.10.: Schematic not-to-scale representation of the beamline and of the unambiguous match-
ing procedure for a tagged experiment.

2.3.3. Benefits of Neutrino Tagging at a LBNE
Implementing the tagging at a LBNE can bring significant advantages that can drastically
reduce the systematic uncertainties and provide more precise measurements. The three
main advantages of a tagged experiment are:

• it allows to reconstruct almost all the neutrinos in the beam;

• it allows to track each beam neutrino from the production to the detection;
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• the interacting neutrinos’ properties are precisely reconstructed thanks to the fact
that it is matched to a tagged neutrino reconstructed by the beam spectrometer, that
exploits the decay kinematics.

These three advantages can significantly improve the precision of the physics analysis. The
expected benefits [88] are described in the following paragraphs.

Improved flux measurements
With the neutrino tagging technique, the initial flux is completely characterized thanks to
decay kinematics, event by event. Each neutrino’s energy, flavour and chirality is known at
the production, and the neutrino rate can be precisely derived at any distance from the
neutrino production thanks to geometrical considerations, as the momentum and direction
of each beam neutrino can be derived kinematically from the properties of the beam charged
particles. As mentioned in Section 2.1.4, the neutrino flux in classic LBNE is known on
average, and is only known in the two checkpoints, the near and the far detector. To
compare the two fluxes, non trivial corrections need to be applied because the two detectors
cover very different solid angles. However, in a tagged neutrino beam, it is possible to
predict which beam neutrinos may reach the far detector , and these corrections are not
needed. This means that it enables eliminating one of the main sources of systematic
uncertainties in oscillation measurements.

Improved energy resolution
The energy resolution of each beam neutrino is reconstructed by the beam spectrometer
from the decay kinematics, instead of being reconstructed by the neutrino detector as the
energy of the interacting neutrino. Considering an on-axis tagged LBNE, the neutrino
energy Eν is given by Equation 2.1 and is Eν = 0.43 ·Eπ. Being in the ultrarelativistic limit,
the resolution on the beam pions’ energy corresponds to the pions’ momentum resolution; a
beam spectrometer has a momentum resolution of order O(0.1− 1)% for pions of momenta
of )(1− 10) GeV/c [53]. Such resolution is, as mentioned in Section 2.3.2, dominated by
the angular resolution of the tracker, i.e. dominated by the multiple Coulomb scattering
that pions and muons undergo when crossing the trackers planes, whose uncertainty is in
Equation 2.3. The neutrino’s energy resolution is hence expected to range between 0.2%
and 0.6%, and is independent of the pions’ momentum. On the other hand, in classic LBNE,
the neutrinos’ energy reconstruction relies completely on the neutrino detector, where is
much more challenging as it has to take into account neutrino interaction models, that
induce a systematic uncertainty, leading to an energy resolution one order of magnitude
worse.

Background suppression
One of the main background sources in LBNE looking for the appearance of ↪ ↩νµ → ↪ ↩ν e

comes from non-oscillated ↪ ↩ν e components [12]. In a tagged experiment, such background is
drastically reduced [72]: the non-oscillated interacting ↪ ↩ν e do not coincide with any tagged
↪ ↩νµ and are discarded.
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Improved knowledge on beam neutrinos properties
Since the neutrino energy is reconstructed by the tracker with a resolution 10 times better
than with a neutrino detector, it becomes possible to understand the process undergone by
the neutrino in the interaction by comparing the energy reconstructed by the neutrino detec-
tor to the one provided by the beam spectrometer. This allows to recognize NC interactions,
that release a smaller energy than CC interactions. NC interaction are typically considered
background in classic oscillations experiments, as their spectrum and rate is independent of
neutrino oscillations: in NC, the incoming neutrino flavor is uncorrelated with the final
state particles and cannot thus be measured. In a tagged experiment, neutrinos interacting
via NC can be recognized and isolated. In addition, it would also be possible to isolate a
sample of ντ , as the energy released by their CC interaction is also smaller due to the τ

decaying into electron and two neutrinos.
Moreover, the chirality of each neutrino can be determined thanks to the charged particles
associated to the tracker. This enables the possibility to run with the two pions polarities
at the same time, increasing by a factor two the statistics and reducing the systematic
uncertainties on the measurements of the CP-violating effects.
Finally, the event-by-event beam knowledge and the better energy resolution allows per-
forming precise cross-section measurements.

2.3.4. Neutrino Tagging at SBNE
A Short Baseline Neutrino Experiment with a tagged beam is also conceivable. Such
experiments would allow measuring the νe and νµ cross sections with a precision below 1%.
The νe cross section can be measured with the use of a tagged secondary charged kaon
beam. Thanks to the tagging, it is possible to compare the number of K+ → π0e+νe
(also called Ke3), obtained from the number of K+ → µ+νµ decays (precisely measured
thanks to the tagging) corrected by the branching fractions of the two decays and by the
geometrical acceptances, to the number of νes from the Ke3 interacting at the Far Detector.
The two corrections to get the number of K+ → π0e+νe are simple and straightforward;
the main limitation of this method is the precision on the branching fractions. In addition,
the K+ → µ+νµ decays are identified by a full kinematical reconstruction; it is hence a
very solid and clean method, that is immune to background.
Furthermore, a tagged neutrino beam enables measuring the νµ cross section with unprece-
dented precision. Employing a π± → µ±↪ ↩νµ beam that is fully reconstructed thanks to
the tagging, it is possible to precisely count the number of decays and to compare that to
the number of interacting νµ at the Far Detector. Since the neutrino energy is precisely
reconstructed on an event-by-event basis thanks to the kinematic of the decay, the tagging
at SBNE enables the measurement of the νµ differential cross section.
In addition, as the energies of the neutrinos are precisely known thanks to the kinematic
reconstruction, it is possible to compare the energy reconstructed by the neutrino detector
with the one known from the tracker. This allows improving and validating the interaction
models used to do the energy reconstruction at the far detectors.
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2.4. Neutrino tagging feasibility
It has been shown in the previous sections that the neutrino tagging technique can bring
significant improvements to the oscillation precision measurements, and that it is in principle
feasible under the hypothesis of a slowly extracted hadron beam and of a new generation
silicon tracker technology. The timing information from the trackers and from the interaction
at the neutrino detector is combined with the interacting neutrino position knowledge,
provided from the neutrino detector, and the spatial details on the neutrino direction,
provided by the tracker. Such information enables a one-to-one match between the neutrino
kinematically reconstructed by the tracker (the "tagged" neutrino), and the neutrinos
interacting at the neutrino detector.
The tagging technique feasibility can be proven using the data from the NA62 experiment.
The NA62 experiment can indeed be exploited a miniature tagged experiment, thanks to
its slowly-extracted and intense hadron beam, its state-of-the-art beam spectrometers and
a liquid Krypton calorimeter acting as neutrino detector. The characteristics of the NA62
experiment are detailed in Chapter 3; the details of the analysis of the feasibility study of
the neutrino tagging technique and the challenges it presented are described in Chapter 4.
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NA62, schematically shown in Figure 3.1, is a fixed-target experiment located at the CERN
north areaNA62’s 400 GeV beam is extracted from the CERN Super Proton Synchrotron
(SPS). The NA62 main goal is the study of the rare kaon decay K+ → π+νν̄, aiming to first
provide unequivocal evidence of its existence, and then measure its branching ratio at a
precision of order 10%, testing the SM prediction of B(K+ → π+νν̄)SM ) = (8.4±1.0)×10−11.
The NA62 experiment was designed and built to meet the challenges of such goal. The
features of the NA62 experiment that are desirable for the tagging proof of principle are:

• its high intensity kaon beam with 1% momentum spread;

• its high resolution tracking system for the kaons and the daughter particles down-
stream;

• particle identification detectors ;

• an efficient veto system for photons and muons.

The total length of the experiment is 270m, from the beryllium target producing the
secondary beam to the beam dump. The entire experiment is placed in an underground
facility or cavern; the first 42 m of the beamline are dedicated to the momentum selection
and the focussing of the beam. An upstream section follows this first beam section, that
includes detectors measuring the beam particles properties. The charged kaons decay region
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is defined between 102 and 180 m and it is contained in a vacuum tank, that also contains
two downstream detectors, the LAV and the STRAW. The detectors dedicated to the
detection of the K+ decay products are placed in a 150 m long downstream section, starting
from 121 m from the target. The NA62 experiment and its many components are described
in detail in the following sections.

Figure 3.1.

3.1. The NA62 beamline
The 400GeV/c proton beam from the CERN SPS is extracted in spills of 3 s effective
duration to the T10 target, (400 mm long, 2 mm diameter beryllium) located in a tunnel
connecting the SPS to the underground experimental hall target. From the target, a
secondary beam (K12) is produced and directed in the underground facility where the
experiment detectors are located. A copper collimator is placed after the T10 target with
a 15mm diameter hole. Then, a set of three quadrupole magnets with a large solid angle
acceptance (± 2.7 mrad horizontally and ± 1.5 mrad vertically) collects particles at 75
GeV/c central momentum. After the quadrupoles, a momentum selection is performed by
an achromat made of four dipole magnets, shown in Figure 3.2a in A1. The first pair of
dipole magnets displaces the beam, and the second one returns it to its initial trajectory
performing a momentum selection of the beam particles. Such design is favourable for
sweeping away muon background and low momentum particles. In between the dipole
magnets, the beam passes through a set of graduated movable holes in two large, motorized
and water-cooled metal blocks, TAX1 and TAX2, that serve to perform a momentum
selection while acting at the same time as a beam dump for the remaining protons beam
and unwanted secondary particles. The taxes are also an additional security measure during
the data taking: the holes can be completely closed for safety when there are workers in the
experimental hall. The K12 beam line has a length of 101.3 m up to the final collimators
(C6, C7 in Figure 3.2a). Another quadrupoles triplet is placed after the achromat to
re-focus the beam and make it parallel in the horizontal plane. In between the second set of
quadrupoles, two collimators (C1, C2) change the vertical and horizontal acceptance of the
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beam while removing the unwanted particles and another collimator (C3) absorbs positrons
whose momentum have been degraded by a tungsten "radiator" placed between TAX1 and
TAX2. After the C3 collimator, the beam passes through a 40 mm diameter bore, made
by iron plates, located between the poles of a 2 m long dipole (B3), whose vertical field
around the beam sweep aside muons of both signs.
The beam then encounters the first detector of the beamline, the KTAG, made of a
Cherenkov differential counter (CEDAR), about 70m downstream of the target. Such
detector serves to identify the kaons in the beam, and to be effective, it requires the beam
to be parallel to the z axis with minimal angular divergence. This is ensured via two other
quadrupoles (Q7 and Q8) placed before the entrance of the beam in the KTAG, while
two additional quadrupole magnets (Q9, Q10) follow the KTAG, refocussing the beam
before the upstream spectrometer achromat system for momentum measurement is reached.
Two collimators (C4, C5) absorb the particles in the tails of the beam. Upstream and
downstream the KTAG, the beam parameters, i.e. its mean and standard deviation, are
measured by two pairs of filament scintillating counters, FISC1,3 and FISC2,4. The beam
reaches at this point a first spectromter.
At CEDAR, during the spill duration, the particle rate in the NA62 secondary hadron
beam is 750 MHz, of which 6% is from K+, 70% is made of π+, and 23% from protons.
The K+ component has nominal momentum of 75GeV/c and a 1% momentum spread.
The beam spectrometer, the GigaTracKer (GTK), is composed of stations of silicon pixel
detectors, three during the Run1 of the experiment (from 2015 up to 2018 included) and
four since the beginning of the Run2 (from 2021 onward), and an achromat, placed between
the first and the last tracker stations. Such achromat (A2) is made by four C-shaped
dipole magnets and vertically deflects the beam by −60mm; muons are also de-focussed
thanks to a scraper magnet (SCR1). The beam is returned to its nominal direction after
the momentum measurement. During 2018 an additional fixed collimator was added to the
beamline (TCX) after GTK3, which further blocks particles arising from upstream decays
together with the final collimators C6 and C7. From 2021, a 4th GTK station (GTK0)
has been placed upstream next to GTK1 to increase the detector efficiency and reduce the
upstream background. A schematic of the Run1 beam spectrometer is shown in Figure 3.2b.
A final dipole magnet, TRIM5, provides a deflection of 1.2mrad in the horizontal direction,
compensating the displacement provided by the MNP33 magnet placed further downstream.
Since 2021, in addition, a hodoscope (ANTI0) has been installed mainly to reduce the muon
halo background present in dump mode searches. Beam particles then enter into the decay
region, contained in the vacuum tank, that starts at z = 104.2 m and ends at z = 219.6 m.
The schematic of the beam spectrometer setup from 2021 is shown in Figure 3.3.
Downstream the beam spectrometer, the MNP33 magnet, positioned in between pairs
of tracking detector forming the downstream spectrometer, induces a kick of 270MeV/c
deflecting the 75GeV/c beam particles by -3.6 mrad in the vertical direction. Such deflection,
combined with the previous one of 1.2 mrad, is such that the not-decayed beam particles
pass through the center of LKr calorimeter and other downstream detectors, as shown in
Figure 3.4. The vacuum tank that delimits the decay region contains eleven Large Angle
Veto (LAV) detectors, four spectrometer (STRAW) chambers and the MNP33 magnet.
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Figure 3.2.: 3.2a: Upstream region from T10 target to decay volume with both horizontal and
vertical views, for Run1. In each view, the solid line corresponds to the trajectory of
a particle leaving the target from the centre at nominal momentum and at the angle
indicated. The dashed line indicates the trajectory of an initially on-axis 75 GeV/c
momentum particle. 3.2b: Schematic description of the beam spectrometer in the
second achromat (A2). Muons are swept away by the scraper SCR1. From [81].

Figure 3.3.: Schematic layout of the Run2 achromat and beam line. From [34].

After the end of the vacuum tank, the remaining beam particles are contained in a beam pipe
that follows the beam trajectory passing in the center of the other downstream detectors.
Being the remaining beam uninteresting, it is guided towards the end of the cavern hall
without further interaction, and is finally deflected towards negative X through a further
angle of -13.2 mrad by a dipole magnet (BEND), that deflects charged beam particles away
from the Small Angle Calorimeter (SAC) veto detector, towards a beam dump composed of
iron surrounded by concrete where it is absorbed.
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Figure 3.4.: Downstream region in the x,z plane from decay volume entry to beam dump.

3.2. NA62 subdetectors

3.2.1. KTAG
Kaons make up just 6% of the NA62 beam; a K+ identification system early in the
beamline is crucial to any physics analysis. The CEDAR/KTAG system is a fast kaon
tagging apparatus . It is formed by a ChErenkov Differential counters with Achromatic
Ring (CEDAR), designed at CERN in the 70’s to provide separation for protons, pions
and kaons extracted from the CERN SPS [27], coupled to a specially designed photon
detection and readout KTAG detector module that can sustain the 45MHz kaon rate. The
NA62 CEDAR is a cylindrical gas vessel of length 7 m and diameter 60 cm, providing
a surface of 0.93m2, filled with nitrogen (N2) (hydrogen H2 at 3.9 bar since early 2023
[58]) at 1.75 bar at room temperature, that corresponds to 3.5 · 10−2X0 of material in the
path of the beam. The CEDAR has a diaphragm of fixed central radius and an adjustable
annular aperture so that the beam particles produce Cherenkov light when passing in the
vessel. The Cherenkov photons’ emission angle θC depends on the velocity of the particle
and on the refraction index of the medium (cf. Equation 1.33). Since the particles forming
NA62’s beam all have a momentum of 75GeV/c, the velocity will be different for each
particle species as it depends on its mass. In turn, this leads to different Cherenkov photon
emission angles. The Cherenkov photons are reflected by a mirror and pass through an optic
system made of lenses, an annular diaphragm and a chromatic corrector. The width of the
diaphragm can be modified; by adjusting the gas pressure and the width of the diaphragm.
These modifications allow controlling the refractive index, enabling the selection of the
desired particles (K+) by letting their Cherenkov light cone pass through the diaphragm.
The Cherenkov light passing through the annular diaphragm is focussed to the exit of
the vessel through eight quartz windows, that steer it into eight spherical mirrors. Such
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mirrors reflect the Cherenkov light radially into eight arrays of 48 photomultiplier tubes
(PMTs) [57]. The time coincidence between at least 5 sectors of the detector ensures the
presence of a K+. A schematic of the NA62 CEDAR/KTAG system is shown in Figure 3.5.
The K+ time resolution is 70 ps, the K+ identification probability is 98% when requiring
coincident signals in at least five KTAG sectors with a pion misidentification estimated (at
low intensity) to be O(10−4 with nitrogen gas.

(a) (b)

Figure 3.5.: 3.5a: scheme of the KTAG, from [55]. 3.5b: Cedar vessel with the readout KTAG;
photo taken in the NA62 experimental hall.

3.2.2. GigaTracKer (GTK)
The GigaTracker is a silicon pixel detector and the beam spectrometer of the NA62
experiment; it is designed to sustain a particle rate of 750MHz and to have a minimal
material budget to reduce scattering. The GTK technology is a milestone in the development
of planar time tagging silicon pixel detectors. Its function is to measure the momentum,
direction and time of arrival of the beam particles. In particular, it was designed to respect
the following requirements:

• a track momentum resolution of 0.2%;

• a hit time resolution better than 200 ps to unambiguously reconstruct the beam
tracks;

• sustain a yearly fluence of 4.5 1014 1MeVneq/cm2/200days

The GigaTracker is made of four stations (since 2021; before 2021 there were three stations),
perpendicular to the beam and placed in vacuum, installed around four dipole magnets
arranged as an achromat.
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The particle momentum is measured thanks to the vertical displacement of the trajectory
in the second station. The hits in the four stations allow reconstructing an upstream beam
track, with a precision of 0.2% on the momentum measurement, an angular resolution of
16 µrad and a track time resolution of 65 ps (hit time resolution of 130 ps). The sensor is
a 200 µm thick, 60.8× 27 mm silicon sensor. The sensor is segmented in 180000 pixels of
300 × 300 µm2, read out by an application-specific integrated circuit (ASIC) called TDCPix,
where TDC stands for time-to-digital converter. Each GTK station, one of them being
shown in Figure 3.6, is read out by two rows of five chips, that perform the time stamping
of the hits. These chips have been designed using 130 nm CMOS technology. The material
budget, given by thickness of the read-out chips (100 µm), the thickness of the sensor
(200 µm) and the 210 µm of the cooling system plus the support, is ∼ 0.5%X0 i.e. 500 µm
of Si. The power consumption of the chips, due to the time stamping, is about 4W per
chip; active cooling is hence required. Moreover, the GTK is located in a harsh radiation
environment, having to sustain the full nominal beam intensity (750MHz), corresponding
to rate in the central region of the sensor of 1.5MHz/mm2). The detector must hence be
radiation hard; the ageing effects due to radiation damage are minimized thanks to the
cooling system that pumps the cooling liquid C6F14 through 150 parallel micro channels
etched on the silicon wafer (cooling plate) bonded to the silicon sensors. The cooling liquid
circulates in the micro-channels at a pressure of 3 bar with a flow of 2 g/s/station, and
the temperature can be controlled in a range between -25 to 0C°. The integration of the
cooling system is done through a carrier card, which also provides mechanical support for
the cooling assembly. The detector is powered by ten 1.2 V "analogue" lines and ten 1.2
V "digital" lines, two per each of the ten chips. Furthermore, 2.5 V, 3.3 V and 5 V lines
are needed for the carrier card. All these channels are interlocked with the readout chips
temperature sensors: in case of cooling or vacuum failure, this interlocks protect the system
from damage. A 5.3 V non-interlocked line powers the temperature interlock logic. The low
voltages power supplies (CAEN A3009) are installed in the cavern, next to the detector.
High voltage power supplies (CAEN A1821) are installed in surface.

Figure 3.6.: A module of the GigaTracker detector on the sensor side. From [81].
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3.2.3. CHarged ANTI-coincidence detector (CHANTI)
Despite the small material budget of the GTK, the particles crossing it can still undergo
inelastic interactions. The particles interacting in the first two (up to 2018) or three
(from 2021) GTK stations are swept away by the magnets; the CHANTI (Charged Anti-
coincidence) detector’s purpose is to provides rejection of the high transverse momentum
particles that interacted inelastically with the last GTK station material: particles resulting
from inelastic interactions in GTK3 can enter the acceptance of the downstream detector
and are a source of background for NA62’s analyses. The CHANTI is made by six stations
(each with two perpendicular "x" and "y" layers) of scintillator bars, located in the same
vacuum vessel of GTK3, with an area of 300x300 mm2. A central aperture of 95x65 mm2

allows the passage of the beam. The CHANTI provides hermetic coverage for particles
originating from GTK3 from 49 mrad to to 1.34 rad [81]. The detection efficiency is
measured to be at least 99% [81]; the spatial resolution is 2.5mm and the time resolution
830 ps.

3.2.4. ANTI0
The Anti0 hodoscope has been added to the experiment for the Run2, and has been designed
to reduce the background present in the hidden sector searches done in "beam-dump mode",
where the TAXes holes are completely closed and the target moved away from the beam,
so that the beam can impinge directly on the Cu of the TAXes [78].
The detector consists of two planes of scintillating tiles readout by silicon photo-multipliers,
it was commissioned during 2021, and it was installed just in front of the Decay Volume
[43].

3.2.5. Straw Spectrometer (STRAW)
The STRAW spectrometer provides the momentum and direction measurements for particles
produced in K+ decays in the decay volume. The STRAW is positioned ∼ 20m after the
end of the decay tube (180 m) and extends for 35m along the beam line. It consists of
four chambers (one shown in Figure 3.7a) made each of two modules that contain each
two layers (views) of straw tubes, and a large aperture dipole magnet (MNP33) positioned
at the middle, between two pairs of chambers, which provides a magnetic field of 0.9 Tm.
Since its function is to provide precise momentum and direction measurements, its design
must be oriented towards a minimization of the multiple scattering, which is obtained by
using light material for the chambers and by installing them in the vacuum tank. The
total amount of material in the spectrometer corresponds to 1.8% X0. Detection happens
thanks to the creation of electron-ion pairs consequently to the passage of a particle. The
pairs drift to opposite electrodes, inducing charge on the central wire. The electric field
intensity consequently grows leading to an avalanche (multiplication) process, that creates
a macroscopic current pulse on the anode wire which is read out. The time to drift to the
anode wire enables deriving the radial position from the wire; the position of a particle
is derived by combining information from other straw tubes. Each chamber is indeed
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composed of four layers (views) made of straw drift tubes. The four views are identified
with the letters X, Y, V, U; the views are aligned respectively at 0, 90, -45 and +45
degrees and collectively covering a region with outer circular profile of diameter 2.1m (see
Figure 3.7b. The beam pipe passes through a hole in the middle of each chamber. Such
layered geometry ensures at least two hits per view; this means 8-12 hits per track per
chamber. With hits in chambers before and after the magnet, the track can be precisely
reconstructed. The momentum resolution is σp

p = 0.3%⊕ 0.005%, with the momentum p
measured in GeV/c.

(a)

fdfdfdHHfdfdfdHH

fdfdfdHHH fdfdfdHHHH

(b)

Figure 3.7.: 3.7a: Picture of the STRAW detector during installation in the experimental hall. 3.7b:
Sketches of the STRAW station geometry showing the arrangement of the four views.
From [81].

3.2.6. Photon veto detectors
The main NA62 analysis, that is the search for the K+ → π+νν decay, needs efficient
photon veto to avoid misidentifying background events from K+ → π+π0(π0 → γγ) as
signal events. If the photons from the π0 decay are not detected, separating the signal from
the background becomes challenging. To detect and veto such events, a photon veto system
has been designed with hermetic coverage for these photons from 0 to 50 mrad. This solid
angle is covered by three detectors sets: the small angle vetos (IRC and SAC) that cover
0-1 mrad, the liquid krypton calorimeter that covers 1-8.5 mrad and the Large Angle Veto
(LAV) that cover 8.5-50 mrad, as shown in Figure 3.8.

Large Angle Veto (LAV)
The Large Angle Veto system is made of 12 stations of four or five staggered layers lead-
glass (75% PbO) blocks recycled from the OPAL electromagnetic calorimeter barrel [105],
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Figure 3.8.: Top view of the NA62 experiment with the angle coverage of the photon veto detectors
highlighted in blue.

wrapped in a new light-tight Tyveck covering. Two LAV stations are shown in Figure 3.9.
Photons detection happens thanks to the collection of the Cherenkov light produced by
the charged particles of the electromagnetic shower. The blocks are arranged in rings of
different radii surrounding the decay tube. Each station contains more than one ring (or
layer) in order to have high detection efficiency. The first 11 stations are in vacuum while
LAV 12 operates in air.

(a) (b)

Figure 3.9.: Station LAV1 (3.9a) and LAV12 (3.9b) before insertion in beam line. From [81].
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Small Angle Veto (SAV)
The photons emitted at very small angles are detected by the Small Angle Veto (SAV)
detector system. The SAV includes two detectors: the Intermediate Ring Calorimeter
(IRC) and the Small Angle Calorimeter (SAC). Both the IRC and the SAC are sampling
calorimeters with a Shashlik design, meaning that they are made of sandwiched layers of
lead absorbers (thickness 1.5mm) and of active plastic scintillator of the same thickness.
IRC (Figure 3.10) has a cylindrical shape, with an outer radius of 290mm centered around
the Z axis, and an inner radius of 120mm with the center shifted by 12mm along the
positive X axis, to take into account the displacement provided by MNP33 to beam particles.
It is placed upstream the LKr and it is made of two modules, of 25 and 45 layers each. The
SAC (Figure 3.11) is made out of 70 squared planes of lead and 70 squared planes of plastic
scintillator, with side length 205 mm and total depth corresponding to 19 X0. The SAV is
placed downstream the LKr after the BEND dipole magnet that deflects the beam into the
beam dump.

Figure 3.10.: Picture of the IRC during installations. From [81].

Figure 3.11.: Picture of the SAC after completion of assembly. From [81].
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Liquid Krypton calorimeter (LKr)
The LKr is a quasi-homogeneous electromagnetic calorimeter, inherited from the NA48
experiment [49] but with updated readout systems to match NA62 rates. It is formed of a
cryostat filled with about 9000 l of liquid krypton at 120 K. The calorimeter extends from
the beam pipe (radius ≈ 8 cm) to a radius of 120 cm; its depth is 127 cm, corresponding to
27 X0. The detection of electrically charged particles and photons happens thanks to the
electromagnetic showers that develop when particles pass through the liquid krypton and
start losing energy due to brehmsstrahlung (in the case of charged particles) or through
pair production (in the case of photons). The energy lost by the particles is transferred to
the calorimeter medium; the energy deposition in the calorimeter is measured thanks to
the charge produced in the electromagnetic shower that is collected by the preamplifiers
directly attached to the calorimeter cells that compose the calorimeter. The cells are made
of Cu-Be electrodes and have a cross section of 2x2 cm2, and are aligned to the longitudinal
axis of the experiment. The LKr has an active fiducial volume with a regular octagon
cross-section, with apothem 1130m.
The depth of 27 X0 contains effectively the electromagnetic showers, that develop logarith-
mically. However, hadronic showers such as those created by the positively charged pions
that cross the LKr are unlikely to by fully contained [25]. Finally, muons act as minimum
ionizing particles (MIPs), losing a small amount of energy as they cross the detector. For
this reason, the LKr can also be used as tool for particles identification thanks to the
ratio between the energy deposited in the calorimeter and the momentum of the particle
measured by the STRAW spectrometer (see Section 3.2.5), E/p. The energy resolution is:

σE
E

=
4.8%√

E
⊕ 11%

E
⊕ 0.9% (3.1)

where E is measured in GeV, and the time resolution is ∼ 600 ps.

3.2.7. Ring Imaging CHerenkov detector (RICH)
As the main goal of the NA62 experiment is to collect K+ → π+νν̄ decays, the experiment
needs good particle identification, in particular to distinguish between π+ and µ+. The
Ring Imaging CHerenkov (RICH) detector is designed for particle identification (PID). The
efficiencies for π+ identification and µ+ rejection are measured for particles of momentum
15− 35GeV/c and are respectively O(80 − 60)% and O(10−3 − 10−2) [82]. The RICH
detector has a time resolution of O(100) ps. The detector is made of a cylindrical vessel
of 17.5m length, filled with neon gas kept at a constant pressure of 990 mbar. The vessel
includes four sections of decreasing diameter (from 4.2 m upstream to 3.2 m downstream)
and is traversed by the beam pipe. The detection of particles happens with the same
physical principle as in the KTAG detector: charged particles pass through a gas medium
and emit Cherenkov photons at an angle determined by their mass and momentum. By
measuring this angle and using the momentum measurement provided by the STRAW
spectrometer the mass of a particle can be derived. The Cherenkov ring as function of
the particle momentum is shown in Figure 3.12. The last downstream vessel contains a
mosaic of 20 spherical mirrors (18 hexagonal and 2 half-mirrors, that are used in the center
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and have a central opening to accommodate the beam pipe) that reflect and focus the
Cherenkov light cone into a ring on two PM array. A schematic of the RICH detector is
shown in Figure 3.13.

Figure 3.12.: Cherenkov ring radius as a function of particle momentum; electrons, muons, charged
pions and scattered beam kaons can be clearly seen. Particles with momentum higher
than 75 GeV/c are due to halo muons. From [81].

3.2.8. Charged Particle Hodoscopes (CHODs)
Further downstream in the beamline, there are two charged particles hodoscopes (CHODs).
One of them was used in the NA48 experiment and hence they are called CHOD and
NA48-CHOD. Their active area covers radii between the IRC outer radius (145mm) and
the LAV12 inner radius (1070mm). The second hodoscope was introduced in NA62 in
order to sustain the higher rate NA62 operates with.
The NA48-CHOD is made of two consecutive planes, respectively of 64 vertical and 64
horizontal 2 cm thick plastic scintillator slabs, read out by PMs. The slabs are organized
in four quadrants, and form an octagon of 1210mm apothem, with a hole in the center of
128mm radius. Slabs widths vary from 65 mm in the central region to 99 mm at the edges
of the detector as the detector illumination is larger close to the beam. The NA48-CHOD
provides two time measurements, one per plane (reducing tails in time distributions) and a
position measurement. A time resolution of 270 ps is measured in 2017 and 2018 data. A
schematic of the NA48-CHOD is shown in Figure 3.14a.
The CHOD has been installed on the front plane of the LAV12 station; it is made of a
mosaic of 152 plastic scintillator tiles covering an annular region between radii of 0.140m
and 1.070m. The tiles are 30 mm thick, and the scintillator light is read out by SiPM
pairs. The tiles slightly overlap with their neighbours, to ensure there are no dead zones. A
schematic of the CHOD is shown in Figure 3.14b.
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Figure 3.13.: Schematic view of the RICH detector. A zoom on one of the two disks accommodating
the light sensors (PMs) is shown on the left; the mirror mosaic is made visible through
the neon container (vessel) on the right. From [81].

(a) (b)

Figure 3.14.: Charged hodoscopes used by NA62: the NA48-CHOD (left) and the CHOD (right).
Adapted from [81].
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3.2.9. Hadronic Calorimeters
Further muon identification is provided by an hadronic calorimeter s , made of two detectors
called MUon Veto: MUV1, built for the NA62 experiment, and MUV2, inherited from
the NA48 experiment [49]. Both detectors modules are Shashlick calorimeters, made from
sandwiched layers of iron and scintillator.
The MUV1 detector is made of 24 layers of 26.8mm thick steel plates. The distance between
consecutive iron layers is 12mm, and they are interlayered with 9mm thick scintillator
strips, that are 60mm in width and 2.620m long. Consecutive layers of scintillators are
alternately aligned in the horizontal and vertical direction, providing x and y measurements,
making 12 layers with horizontal and 11 layers with vertical strip direction. The scintillator
strips are read out at both ends by WLS fibers coupled to PMs.
The MUV2 detectors, used in a reversed position with respect to the NA48 experiment,
uses the same technology as MUV1 but with larger tiles. It is made of 24 steel plates of
25mm thickness, interlayered with plastic scintillators tiles. Each scintillator tile consists
of 44 scintillating strips; each strip spans half the calorimeter and is 1300 mm long, 119
mm wide, and 4.5 mm thick.
Hadronic showers are caused by hadrons such as π+; these particles interact with a
nucleus, inducing the production of secondary hadrons such as p, n, π± and π0. In
turn, these particles further interact, logarithmically creating more secondaries until their
energy is not sufficient for the interaction to happen. The development of such hadronic
shower is characterized by the nuclear interaction length, λI , that is in general larger
than the radiation length X0. The MUV1 and MUV2 calorimeters cover a total of 8
interaction lengths, respectively 4.1 and 3.7. Hadronic showers are usually accompanied by
an electromagnetic component, generated by high energy photons in the neutral pion decay
π0 → γγ. The fact that hadronic showers have two components and have a larger transversal
development is used to distinguish between electrons and pions in NA62: electrons instigate
electromagnetic showers that start in LKr and rarely reach MUV1 and MUV2, while pions
may begin to shower in LKr, and the shower often continues in MUV1 and MUV2.
The whole hadronic calorimeter system makes up for 66 ton of steel. It has a 0.9ns time
resolution, and the energy resolution, measured with 2015 data, is:

σ(E)

E
= 0.115⊕ 0.38√

E
⊕ 1.37

E
(3.2)

where E is measured in GeV. The two detectors MUV1 and MUV2 are shown in the picture
in Figure 3.16, respectively in red and dark blue color.

3.2.10. Fast MUon Veto (MUV3)
The MUV3 detector is placed downstream after the hadron calorimeter, after the iron wall
(in light blue in Figure 3.16) that constitutes another 4.7 interaction length, so that the
only charged particles that can reach it are the muons. Indeed, electrons and positrons
are absorbed by the LKr, and pions showers are contained in the hadronic calorimeter
system; muons on the other hand act as MIP and can reach the MUV3. The MUV3 is
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hence an efficient detector to veto or identify muons. The MUV3 is a square plane, of
side length 2.640m and it is made of an array of 148 scintillator tiles, that are 50mm
thick. 140 tiles are classified as "outer tiles", have a size of 200mm x 200mm, while the
remaining 8 tiles are smaller and are called "inner tiles", as they surround the central beam
pipe as shown in Figure 3.15. The signal produced by muons crossing the tiles is read out
by two photomultipliers placed on its backside. There is an 8% probability that a muon
passes through a PM window; in this case, some Cherenkov photons are generated, which
arrive before the scintillation photons. This mechanism affects the time reconstruction;
nonetheless, a time resolution of 0.5ns is obtained. For µ± of momenta over 15 GeV/c, the
measured identification efficiency is larger than 99.5%.

Figure 3.15.: MUV3 illumination from [81].

3.2.11. Additional veto detectors
The MUV0 (peripheral muon veto) and the HASC (hadronic sampling calorimeter) are
additional veto detectors that are employed to detect π± from K+ → π+π+π− decays that
are outside the lateral acceptance of the STRAW chambers. The MUV0 is a scintillator
hodoscope, placed on the downstream flange of the RICH, only on one side as shown in
Figure 3.1; it is designed to detect π− with momenta below 10GeV/c that are deflected by
the magnet in this region. The HASC is made of 9 modules, each made of a sandwich of 60
pairs of lead plates and 60 plates of scintillator. It is placed downstream of MUV3; it is
used to detect π+ of momentum larger than 50GeV/c that pass though the holes at the
centres of the STRAW chambers.

3.3. Trigger and Data Acquisition system (TDAQ)
The NA62’s Trigger and Data Acquisition system (TDAQ) has been designed considering
the high particles and data flux and hence the need of high performance triggering and
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Figure 3.16.: Annotated picture of the calorimetric system of the NA62 experiment. The LKr vessel
is visible on the right, followed by the MUV1 in red, the MUV2 in dark blue and the
iron wall to stop all the particles in lighter blue. MUV3 is placed just after the iron
wall. The beam comes from the right. Picture taken in NA62 experimental hall.

data acquisition, that should minimize dead times while ensuring efficient data collection.
The TDAQ system involves three trigger levels: hardware (low) level trigger L0, software
(high) level triggers L1 and L2. The L0 trigger has the role to reduce the event rate from
10MHz produced at nominal intensity to 1MHz. The L1 and L2 trigger further reduce the
event rate to 10 kHz; the dedicated NA62 PC Farm and the merger PCs then ensure data
storage to tape.

L0 trigger
The L0 trigger works thanks to the inputs from a set of fast detectors, with a maximum
latency of 1 ms. The L0 Trigger Processor (L0TP) receives the packets of information,
called primitives, from the NA48-CHOD, CHOD, RICH, LKr and MUV3 detector readout
boards. The primitives contain information regarding which pre-defined conditions (trigger
bits) are satisfied independently in each system. The L0TP sorts the primitives in time,
and compares the received primitives to the trigger masks. A trigger mask is a predefined
set of conditions that result in an event being accepted (if the conditions are satisfied) or
discarded (if the conditions are not satisfied). Each trigger mask (there can be up to ten
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masks) can have a downscaling factor, which can be applied if a trigger mask is satisfied.
After a positive L0 trigger verdict, the recorded data is sent to a PC farm to be processed
and reduced by the high level triggers L1 and L2.

High Level Triggers (HLT: L1 and L2)
To match the available bandwidth for permanent storage (O(10) kHz), data rates needs
further reduction. This is done thanks to two levels of software triggers, L1 and L2. The L1
trigger uses information from KTAG, STRAW and LAV to reduce data rate by a factor 10.
The L2 trigger further reduces the data rate by another factor 10; it is based on partially
reconstructed events, and uses correlated information between several detectors. Both L1
and L2 triggers run on the NA62 PC farm.

Data acquisition
The data taking relies on the SPS beam delivery structure, that is expected to be uniform
over bursts of 3 seconds. The bursts are separated by some variable time, and they
constitute the unit of data taking. The electronic devices run in a synchronized way during
the burst, and they reset to the initial state outside the burst. This happens thanks to the
Timing, Trigger and Control (TTC) system, that deals with clock and trigger distribution.
The TTC is a unidirectional optical fiber based transmission system with two multiplexed
channels. One channels transmits the L0 trigger signal only, while the other carries encoded
information concerning resets and trigger types. All the elements of NA62 TDAQ system
run on the TCC clock, that distributes the Start of Burst (SoB) command, sent about 1 s
before the burst, that corresponds to the start time of the measurements of the current
burst. Similarly, the TCC clock delivers the End Of Burst (EOB) signal, that signals all
system to stop the data taking. A schematic of NA62 TDAQ logic is shown in Figure 3.17.
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Figure 3.17.: Overview of the NA62 Trigger and Data Acquisition system. Numbers near the data
arrows correspond to the average data size in byte. Only a few detectors are displayed
for the sake of simplicity. From [81].

All of NA62 detectors except the trackers and the calorimeters use a TDC-based TADQ
system, called TEL62, that was redesigned from the TEL1 board developed for the LHCb
experiment. For NA62, a high-precision TDC has been developed: the TDCBoard (TDCB),
which is a mezzanine card for the TEL62 which can digitise leading and trailing edge time
signals of 128 channels, with a time resolution of 100 ps. The TEL62 sends the detector
data to the the PC farm after receiving an L0 trigger
The GTK readout system is made of custom-made modules, the GTK-RO boards, that
interface the on-chip readout TDCPix to the TTC clock and trigger. The GTK-RO
temporarily stores in memory the data provided by the TDCPix and transferred via four
200m long optical fibres. The total data bandwidth is 12.8 Gb/s for each chip, that
corresponds to 128 Gb/s per station. The arrival of a L0 trigger with a fixed latency
allows to identify the time slot of interest; three time slots centered around L0 time and
corresponding to 75 ns time window are read out from memory, and are then transmitted
to six PCs, through Gigabit Ethernet switches. Each PC serves five read out cards (one
row of chips in each station); the PCs identifies and organizes the data by L0 triggers, and
sends them to the PC farm, after receiving the L1 trigger information.
The STRAW spectrometer is read out by eight-channel front-end chip, serving eight straws
and a TDC; for the readout of the STRAW, the CARIOCA readout chip [79], originally
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developed for LHCb muon chambers, is used. The STRAW readout sends the data to the
PC farm after receiving the L0 trigger information.
The calorimeters (LKr, MUV1, MUV2, SAV) use the CREAM (Calorimeter REAdout
Module) readout system [30], that was developed specifically for the LKr. They are 6U
VME 64 boards, equipped with a large memory for storing data of an entire SPS burst.
The information from CREAMs cannot be fully exploited to take a L0 trigger decision,
because the bandwidth required to move the corresponding data would be too large. Since
the information from the calorimeters is crucial to reach the veto power required by the
main NA62 analysis, every 25 ns the sum of digitized signals is sent from CREAM to the
L0Calo system,which reconstructs clusters from the calorimeters, computing their positions,
times and energies.
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As mentioned in Chapter 2, the feasibility of the neutrino tagging technique can be studied
on data from the NA62 experiment, described in detail in Chapter 3. This chapter presents
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the analysis of the K+ → µ+νµdecay with tagged neutrino at NA62: Section 4.1 presents
the analysis strategy and the expected event topology; Section 4.2 details the choice of the
L0 and L1 trigger mask for tagged neutrino events; Section 4.3 describes the MC simulation
used to build a signal selection, to assess the offline selection acceptances, and to assess
the systematic uncertainties. The description of the offline event selection is presented in
Section 4.4, and the background assessment is described in Section 4.5, followed by the
estimate of the necessary trigger efficiencies in Section 4.6. Finally, an estimate of the
event yield is presented in Section 4.7, and the observed signal candidates are presented in
Section 4.8.

4.1. Tagging at NA62
NA62 high intensity kaon beam and its detectors can be exploited to demonstrate the
feasibility of the neutrino tagging technique. Indeed, as the K+’s dominantly decay as
K+ → µ+νµ(called Kµν in the following), they naturally produce a neutrino beam. The
mean energy of these neutrinos is about 40GeV. At these energies, the probability for
a neutrino to interact in the 20 tons of krypton contained in the LKr electromagnetic
calorimeter is:

P =
MKr

mKr
m

×NA ×AKr × E × σ × 1

SLKr

=
16.24· 106 g

84 g/mol
× 6· 1023 mol−1 × 84 × 40 GeV × 0.68 · 10−38 cm2/GeV × 1

5.3· 104 cm2

P = 5.0 · 10−11, (4.1)

where: MKr is the active volume mass of the LKr calorimeter, mKr
m is the molar mass of

the Krypton, NA is the Avogadro number, AKr is the number of nucleons in a Krypton
atom, E is the interacting neutrino energy in GeV, σ is the interaction cross-section and
SLKr the surface of the active region of the LKr calorimeter. Such interaction probability is
of the same order of magnitude than the measured branching fraction of the K+ → π+νν

decay [82]. The analysis of the K+ → µ+νµ decay with interacting neutrino (denoted as
Kµν∗ in the following) hence requires a similar number of K+ decays and background
rejection as the K+ → π+νν analysis.
Given the annual collected K+ decays at NA62, O(1012), few hundred of neutrino interac-
tions could be observed at NA62. To demonstrate the feasibility of the tagging technique,
these interactions could individually be associated with their tagged neutrino obtained from
the Kµν decay kinematically reconstructed using the GTK and STRAW.
In the energy range of NA62, the neutrino cross-section is dominated by the deep inelastic
scattering (DIS) process, as shown in Figure 1.3a. In this regime, the identification of NC
interaction at the trigger level is not possible, as their experimental signature only consists
of a hadronic shower in the LKr[56]. However, the neutrino CC interaction induces the
production of a hadronic shower and of a charged lepton of corresponding flavour (µ−)
in the DIS process, as shown in the diagram in Figure 1.4 [51]. The presence of both a
hadronic shower in LKr and of a µ− in the final state can efficiently be exploited in a trigger
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strategy including the MUV3. For such a strategy to work, the µ− created in the neutrino
interaction must be inside the MUV3 geometrical acceptance.

4.1.1. Event topology
The signature of the Kµν decay for which the neutrino interacted is a single muon track
up to LKr, with a hadronic shower appearing in LKr and MUVs at positions consistent
with the neutrino extrapolated one, and two well separated muons in the MUV3 detector,
as shown in Figure 4.1. The signal events feature a squared missing mass m2

miss compatible
with 0, where m2

miss = (PK − Pµ+)2, and PK and Pµ+ are the 4-momenta of the K+

and of the µ+. Moreover, the signal events are expected to feature small values of the
distance between the LKr cluster associated to the neutrino interaction and the neutrino
extrapolated position at the LKr front plane, denoted dLKrν . Backgroud events are expected
to originate from two sources. The first background source consists of Kµν with extra
accidental activity in the LKr, MUV1/2, and MUV3, called in the following overlaid Kµν.
The second background source consists of other K+ decays (such as K+ → π+π0 and
K+ → π+π+π−) with activity in the calorimeters and in MUV3, and with one of the final
state particles incorrectly identified as a µ+. Such background is referred to in the following
as mis-reconstructed K+ decays.

(a)

(b)

Figure 4.1.: The Kµν with tagged neutrino decay outline overlaid with the NA62 experiment’s
schematic top view (4.1a) and a zoom on the downstream subdetectors that contribute
to detect the neutrino interaction (4.1b).

4.1.2. Analysis strategy
The signal event topology allows defining regions of the phase space dominantly populated
by signal or background. The event selection is optimized using data in the background
regions and simulated signal data. The content of signal region for data is kept blind during
the analysis development to avoid any potential bias.
The signal region is defined as |m2

miss| < 0.006GeV2/c4 and dLKrν < 60mm. The first
criteria ensure that the candidates are indeed Kµν decays and the second one imposes that
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the energy deposition in the LKr originates from the interaction of the neutrino from the
Kµν∗ process. The size of the signal region is chosen to match the experimental resolution
on these two parameters. The distribution of these parameters for the simulated signal is
shown in Figure 4.2.
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Figure 4.2.: Distribution of m2
miss (4.2a) and of dLKrν (4.2b) for the simulated signal. The red solid

lines represent the cuts separating the signal region from the control region.

The background originating from overlaid Kµν decays is studied in the m2
miss signal region

but on the side bands of the dLKrν signal region, while the background originating from
mis-reconstructed kaon decays is studied on the side bands of the m2

miss signal region. The
background pollution in the signal region is assessed using a data-driven method separately
for the two background sources.
The number of expected tagged neutrino events can be estimated thanks to the following
elements:

• the number of effective K+ decays in a given fiducial region, NK

• the branching fraction of the Kµν decay, B(K+ → µ+νµ)

• the interaction probability for a neutrino of a given energy to interact in the LKr,
Pint,LKr

• the efficiency to detect and reconstruct a tagged neutrino event, ϵKµν∗.

The number of expected tagged events in a given fiducial region can hence be written as:

N exp
Kµν∗ = NK · B(K+ → µ+νµ) · Pint,LKr · ϵKµν∗ (4.2)

The efficiency ϵKµν∗ takes into account several effects, such as geometric and kinematic
acceptances, and selection criteria to identify the tagged Kµν decay. The interaction

62



4. Tagging proof of principle at NA62 – 4.2. Data sets, trigger and data filtering

probability Pint,LKr, that can be calculated with the simple computation in Equation 4.1,
or can be estimated more precisely thanks to simulations.
A sample of standard Kµν decays, called normalization sample, provides an estimate for
the number of total effective K+ decays (NK) in a given fiducial region:

NK =
NKµν

ϵKµν · B(K+ → µ+νµ)
, (4.3)

where NKµν is the number of Kµν normalization events in the chosen fiducial region,
ϵKµν is the efficiency to select the normalization Kµν events, and B(K+ → µ+νµ) is the
branching fraction of the Kµν decay. The signal and normalization sample can be selected
using the same criteria (common selection) up to the point where the topology of the
normalization and signal events diverge due to the neutrino interaction. This strategy
allows to cancel out may common terms of Equation 4.2, obtaining a simpler equation with
fewer items to be estimated, as will be shown later.

4.2. Data sets, trigger and data filtering
Data has been collected using a dedicated trigger line, called mask10, which has been
commissioned and deployed since 2018. The hardware trigger (L0), contains logical signals
from RICH, CHOD, NA48CHOD, LKr, MUV3; a software trigger (L1) exploits information
from KTAG, LAV and STRAW reconstruction to reduce and select the data before writing
them to disk [82]. The data set analyzed has been collected during the 2022 data taking,
precisely from run number 011923 to run number 012578.

4.2.1. Signal trigger and filtering
The neutrino L0 trigger definition requires a RICH signal compatible with a single µ+. The
time of the RICH signal, called trigger time, is used as reference to define coincidence time
windows of 6.25 ns in NA48-CHOD, CHOD, MUV3 and LKr. The current L0 definition of
mask10 is: !RICH16-UTMC-!Q2-MOQX-E5, where:

• !RICH16 requires RICH signal that fires less than 16 supercells (which are groups of
8 adjacent PMs) [81];

• UTMC requires a signal in less than five CHOD tiles;

• !Q2 requires no signals in opposite CHOD quadrants, to suppress background coming
from K+ → π+π+π− decays [82];

• MOQX requires at least two candidates in outer opposite quadrants in MUV3;

• E5 requires more than 5 GeV energy deposit in LKr, without constraints on the
number of clusters.

At L1, three algorithms, KTAG5, !LAV and STRAW_1TRK, are sequentially applied, where,
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• KTAG5 requires that more than four KTAG sectors have at least one detected Cherenkov
photon within 5ns of the L0 trigger time;

• !LAV requires less than 3 hits in LAV stations 2 to 11 within 6ns of the L0 trigger
time;

• STRAW_1TRK requires at least one STRAW track corresponding to a positively charged
particle with momentum below 65 GeV/c, forming a vertex between 100m and 180m
from the primary target in the z direction, with a closest distance of approach (CDA)
between the downstream track and the beam track smaller than 200mm.

The definition of mask10 has changed through the years; the definition of mask10 in the
analysed period is stable. The trigger rates during the 2022 data taking are 11 kHz after L0
trigger, and 3 kHz after L1 trigger for the nominal beam intensity of 3.5 1011 POT on T10.
Data is further reduced by a filter, called Muon Neutrino (MUONNU) filter, which enforces
the MUV3 trigger condition, demanding that, for at least one pair of MUV3 candidates,
the product between the two x coordinates and the product of the two y coordinates of
the two signals are both negative. Furthermore, the time difference between the MUV3
reconstructed candidates is required to be smaller than 2 ns. No downscaling is applied
neither to this trigger mask nor to the filtering. The first few runs of 2022 are not used
for the scope of this analysis, as the L0 trigger definition did not have the correct LKr
L0 trigger condition. The instantaneous beam intensity, obtained by measuring the GTK
signal rate for each event, for the analyzed runs, is shown in Figure 4.3.
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Figure 4.3.: Instantaneous beam intensity measured by the GTK.

4.2.2. Normalization trigger and filtering
The normalization sample is obtained from minimum-bias data. The minimum-bias trigger
(called mask2) is based on RICH and CHOD information downscaled by a factor of 600. Its
L0 definition is RICH-Q1. Data used for normalization are further reduced by a filter, called
Restricted Muon (RESMU) filter, that selects events recorded with the control (just NA48-
CHOD information) or mask2 trigger, that have positively charged tracks in STRAW and
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LKr acceptance, satisfying minimal geometric and kinematic criteria and with a spatially
associated MUV3 candidate. In addition, in order to have the signal and normalization
channels selections as similar as possible, three extra L0 conditions from mask10 (!RICH16,
!Q2, UTMC), are required offline for normalization events.
The number of bursts processed is shown as a function of the Run number ID in Figure 4.4a.
For one run (12575), the number of MUONNU processed bursts exceeds the number of RESMU
processed bursts by 150 bursts. The number of normalization events is under-estimated by
a factor ∼ 0.046%.
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Figure 4.4.: 4.4a: Number of processed bursts per run for RESMU data and MUONNU data. 4.4b: Ratio
between the number of bursts per run processed for MUONNU data and for RESMU data.

4.3. Monte Carlo simulation
A Monte Carlo simulation of the signal events has been used to estimate the selection
acceptance. The native NA62MC package is based on GEANT4 which is not able to
simulate neutrino interactions. NA62MC was thus interfaced with GENIE v3.02.00 [18]
which is among the reference software to simulate neutrino interactions. A simplified
detector geometry is produced based on the one available in NA62. This geometry contains
only the Kr volume. The neutrino cross-section on Kr atoms has been computed for
the purpose of this analysis by the GENIE collaboration using flavour G18_10a_02_11b.
The CC interaction processes considered are quasi-elastic (including charm and lambda
production), resonant and deep inelastic (including charm production).
The simulation follows the standard NA62 process, but when a neutrino is produced it is
passed to GENIE. GENIE checks if the neutrino is in the LKr acceptance and, in that case,
makes it interact using one of the process above-mentioned. It returns the interaction final
state, generated using Pythia6, as well as the interaction probability computed based on
the geometry and cross-section. The final state particles are collected and passed back to
GEANT4 for their subsequent tracking in the detector volume. The interaction probability
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is stored in the event weight. The interfacing of NA62MC with GENIE was performed
using NA62MC v3.1.7. As a result, the software only allows simulating data taken in Run1
conditions. The main consequence of this feature for this data analysis is that during Run
1 the number of GTK stations was 3 instead of 4.
A MC sample containing 50 · 103 K+’s was produced in which the K+’s are forced to decay
in µ+ and in νµ in the decay volume (102.425− 180.0m from the target). The distribution
of the event weight (i.e. interaction probability) is shown in Figure 4.5a. Note that the mean
interaction probability, for the events in which the neutrino is inside the LKr acceptance,
is about 7 · 10−11 which is compatible with the simple estimate provided in Equation 4.1.
The neutrino interaction z coordinate from the Monte Carlo is shown in Figure 4.5b.
Out of the 50 · 103 K+’s, 1.7% do not decay, because they undergo scattering in KTAG and
in GTK, which causes them to exit the beam pipe. Out of the K+ that decay, 86% decay
in the fiducial volume defined for 105m < Zend < 180m, where Zend is the Z coordinate of
the true end position from the primary target, provided by the MC. In 20% of events out
of the K+ that decay in the fiducial volume, the νµ originating from the decay are outside
the LKr acceptance, as shown in Figure 4.6. Table 4.1 summarizes the event losses for the
Monte Carlo sample, up to the first step of the offline selection.
Additional existing Monte Carlo samples have been used for background studies, which
simulate overlaid K+ → π+π0 decays as well as K+ → π+π+π− decays, both from Run1
and Run2.
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Figure 4.5.: 4.5a: Event weight distribution of the Monte Carlo sample in log scale. 4.5b: True
end position z coordinate of the Monte Carlo events.

Type of event Event fraction

K+ decays 98%

K+ decays in FV 86%

with interacting ν in LKr 80%

Table 4.1.: Event loss for MC for basic requirements. The events fractions are estimated with
respect to the number of events satisfying the previous condition.
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Figure 4.6.: True neutrino position at LKr front plane for events with weight = 0 (4.6a) and for
events with weight ̸= 0 (4.6b).

4.4. Event selection
This section is dedicated to the description of the signal and normalization selections. A
qualitative description of the selection and its logic is presented, followed by a fully detailed
description of all applied criteria.
The signal and normalization selections have been built following a PNN-like signal selection.
The first step in the offline selection consists in a preselection that enforces some quality
criteria on data, associates the STRAW tracks to activity in the downstream detectors, and
matches it to a parent K+ reconstructed by the GTK and the KTAG. The details of the
preselection and of the single track kaon decay are specified in Appendix B.
After this preselection, the event selection is divided in two stages: a selection common to
signal and normalization, called in the following "common selection" and abbreviated CS,
followed by signal selection to identify the neutrino interaction. The analysis procedure
for both signal and normalization is shown in the flowchart in Figure 4.7. The details
of the selection criteria established in the common Kµν selection and in the neutrino
interaction selection are specified respectively in Section 4.4.1 and in Section 4.4.2. A
schematic representation of the whole signal selection is shown in Figure 4.8.

4.4.1. Common selection
The common selection for Kµν decays, that is represented by the second gray square in
the flowchart in Figure 4.7, requires the identification of the downstream charged particle
as a µ+. The µ+ must be inside the downstream detector acceptance, and not too close
to the beam pipe. In addition, the neutrino, reconstructed using the decay kinematics (in
particular, measuring the muon and the kaon 4-momenta), is required to be in the LKr
acceptance, not too close from the beam pipe and well separated from the µ+. The details
of the selection criteria performed are detailed in Section 4.4.1.1.

4.4.1.1. Single muon track identification

Charged kaons decaying into muons are already selected at trigger level, by requiring at
least two muons within the trigger time window in outer opposite quadrants in MUV3.
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Figure 4.7.: Flowchart of the analysis pipeline for signal and normalization samples.

However, some further requirements, described in this section, are applied in the offline
selection to reinforce the muon identification. An event with a single muon track must
satisfy the following criteria:

• the z coordinate of the reconstructed decay vertex, defined as the mid-point between
the beam and downstream track at the closest distance of approach, must fall inside
the fiducial volume defined in 105m < Zvtx < 180m,

• STRAW multiplicity rejection based on the identification of events with STRAW hits
compatible with partial (not reconstructed) muon tracks originating from the decay
vertex (called segments),

• closest distance of approach (CDA) between the downstream track and the beam
track reconstructed by GTK and KTAG must be < 4mm,

• the µ+ track momentum must be smaller than 65GeV/c,

• exactly one candidate in NA48CHOD within 6ns of the RICH track time,

• exactly one candidate in CHOD within 6 ns of the RICH track time,

• track extrapolated position matched to a LKr cluster or cell candidate,
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Figure 4.8.: Not-to-scale schematic representation of the signal selection in the main detectors used
in the analysis, from the top view of the experiment.

• at least one geometrically associated MUV3 candidate in-time within 7 ns of the
RICH track time,

• time difference between RICH and KTAG time ∆T (RICH −KTAG) < 0.5 ns,

• time difference between GTK and KTAG time ∆T (GTK −KTAG) < 0.5 ns,

• time difference between RICH and GTK time ∆T (RICH −GTK) < 0.5 ns,

• rejection of events with candidates in SAC, IRC, SAV in the full event time window,

• rejection of events with any activity downstream the vertex z coordinate within 3 ns
from the RICH trigger time in the LAVs,

• hit multiplicity rejection combining in-time activity in CHOD, NA48CHOD and LKr.
The details of the algorithm performing the hit multiplicity rejection are given in
Appendix C;

• satisfy the RICH µ+ PID criteria:

– RICH most likely hypothesis, that returns the particle specie that is more
probable to belong to the track crossing the RICH,

– the particle mass, computed thanks to the RICH using the Cherenkov angle,
must be 0.08 GeV < mRICH < 0.125 GeV ;

• rejection of events with more than 5 GTK tracks, within 0.6 ns of the RICH track
time,
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• time and spatial match in both MUV1 and MUV2:

– at least one MUV1 and at least one MUV2 candidate must be found within
10 ns of the RICH track time;

– separation between the muon extrapolated position at MUV1 and its closest
associated candidate must be < 100mm;

– separation between the muon extrapolated position at MUV2 and its closest
associated candidate must be < 170mm;

• distance between the neutrino extrapolated position and the muon track extrapolated
position at the LKr plane larger than 200mm,

• neutrino extrapolated position at LKr front plane in the LKr geometrical acceptance
(octagon with apothem of 1130mm),

• distance between the neutrino extrapolated position at LKr front plane and the center
of the beam pipe larger than 250mm,

• distance between the muon extrapolated position at LKr front plane and the center
of the beam pipe larger than 250mm,

• distance between the neutrino extrapolated position at MUV3 and the center of the
beam pipe larger than 300mm,

• distance between the muon extrapolated position at MUV3 and the center of the
beam pipe larger than 300mm,

• distance between the muon track position extrapolated at MUV3 and its associated
MUV3 candidate smaller than 220mm,

The µ+ and the K+ must then satisfy the squared missing mass condition discussed in
Section 4.1.2: |m2

miss| < 0.006GeV2/c4. Finally, to make the signal and normalization
selection as similar are possible, the common selection requires a positive Q1 L0 trigger
condition (i.e. at least one hit in a CHOD tile) which is part of mask2 but not mask10.

4.4.2. Signal selection
On top of this common selection, extra requirements aiming to identify the neutrino
interaction are applied to selected the signal events. The signal selection, identified by
the bottom yellow rectangle in Figure 4.7, proceeds through four steps, presented in the
following.

4.4.2.1. Interaction association

The first step consists in matching the neutrino interaction activity in the relevant subde-
tectors. The activity from the neutrino is expected to appear in the LKr, where an energy
deposit from the hadronic shower originating from the CC interaction of the neutrino with
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the Kr nucleons is expected. The hadronic shower is expected to continue through the
MUV1 hadronic calorimeter, leaving an energy deposit that sums with the MIP energy
deposit of the positively charged muon from the kaon. The neutrino CC interaction also
generates a negatively charged muon. The µ− would be detected by the MUV3 detector
and shall also leave a MIP energy deposit in MUV1 and MUV2. The offline signal selection
hence requires, in addition to the µ+ LKr cluster (see Sec.4.4.1.1), to have a LKr cluster
matched to the neutrino in a time window of ±6 ns with the µ+ track RICH time.
The standard cluster reconstruction in LKr is performed by grouping cells within 110mm
from a seed, where a seed is a cell with at least 250 MeV deposited and an energy greater
than the average energy of the 3x3 (5x5 in case of dead cells) surrounding cells. The energy
of the cluster is the sum of the energy of the cells; the cluster time is the time of the seed;
the position of the clusters is the barycenter of the cells weighted with the energy in the cells.
As in this analysis the highest LKr efficiency is required, a second reconstruction algorithm
is used when no standard cluster matches the µ+, or the shower. In this reconstruction,
energy depositions of at least 40 MeV are clustered geometrically by looking at adjacent
cells, where two cells are defined adjacent if separated by less than 100 mm. The energy,
time and position of clusters are defined as in the standard reconstruction [33]. Clusters
from this latter reconstruction are referred to as "auxiliary clusters".
The signal selection imposes a constraint on the number of standard clusters in time with
the µ+ track in the LKr calorimeter. When both the µ+ and the neutrino are matched
to standard clusters in the LKr, the number of LKr standard clusters is constrained to
be exactly two. If the µ+ is matched to an auxiliary cluster and the neutrino candidate
is found to be in the standard clusters, or vice versa, the number of standard clusters is
constrained to be exactly one. If both the µ+ and the neutrino associated clusters are
matched to auxiliary clusters, it implies there were no standard clusters to match it to. This
condition is proved very powerful in removing background originating mis-reconstructed K+

decays and from overlaid Kµν . No condition is applied on the number of reconstructed
auxiliary clusters.
The effect of this selection on the signal is studied with a simulation. The simulation
shows that a neutrino interacting with an LKr nucleon can produce a shower that doesn’t
leave energy deposit in a continuous way. This type of event leads to a fragmented shower,
resulting in more than one LKr cluster. Fragmented showers are more frequent for neutrinos
interacting early in the LKr volume, as shown in Figure 4.9. The signal loss due to such
effect is included in the signal acceptance. The constraint on a number of standard clusters
is a source of random veto (see Section 4.7.2.2).
The selection further requires the neutrino interaction to have at least one matched candidate
in the MUV1 and MUV2 calorimeters within 6 ns of the RICH track time. In addition, at
MUV3, there must be one candidate matched to the µ− from the neutrino. The selection
hence requires having exactly 2 candidates in MUV3 (one from the µ+ and one from the
µ−) within 7ns of the µ+ track RICH time.
The details of the time and spatial matching in LKr, MUV1, MUV2, MUV3 are:

• separation of the LKr cluster associated to the neutrino and the µ+ track extrapolated
at the LKr front plane smaller than 200mm,
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Figure 4.9.: Number of reconstructed LKr standard cluster associated to the hadronic shower as
function of the z coordinate of the true interaction position, for shower candidates
reconstructed by the standard LKr reconstruction.

• time difference between the muon and the neutrino LKr clusters smaller than 6 ns,

• time difference between the neutrino associated LKr cluster and the muon RICH time
smaller than 6 ns,

• distance between the neutrino associated LKr cluster and the extrapolated neutrino
position at the front LKr plane smaller than 60mm (Figure 4.2b),

• distance between the neutrino associated MUV1 candidate and the extrapolated
neutrino position at the front MUV1 plane smaller than 350mm,

• distance between the neutrino associated MUV2 candidate and the extrapolated
neutrino position at the MUV2 front plane smaller than 700mm,

• distance between the two µ+ and µ− MUV3 candidates larger than 440mm,

• µ+ and µ− MUV3 candidates in opposite outer quadrants of the detector,

• time difference between the µ+ and µ− MUV3 candidates smaller than 2ns.

4.4.2.2. Extra activity rejection

The signal selection also enforces conditions to veto background from K+ and π+ decaying
late in the beam line, in-time with the Kµν event. Such background sources are likely to
leave some energy deposit in the inner parts of the LKr and MUVs calorimeters. For this
reason, events are vetoed if they feature the presence of activity in-time with the µ+ track
in the inner regions of the LKr, MUV1 and MUV2 calorimeters. The inner regions of the
three calorimeters are defined as:

• a radius from the beam center smaller than 250mm for LKr,
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• a radius from the beam center smaller than 200mm for MUV1,

• a radius from the beam center smaller than 300mm for MUV2.

In addition, an upstream veto condition is applied to KTAG, to reduce the number of events
that may contain more than one K+ decay. The distribution of the number of KTAG hits,
shown for normalization events in Figure 4.10, features 3 peaks, corresponding respectively
to one, two and three kaons detected in KTAG. The average number of hits per K+ is
20. The number of KTAG hits, in a time window of 8 ns from the track RICH time, is
constrained to be smaller than 50. Such veto causes a 4% signal loss, estimated using the
normalization sample, as quantified in Section 4.7.2.2. The distribution of the number of
KTAG hits can be fitted with three Gaussians, corresponding to the three components
of the distribution. The integral of each of these distributions between 0 and 50 allows
estimating the percentage of selected events with one, two or three K+’s:

• 6% events with 3 K+’s,

• 28% events with 2 K+’s,

• 66% events with 1 K+.

Despite 35% of the events have more than one K+, the percentage of events in which more
than one K+ decay is only about 3.5%, as on average only 10% of the K+’s decay in the
fiducial volume.
The extra activity rejection conditions introduce some random veto that are estimated with
a data-driven method (see Section 4.7.2.2), as the Monte Carlo signal simulation features
clean events without overlay with background sources.
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Figure 4.10.: Normalized distribution of number of KTAG hits within 8ns from the track RICH
time for normalization Kµν. The distribution is fitted with the sum of three Gaussian
(green continuous curve). The three curves are also shown separately, with the dashed
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4.4.2.3. Interaction energy requirements

The neutrino interaction is identified using the energy deposit from the hadronic shower in
the calorimeters. For this reason, some additional requirements constrain the signal in the
calorimeters:

• the sum of the energy deposits from the µ+ and the shower LKr cluster associated to
the neutrino interaction must be larger or equal than 5GeV (complementing the E5
trigger condition),

• a total in-time energy deposit of at least 8GeV must be observed in the MUV1 and
MUV2 together,

• the sum of the energies of the LKr, MUV1 and MUV2 candidates matched to the
neutrino has to be smaller or equal to the neutrino energy reconstructed from the K+

decay.

In addition, simulation shows that, for signal events, the interaction products release only
a small part of their energy in the MUV2 calorimeter. Indeed, as the hadronic shower
starts in the LKr, it runs out before reaching the MUV2 calorimeter. Hence, the only
interaction product that survives up to MUV2 is the µ−. The energy deposit associated to
the neutrino interaction in MUV2 is thus only a MIP and is nearly always smaller than 10%
of the total calorimetric energy deposit, as shown in Figure 4.12. The ratio between MUV2
energy deposit associated to the neutrino and the total energy deposit is thus required to
be smaller than 0.1.
Finally, the ratio between the LKr reconstructed interaction energy and the neutrino energy,
estimated from the K+ decay, is required to be larger than 0.05 and smaller than 0.5. In
order to be detected and trigger the LKr E5 condition, it is necessary for the neutrinos to
deposit a portion of their energy in the LKr. However, this energy deposition in the LKr
must not exceed 50% since it is crucial for the µ− produced in the neutrino interaction to
be sufficiently energetic to fall inside the MUV3 geometrical acceptance. Additionally, the
shower shall leave some energy in the MUV1 calorimeter to pass the offline signal selection.
Figure 4.11 shows the distribution of the ratio between the LKr reconstructed shower energy
and the neutrino energy for signal MC and background from data side bands.

4.4.2.4. Interaction topology selection

The last part of the selection applies cuts related to the kinematics of the K+ decay and
neutrino interaction.
First, to ensure that the LKr and MUV1 shower candidates, and the MUV2 and MUV3 µ−

candidates associated to the interaction products of the neutrino are indeed coming from
the same object, their transverse positions (xLKr,MUV1,MUV2,MUV3, yLKr,MUV1,MUV2,MUV3)
have to be close to each other:

• drLKr−MUV1 =
√

(xLKr − xMUV1)2 + (yLKr − yMUV1)2 < 350mm,

• drMUV2−MUV3 =
√

(xMUV2 − xMUV3)2 + (yMUV2 − yMUV3)2 < 500mm.
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Figure 4.11.: Normalized distribution of the ratio between the energy deposit in LKr and the
kinematically reconstructed neutrino energy in logarithmic scale, for signal and back-
ground of overlaid Kµν (4.11a), and for signal and background of mis-reconstructed
K+ decays (4.11b). The red solid lines represent the cuts.

The distributions of drLKr−MUV1 and drMUV1−MUV2 are shown respectively in Figure 4.13
and in Figure 4.14 for signal and background.
In addition, the correlation between the interaction inelasticity, defined as the ratio between
the µ− and the initial neutrino energies, and the opening angle between the shower and
the µ− can be exploited to further reduce the background. Indeed, in CC interactions of a
given neutrino energy, high energy µ−’s tend to be produced more collinear to the neutrino
direction than low energy ones. A proxy for this opening angle is the transverse distance
between the MUV3 candidate associated to the µ− and the extrapolated neutrino position
at MUV3, drMUV3. The interaction inelasticity can be estimated as

Eµ−

Eν
=

Eν − ELKrν − EMUV1ν

Eν
(4.4)

where ELKrν , EMUV1ν are the energies of the candidates associated to the hadronic shower
in the calorimeters and Eν the neutrino energy reconstructed from the decay kinematics.
Figure 4.15 shows the variable drMUV3µ− as a function of the inelasticity of the interaction
for both backgrounds (Figure 4.15a, Figure 4.15b) and signal from MC (Figure 4.15c).
Thanks to the signal MC sample, it is possible to identify the signal region, shown in
Figure 4.15c and identified by the two parallel lines:

• drMUV 3µ− > (800− 880 · Eµ−/Eν)mm

• drMUV 3µ− < (1300− 880 · Eµ−/Eν)mm

Furthermore, the neutrino and its interaction products, the hadronic shower and the µ−,
should belong to the same plane. Hence, in a cylindrical coordinates reference frame in
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Figure 4.12.: Normalized distribution of the ratio between the energy deposit in MUV2 and the
total energy deposit associated to the neutrino interaction, in logarithmic scale, for
signal (orange) and background of overlaid Kµν (4.12a) (blue), and for signal (orange)
and background of mis-reconstructed K+ decays (4.12b) (green). The red solid lines
represent the cuts.

which the z axis corresponds to the neutrino direction, shown in the schematic in Figure 4.17,
the azimuthal angle between the two candidates should be of π radians. This variable,
called dϕLKr−MUV 3, is shown for signal from simulations and for data in Figure 4.16, and is
constrained in the signal selection to be larger than 1.7 radians and smaller than 4 radians.
An additional condition is enforced to help reduce the background: if the x coordinate
of the LKr candidate associated to the neutrino is negative, the neutrino candidate LKr
radius must be larger than 250mm. If the x coordinate of the LKr candidate associated
to the neutrino is positive, then the x, y coordinates of the LKr candidate must follow a
half-ellipse cut. The half ellipse has a major axis of 900mm along x and a minor axis of
500mm along y.
Indeed, events for which the µ+ is emitted at large angle on the Salève side (x negative) are
likely to be discarded, as the magnet (MPN33) further deviates the µ+ on the Salève side,
outside the LKr acceptance. The neutrinos corresponding to these events are emitted on
the Jura side (x positive) and at low angle, as shown in Figure 4.19. Hence, this acceptance
effect naturally induces a depletion in the neutrino spatial distribution at the LKr near the
beam pipe on the Jura side. This depletion can be observed on MC signal in Figure 4.20c.
The same distribution but for background events in shown in Figure 4.20a for background
on the side bands of dLKrν and in Figure 4.20b for background in the side bands of m2

miss.
A schematic of the neutrino interaction topology and of the variables used in the interaction
topology selection is provided in Figure 4.18.
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Figure 4.13.: Normalized distribution of the distance between the x, y coordinates of the LKr
closest cluster and the MUV1 closest candidate associated to the neutrino interaction
for signal (orange) and background of overlaid Kµν (4.13a) (blue), and for signal
(orange) and background of mis-reconstructed K+ decays (4.13b) (green). The red
solid lines represent the cuts.

4.4.3. Summary
The neutrino interaction selection acceptance, estimated on MC signal events, is 4.2% and
is discussed in detail in Section 4.7.2.1. The acceptance budget contributions from the
different steps in the signal selection are shown in Table 4.2 for signal from the MC, and for
the two background sources: overlaid Kµν and mis-reconstructed K+ decays, respectively
on the entire ranges of dLKrν and of m2

miss.
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Figure 4.14.: Normalized distribution of the distance between the x, y coordinates of the MUV2
closest candidate associated to the neutrino interaction and the MUV3 candidate
associated to the µ− for signal (orange) and background of overlaid Kµν (4.14a)
(blue), and for signal (orange) and background of mis-reconstructed K+ decays (4.14b)
(green). The red solid lines represent the cuts.

Selection step Overlaid Kµν ϵ Mis-reco K+ decays ϵ Signal acc

Interaction association 0.05% 0.06% 28%

Extra activity rejection 44% 63% 93%

Energy requirements 23% 51% 30%

Interaction topology selection 1% < 0.2% 53%

Table 4.2.: Offline neutrino selection step efficiencies for background and MC acceptance for signal.
The background suppression factors are computed on the full range of the sidebands of
m2

miss (for mis-recontructed K+ decays) and of dLKrν (for overlaid Kµν ). Caveat : the
values of background and signal are not to be directly compared, as the background
data includes the trigger conditions, while the MC sample does not. For this reason,
the interaction association acceptance (that contains the offline MOQX condition) and
the energy requirements acceptance (that contains the E5 offline condition) are over-
estimated for background. Likewise, the extra activity rejection efficiency is not as
meaningful for the signal, because the MC simulation features clean events with no
overlay, and is hence not relevant for signal.
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Figure 4.15.: Distance between the µ− MUV3 candidate and the neutrino extrapolated position
at MUV3 as function of the inelasticity of the interaction for background of overlaid
Kµν (4.15a), for background mis-reconstructed K+ decays without the dLKrν cut
(4.15b), and for MC signal events (4.15c). The red solid lines represent the cuts.

4.5. Background assessment
The background to the signal events is studied with a data driven method. The signal
selection is applied on the entire 2022 data sample from run number 011923 to run number
012578, and background events in control regions are studied. An extrapolation of the
expected number of background events in the signal region is then performed. As mentioned
in Section 4.1.1, the most relevant features of the signal event topology are the squared
missing mass and the distance between the reconstructed LKr cluster associated to the
neutrino shower and the neutrino extrapolated position to the LKr front plane. The
background pollution in the signal region is assessed separately for the two background
sources.

4.5.1. Mis-reconstructed K+ decays
The first background source are mis-reconstructed K+ decays. This background is studied
in the signal region m2

miss side bands, |m2
miss| > 0.006GeV2/c4. No data events are present

in the side bands of the squared missing mass variable after applying the full selection.
In order to estimate the expected background pollution in the signal region, a quadratic fit
in the m2

miss side bands is performed on data in a control region; the fitted distribution is
obtained by applying the selection on data up to the extra activity rejection (included), but
excluding the dLKrν cut from the Interaction association (see Table 4.2). The control region
is defined by values of m2

miss between -0.015 and 0.006GeV2/c4 and between 0.006 and
0.03GeV2/c4, and is represented by the blue rectangles in Figure 4.21. The distribution
of these events and the quadratic fit is shown in Figure 4.22. By integrating the fitted
function in the signal region, the extrapolated number of background events inside the m2

miss

< 0.006GeV2/c4 range before applying further suppression is found to be 11.6 ± 0.3stat.
This number must be scaled by the acceptance of the remaining selection cuts, i.e. the
dLKrν cut, the energy requirements and the kinematics selection.
The acceptance of the energy requirements and kinematics selection is obtained on the
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Figure 4.16.: Normalized distributions of the variable dϕLKr−MUV 3 for signal (blue line) and
background of overlaid Kµν (4.16a) (orange fill), and for signal (blue line) and
background of mis-reconstructed K+ decays (4.16b) (green fill). The red solid lines
represent the cuts.

m2
miss side bands before applying the dLKrν cut and is found to be (2.4± 0.5stat)%. The

distribution of events passing all the selection but the dLKrν cut is shown in 4.23b in the
m2

miss region.
The acceptance of the dLKrν cut is assumed to be independent of the other cuts, and thus is
estimated before applying those cuts, on the m2

miss side bands shown in Figure 4.23a. This
assumption is verified by performing the quadratic fit of the m2

miss plot on two different
halves of the dLKrν range. The difference between the resulting integrals of the fits in
the signal region performed on the two dLKrν slices, weighted by the number of entries
in each of the two slices, is accounted for as a systematic uncertainty on the number of
expected background events in the signal region. The dLKrν cut acceptance is found to be
(0.5± 0.2stat)%.
The acceptance of the entire selection is thus the product of the dLKrν acceptance and the
energy requirements and kinematics selection acceptance; the total number of background
events is the product between the selection acceptance and the extrapolated number of
background events inside the signal region before further suppression:

Nexp
bkg(Mis− reco K+) = 0.0014± 0.0007stat ± 0.0002syst.

An attempt to verify the background assessment has been performed by running the signal
selection on MC samples simulating overlaid K+ → π+π0 decays and K+ → π+π+π−

decays, from Run1 and Run2. The size of the MC samples is of O(108) events, and no
events were found to survive the interaction association selection (see Section 4.4.2.1).
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Figure 4.17.: Schematic of the implementation of the dϕLKr−MUV 3 cut. The direction of the
neutrino allows building a cylindrical coordinates reference frame in which the νµ
direction is the z axis.

Figure 4.18.: Schematic of the interaction topology in the LKr, with all the variables concerned.
The neutrino energy is derived from the momenta of the parent K+ and of the
charged daughter µ+; the µ− energy is derived subtracting the energy deposit from
the hadronic shower to the neutrino energy. dMUV 3µ− is the distance between the
MUV3 µ− candidate and the neutrino extrapolated position at MUV3.

4.5.2. Overlaid Kµν

Another background source stems from genuine Kµν decays overlaid with accidental activity
that mimics the activity associated to the neutrino interaction in the calorimeters. The
second background region is hence defined in the dLKrν side band of the signal region,
dLKrν > 60mm; the pollution from this background source is assessed in a control region
defined by dLKrν range [60, 300] mm. As the extra activity is unrelated to the Kµν decay,
one can assume that the amount of background events scales with the surface over which the
LKr cluster from the neutrino is searched. Hence, the dLKrν distribution of the background
events is expected to be proportional to dLKrν (each dLKrν bin corresponds to a ring of the
search surface). A linear fit to the dLKrν distribution in the control region can be thus used
to estimate the expected background pollution in the signal region.
One background event survives the entire selection, and it falls outside the control region
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Figure 4.19.: Opening angle between the parent beam K+ and the daughters µ+ in red and νµ in
blue, as function of the µ+ momentum from a toy simulation.
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Figure 4.20.: x-y coordinates of the LKr cluster matched to the neutrino for background on the
side band of dLKrν (4.20a), for background on the side bands of m2

miss (4.20b), and
for MC signal events (4.20c). The cut removing the central part of the LKr for the
cluster associated to the shower (a circle of radius 250mm on the negative x side and
a half-ellipse of major axis of 900mm along x and minor axis of 500mm along y) is
shown as a solid red line.

as shown in Figure 4.24a. For this reason, a method similar to the one explained in Section
4.5.1 has been implemented to estimate the number of expected background events in the
signal region. For this purpose, two cuts, uncorrelated with each other, have been removed
from the selection: the dϕLKr−MUV 3 cut and the dMUV 3µ− cut. The distribution of the
dLKrν variable is shown in Figure 4.24b for the background events, in the side band of
dLKrν , passing the signal selection except for the dϕLKr−MUV 3 cut and the dMUV 3µ− cut.
Such distribution is fitted with a linear fit, also shown in Figure 4.24b. An extrapolation
can be done to the signal region, and the integral of the fit function in the signal region
returns 1.08± 0.02stat ± 0.34syst events. The systematic uncertainty reflects the difference
of the integral values obtained by varying the fit range, using the range [60, 200] mm. The
number of expected background events in the signal region can hence be derived by scaling
the integral of the fit function in the signal region by the acceptances of the dϕLKr−MUV 3
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Figure 4.21.: Squared missing mass as function of the muon track momentum for the 2022ABCDE
sample from MUONNU filter passing the pre-selection and quality cuts, with logarith-
mic scale on the z axis. The blue rectangles identify the control region where the fit is
performed, while the red rectangle corresponds to the signal region.
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Figure 4.22.: Squared missing mass distribution for background events surviving the selection up to
and including the anti-pileup cuts, fitted with a quadratic function. The fit line is
dashed in the signal region and solid in control regions, where the fit is performed.

cut and the dMUV 3µ− cut in the control region, respectively 0.15± 0.07 and 0.23± 0.08.
The statistical uncertainty on the background is obtained with error propagation. The
accuracy of the result obtained with such method is limited by the size of the background
sample. The expected number of background events in the signal region is hence:

Nexp
bkg(OVKµν) = 0.04± 0.02stat ± 0.01syst.
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Figure 4.23.: dLKrν distribution for background events on the side bands of m2
miss after the anti-

pileup selection step (4.23a) and after the entire interaction selection except for the
dLKrν cut (4.23b).
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Figure 4.24.: 4.24a: Surviving background entry in the side band of dLKrν . 4.24b: Distribution
of the background in the side band of drLKrν after the selection, except for the
dϕLKr−MUV 3 cut.

4.6. Trigger efficiency
The aim of this section is to compute the trigger efficiency for the events passing the offline
selection. As the selection enforces offline the trigger selection, the trigger efficiency after
selection is expected to be close to 100%. Furthermore, all trigger conditions which are
applied to both the signal and normalization sample are cancelling in the normalization
procedure and thus do not need to be estimated. Hence, the only efficiencies to be estimated
are those of the MOQX, E5, and the mask10 L1 trigger which are only applied to the neutrino
trigger line. The following sections are dedicated to the estimate of these trigger efficiencies.
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4.6.1. MUV3 L0 trigger condition
The MUV3 L0 trigger condition, called in the following MOQX, was made for the neutrino
trigger line; its performances have been tested for the first time for the purposes of this
analysis. The MOQX condition definition is: at least two MUV3 candidates in opposite outer
quadrants. This means that the inner tiles - the eight smallest and most illuminated tiles
in Figure 3.15 - are excluded from the trigger condition, preventing collecting background
of beam π+’s that decay into muons and hence reducing the rate of data collected. Indeed,
the π+ → µ+νµ decay kinematics is very forward, contrary to Kµν which happens at larger
angles as shown in Figure 4.25.
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Figure 4.25.: Opening angle between muon daughter and mother for K+ → µ+νµ decay (red) and
for π+ → µ+νµ decay (blue) as function of the µ+ momentum from simulation.

A sample of K+ → π+π+π− (Kπππ) with one of the positive and the negative pions
decaying into muon and neutrino was used to estimate the efficiency of MOQX. Requiring
two pions of opposite charge implies that the two spectrometer tracks are bent in opposite
direction and ensures a good spatial separation of the two final state muons, as required by
the signal selection. The Kπππ sample is selected from the multi-track trigger (mask5),
that requires more than 8 RICH supercells fired, hits in opposite CHOD quadrants and at
least 3 hits in CHOD, with a down-scaling of 100. The data from mask5 are further filtered,
requiring decays with three track vertex, with at least two MUV3 candidates (2MU3TV filter
stream).
The MOQX efficiency has been estimated on data sample 2022B. For the purpose of this
measurement, in the offline analysis the MUV3 detector surface has been divided into 12
bins along x and y, following the outer tiles division; the bins are identified with a unique
identification number (UID) that depends on the x and y position and on the quadrant. The
numbering scheme is shown in Fig 4.26a. The expected UID of the two muons is obtained
from the propagation of the tracks of the µ originating from the charged π to the MUV3 z
position. The efficiency of the MOQX condition is then computed in the plane µ−

UID×µ+
UID. In

this plane, represented in Figure 4.26b, the events supposed to pass MOQX – i.e. with muons
intercepting the MUV3 in opposite outer quadrants – populate the 36-bin wide orange
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shaded regions located on the diagonal. The efficiency is obtained by computing the fraction
of these events that indeed passed MOQX. The efficiency map is shown in Figure 4.27a, and it
shows that two of the four diagonal squares (µ+ on Q2 with µ− on Q4 and µ+ on Q3 with
µ− on Q1) are less populated. Indeed, the magnet (MNP33) deviates the π+ towards the
Salève side (x negative), and the π− towards the Jura side (x positive), resulting in the µ+

populating mostly quadrants Q1 and Q4 and the µ− populating mostly quadrants Q2 and
Q3, as shown in Figure 4.28. In order to compute an average efficiency, such efficiency map
has been weighted by the spatial distribution of the MC signal events that pass the selection,
shown in Figure 4.27b. The average MOQX efficiency is ϵMOQX = 0.976±0.007stat±0.001syst
and is stable across the MUV3 tiles. The statistical uncertainty is obtained with error
propagation. The systematic uncertainty is estimated by weighting the MOQX efficiency map
obtained from data by the spatial distributions of surviving MC signal events from two
additional signal MC samples. In these two additional signal MC samples the true neutrino
energy is biased, respectively, by +10% and −10%, to account for uncertainties in the
modelling of the final state interaction. Since the neutrino cross-section depends linearly on
the energy, the interaction probability is biased by the opposite amount. The magnitude of
the bias has been conservatively chosen by using the estimate of the MINOS collaboration
on the energy scale uncertainty induced by the modelling of the final state interaction [7].

(a)
(b)

Figure 4.26.: 4.26a: Numbering scheme of the unique identification number of the bins the MUV3
detector area is divided in. The events satisfying the MOQX conditions, such as the ones
represented by the green and red crosses in 4.26a, result in entries in the orange squares
on the diagonal of the plot of UIDµ− as function of UIDµ+ shown in 4.26b. On the
other hand, the events not satisfying the MOQX condition, such as the ones represented
by a blue cross in 4.26a result in entries in the grey area outside the diagonal in the
plot in 4.26b. The empty areas in the orange diagonal squares correspond to the inner
tiles of MUV3. The quadrant numbers displayed on the x and y axis of 4.26b are
obtained by defining the first quadrant as the bottom left, and then proceeding in the
numbering counterclockwise.
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Figure 4.27.: 4.27a: Efficiency map of the MOQX condition. 4.27b: Spatial distribution of signal
events from the MC passing the signal selection.
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Figure 4.28.: Hit map of the MUV3 detector for Kπππ events. The two shapes visible on the
positive and negative x coordinate sides correspond, respectively, to the µ− and to
the µ+ from the π− and the π+. The central empty square corresponds to the MUV3
inner tiles.

4.6.2. LKr L0 trigger condition
The LKr L0 trigger condition, called in the following E5, is crucial to trigger on signal events.
As mentioned above, the LKr is the only calorimeter in NA62 that has an integrated L0
trigger system. For this reason, E5 is the condition that, together with the MOQX condition,
allows identifying the neutrino interactions. The E5 condition requires a total energy deposit
larger than 5GeV in LKr within the trigger time window (6.25 ns), without any constraint
on the number of clusters. The efficiency of this trigger condition can be estimated with
a sample of K+ → π+π0 (Kππ) from a trigger mask that does not require any LKr
condition. Such a sample has been obtained from data that pass: the control trigger,
that contains only CHOD information downscaled by a factor 2000; mask2; mask0, that

87



4. Tagging proof of principle at NA62 – 4.6. Trigger efficiency

contains information from RICH, CHOD with a veto condition on MUV3, downscaled by
a factor 400. The Kππ sample is selected offline. The selection requires a single-track
vertex with basic requirements on pion PID using information from the RICH detector and
calorimeters, vetoing events with a matched candidate in MUV3, with the m2

miss computed
assuming the mass of the π+ between 0.013 and 0.023GeV2/c4. Events with activity
in IRC or SAV or SAC or photon-like activity in LKr are discarded. The two photons
from the π0 must be detected in the LAV stations. Moreover, exactly one LKr candidate
in time with the RICH track time is requested, so that the energy deposit in the LKr is
purely hadronic and associated to the π+ track. Events that feature activity in the inner
regions of LKr (radius < 250mm) are rejected. Finally, events are also required to have a
reconstructed in-time energy larger than 5GeV. The efficiency of the LKr trigger condition
is the fraction of these events that fired the trigger condition. The efficiency as a function
of the in-time energy deposit from Kππ events, shown in Figure 4.29a, is weighted by the
in-time energy deposit distribution from Monte Carlo signal event shown in Figure 4.29b,
weighted by the probability of interaction of the associated νµ each event. The obtained
value for the efficiency of the E5 trigger condition, measured on samples 2022B, C, D and
E, is ϵE5

Kµν∗ = 0.82± 0.01stat ± 0.01syst. The statistical uncertainty is obtained with error
propagation. The systematic uncertainty is estimated comparing the result to the ones
obtained by weighting the E5 efficiency distribution from data by the in-time energy deposit
distribution obtained from the two additional signal MC described in Section 4.6.1.
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Figure 4.29.: 4.29a: Efficiency of the LKr L0 trigger condition E(5) in bins of reconstructed in-time
energy deposit in the calorimeter. 4.29b: Distribution of total LKr in-time energy
deposit of MC signal events that pass the signal selection, weighted by the probability
of interaction of the associated νµ for each event.

4.6.3. L1 trigger efficiency
The L1 trigger efficiency can be estimated with events satisfying mask10 requirements at
L0 and passing the Kµν common selection, but skipping L1 selection. Such events, called
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"autopass", make up 0.3% of the sample of mask10 data passing the common selection.
Note, that despite the L1 selection is not applied to these events, the outputs of the L1
algorithms are stored for offline analysis. Hence, using the autopass events which, given
the offline reconstruction, should have passed the L1 selection, the L1 efficiency can be
computed as the fraction of these events that indeed passed the L1 algorithms.
The L1 trigger is applied online sequentially. Hence, the efficiency of each algorithm is
computed with respect to the event sample that passed the previous algorithm and is
reported in Table 4.3. Since the STRAW_1TRK algorithm depends on the momentum of
the muon track, the efficiency of this algorithm is estimated in bins of muon momentum
and weighted by the MC muon momentum distribution of the events that pass the full
signal selection, shown in Figure 4.30b. The STRAW_1TRK algorithm efficiency is shown as a
function of the reconstructed muon momentum in Figure 4.30a.
The total L1 efficiency, measured on MUONNU filtered data on samples 2022A, B, C, D, E, is
the product of the three algorithms efficiencies [99]:

ϵL1mask10 = ϵKTAG · ϵnLAV · ϵSTRAW_1TRK = 0.932± 0.002stat.

The results obtained from autopass data have been compared to the results from the
simulated HLT trigger on the same autopass sample, with identical results up to 10−5. The
assigned uncertainty is hence statistical.

L1 algo Efficiency

KTAG | (Kµν sel) 0.998 ± 0.001

nLAV | (Kµν sel) & KTAG 0.996 ± 0.001

STRAW_1TRK | (Kµν sel) & nLAV & KTAG 0.938 ± 0.001

Table 4.3.: L1 trigger algorithms’ efficiency. Each component’s verdict is only evaluated in the
presence of a positive verdict from the previous algorithms in the chain.
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Figure 4.30.: 4.30a: Distribution of the STRAW_1TRK efficiency as a function of the reconstructed
track momentum for mask10 autopass events. 4.30b: Muon momentum distribution for
MC signal events surviving the offline selection, weighted by the interaction probability
of each event.

4.7. Signal Yield estimate
The expected signal yield N exp

Kµν∗ for a year run in the signal region is derived with the
relation in Equation 4.2:

N exp
Kµν∗ = NK · B(K+ → µ+νµ) · Pint,LKr · ϵKµν∗ (4.5)

where:

• NK is the number of kaon decays in the fiducial volume,

• B(K+ → µ+νµ) is the branching ratio of the decay,

• Pint, LKr = (6.0± 0.1) · 10−11 is the average interaction probability of the neutrino in
the LKr calorimeter for events that pass the common selection, whose distribution is
shown in Figure 4.31. A 2% uncertainty corresponding to the uncertainty on the νCC

µ

cross-section (see Fig.28 in [51]) is assigned to this value.

• ϵKµν∗ is the overall signal efficiency.

The item ϵKµν∗ includes the contributions from the common offline selection, from the
interaction offline selection and from the trigger efficiency. It can be written as:

ϵKµν∗ = ϵcommon
Kµν · ϵintKµν∗ · ϵ

mask10/sel
Kµν∗ (4.6)

The contributions from each of these factors is assessed in the following.
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Figure 4.31.: MC weight distribution for events passing the common selection.

4.7.1. Normalization Kµν

The number of expected events can be normalized with respect to the total number of
normalization Kµν that pass the common selection. The number of kaon decays can be
estimated from the relation:

NK =
NKµν

ϵKµν · B(K+ → µ+νµ)
(4.7)

where NKµν is the total number of normalization events collected with the mask2 trigger
Nmask2

Kµν , multiplied by the downscaling factor Dmask2 = 600, and ϵKµν the overall normal-
ization acceptance.
The overall normalization acceptance is the product between the acceptance of the common
selection and the mask2 trigger efficiency. The expression in Eq 4.5 can hence be written
as:

N exp
Kµν∗ = Nmask2−ext

Kµν ·Dmask2 ·
ϵKµν∗
ϵKµν

· Pint,LKr =

= Nmask2−ext
Kµν ·Dmask2 ·

ϵcommon
Kµν · ϵintKµν∗ · ϵ

mask10/sel
Kµν∗

ϵcommon
Kµν · ϵmask2−ext/sel

Kµν

· Pint,LKr =

= Nmask2−ext
Kµν ·Dmask2 ·

ϵintKµν∗ · ϵ
mask10/sel
Kµν∗

ϵ
mask2−ext/sel
Kµν

· Pint,LKr

(4.8)

where:

• Nmask2−ext
Kµν is the number of normalization events from minimum bias data (mask2)

extended by the !RICH16, !Q2, UTMC conditions from mask10 (see Section 4.2.2) in
2022 year run passing the common selection, downscaled by 600,

• ϵcommon
Kµν is the common part of offline selection that cancels out in the ratio,
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• ϵintKµν∗ is the acceptance of signal event selection with respect to the events that satisfy
the common Kµν selection, and is the product of the selection acceptance Aint

Kµν∗
with the random veto efficiency ϵRV ,

• ϵ
mask10/sel
Kµν∗ is the trigger efficiency of mask10 on selected signal events,

• ϵ
mask2−ext/sel
Kµν is the trigger efficiency of the mask2 extended by the !RICH16, !Q2,
UTMC conditions from mask10 evaluated on selected normalization events.

The number of observed normalization events is NKµν = Nmask2−ext
Kµν ·Dmask2

min−bias = 1.4873 ·
1011, where Nmask2−ext

Kµν is the integral of the normalization m2
miss distribution in Figure 4.32.

The number of observed normalization events in Figure 4.32 is a proxy for the number of
effective Kµν decays. The number of effective Kµν decays can also be computed by fitting
the m2

miss distribution in Figure 4.32 with the m2
miss distribution obtained from running the

common selection on a Kµν MC sample. The difference between the integrals of the two
histograms is taken into account as a systematic uncertainty on the variable NKµν , and it
is 1.4%. The rest of the items listed above are estimated in the following.
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Figure 4.32.: Squared missing mass distribution for normalization Kµν from mask2, surviving the
entire common selection. The integral of this histogram has to be multiplied by the
downscaling factor of mask2 in order to get the number of Kµν decays in the 2022
run.

4.7.2. Signal selection efficiency
The signal offline selection efficiency is defined with the following relation:

ϵintKµν∗ = Aint
Kµν∗ · ϵRV (4.9)

where Aint
Kµν∗ is the interaction selection acceptance, evaluated on MC, and ϵRV is the

probability for a signal event to pass the interaction selection without being rejected by
additional random activity in the detectors.

92



4. Tagging proof of principle at NA62 – 4.7. Signal Yield estimate

4.7.2.1. Selection acceptance

The signal selection acceptance is computed on the signal MC sample with the following
relation:

Aint
Kµν∗ =

∑selected pi∑all pi
= 0.0421± 0.0025stat ± 0.0015syst (4.10)

where
∑all pi and

∑selected pi are the sums of the interaction probability, pi, for the events
passing the common selection and for the events passing the common and the interaction
selection. These two sums are reported as the integral of the neutrino energy distributions
weighted by the interaction probabilities shown in Figure 4.33. The systematic uncertainty
is computed by comparing the obtained acceptance to the ones obtained from the two
signal MC samples described in Section 4.6.1.
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Figure 4.33.: True ν energy distribution from the MC after the common selection (4.33a) and after
the entire interaction selection (4.33b).

The MC used to compute the interaction selection acceptance does not include overlaid
activity in the detector. Such extra activities could lead to the rejection of some events that
would fail the extra activity selection, described in Section 4.4.2.2. Hence, the acceptance
should be corrected for this effect. The estimation of the random veto correction factor,
ϵRV , is presented in the next section.

4.7.2.2. Random Veto

The source of random veto for the present analysis is any accidental random activity that
would result in a signal event being discarded. The item ϵRV represents the acceptance
of anti-pileup veto conditions, and is computed as the ratio between the number of nor-
malization events before and after the extra activity rejection. Since ϵRV is computed
on normalization events in absence of the neutrino interaction, the veto conditions are
modified with respect to those described in Section 4.4.2.2. The veto conditions applied to
normalization for the purpose of estimating the item ϵRV are:
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• no extra activity in the inner regions of MUV1 (radius of 200mm) and of MUV2
(radius of 300mm),

• no additional LKr standard clusters and no extra activity in the inner regions of LKr
(radius of 250mm),

• no extra candidates at MUV3,

• number of KTAG hits within 8 ns of the RICH track time < 50.

The acceptance of the anti-pileup veto estimated with the normalization sample is ϵRV =

0.816± 0.014syst. Its contributions are listed in Table 4.4. The uncertainty on the random
veto efficiency is dominated by the systematic ones, that we assume to be similar to the
one provided in [82], which is 1.4%.

RV source Relative acceptance

additional activity in MUV1 and MUV2 inner regions 0.982

additional LKr clusters or extra activity in LKr inner region 0.989

additional activity in MUV3 0.877

number of KTAG hits in 16ns time window < 50 0.958

Table 4.4.: Acceptance of the anti-pileup veto conditions estimated on normalization sample.

4.7.3. Trigger efficiency
The trigger efficiency ϵ

mask10/sel
Kµν∗ is the product of the efficiencies of the L0 and L1 trigger

of the neutrino trigger mask on selected events for signal. For normalization, the term
ϵ
mask2−ext/sel
Kµν represents the product of the efficiency of mask2 and of the trigger conditions

applied offline (!RICH16, !Q2, UTMC) to the normalization selection. Their ratio can be
written as:

ϵ
mask10/sel
Kµν∗

ϵ
mask2−ext/sel
Kµν

=
ϵ!RICH16
Kµν∗ · ϵUTMC

Kµν∗ · ϵMOQX
Kµν∗ · ϵQ1

Kµν∗ · ϵ
!Q2
Kµν∗ · ϵ

E5
Kµν∗ · ϵL1Kµν∗

ϵ!RICH16
Kµν · ϵUTMC

Kµν · ϵQ1
Kµν · ϵ

!Q2
Kµν

(4.11)

After cancellation of the common terms, the trigger ratio is:

ϵ
mask10/sel
Kµν∗

ϵ
mask2−ext/sel
Kµν

= ϵ
MOQX/sel
Kµν∗ · ϵE5/sel

Kµν∗ · ϵL1/selKµν∗ (4.12)

As the mask10 L1 algorithms (STRAW_1TRK, nLAV and KTAG) do not exploit the neutrino
interaction, one can assume that the L1 efficiency is the same for events passing the common
selection and for events passing the full selection consisting of the common selection and
the neutrino interaction selection. Hence, the efficiency derived in 4.6.3 can be used in
Equation 4.12.
The results for the trigger efficiencies contributions in Equation 4.12 are summed up below:
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• ϵMOQX
Kµν∗ = 0.976± 0.007stat ± 0.001syst estimated in Section 4.6.1,

• ϵE5
Kµν∗ = 0.82± 0.01stat ± 0.01syst estimated in Section 4.6.2,

• ϵ
L1/sel
Kµν∗ = 0.932± 0.002stat estimated in Section 4.6.3.

The contributions to the signal yield estimate are summarized and reported in Table 4.5.

Contribution Value and uncertainty

Pint,LKr (6.0± 0.1syst) · 10−11

NKµν (1.48± 0.02syst) · 1011

Aint
Kµν∗ 0.0421± 0.0025stat ± 0.0015syst

ϵRV 0.816± 0.014syst

ϵMOQX
Kµν∗ 0.976± 0.007stat ± 0.001syst

ϵE5
Kµν∗ 0.82± 0.01stat ± 0.01syst

ϵ
L1/sel
Kµν∗ 0.932± 0.002stat

Table 4.5.: Contributions to the signal yield and their uncertainty.

4.7.4. Event Yield
Having now estimated all the contributions in Equation 4.8, it is possible to estimate the
signal yield and its uncertainty, obtained with error propagation:

N exp
Kµν∗ = NKµν ·Aint

Kµν∗ · ϵRV · ϵselE5 · ϵselMOQX · ϵselL1 · Pint,LKr

= 0.228± 0.014stat ± 0.011syst
(4.13)

This expected number of signal event is to be compared with the ones for background,
which are:

Nexp
bkg(Mis− reco K+)= 0.0014± 0.0007stat ± 0.0002syst,

Nexp
bkg(OVKµν)= 0.04± 0.02stat ± 0.01syst.

(4.14)

The signal to background ratio of the analysis is thus about 5.5/1.
To assess the significance of future findings in the signal region, we compute the p-values
for signal and background for observing 0, 1, and 2 events, assuming that the signal and
background processes follow a Poisson distribution,using the results in Equation 4.13 and
Equation 4.14 as λ values for the Poisson distribution:

Probability for signal Nexp
Kµν∗ = 0.228

• for 0 data events p = 0.7961
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• for 1 data event p = 0.1815

• for 2 data events p = 0.0207

Probability for background Nexp
bkg = 0.0414

• for 0 data events p = 0.9595

• for 1 data event p = 0.0397

• for 2 data events p = 0.00082

Probability for total event yield Nexp
events = 0.2694

• for 0 data events p = 0.7638

• for 1 data event p = 0.2058

• for 2 data events p = 0.0277.

Figure 4.34 represents the expected number of events per m2
miss and dLKrν bin, for back-

ground (left) and signal (right).
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Figure 4.34.: Number of expected events for background (left) and signal (right). The grey scale
reflects the number of expected events per bin of 0.0008Gev2/c4 × 12mm. The red
lines represent the cuts that locate the signal region. Events in the side bands of the
signal region are indicated with orange cross-shaped markers.

4.8. Opening the box on the signal region
Upon revealing the content of the signal region, two tagged neutrinos candidates have
been found. Their main properties are summed up in Table 4.6; their position in the
signal region is reported with orange-shaded crosses in Figure 4.35.
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Considerations
Statistical significance tests have been performed to compare the number of events found in
the signal region to the expected number of signal events computed in Section section 4.7.
The expected signal yield is 2.3σ away from the number of found events, while the expected
background yield is 3.3σ away; these two events are hence compatible with being signal
candidates. However, a caveat imposes: it can be misleading to talk about statistical
significance with respect to these results, as this analysis only aimed to prove the feasibility
of the tagging technique with data. No new physics or new measurements evidences are
being claimed; for this reason, the statistical significance provided must be taken and shared
cum grano salis.
Nonetheless, the finding of two signal candidates is a remarkable achievement, and a crucial
first step towards the development of full scale tagged experiments, that is, hopefully, not
too far in the future. These two events are the first tagged neutrino candidates detected in
physics history.
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Figure 4.35.: Number of expected events for background (left) and signal (right). The grey scale
reflects the number of expected events per bin of 0.0008Gev2/c4 × 12mm. The red
lines represent the cuts that locate the signal region. The orange cross-shaped markers
represent the data events upon opening the box.

4.8.1. Event display
The downstream activity of the two events is shown in the event displays in Figure 4.36
for Event A and in Figure 4.37 for Event B. The two event displays show the muon track
ad the neutrino track, kinematically reconstructed from the measured properties of the
K+ and of the µ+. Moreover, the associated activity in CHOD, LKr, MUV1, MUV2
and MUV3 is shown in the form of red boxes. The length of the red boxes in the three
calorimeters is proportional to the energy deposit in the calorimeter. The two events
look very similar, with a very high energy neutrino appearing at the LKr in correspon-
dence to the neutrino direction kinematically reconstructed, and in a 6 ns time window
with respect to the RICH µ+ track time. The hadronic shower then continues in MUV1,
while in MUV2 and MUV3 the only interaction product visible is the µ−; for this reason,
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Variable Event A Event B

dLKrν 31.9mm 27.0mm

m2
miss −0.00088GeV2/c4 −0.0015GeV2/c4

dϕLKr−MUV 3 3.29 rad 3.24 rad

Eν 52.1 GeV 57.5 GeV

pµ+ 25.25 GeV/c 18.74 GeV/c

pK+ 77.3 GeV/c 76.2107 GeV/c

ELKr in time 13.36 GeV 7.67 GeV

EMUV 1 in time 9.85 GeV 10.90 GeV

EMUV 2 in time 2.48 GeV 2.80 GeV

Eµ−/Eν 0.68 0.78

nKTAG 28 17

zvtx 161.2 m 157.7 m

rLKrν 335.0 mm 304.2 mm

x, y at MUV3 µ− (550, 770) mm (330, 770) mm

x, y at MUV3 µ+ (-330, -770) mm (-550, -990) mm

Run ID 12477 11986

Burst ID 336 41

Event Nb 2333361 1662909

Table 4.6.: Features of the two signal candidates found in the signal region.

the activity in MUV2 and 3 is expected to be slightly misaligned with the neutrino trajectory.
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Figure 4.36.: Annotated event display for Event A. The 3-dimensional volumes represent the active
volumes of the downstream detectors. The green line is the track of the µ+; the blue
line represents the neutrino trajectory reconstructed from the K+ and µ+. The red
boxes represent the activity in the detector. For the LKr, MUV1 and 2 the length of
the box is the normalized energy deposit in each cell.
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Figure 4.37.: Annotated event display for Event B. The 3-dimensional volumes represent the active
volumes of the downstream detectors. The green line is the track of the µ+; the blue
line represents the neutrino trajectory reconstructed from the K+ and µ+. The red
boxes represent the activity in the detector. For the LKr, MUV1 and 2 the length of
the box is the normalized energy deposit in each cell. Apart from the neutrino cluster,
some extra low energy hits have been found in LKr.
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The neutrino tagging technique holds promises for the future of neutrino physics; the
implementation of a full scaled tagged neutrino experiment is foreseeable under some
assumptions. As mentioned in Chapter 2, the tagging heavily relies on the performances
of the beam spectrometer, that should be a state-of-the-art silicon tracker. In particular,
the extreme particle rate at the tracker imposes some constraints on the time resolution of
the detector: being able to separate all the particles is a crucial requirement to be able to
perform the tagging. For this reason, in the framework of this project, a study on the time
resolution budget of time-tagged silicon detectors has been performed. For this study, the
state-of-the-art NA62’s GigaTracKer detector have been used in a beam test, with the goal
of studying in detail the factors that contribute to the time resolution budget of planar
silicon sensors. The upcoming sections are dedicated to an introduction to the physics of
semiconductors and to the working principles of silicon detectors, followed by a description
of the experimental setup of the beam test, and of analysis of the data taken during such
beam test.

5.1. Silicon detectors
Silicon sensors have found a large use in the field of experimental particle physics: they
have desirable features that make them versatile in many applications. Silicon sensors are
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typically characterized by fast charge collection time and high signal-to-noise ratio. They
are used for tracking purposes, because of their high precision in position measurements
and their low material budget, that allows to reduce the scattering. Silicon detectors’
functioning principle is based on semiconductor physics and on the p-n junction operated
at reverse bias.

5.1.1. Basics of semiconductor physics
This section is dedicated to a brief introduction to semiconductor physics. An extensive
and much more exhaustive description of this subject can be found in textbooks such as
[80] and [73].
Semiconductors are crystalline solids, with atoms arranged in a three-dimensional periodic
lattice. Examples of semiconductors are silicon (Si) and germanium (GeAs); in the following
sections we will talk about silicon, but the same considerations are also valid for germanium.
Each atom in a three-dimensional periodic lattice is surrounded by four close neighbors.
Each atom has four electrons in the outer orbit; these valence electrons 1 are shared with
the four neighbouring atoms. This sharing of electrons is known as covalent bonding; each
electron pair constitutes a covalent bond. Single atom electrons have discrete energy levels
that are eigenstates of the Schroedinger’s equation. When two identical atoms are far
apart, the allowed energy levels consist of one doubly degenerate level, meaning that their
electrons have identical energy levels. However, when two identical atoms are close by, the
degenerate energy levels split into two levels, due to the bonding between the atoms. This
splitting happens because of the Pauli exclusion principle, that states that no more than
two electrons in a given system can be in the same energy state at the same time. If this
consideration is extended to a crystalline lattice, where N identical atoms are close, there is
an overlap of the orbits of the valence electrons of different atoms, and the valence electrons
interact with each other. This interaction causes a shift in the energy levels, creating N
separate but closely spaced levels. If N is large, the splitting of energy levels results in
continuous "allowed" energy bands for the valence electrons.

1Valence electrons are electrons in the outer shell of an atom, that can participate in chemical
bonds.
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Figure 5.1.: Energy levels of silicon atoms arranged in a diamond structure, as a function of lattice
spacing. From [80].

The band gap energy between the bottom of the conduction band and the top of the valence
band is the width of the forbidden energy gap, as shown at in Figure 5.1. Physically, the
energy gap is the energy required to break a bond in the semiconductor to free an electron
to the conduction band and leave a hole in the valence band. The energy band gaps of
silicon and germanium are 1.1 eV and 0.7 eV respectively.
At a temperature of absolute zero, all electrons occupy the lowest energy states (valence
band) and are bound to their tetrahedron lattice; the upper energy band (the conduction
band) will be empty. At higher temperatures, the covalent bonds can break, and a valence
electron may become a free electron, leaving behind a vacating place or hole[73]. Both the
electron and the hole (to be filled by a neighboring electron) are available for conduction,
the hole behaving like a positively charged particle. This creates a weak conductivity.
Electrons and holes are called charge carriers.
In the intrinsic (pure) semiconductor case, the concentration of electrons in conduction
band and holes in valence band is equal: n = p = ni, where n (p) indicates the number of
electrons (holes) in the conduction (valence) band, and ni is the intrinsic carrier density.
Indeed, each hole in the valence band is produced by an electron jumping to the conduction
band.

Doping
Electronic devices are typically obtained by adding impurities (dopants) to the crystalline
lattice of silicon, to control its conductivity. The doped silicon is called extrinsic. Doping
can be either n-type, if silicon atoms are replaced by pentavalent or donor atoms (such as
arsenic, phosphorus); or p-type, if silicon atoms are replaced with a trivalent or acceptor
atom such as boron. Donor atoms have one more valence electron: this creates an additional
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energy level close to the conduction band. Acceptor atoms have three electrons in the
valence band, creating a hole near the valence band of the silicon and working as a trap
for electrons in the valence band. In n-type silicon, electrons are called majority charge
carriers; vice versa, in p-type silicon holes are majority and electrons minority carriers.
Charge motion in semiconductors is mainly due to two mechanisms: drift and diffusion.
The first is due to the application of an external electric field, while the second to a gradient
in the carrier concentration distribution.
When no external field of intensity E is applied, the average displacement of the charge
carriers is null. The introduction of an electric field causes the carriers to move parallel to
the field in opposite directions for the two polarities, and to acquire a drift velocity given
by:

vn = −µnE

vp = µpE
(5.1)

where vn and vp are the drift velocities of electrons and holes, µn and µp the respective
mobilities that depend on dopant, charge carrier concentration, temperature and electric
field:

µn =
e · τn
mn

µp =
e · τp
mp

(5.2)

where τn,p is the mean free time between successive collisions, e the electron charge,
mn,p is the effective mass of electrons or holes. For electric field values below 1 kV/cm,
mobilities in silicon can be considered constant with values µn =1350 cm2 V−1 s−1 and
µp =450 cm2 V−1 s−1 at room temperature. When the electric field increases, the mobility
becomes gradually more field-dependent and drift velocity tends to saturate [65]. Drift
velocities reach a saturation value that is different for the two charge carriers [31], as shown
in Figure 5.2. Electrons’ drift velocity saturation value is about 107 cm/s under an applied
electric field of about 300 kV/cm, while holes saturation require much higher fields and
reach a slightly lower velocity of about 9.5 106 cm/s.
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Figure 5.2.: Drift velocity of electrons and hole as a function of the external electric field for a
temperature of 300K. From [80].

Diffusion, on the other hand, happens when the distribution of free charge carriers is
inhomogeneous. The charge carriers incur in a motion that takes carriers from the region
with higher concentration to flow toward the region with lower concentration. Such motion
depends on the carrier gradient and temperature and causes a recombination mechanism at
thermal equilibrium.

5.1.2. Silicon sensors working principle
The properties of silicon detectors can be understood thanks to the most basic structure
that can be formed with doped silicon, the p-n junction. The p-n junction is formed by
a p-doped and an n-doped region joined together; an electronic element formed by a p-n
junction is called a diode. In a p-n junction, if no external voltage is applied, electrons near
the p-n interface are likely to diffuse into the p-region leaving positively charged ions in
the n-region behind, while the holes diffuse towards the n-region. This mechanism creates
a charge free region in the area around the p-n interface, the depletion zone (represented
by the white region in Figure 5.4). If the p-type region is connected to a negative and the
n-type region to a positive terminal (reverse bias voltage) as shown in Figure 5.3, the holes
and the electrons will travel to the electrodes, and consequently, the depletion region will
broaden. Because of this, the diode forms a high resistance to current flow. The depletion
width increases with the square root of the applied bias voltage; increasing the voltage bias
will therefore make the depletion region (or bulk) grow.
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Figure 5.3.: p-n junction at reverse bias. From [31].

The simplest silicon sensor unit is formed by two thin layers of highly doped semiconductor
(p- and n-type), separated by a lightly doped, nearly intrinsic bulk, operated under reverse
bias. The electrodes are placed in correspondence to the highly doped semiconductor
layers. The signal is induced by the drift motions of electrons and holes produced by the
ionizing particle crossing the sensor inside the depletion region electric field and towards
the electrodes, giving place to the particle detection [107]. The voltage bias affects not
only the width of the depletion region in the p-n junction, but also the drift velocity of the
charge carriers:

vn = −µnE = −µn
Vb

d

vp = µpE = µp
Vb

d
.

(5.3)

Signal formation and detection
If an ionizing particle traverses the detector, an equal number of free electrons and holes is
produced; the charge carriers formed in the bulk of the sensor drift towards the electrode
thanks to the electric field developed in the sensor due to the bias voltage. The current
induced on an electrode by a moving charge is described by [93] and [103] and summarized
by the Ramo-Shockley theorem:

i(t) = −qv⃗(t) · E⃗W (5.4)

where v⃗ is the charge velocity and EW is the weighting field. The weighting field, which
should not be confused with the electric field, is obtained by applying unit potential to
an electrode while grounding the neighbouring electrodes. More practically, the weighting
field describes the coupling between the charge and the electrodes. It depends only on the
geometry of the sensors: on the distance from the pixel electrode to the backplane electrode,
on the pixel implant width and on the distance to the neighbouring electrodes. Ramo’s
theorem shows that charge carriers drifting in the high field regions contribute more to the
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Figure 5.4.: Cross section of a partially under depleted n-on-p sensor. A charged particle (dashed
line) traverses the sensor. The electrons (full circles) and holes (open circles) liberated
in the depleted region (white background) will drift towards the n+ and p+ electrodes
respectively, contributing to the signal formation in contrast to the charge carriers
liberated in the non-depleted region (grey background). From [107].

current pulse. By integrating the current in Equation 5.4 over time, one can obtain the
total charge collected.
In the simplest case of a detector with parallel plates geometry, if the bias voltage is much
larger than the depletion voltage (i.e. the minimum voltage at which the bulk of the sensor
is fully depleted, that depends on doping, thickness of the sensor and material resistivity),
the electric field can be considered uniform:

E =
Vb

d
(5.5)

[31], where E is the intensity of the electric field across the sensor, Vb is the bias voltage
and d is the electrode distance (or sensor thickness). A charge carrier moves in the sensor
with drift velocity described by Equation 5.3, and couples to the collection electrode by the
weighting field EW = 1

d ; according to Ramo’s theorem the current induced in the electrodes
by a charge carrier c is:

ic = eE⃗W · v⃗c = µceE⃗W · E⃗ = eµc
Vb

d2
(5.6)

where e is the electron charge, E⃗W is the weighting field intensity and E⃗ is the electric
field induced by the bias voltage in the sensor and µc is the mobility of the charge carrier
considered (holes or electrons). The time needed by a charge to cross the bulk is called
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collection time and is:

tc =
d

v
=

d2

µcVb
. (5.7)

If one compares the collection time for an electron and a hole produced at the same point
x = d

2 in the middle of the two electrodes, the electrons will be collected in a time that is
about 3 times shorter than the time needed to collect the holes. This is due to the different
mobility values: µe ∼ 3µh. When the electrons are fully collected, the holes keep inducing
current longer.
There are different types of sensors, that differ for the doping of the pixel electrode, bulk
and backplane electrode. The most commonly used sensor is the p-on-n type. In this type
of sensor, the depletion region starts from the p+ pixel electrode and grows towards the
backplane as a function of reverse bias voltage, and the holes are collected in the p+. These
kinds of sensors are usually prone to radiation damage. On the other hand, the n-on-p
type sensors are usually defined as "radiation hard", as their performance are not worsened
after heavy radiation doses [10].

5.1.3. Radiation damage
Radiation damage is a term that refers to detector defects caused by exposure to a flux of
particles. These defects can be divided into bulk damage and surface damage. Bulk damage
occurs when a high energy particle displaces a primary knock-on atom out of its lattice
position [70], creating point-like or cluster-like defects, depending on the energy and the
type of the particle. The main consequence of bulk damage is the change in effective doping
concentration: the defects cause donor removal and generation of acceptor-like states in
the bulk. In n-type bulk (p-on-n sensors), the doping concentration changes such that the
initially n-type silicon bulk becomes intrinsic and, after more particle fluence, can turn
to p-type with the acceptor concentration growing as the fluence increases. This effect is
most commonly known as type-inversion. The effect of the type inversion on an n bulk is
that after it occurs, the depletion region grows from the backplane. After the inversion,
full depletion cannot be accomplished: drifting charges will induce signal to multiple pixels
electrodes, resulting in a degradation of the sensor resolution.
The second type of radiation damage, the surface damage, affects the oxide (such as SiO2)
and the silicon-oxide interface. Since the oxide is an insulator, charges cannot be removed
and form local concentrations. The oxide is used on the surface of most silicon devices
as insulating layer on both wafer surfaces in detectors. Since the crystal structure of the
SiO2-Si surface is irregular, the displacement of single atoms does not cause the effects that
occur in the bulk. Ionization on the other hand can cause permanent defects [63].

5.1.4. Time tagging silicon detectors
Including time information in the tracking process brings considerable advantages. De-
pending on how the timing information is included, it is possible to obtain simpler track
reconstruction algorithms, if the timing information is included to each hit, or an optimized
power consumption, if the timing information is assigned to each event[28]. In addition,
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thanks to the algorithm simplification, it is possible to reduce the number of tracking planes,
that means reducing the material budget. mptI think that Fig 5.5 has no ref in the text
The time resolution σt can be expressed as the sum of several terms [28]:

Figure 5.5.: The effect of including time information in tracking algorithms.

σ2
t = σ2

jitter + σ2
straggling + σ2

distortion + σ2
Time Walk (5.8)

where:

• the term σjitter represents the time resolution contribution induced by the early or
late firing of the comparator, due to the presence of noise. It is proportional to the
inverse of the slope of the signal around the threshold value, as shown in Figure 5.6:

σj =
σnoise
dV/dt

(5.9)

where σnoise is the uncertainty on the signal induced by the noise. The way to reduce
it is with low noise sensors, low electronics noise and fast slew rates.

• the term σstraggling represents the time resolution contribution induced by the variation
of charge deposit created by a crossing ionizing particle through the sensor, on an
event-by-event basis. This produces an irregular signal shape, that ultimately degrades
the resolution.

• the term σdistortion originates from the non-uniformity of the weighting potential,
whose shape is shown in Figure 5.7 for a GTK pixel. The weighting field (WF) is the
opposite of the gradient of the weighting potential (WP), and as mentioned in the
previous sections, only depends on the geometry of the pixel. As a result, the current
induced by the charge carriers, that is proportional to the drift velocity and to the
weighting field, induces signal shapes that differ at the center and at the edges of a
pixel. This mechanism spoils the time resolution.

• σTime Walk is a term that represents the time walk (TW), that affects the output of
discriminators generating a delay on the firing of the discriminator. This effect is
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Figure 5.6.: Schematic representation of the noise effect on the time measurement in silicon sensors.
Credits [95]

shown in Figure 5.8. This delay of detection depends on the signal amplitude: for
signals arriving simultaneously, the time needed to cross the threshold is shorter for
signals with larger amplitudes than for signals with smaller ones. This effect can be
taken into account thanks to the electronics, or corrected offline, thanks to the Time
over Threshold (ToT), defined as the difference between the trailing time (the time
at which the signal falls below the threshold) and the leading time (the time at which
the signal rises above the threshold).

After these considerations, assuming that the time walk is corrected, it is possible to
summarize the key features that a planar silicon sensors should have in order to optimize
the time resolution. The requirements to have a detector that has a good time resolution, are
to be able to produce fast, steep and uniform signals. This can be obtained first by reducing
the sensor thickness: indeed, the current induced by the motion of the charge carriers
is inversely proportional to the square of the sensor thickness, as shown in Equation 5.4.
However, by reducing the sensor thickness, the amplitude of the signal also reduces; this
exposes to a larger sensitivity to noise. For this reason, the thickness of a sensor must
be chosen to compromise between these two effects. In addition, the electric field across
the sensor should be intense, in order to move the carriers with saturated drift velocity;
this would uniform the drift velocities of the carriers and reduce the distortion factor.
Furthermore, the geometry of the pixel should be taken into account in order to obtain a
weighting field that is uniform across the sensor. However, the ratio between the pixel size
and the sensor thickness is very relevant in the estimate of the time resolution [96]; there
must hence be a trade-off between these requirements in order to minimize the distortion
contribution due to the weighting field, and to maximize the intensity of the current signal
pulse. Finally, a p-doped bulk in which the main charge carriers are the electrons is an
advantage, as the mobility of the electrons is larger than the one of the holes, guaranteeing
a faster signal (c.f. Equation 5.7). In order to study how these factors affect the time
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Figure 5.7.: The weighting potential on the cross section of a p-in-n sensor on a 300µm× 300µm×
200µm pixel (such as the ones of the GTK) in a simulation from the software Weight-
Field2 [32]. The potential is more intense at the center than at the edges, and more
uniform at the bottom than at the top.

resolution of silicon pixel detectors a beam test was performed with planar silicon sensors
(n-on-p and p-on-n) readout out with the TDCPix chip, developed for the need of the
NA62’s GigaTracker[53].

Figure 5.8.: Signal amplitude as a function of time. For the same time of arrival, signals with larger
amplitudes cross the threshold earlier when rising and later when falling than signals
with smaller amplitudes. This translates in a larger ToT.

5.1.5. The NA62 GigaTracKer: sensor and ASIC
The NA62 GigaTracKer (GTK), briefly introduced in Section 3.2.2 is the experiment beam
spectrometer.
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Silicon sensor
The GigaTracker silicon sensor has a size of 27.0 × 60.8mm and is 200 µm thick. The most
probable charge released by a 75 GeV/c charged hadron in such sensors is about 2.4 fC.
The silicon sensor cross section is shown in Figure 5.9. The sensor is covered on both
sides with aluminium to improve the electric field uniformity over the sensor area; it is
typically operated with bias voltages between 150 and 300 V to optimize the charge drift
velocities. The readout ASIC is compatible with p-in-n and n-in-p type sensors; both have
been produced.

Figure 5.9.: Cross-section of the GigaTracker sensor. One pixel implant and its corresponding
aluminium contact is represented. From [109].

Readout electronics
The readout ASIC, the TDCPix, is bump bonded to the sensor. The ASIC is 100µm thick,
and reads out 1800 pixels, distributed on a matrix of 40× 45, and its layout is shown in
Figure 5.10. The power and signal connection are placed at the chip periphery (end of
column, EoC) (the orange part in Figure 5.10) and equip the entire GTK detector. Data
registering and transfer do not depend on a trigger word: all the hits are processed and
transferred. This corresponds to a chip output up to 7.6Gbit/s at the full NA62 beam
intensity, considering that the hit words are 48 bits wide. The main information contained
in the hit are the leading and trailing time, that allow to compute the ToT that is used as a
proxy for the signal amplitude, and its pixel address. The TDCPix is made of four quarter
chips that read out ten columns of 45 pixels; analogue signals are propagated though the
pixel columns via transfer lines. Five pixels are connected to a hit arbiter at the EoC; the
hit arbiter processes the signal of only one pixel hit at a time, masking the signals from the
four other pixels in the meantime. The hit arbiter is connected to a TDC, where the time
and address of the hit pixel are recorded, and then transferred to a buffer with a header
and a trailer word. Data are then sent off chip with a 3.2Gbit/s serial link, one per quarter
chip.
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The TDCPix chips are connected via a carrier card and optical fibres to a custom FPGA 2

card, that receives and buffers the data and, after receiving L0 trigger signals, transmits
the relevant hits to the PC farm for processing.

Figure 5.10.: GigaTracker readout ASIC numbering scheme superimposed on the simulated illu-
mination of the sensor. The orange areas represent the end of column regions of the
readout chips where most of the TDCpix digital logic is implanted. The higher rates
in the inter-chip regions is due to the larger pixel size. From [109]

5.1.6. Previous tests on the NA62 GigaTracKer
The time resolution of the TDCPix has been tested in several campaigns, described in
details in [83].
A first test that has been performed is the charge injection: a known charge has been
injected directly in the pixel for 10000 times, without a sensor, allowing to measure the
contribution σjitter; the obtained contribution to the time resolution from the noise is, for a
charge of 2.4 fC and including the time walk correction, ∼ 72 ps.
Later, some laser pulse tests have been carried out, using p-on-n sensor, with a bias voltage
of 300 V; at first the laser was injected at the center of the pixel. The resolution obtained
with this method was ∼ 80 ps. In addition, the laser has been injected at different positions
across the pixels; the changing of the current shape due to the variation of the injection
position induced a degradation of the resolution of ∼ 85 ps. A test campaign measuring
the charge straggling contribution to the time resolution is still missing; however, from
simulations, the charge straggling contribution seems to worsen the resolution of 100 ps.
The time resolution budget for the GTK using p-on-n sensors is then:

σ =
√

σ2
jitter + σ2

distortion + σ2
straggling =

√
802 + 852 + 1002 = 150ps. (5.10)

However, studies to measure the effects of radiations and temperature on the ASIC, an
experimental confirmation of the charge straggling effect, and a study on how the pixel
geometry affects the time resolution in the case of Minimum Ionizing Particles crossing

2Field Programmable Gate Arrays
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the sensor are still missing. The data collected during the beam test that is the subject
of this analysis have the purpose of testing the performances of two sensors types (p-on-n
and n-on-p), as function of bias voltage, with data taken in the same conditions; moreover,
the second objective is the study of the effect of the pixel geometry on the time resolution,
using MIPs instead of laser pulse.

5.2. Beam test data analysis
The beam test that has been analyzed has been performed at CERN SPS in 2017 with a
π+ beam at 180 GeV/c, with the aim of studying the different contributions to the time
resolution. The experimental setup includes three tracking planes made of planar sensors
readout with TDCPix chips (the devices under test, DUT), and the LHCb VELO TimePix3
telescope, whose characteristics are detailed in [15]. The TimePix3 telescope has a high
spatial resolution which allows to precisely determine the position at which the particle
crossed the DUT. The data was collected with the two sensors types and with different bias
voltages applied to them. The main challenges for the analysis of the data set produced
during the beam test, is that the entire test has been performed without an external time
reference, and that the record of the relative and absolute positions of the DUT stations
have been lost. These features influenced the entire methodology of the beam test data
analysis, as it will become clear in the later sections.

5.2.1. Data sets
Data are divided into runs; each run has been taken at a different voltage bias, and contains
different data files for each detector plane and for different voltage bias settings. Stations 1
and 2 of DUT were positioned close together and inside a box, shown in Figure 5.11a, while
the third plane was placed outside the box (Figure 5.11b), at a larger distance, followed
by the 8 stations of TimePix3 telescope. For the purposes of the analysis, only runs that
present files for every device station have been considered.
A set of 6 samples with sensor biases of 100, 150, 200, 250, 300 V for n-on-p sensor, and a
set of 5 samples with sensor biases of 100, 200, 300 V were selected based on simple quality
criteria for this analysis

Data quality
The beam is in general very well collimated, and the chips of the three planes are fairly well
aligned. There are same time offsets between the planes, mostly due to non-equal delays in
the cables and electronics.
Another characteristic of the data set worth mentioning is the bad quality of the data
taken by the third station (the one outside the box), for both the sensor types: the n-on-p
plane 3 presented a malfunctioning row, while the p-on-n plane 3 showed some noisy or
disconnected pixels.
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(a) (b)

Figure 5.11.: 5.11a: The box with planes 1 and 2 of TDCPix, close together. Picture taken during
the test beam in 2017. 5.11b: The TimePix3 telescope (gray box) and plane 3 of
TDCPix ("L" structure in front of it). Picture taken during the test beam in 2017.

5.2.2. Time walk correction
A first coarse estimate of the TW corrections of each DUT was determined by using another
DUT as time reference as no external time reference is available. Few iterations were
performed, in which the TW corrections were used to improve the precision of the time
reference thus allowing to refine the TW correction of the DUT as function of the ToT.
Indeed, as shown in Figure 5.8, larger amplitudes correspond to larger ToT and a shorter
delay of detection. The delay of detection as a function of the ToT is derived for each
ToT bin thanks to the plots of ∆tij = ti − tj (shown in Figure 5.13), where i, j ∈ [1, 2, 3]

are the indices of the DUT stations and ti is the rising times respectively of the ith plane,
as function of ToT. These plots are shown in Figure 5.12 before (Figure 5.12a) and after
(Figure 5.12b) the iterated correction. The visible effect of the correction is to shrink and
flatten the distribution of Figure 5.12, and to shrink the ∆t distributions in ??.
For the purposes of this analysis, the time walk correction for each run is computed using
all the hits from all the pixels selected with the procedure described in section E, and
correcting for pixel to pixel time offsets.

5.2.3. Time resolution as function of bias voltage and sensor
type

The time resolution is obtained by fitting a Gaussian to the ∆t = ti − tj distribution
obtained after the three rounds of correction, where ti and tj are the rising times of the
two selected DUT modules. Assuming that the width of the Gaussian, σi−j , is the sum
in quadrature of the two resolutions, σi and σj , the resolution of a single module can be
extracted as:

σi =

√
1

2
(σ2

i−j + σ2
i−k − σ2

j−k). (5.11)
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Figure 5.12.: The ∆t as function of ToT plot (colors) with the mean values of ∆t for each ToT bin
(black dots), for planes 2 and 1, before (5.12a) and after (5.12b) the three rounds of
iterations.
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Figure 5.13.: The time difference ∆t = t2 − t1 for DUT stations 2 and 1, before (5.13a) and after
(5.13b) the three rounds of iterations.

Figure 5.14 shows the time resolution as a function of the voltage bias. The theoretical
resolution points shown in Figure 5.14 with the solid and the dashed black line have been
obtained using the model of [96], in particular with Equation 4.52, using the drift velocities
of electrons and holes, considering a width (w) of the square pixel of w =300 µm and a
thickness d = 200 µm, and exploiting the coefficients of Table 1 and Table 2, considering
a width over thickness ratio w/d = 1.5 and a w(d) = 0.14 (c.f. [96] Figure 4a, PAI sigma
curve). The n-on-p sensor time resolution, shown in Figure 5.14b, appears to be significantly
better than the one of p-in-n, shown in Figure 5.14a. This can be explained with the
following considerations.

Considerations
There are three main facts that need to be considered. First, the signal induced by a particle
crossing the sensor is made of two parts, the electrons-induced and the holes-induced signal.
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Figure 5.14.: Resolution as a function of voltage bias for p-on-n (Figure 5.14a) and n-on-p (Figure
5.14b sensors: plane 1 is in red, plane 2 in blue and plane 3 in pink. The green line
shows the results from previous tests [83]. The solid black line corresponds to the
theoretical time resolution computed thanks to the formula provided in [96], that
corresponds to the resolution of the sensor. The dashed black line corresponds to the
theoretical time resolution computed by taking into account the intrinsic resolution of
the TDCPix due to the electronics, which is 60 ps [97].

Second, according to Equation 5.6, the intensity of the current induced by the carrier is
larger for large weighting fields, and is hence larger for the charged collected by the pixel
electrode, where the WF is larger (cf Figure 5.7). Last, as mentioned in Section 5.1.4, the
contribution to the time resolution from the noise is inversely proportional to the time
needed to collect the charge. These three observations translate to the fact that, in general,
faster and more intense signal correspond to a better time resolution. Holes, which have a
smaller mobility than the electrons’, induce a slow signal, that is hence less steep and that
has a small signal-to-noise ratio compared to the signal induced by the electrons. On the
other hand, the signal induced by electrons is ∼ 3 times faster and is less affected by the
noise contribution. This fact is illustrated in Figure 5.15, in which the green line shows the
theoretical time resolution for a square pixel with d = 200 µm, as function of the ratio w/d,
for n-on-p sensors (electrons moving towards the pixel: 5.15a) and for p-on-n sensors (holes
moving towards the pixel: 5.15b).
Furthermore, according to Equation 5.7, the electrons are the fastest (and hence the main)
contribution to the total induced current. Having discussed these facts, it becomes clear
that the time resolution in n-on-p sensors is in general better than in p-on-n sensors. Indeed,
in n-on-p sensors, electrons derive towards the pixel electrode where the WF is more intense
[96], as shown in the sketch in Figure 5.16a; here, the product of the WF and the electric
field is maximum, making their contribution larger than in p-on-n sensors [107]. On the
other hand, in p-on-n sensors, electrons are collected in the part of the sensor where the
weighting is less intense. As stated in [96], the charges moving towards the part where the
WP falls to zero will not contribute to the signal, making the electrons’ contribution in
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Figure 5.15.: Time resolution for values ofd = 200 µm and V = 200 V as a function of the pixel size
w assuming the Landau theory for the charge deposit. The "c only" curve refers to
the effect from a uniform line charge. In 5.15a the electrons move towards the pixel
while in 5.15b the holes move towards the pixel. From [96].

p-on-n less intense (c.f. Figure 5.16b). A schematic of charge motion in n-on-p (Figure 5.16a)
and in p-on-n (Figure 5.16b) sensors is shown in Figure 5.16.
In addition, the results show that the time resolution improves with a higher voltage bias,
which is expected. The drift velocity of the charge carriers is directly proportional to the
intensity of the drift electric field (c.f. Equation 5.4). However, the results obtained in the
present analysis are worse than the ones from the previous analysis [83] [98]; this difference
is of around ∼ 20 ps in the case of n-on-p sensors, while it is in average much larger in the
case of p-on-n sensors. The hypothesis is that in this test beam, the noise contribution was
somehow larger. The origin of this discrepancy is not understood, a possible explanation
could be the presence of an additional jitter in the clock when it is distributed to the three
devices. This extra contribution to the time resolution could compromise the ability to
measure the weighting field effect; nonetheless, an attempt was made to measure it, and
the analysis of the collected data is presented in Section 5.2.4.

5.2.4. Resolution as function of position inside the pixel
By measuring the time resolution in the sensor as function of the pixel position, it is
in principle possible to quantify the weighting field contribution to the time resolution
budget. For this purpose, the TimePix3 (TPX) telescope has been used to reconstruct the
particles trajectory and determine the position at which they cross the pixels of the DUT.
The TPX data and the tracking are handled by the software Kepler, based on the Gaudi
event-processing framework [39]. Kepler handles the stations alignment, and performs the
tracking with the eight planes of TPX and with one plane of TDCPix. The positions of
the DUT stations were not noted in the logbook of the beam test, and it is impossible to
retrieve them from data. Hence, it is derived the best (x,y) position of the planes for some
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(a)

(b)

Figure 5.16.: A sketch of how the positive and negative induced charges drift towards the electrodes
for n-on-p (top) and p-on-n (bottom) sensors; the density lines represent the weighting
potential and are obtained with the software WeightField2 for the GTK sensor specifics.

supposed z position.
The alignment parameters are used not only by Kepler, but also in the following step of
the analysis.
Kepler provides a list of track with their position, slope, residuals and timing. After having
determined the offset in space and time between the DUTs and the TimePix3 telescope,
the hits in the DUTs were associated to the tracks reconstructed with the telescope and
aligned in time and space. The spatial resolution to determine the particle position at the
DUT has been computed using hits that fire two adjacent pixels in the DUT. The firing
of two adjacent pixels happens when a particle pass through the DUT pixel within 5µm
from the edge. 3 Using these hits to compute the residual (that is the difference between
the track coordinate and the hit coordinate) has the advantage of eliminating the main

3Also δ rays can fire two adjacent pixels. δ rays are not MIPs: they present large ToTs, which
makes it possible to eliminate their contribution to the spatial resolution.
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contribution to the spatial resolution given by the size of the DUT pixels. The residuals
for these selected hits (i.e. the difference between the track position and its associated hit
position at the DUT) are shown in Figure 5.17a for the X coordinate, and in Figure 5.17b
for the Y coordinate. From Figure 5.17a, two contributions are visible. By plotting the
residuals for each coordinate as a function as the ToT of the hit associated to the track
(shown in Figure 5.18), it is clear that the two contributions stem from hits that have
different ToT. The narrower part of the distribution is due to actual particles that cross
the detector plane, while wider contribution to the residual distribution can be attributed
to δ rays. δ rays have indeed larger ToT, as they are not MIPs. By fitting the two plots of
Figure 5.17 with the sum of two gaussian (one wider and one narrower), one can deduce
the resolution of the tracker, which is given by the width of the narrower distribution. The
spatial resolution is found to be ∼ 50µm on the y coordinate and ∼ 30µm on the x coordinate;
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Figure 5.17.: Residual plots for hits that fire two pixels, in X (5.17a) and Y (5.17b), fitted with the
sums of two gaussian distributions with the same mean.

The pixel area of the DUT were divided in 3 regions along the y coordinate and in 10
regions along the x coordinate, as shown in Figure Figure 5.19. Only the central sample in
y has been considered for the time being, as shown in Figure 5.19. The region to which a
hit belongs is determined thanks to the position of the intercept at the DUT plane of the
track associated to the hit. The time resolution in a given region was derived using the hits
associated to the tracks intercepting this region on the DUT. The distribution of the time
difference between these hits and the ones on the reference time DUT was fitted with a
Gaussian. From the width of the Gaussian, σs, and the reference time resolution, σr, the
time resolution for the region was estimate as:

σ1S =
√

σ2
s − σ2

r (5.12)

The time resolution is expected to improve when moving from the pixel edges towards the
center, because at the center, the weighting field is more intense. From the data of the
2017 test beam campaign, no significant variation of the time resolution was found, but
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Figure 5.18.: Residual plots for hits that fire two pixels, in X (5.18a) and Y (5.18b) respectively, as
function of the ToT of the hits associated to the track.

Figure 5.19.: Sketch of slicing of one pixel.

the precision of our results do not exclude it and calls for extra beam test campaign. In
such test, extra care should be taken in controlling the clock distribution jitter as well and
in measuring the relative position of the devices. Moreover, the code developed for this
analysis is versatile, and can be used to perform the same analysis on future beam tests
that aim to probe the weighting field contribution in silicon pixel detectors.

5.3. State of the art and future silicon sensors
Further beam tests with an external time reference are foreseen in the near future, on
planar sensors at different thicknesses and on new technologies such as LGADs. Such tests
are expected to provide quantitative results as far as the WF effect is concerned.
Apart from the silicon planar sensors, other sensor technologies are currently being devel-
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oped, or already used. An example of more recent sensors are the Low-Gain Avalanche
Detectors (LGAD), that merge the desirable characteristics of standard silicon detectors
to the advantages (high gain and therefore very good time resolution) of the Avalanche
PhotDiode (APD). LGADs operation principles are based on the avalanche effect, where
a single photon can trigger a cascade of electron-hole pairs through impact ionization,
resulting in significant signal amplification. With electric fields of the order of 300 kV/m,
the electrons (and holes, but to a lesser extent) acquire enough kinetic energy to generate
more electron-hole pairs. This is called charge multiplication; under these conditions, there
is a gain factor in the sensor that has an exponential dependence on the electric field,
proviging signals that are a factor of 10 higher than those of standard sensors [28]. The
LGADs optimised for time stamping are also called Ultra-Fast Silicon Detector (UFSD)
([28]). The advantage of using such technology is that these sensors can produce very large
amplitude signals, hence the noise contribution to the time resolution would be drastically
reduced, while using very thin sensors, that reduces the charge straggling contribution to
the time resolution. A schematic of the design of a LGAD sensor is shown in Figure 5.20.

Figure 5.20.: Schematic for the LGAD sensors. From [69].

One of the most recent technologies in the field of time-stamping silicon detectors is
the TimeSpot 3D ([26]): they are three-dimensional silicon sensors whose electrodes are
vertically etched into the wafer. This allows to shorten the distance that the signal has
to travel before being collected without reducing the sensor thickness and so the signal
amplitudes, lowering the percentage of signal loss and allowing to have good results even at
lower depletion voltages. A schematic of the TimeSpot 3D sensor is shown in Figure 5.21.
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Figure 5.21.: Geometry of a 3D trench-type silicon pixel. (A) Structure of a sensor and its doping
profiles (red for n+ doping, green for p- doping and blue for p+ doping). (B)
TimeSPOT pixel rendering with physical dimensions. From [26].
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6. Conclusions

Neutrino physics is a developing and exciting branch of particle physics; the study of
neutrinos and of their properties will lead to a better understanding of the fundamentals
laws of nature. One of the most compelling proof of beyond the Standard Model physics
are neutrino oscillations, and its discovery has created a new branch in particle physics.
The three-flavour paradigm still has some unknown variables, such as the octant of θ23 and
the CP-violating phase δCP , a fundamental parameter in the PMNS matrix that quantifies
the CP violation in the lepton sector. In addition, the neutrino mass hierarchy and the
value of neutrino masses are still unknown. Present and future experiments are dedicated
to measure these parameters to clarify the mechanism of neutrino oscillations. In particular,
accelerator based experiments aim to measure these unknown variables; new long baseline
experiments are under construction, and will use powerful beams to have a larger statistics.
However, the measurements at present and future LBNEs are limited by the systematic
uncertainties, in particular by the limited knowledge of the neutrino cross-sections and of
the interaction models.
In this thesis, a new paradigm for short- and long baseline experiments has been studied:
the neutrino tagging. This method proposes the use of spectrometers located along the
hadron beam line and along the decay region of a neutrino beam line; these spectrometers
are used to reconstruct the charged mother and daughters of neutrino-creating decays.
Furthermore, a unique pairing between the tagged neutrino and the interacting neutrino
at the far detector is possible using time and angular coincidences. The technological
challenges of operating silicon trackers in a very harsh radiation environment such as the
one of neutrino-creating beam can be overcome by using a narrowband, slowly extracted
beam. The neutrino tagging technique vastly reduces the systematic uncertainties that
affect neutrino oscillation studies. If used at a short baseline experiment, the tagging will
allow measuring νe and νµ cross-sections with a precision below 1%. This will then improve
the precision in oscillation measurements at tagged long baseline experiments, in particular
on the δCP parameter.
The feasibility of this technique has been proved for the very first time on data. For this
purpose, the NA62 experiment has been used. NA62, a kaon physics experiment located in
the North Area at CERN SPS, provides an intense 75 GeV/c K+ beam. Most of these K+

decay in muon and neutrino, naturally producing a neutrino beam. NA62 is equipped of a
beam spectrometer, a downstream particle spectrometer, an electromagnetic calorimeter,
a hadron calorimeter and a muon detector. The goal of this thesis has been to search
for K+ → µ+νµ decays with the neutrino interacting in the calorimeters. Finding such
fully reconstructed event proves the feasibility of the technique. The downstream detectors
allow designing a triggering strategy and an offline signal selection based on the expected
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signal topology. A blind analysis has been performed; a signal region has been chosen
using the two main variables that define the signal. The background pollution in the
signal region has been evaluated with a data driven method on the sidebands of the signal
region. The signal acceptance has been evaluated thanks to a Monte Carlo simulation;
the trigger efficiencies have been computed by measuring the detector response with data,
and by convoluting the detector response with the simulated signal properties. Upon
unmasking the signal region, two tagged neutrino candidates have been found; considering
the Poissonian statistics, this number remains compatible with the expected number of
signal events N exp

Kµν∗ = 0.228± 0.014stat ± 0.011syst. The proof of principle of the neutrino
tagging technique has been demonstrated with this data analysis. This is a crucial first
step towards the implementation of a full scale tagged neutrino experiments.
Moreover, a study of the factors that impact the time resolution in silicon pixel detector
has been performed. The time resolution of the spectrometers used in the tagging is indeed
of great importance: the tracker must be able to distinguish tracks from each other, in a
harsh radiation environment. For this purpose, a beam test performed with a telescope
using single chips based on the technology of the NA62 GigaTracKer, has been analysed.
Thanks to this analysis, the difference between the performances of n-on-p and of p-on-n
sensor types has been highlighted. However, due to additional contributions to the time
resolution, it was not possible to measure the weighting field effect across the device’s pixels.
This test beam campaign calls for further testing of the state-of-the-art devices.
The neutrino tagging technique holds promises for future neutrino physics analyses by
improving the precision on the measurement of the neutrino properties. The work presented
in this thesis is a major step towards the establishment of this method as an effective
paradigm.
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Bibliography – A. Intitulés des doctorats AMU

A. Intitulés des doctorats AMU
• Discipline

– Spécialité

ED 62 SCIENCES DE LA VIE ET DE LA SANTE
• Biologie santé

– Biochimie structurale

– Génomique et Bioinformatique

– Biologie du développement

– Immunologie

– Génétique

– Microbiologie

– Biologie végétale

– Neurosciences

– Oncologie

– Maladies infectieuses

– Pathologie vasculaire et nutrition

– Ethique

– Recherche clinique et Santé Publique

– Biotechnologie

ED 67 SCIENCES JURIDIQUES ET POLITIQUES
• Droit

– Droit Privé

– Droit Public

– Histoire du Droit

• Science Politique

ED 184 MATHEMATIQUES ET INFORMATIQUE
• Mathématiques

• Informatique

• Automatique
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Bibliography – A. Intitulés des doctorats AMU

ED 250 SCIENCES CHIMIQUES DE MARSEILLE
• Sciences Chimiques

ED 251 SCIENCES DE L’ENVIRONNEMENT
• Sciences de l’Environnement

– Anthropologie biologique

– Ecologie

– Géosciences

– Génie des procédés

– Océanographie

– Chimie

– Environnement et santé

ED 352 PHYSIQUE ET SCIENCES DE LA MATIERE
• Physique et Sciences de la Matière

– Astrophysique et Cosmologie

– Biophysique

– Energie, Rayonnement et Plasma

– Instrumentation

– Optique, Photonique et Traitement d’Image

– Physique des Particules et Astroparticules

– Physique Théorique et Mathématique

– Matière Condensée et Nanosciences

ED 353 SCIENCES POUR L’INGENIEUR: MECANIQUE,
PHYSIQUE, MICRO ET NANOELECTRONIQUE

• Sciences pour l’Ingénieur

– Energétique

– Mécanique et physique des fluides

– Acoustique

– Mécanique des solides

– Micro et Nanoélectronique

– Génie civil et architecture

– Nucléaire de fission

– Fusion magnétique
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Bibliography – A. Intitulés des doctorats AMU

ED 354 LANGUES, LETTRES ET ARTS
• Etudes anglophones

• Etudes germaniques

• Etudes slaves

• Langues et littératures d’Asie

– Chinois

– Vietnamien

– Coréen

• Arts

– Arts plastiques

– Sciences de l’art

– Musique et musicologie

– Etudes cinématographiques et audiovisuelles

– Arts de la scène

– Médiation culturelle des arts

• Pratique et théorie de la création artistique et littéraire

• Langue et Littératures françaises

• Littérature générale et comparée

• Langues, littératures et civilisations romanes

– Etudes hispaniques et latino-américaines

– Etudes italiennes

– Etudes roumaines

ED 355 ESPACES, CULTURES, SOCIETES
• Géographie

• Démographie

• Urbanisme et Aménagement du territoire

• Préhistoire

• Archéologie

• Histoire de l’Art
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Bibliography – A. Intitulés des doctorats AMU

• Histoire

• Sciences de l’Antiquité

• Mondes arabe, musulman et sémitique

• Etudes romanes

• Sociologie

• Anthropologie

• Architecture

• Cultures et Sociétés d’Asie

ED 356 COGNITION, LANGAGE, EDUCATION
• Philosophie

• Psychologie

• Sciences du Langage

• Sciences de l’Information et de la Communication

• Sciences de l’Education

• Sciences Cognitives

ED 372 SCIENCES ECONOMIQUES ET DE GESTION
• Sciences de Gestion

• Sciences Economiques

ED 463 SCIENCES DU MOUVEMENT HUMAIN
• Sciences du Mouvement Humain
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B. Preselection and Single Track K+ decay selection
The selection is performed only on data coming from bursts flagged as good by the standard
quality criteria, and then general conditions select events properly reconstructed [82]. To
this purpose an event must have [75]:

• no global reconstruction errors in any of the detectors;

• at least one CHOD hit;

• at least one and anyway less than 2000 LKr cells with energy deposited;

• either mask0, minimum bias (mask2) or neutrino trigger (mask10) mask present at
level 0;

• at least one and no more than 10 spectrometer track candidates reconstructed

The selection also requires that both data and Monte Carlo events satisfy some basic quality
requirements.
In addition, each event must have at least one good quality reconstructed STRAW track.
The criteria defining a good–quality track are detailed in the PNN internal note [75] and
listed below.

• hits are present in all four chambers;

• the reconstructed χ2 is ≤ 20

• the difference between the momentum measured before and after the fit is <20 GeV/c;

• the differences of the dx/dz and dy/dz slope of the track measured before and after
the track fit must be respectively < 0.0003 rad and 0.001 rad;

• the quality of the STRAW pattern recognition of the π+ candidate must be ≤ 4;

• more than 15 and less than 42 hits form the track;

• no vertex is formed with any other non-fake track, where:

– a track is considered to be fake if it is reconstructed with 3 chambers and if it
has a STRAW hit in common with another track or its χ2 > 30;

– the 2-track vertex is built if the closest distance of approach between the two
(CDA) is smaller than 15 mm, the position along the z axis Z vertex between 60
and 200 m and the track time difference smaller than 50 ns. The time of the
track is the average of the trailing time of the corresponding hits.

The track must be inside the geometrical acceptance of all the subdetectors. Moreover, the
tracks must have activity associated in time and space in NA48-CHOD, CHOD, RICH and
LKr. The LKr matching of the µ+ track is performed with both standard and auxiliary
clusters reconstruction. A MIP is not always reconstructed as a cluster in the LKr; when it
is not possible to find a cluster matched to the MIP, a track-cell matching is performed.
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The µ+ cluster is also searched for in the LKr auxiliary cluster reconstruction. In order to
identify the track as a muon track, a MUV3 candidate should be present within 7 ns of the
CHOD track times. Finally, a KTAG candidate with at least 5 sectors must be present
within 3 ns of the downstream time, which is defined as the mean of CHOD, RICH and
STRAW time of the daughter track, weighted by the time resolution of the corresponding
detector. The details of the matching of the single STRAW track to CHOD, NA48-CHOD,
RICH and LKr are specified in [75]. A STRAW track matched to signals in NA48-CHOD,
CHOD, RICH and LKr is referred to as a downstream particle.

B.1. Parent beam particle
A kaon candidate is identified thanks to the KTAG and the GigaTracKer. A parent beam
particle matched in KTAG and GTK is referred to as an upstream particle. A parent beam
particle that doesn’t have matched candidates in either KTAG or GTK is discarded. The
parent K+ of a selected downstream charged particle is defined by: the K+ candidate in
KTAG closest in time and within ±3 ns of the downstream particle; a beam track in GTK
associated in time with the KTAG candidate and in space with the downstream track in
the STRAW. Details on the association between GTK, KTAG and STRAW candidates are
specified in [82]. The association between GTK, KTAG and STRAW candidates relies on a
likelihood discriminant built from two variables: the time difference between the KTAG
candidate and the beam track (∆T(KTAG-GTK)); and the closest distance of approach of
the beam track to the downstream charged particle (CDA) computed taking into account
the bending of the particle trajectory in the stray magnetic field in the vacuum tank. The
track with the largest discriminant is the best candidate. The decay vertex, defined as the
mid-point between the beam and downstream track at the closest distance of approach [82],
must be in the Fiducial Volume of the experiment, which is 105m < zvtx < 170m from the
target.
Muon candidates of events flagged as K decays may originate outside the NA62 vacuum
decay volume, as a product of beam interactions with GTK3. Further conditions are hence
applied to prevent a beam particle undergoing inelastic scattering in upstream detectors[75]:

• Time-over-Threshold(ToT) of the GTK3 hits of the K candidate to be smaller than
23 ns;

• no CHANTI candidate associated to the µ candidate, with a CHANTI candidate
defined as at least one X-Y CHANTI coincidence within ±3 ns from the track RICH
time;

• no crowded events with large (>49) number of hits in any GTK station;

• any associated track in GTK, additional to the K candidate, must not form a vertex
with the mu candidate in the range 100000 < Zvertex < 105000 mm.
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C. Hit multiplicity rejection
All extra hits in time with time of the NA48CHOD candidate associated to the track
(TtrackNA48CHOD) are collected in LKr and the two hodoscopes (CHOD, NA48-CHOD).
LKr cells at coordinates (xhitLKr , yhitLKr), with energy EhitLKr deposited at time ThitLKr

form extra activity in the LKr if [75]:

• EhitLKr > 0.05 GeV;

• |TtrackNA48CHOD − ThitLKr| < 4 ns for EhitLKr < 0.3 GeV;

• -7 < TtrackNA48CHOD − ThitLKr < 10 ns for 0.3 ≤ EhitLKr < 2 GeV;

• |TtrackNA48CHOD − ThitLKr| < 10 ns for EhitLKr ≥ 2 GeV;

• the distance between the cell position and the track position at the LKr front face
must be >100 mm.

The CHOD in-time hit pads are associated to LKr extra activity if they are:

• within a rectangle defined by 200mm in x and 100mm in y from the CHOD hit.

Pairs of horizontal and vertical NA48CHOD slabs are associated to extra activity in CHOD
using the position of the extra in-time CHOD hits as a reference. A NA48CHOD slab pair
is matched to CHOD in-time hit if it is:

• within 5 ns of the CHOD hit;

• within a rectangle defined by 200mm in x and 100mm in y from the CHOD hit;

• both slabs are not hit by a track;

Pairs of horizontal and vertical NA48CHOD slabs are associated to extra activity in LKr
using the position of the extra in-time LKr hits as a reference. A NA48CHOD slab pair is
matched to extra LKr activity is it is:

• within 5 ns of the CHOD hit;

• not more than 100 mm away from the extra hit position;

• both slabs are not hit by a track.

Furthermore, events with more than two NA48CHOD hits reconstructed within 7 ns of the
track NA48CHOD time are discarded.
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D. TDCPix time tagging and raw data extraction
The time tagging is performed by time stamping the hits thanks to a fine counter (ranging
from 97.7 ps to 3.125 ns) and a coarse counter (with a precision of 3.125 ns), with a range of
up to 6.4 µs; this time unit is called a frame [97]. Then, in order to extend the time stamp
range, a frame word with an incrementing counter is inserted in the data every 6.4 µs. The
data registered by the DUT are written in binary files that can be divided into "blocks".
Each block contains a header and a payload; the latter is made of a varying number of
48 bits words, and it contains the information on the hits. In particular, the payload is
composed by two frame words that contain the correspondent frame number and number
of hits. Each frame word is followed by a list of hit words; each of them contains all the
information about the hits contained in the frame, such as its leading and trailing time and
its pixel address. However, if the hits contained in one frame are too many and the frame
word (that has a higher priority) needs to be placed in order to end a frame, it can happen
that some hits belonging to the frame n end up written in the frame n+1. In this case, the
hits are corrected and placed in the right frame offline: this is possible because the Most
Significant Bit (MSB) of a hit coarse time is repeated as the Least Significant Bit (LSB) of
the frame counter. This way it is always possible to associate to the correct frame the hit
words placed in a neighbouring frame; however, to be able to do this, it is always necessary
to read the frames two by two, in order to always have the current frame and the following
one kept in memory. This requirement has been the main challenge in the developing of
the algorithm used to read the raw data. Each raw file contains the information of one
DUT station. The size of each file is around 4 Gb each (∼ 3 billions frames each), that
corresponds to ∼ 108 hits per plane.
The raw binary files are read thanks to an algorithm that allows to cluster all the data
from 3 planes from the same run. Once the data are transformed in human-readable format
and clustered, it is much faster to process and analyse them, as they are also much lighter.
The clustering algorithms takes as input three files at a time, one per DUT station. The
clustering is performed with a time window of 8ns (that is ∼ 3σ of the time difference
distribution between planes pairs). The time offsets of planes 2 and 3 with respect to plane
1 is applied to each hit leading time, time-aligning them to station 1. The algorithm loads
a number of frames (N = 5 · 104) from every plane and then gradually erases the frames
already used each time, until the program reaches the end of the file. These files contain
frames that need to be temporally aligned between themselves before being able to start
the clustering procedure: it removes a frame from the memory only if it has been used
in the clustering, while constantly checking on the frame number of the current frame in
order to keep the frames from the three files time aligned and without jumps that would
compromise the clustering procedure.
The algorithm used is sketched in Figure 1 for clarity. At the end of the clustering procedure
step, the output consists of 3 files for each run, one for each plane couple. In order to
work with smaller files and reduce further the processing time, the pixel delay algorithm is
applied, described in Appendix E. This algorithm gives as outputs for each plane couple
some text files, where the best pixel couples are reported together with their average delay
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Figure 1.: The algorithm used for the data reading and clustering. This procedure allows speeding
up consistently the running time and to consistently lower the memory usage.

with respect to 0. This output file is then used as input together with the correspondent
clustered file for another application, creating a new clustered file that only contains the
previously selected pixels in both planes.
The 3 output files per run are then merged together, giving one file per run in which there
are only the hits in the selected pixels. These are the files that are used for processing and
physics analysis.

E. Pixel delay
In general, the pixel output signals are delayed due to the propagation time between the
pixels and the end of column (EoC) depending on the pixel position in the matrix. In
addition, the digital signals at the output of the pixel discriminators degrade as they transit
in the lines connecting the pixel to the EoC. Thus, the signal delay at the EoC increases
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with the distance travelled by the signal from the pixel; the time walk correction obtained
for a full chip is enough to get to the resolution that we wish for. This is what is called
pixel delay. For the DUT it does not yet exist an algorithm that computes efficiently the
pixel delay map; moreover, in absence of an external time reference, it is impossible to
perfectly time-align all the pixels, as all time differences are computed between 2 planes.
A custom-made algorithm has been developed during this project that found the N most
populated pixel pairs between two planes thanks to a unique pixel ID (UID): the definition
of the UID is the following: UID = x+40 ∗ y where x and y are the coordinate of the pixel.
The most populated N pixel couples are found by plotting the UID of the two stations
under analysis, and by selecting the most populated bins. The (x,y) coordinates of the
pixels of the two stations are then extracted. The algorithm subsequently computes the
average time difference between the hits belonging to the most populated pixel in the first
considered DUT station, and to the most populated pixel in the second considered DUT
station and the 8 adjacent pixels in the second plane, in order to avoid biasing due to
misalignment. For each pixel couple obtained thanks to the previous step, it computes the
average time difference on limited ToT range (in the 5 bins in which the ∆t as function
of ToT histogram crosses the 0). This time difference is registered together with the pixel
couple, and it is then applied hit by hit when computing time differences with hits coming
from the selected pixels. This allows to align all pixel couples to an average time difference
of 0. However, this procedure presented a bias that was spotted thanks to the hit maps of
the associated intercept for each pixel of plane 1. The associated intercept is the intercept
of the track reconstructed by the TPX telescope at the extrapolated plane position.

Figure 2.: Schematic representation of the pixel merging algorithm between station 1 and station 2.
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