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RÉSUMÉ EN FRANÇAIS

Ce mémoire a l’intention de résumer et d’assembler plusieurs des découvertes de la
recherche et des incompréhensions dans lesquelles j’ai travaillé avec bonheur pendant
les 15 dernières années de ma carrière scientifique. Cet ouvrage contient une partie de
l’histoire de mes recherches, réalisées en collaboration avec de nombreux collègues, dans la
conception d’un monde virtuel de population de cellules, nommé dans notre communauté
modèle informatique. Son objectif ambitieux est de prédire l’état futur des cellules et de
comprendre le comportement cellulaire.

Un modèle informatique ne reflète pas nécessairement la réalité (biologique). Sa con-
ception repose sur des hypothèses parfois fortes, et les résultats qu’elle produit doivent être
considérés selon les hypothèses de départ. Il peut cependant nous permettre d’avoir un
aperçu de la complexité des organismes vivants. Je recommande vivement de s’en éloigner,
de ne pas s’identifier à tout cadre de modélisation en particulier, et le questionner autant
que l’énergie et le temps peut le permettre. Il est sage et respectueux d’admettre que la
nature est merveilleuse et que les ordinateurs seront toujours limités par rapport à elle.

Cela dit, l’exercice de modélisation d’un système biologique est passionnant, et ses
résultats peuvent être utiles pour intégrer des informations et des mesures massives (pro-
duites grâce à des nouvelles technologies), pour guider humblement la compréhension
biologique et peut-être proposer une vue complémentaire à la décision médicale. Le pro-
cessus de modélisation d’un système biologique est précieux quand aucun intérêt financier
n’est derrière. Ce fut un privilège de travailler en science avec un tel environnement libre.
Concevoir, intégrer des données, exécuter et vérifier les calculs informatiques concernant
les prédictions d’un modèle, prend du temps et le temps nécessaire pour y parvenir dépen-
dra de la personne qui modélise, du cadre choisi de modélisation, de la réalité biologique,
et de l’affinité existante entre eux trois.

J’ai sélectionné cinq principaux groupes de recherches que j’ai menées entre 2013 et
2019 en tant que postdoctorante et maîtresse de conférences. J’en ai ignoré d’autres, qui
ont aussi été le terrain de collaborations étonnantes en raison des contraintes de temps. Je
n’ai pas tenu compte de traiter en détail les sujets de recherche que j’encadre actuellement.
Cependant, j’aurai pour ces travaux des mots particuliers dans le dernier chapitre. Le
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Resumé

Chapitre 2 commence par la vision du sujet de la consistance des signes, qui m’accompagne
depuis ma thèse, dans 2010, et qui se poursuit en 2022. La méthode est décrite au Chapitre
2 et son application dans le complexe domaine du Myélome Multiple est présentée au
Chapitre 3. Dans le Chapitre 4 nous abordons le sujet de la médecine personnalisée, et
comment nos méthodes proposent des solutions dans ce contexte. Enfin, les Chapitres 5
et 6 donnent un aperçu du processus d’apprentissage des réseaux Booléens à partir d’un
type particulier de données, la phospho-protéomique, qui permet de perturber et mesurer
en cas de perturbation les espèces du système biologique de manière à ce que les modèles
booléens peuvent être appris efficacement.

Chapitre 2 : coloration de la régulation des gènes et
de protéines

Le processus de régulation des gènes et des protéines au sein d’une cellule peut être
abordé de différentes manières. Dans notre approche, nous faisons l’abstraction que nous
pouvons utiliser un objet mathématique, un graphe, pour représenter les interactions en-
tre ces composantes au sein d’une cellule. Les interactions des gènes et protéines, au sein
d’une cellule, peuvent avoir un temps spécifique, une force spécifique, peuvent survenir ou
non selon des scénarios spécifiques. Ils peuvent être coordonnés, coopératives ou mutuelle-
ment exclusives. Ils peuvent être connus ou pas encore découverts. Cette complexité sera
représentée à l’aide du cadre de modélisation de la consistance des signes, qui a été l’un
de mes premiers efforts pour modéliser un système vivant. L’apparente simplicité de cette
approche peut cacher le problème combinatoire complexe sous-jacente. En utilisant ce
cadre de modélisation, nous avons modélisé certains mécanismes de régulation dans les
maladies humaines, tels que le Myelome Multiple.

Chapitre 3: application de la consistance des signes à
la modélisation du Myelome Multiple

Nous présentons dans ce chapitre une partie de l’étude de recherche que nous avons
publiée en 2017 [47]. Les lecteurs qui souhaitent approfondir la compréhension des méth-
odes et des résultats de ce travail sont référés à l’annexe A.2. Ce travail est le fruit d’une
collaboration avec Stéphane Minvielle et Florence Magrangeas, du CRCINA (Centre de
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Resumé

Recherche en Cancérologie et Inmunologie Nantes Angers). Cette collaboration a été fi-
nancée par GRIOTE (Groupement de Recherche en Intégration de données Omics à Très
grande Echelle) un projet rassemblant la recherche bioinformatique dans la région Pays
de la Loire. Le premier auteur du travail était Bertrand Miannay, qui a fait une thèse
de doctorat sous ma supervision. Nos collègues biologistes nous ont fourni un ensemble
de données non publiés. Il s’agissait des données de puces à ARNm de patients qui ont
développé un cancer du sang nommé Myelome Multiple. Ils étaient intéressés à découvrir
les réseaux de signalisation ou de régulation des gènes sous-jacents à ces données expéri-
mentales, avec l’optique de personnaliser le traitement de ce cancer. Nous commençons
cette partie en indiquant le contexte du myélome multiple (Section 3.2). Après, nous
présentons une revue des approches dites intégratives (Section 3.3), qui sont des méth-
odes utilisées classiquement pour relier un profil d’expression génique à un réseau ou une
voie biologique. Notre objectif ici est de clarifier comment l’approche de modélisation de
la consistance des signes peut être relié, et à quel niveau, à ce processus d’intégration.
Plus tard, dans la section 3.4, nous expliquerons les données biologiques que nous avons
utilisées dans cette recherche. Dans la section 3.5, nous montrerons les résultats que nous
avons obtenus.

Chapitre 4: les programmes logiques appliqués dans la
médecine personnalisée

Ce chapitre rappelle les travaux de recherche, basés sur des programmes logiques in-
spirés par de problèmes sur des systèmes biologiques, qui nous ont permis de distinguer
différents profils de patients. A différence des méthodes classiques de classification des
données omiques des patients, nos méthodes incluent des réseaux biologiques. La collab-
oration avec plusieurs personnes a contribué aux méthodes et aux résultats présentés ici.
Je peux citer : Misbah Razzaq, Lokmane Chebouba, Pierre Le Jeune, Bertrand Mian-
nay, Dalila Boughaci et Jérémie Bourdon. Je suis très reconnaissante pour l’énergie et
l’intérêt mis pour explorer ce domaine de recherche, qui dans la plupart de nos études
n’a pas été l’objectif principal du projet de recherche, mais des pistes que nous avons
fini par explorer guidées par l’intérêt aux données fournis par la communauté DREAM
challenges. Ces défis de l’ingénierie inverse consistent à proposer des données omiques à
la communauté méthodologique. Ces données ont une haute qualité et sont générés pour
aider dans la recherche sur le cancer. Nous avons soigneusement étudié trois ensembles
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de données de ces défis relatifs au: (1) myélome multiple, (2) leucémie myéloïde aiguë et
(3) cancer du sein. Les deux premiers jeux de données seront présentés dans ce chapitre
respectivement dans les sections 4.3 et 4.4. Le troisième sera présenté au chapitre 6. Pour
chacun d’eux nous avons proposé des méthodes basées sur des programmes logiques. Un
article de recherche présentant ces trois travaux ensembles a été publié dans [101]. De
nombreux paragraphes écrits ici sont tirés de cette publication.

Chapitre 5: apprendre des réseaux booléens

Ce chapitre résume une méthode que nous avons proposé pour apprendre des réseaux
booléens. La méthode fonctionne à partir d’expériences de phosphoprotéomique, où l’expression
d’un ensemble des protéines est observée lors de multiples perturbations du système. Ce
travail [125] nous a conduit à proposer l’outil caspo. Le système caspo, conçu en Answer
Set Programming, a été inspiré par CellNOpt [126], où la recherche du modèle optimal
a été conçue à l’aide d’algorithmes génétiques. caspo a inspiré d’autres travaux que nous
avons menés plus tard, comme [33], [127], ou [121] (voir chapitre 4). Nous en avons
présenté une version plus récente dans [128] intégrant de multiples fonctionnalités. caspo
continue d’inspirer des travaux similaires tels que [38, 17, 129]. Les applications de ce sys-
tème se présentent de manière naturelle lors de l’élucidation des mécanismes biologiques
cachés dans une masse de données à l’échelle du génome. C’est le cas avec le sujet de thèse
de Mathieu Bolteau, doctorant que je co-encadre actuellement. Son sujet de recherche est
dans le domaine du développement de l’embryon humain. Ce chapitre est organisé en suiv-
ant principalement les résultats que nous avons présentés dans [46] (voir Annexe A.3).
La recherche conduite avec caspo a été possible grâce aux efforts de tous les co-auteurs
de nos publications. Je citerai, spécialement, en raison de l’impact de leur contribution :
Santiago Videla, Anne Siegel, Julio Saez-Rodriguez et Irina Konokotina.

Chapitre 6: apprendre des réseaux booléens dynamiques

Dans ce dernier chapitre, il est présenté le problème d’inférer des réseaux booléens à
partir de données d’expression de séries temporelles sous perturbation. Ce travail a né-
cessité l’interaction de plusieurs anciens et nouveaux collaborateurs dans le cadre d’une
thèse de doctorat qui a donné de bons résultats, malgré le fait qui était un défi au début.
Dans ce projet de thèse j’ai co-encadré les travaux de Misbah Razzaq. L’étude présentée
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dans ce chapitre a été publiée dans [150] (voir Annexe A.4), les résultats présentés ici sont
extraits de cette publication. L’histoire complète de cette recherche n’a pas commencé ou
terminé avec cet article, des travaux de recherche précédents (publiés dans [151, 152]),
et futurs (publiées dans [150]) ont été faits et doivent être considérées pour comprendre
l’ensemble de cette contribution. L’apport de toutes les personnes co-autrices de ces pub-
lications a été important pour que cette recherche apparaisse. Je mentionne spécialement
deux collègues, Max Ostrowski et Loïc Paulevé, qui ont apporté un appui essentiel à ce
travail.

Conclusion

Ce manuscrit a présenté une partie de mes recherches qui consistaient à concevoir des
modèles informatiques à partir de ou pour des systèmes biologiques. Les méthodes que
nous avons proposées sont principalement basées sur la programmation logique à l’aide
du paradigme de Answer Set Programming (programmation par ensemble de réponses).
Ils interagissent pourtant avec des méthodes d’apprentissage automatique, des analyses
statistiques et une expertise biologique, afin de offrir des prédictions computationnelles
significatives répondant à des problèmes biologiques réels. Ce chapitre résume mes résul-
tats de recherche et propose des perspectives simples.

Des contributions à la biologie Les questions biologiques que nous avons abordées
et auxquelles nous avons répondu avec les méthodes examinées dans ce manuscrit sont :

- La compréhension des mécanismes de régulation, en termes de gènes ou de pro-
téines, concernant des interactions présentes dans le cancer. Principalement, du
Myélome Multiple [47] (voir chapitre 3) et Carcinome hépatocellulaire [48]. Ces
recherches ont été menées avec des biologistes, experts dans le domaine spécifique
du cancer étudié. Les résultats de notre méthode étaient conformes avec la lit-
térature biologique ou complémentaires aux techniques classiques pour trouver des
marqueurs.

- L’apprentissage de modèles informatiques à partir d’ensembles de données en pro-
téomique, qui peuvent prédire efficacement les ensembles de données de test. Ces
données ont été fournies par les défis DREAM (Dialogue on Revearse Engineer-
ing Assessment and Methods). Nous avons étudié, en particulier, la spécificité des
patients ou des lignées cellulaires appartenant à différentes classes. Ce type de
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recherche a été menée dans l’étude de la Leucémie Aigüe Myéloïde [121] (voir
chapitre 4) et du cancer du sein [150] (voir chapitre 6). Nos résultats ont été
comparés en détail avec d’autres méthodes analysant les mêmes données. Ils ont
produit, sur le contexte des publications citées, des résultats concrets sur des mé-
canismes non découverts auparavant et de meilleurs taux de prédiction.

Bioinformatique - récupération automatique des réseaux d’interaction Con-
cernant le domaine de la bioinformatique (plus spécifiquement les méthodes qui génèrent
des réseaux d’interactions à partir de bases de données), même s’il n’est pas abordé dans
ce manuscrit, il convient de mentionner le travail que nous avons entrepris dans [11],
qui exploite les connaissances à l’intérieur des bases de données d’interactions de gènes
et de protéines afin de construire des graphes d’interactions causales automatiquement.
Ce travail était basé sur le Web sémantique, et a produit des résultats très intéressants
sur les graphes générés, par rapport aux méthodes de l’état de l’art. Il est important à
mentionner que le réseau d’interactions, constitue ce que nous appelons Prior Knowledge
Networks, et qui est un élément de départ essentiel à toutes les méthodes proposées dans
ce manuscrit.

Modelisation de la biologie Enfin, ce qui a surtout occupé l’espace dans ma carrière
de chercheuse jusqu’à présent a été la modélisation de la biologie. Écrire un programme
(logique) qui calcule des hypothèses biologiques à capturé mon attention depuis déjà 15
ans. Les modèles que nous avons proposés sont en général très intuitifs, puisqu’ils tes-
tent des règles définissant le lien entre une espèce biologique avec ses voisins. Cependant,
comme les graphes reliant les espèces biologiques sont à grande échelle (composés dans
certains cas de milliers d’espèces) et incomplètes, leur analyse doive être soutenu par
une programmation efficace. Aussi, compte tenu de la grande masse de données expéri-
mentales, les approches automatiques offrent ici une excellente aide vers l’intégration et
compréhension des données expérimentales. La plupart de mes recherches reposent sur
deux structures de modélisation : la consistance de signes et l’apprentissage des réseaux
booléens.
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Chapter 1

INTRODUCTION

“Faire des plans d’avenir :
c’est aller à la pêche où il n’y a pas d’eau.

Rien ne se passe jamais comme tu l’as voulu ou craint.
Laisse donc tout cela derrière toi.”

— Christiane Singer

This memoir intends to summarize and mix together many of the research discoveries
and misunderstandings in which I have happily worked for the last 15 years of my scientific
path. This work contains a part of the story of my research, done in collaboration with
many colleagues, in the conception of a virtual world of cells population, named in our
community computational model. Its ambitious purpose is to predict the future cell state
and to understand cellular behavior.

A computational model is not necessarily reflecting (biological) reality. Its conception
is based on sometimes strong hypotheses, and the results it produces need to be considered
according to the original hypotheses. It can allow us, however, to have a glance of the
complexity of living organisms. I highly recommend to take a distance from it, not to
identify to any modeling framework in particular, and question it as much as energy and
time can allow. It is wise and respectful to admit that Nature is marvellous and computers
will always be limited compared to it.

Having said that, the exercise of modeling a biological system is exiting, and its results
can be useful to integrate massive information and measurements (produced with recent
technologies), to humbly guide biological understanding and maybe propose a comple-
mentary view to medical decision. The process to model a biological system is precious
when no financial interest is behind. It has been a privilege to work in science with such a
free environment. Conceiving, integrating data, running, and verifying the computational
predictions of a model, is time consuming and the necessary time to fulfill this will depend
on the modeller, on the modeling-framework, on the biological reality, and on the affinity

7



Introduction

between the three of them.
I have selected five main groups of research studies I conducted between 2013 and

2019 as a post-doc and as a maître de conférences. I have ignored others, which also have
been the ground of amazing collaborations because of time restrictions. Specially I am
ignoring to treat in detail the research subjects which I am currently supervising, but
for whom I will have special words on the last chapter. Chapter 2 starts with the vision
of the subject of sign consistency, which has accompanied me since my PhD thesis, in
2010, and continues in 2022. The method is described in Chapter 2 and a challenging
application of it in the domain of Multiple Myeloma is presented in Chapter 3. Chapter
4 handles the subject of personalized medicine, and how our methods proposed solutions
on this context. Finally, Chapters 5 and 6 give insights on the process of learning Boolean
networks from a particular type of data, phospho-proteomics, which allows to perturb and
measure upon perturbation the biological system species in a way so that Boolean models
can be effectively learned.
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Chapter 2

COLORING GENES AND PROTEINS

REGULATION

“There is a state, ’where’ problems are no longer settled in any particular
way. In the course of your life you have after careful consideration come to a
decision on many questions, have you not? But now you will have to realize

that no solution is ever conclusive; in other words, you will have to go
beyond the level where there is certainty and uncertainty.”

— Sri Ma Anandamayi

2.1 Introduction

The process of gene and protein regulation within a cell can be approached in different
ways. In our approach we make the abstraction that we can use a mathematical object,
a graph, to represent the interactions between these compounds within a cell. Genes and
proteins interactions within a cell may have an specific time, an specific strength, may
occur or not according to specific scenari. They can be coordinated, cooperative, or mu-
tually exclusive. They may be known, or not yet discovered (Section 2.2). This complexity
will be constrained using the sign-consistency modeling framework (Section 2.3), which
was one of my first efforts to model a living system. The appearing simplicity of this
approach may hide the complex combinatorial problem behind it. Using this framework,
we have approached some regulatory mechanisms in human diseases, such as Multiple
Myeloma (Chapter 3).
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2.2 Biological problem

2.2.1 Genes and proteins regulation

Each cell contains the knowledge of how much and which type of proteins they require
to function. Gene expression is the process in which the double-stranded DNA molecule is
converted into a string of aminoacids called proteins. Gene expression process has multiple
steps as shown in Fig. 2.1, among which transcription, when the double-stranded DNA is
converted in a single stranded RNA molecule; and translation, when the RNA is converted
into a protein. In some cases RNA itself may accomplish already a function. Transcription
is carried out mainly by the molecule RNA-polymerase, while translation is carried out
by the Ribosome protein.

Figure 2.1: Gene expression. The sequence of steps needed to transform a double-
stranded DNA molecule into a functional protein.

Gene products (proteins) have different functional roles and are expressed under dif-
ferent stresses. The decision concerning which genes should be turned on or switched off
is executed by transcription factors (TFs). TFs use metabolites/signals as an input infor-
mation from the environmental state and give a transcriptional response as an output [1].
Regulation of gene expression gives a cell the control over its structure and function. It
is the basis for cellular differentiation, as well as for versatility and adaptability of any
organism. Gene expression can be regulated at several levels, as shown in Fig. 2.1: initi-
ation of transcription (e.g. by repressor or activator proteins), premature termination of
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transcription, initiation of translation, and by post-translational effects. The challenge in
modeling gene expression regulation is to approach how all the components of the regula-
tory process interact in order to perform complex biological functions; this may result on
novel hypotheses that can help the understanding of a living system and support medical
treatment and decision.

2.2.2 Experimental technologies measuring gene expression

The analysis of gene expression is an area that has evolved tremendously over the
last decades. The development in 1977 of the Northern blot, to characterize the relative
abundance of an RNA sequence, led to the first analyzes of gene expression by measuring
the amount of messenger RNA (mRNA). This method, simple to set up and inexpensive
is still widely used today [2], and has seen many improvements concomitant with the
evolution of biological knowledge and the automation of analysis [3].

Three decades ago DNA chips (or microarrays) appeared [4], been able to measure
the mRNA concentration of thousands of genes [5] at the same time and in a specific
cellular state or condition. DNA chips were very useful in the comparison of different
gene expression profiles [6, 7, 8]. This technological advance has motivated the apparition
of the systems biology research field, having as a main challenge to propose methods and
concepts to exploit these observations [9].

A new revolution in the analysis of gene expression took place around 2008 [10] with
the first high-speed sequencers, or NGS (next-generation sequencing). NGS allowed se-
quencing all of the DNA fragments present in a sample, this made it possible to sequence
entire genomes and transcriptomes.

In the Multiple Myeloma case study presented in Chapter 3, gene expression was
measured using RNA microarrays obtained via Affymetrix technology. Later, in Chapter 4
we showed how gene expression measured by NGS was used to model and classify Multiple
Myeloma patients having different disease prognostics.

2.2.3 Regulatory networks

From biology to networks One of the types of gene regulatory mechanism we address
in this manuscript is the regulation of the transcription initiation. During this process a
molecule RNA-polymerase attaches to the promoter region of the DNA sequence (or gene)
and begins transcription along all the DNA strand. The RNA-polymerase transcription
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can be regulated by TFs that are proteins or proteins-complexes. They can be activators,
which enhance the interaction between RNA polymerase and a particular promoter en-
couraging the expression of the gene, or repressors, which bind to non-coding sequences
on the DNA strand impeding the progress of RNA polymerase along the strand, thus,
impeding the expression of the gene. This type of regulatory process can therefore be
represented by a transcriptional regulatory network (TRN), as shown in Fig. 2.2.

Figure 2.2: Small transcriptional regulatory network. Extract of the transcriptional
network of genes and proteins in Escherichia coli. The names in capital letters correspond
to TFs (proteins): HU and CRP, that can activate or repress other genes transcription.
Arrows ending with "->" or "-|" imply that the initial product activates or, respectively,
represses production of the product of arrival.

When including post-transcriptional regulation, biological networks, can become more
complex. Processes like translocation, modification, state transition, can appear and need
to be included in the modeling framework. For example, in Fig. 2.3 another type of
biological network is built, which includes transcriptional and post-transcriptional events.
It is nowadays possible to access the detailed information of regulatory events affecting
genes or proteins within a cell by using public (or private) Pathway Databases. In a paper
published in 2021 [11] we proposed a method to automatically interpret the information
available in such pathways databases to construct biological causal and signed graphs.

From networks to mathematical objects: graphs The mathematical formalisation
of gene regulation is applied on a biological regulatory network represented in the form of
an influence graph or interaction graph. An influence graph is a common representation
for biochemical systems where arrows show activations or inhibitions. Basically, an arrow
between A and B means that an increase of A tends to increase or decrease the production
rate of B depending on the shape of the arrow head. For example, in the influence graph
representing the network depicted in Fig. 2.2, common sense can be used to state that
an increase of HU should result in a decrease of the production rate of galE. However, if
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Figure 2.3:RSTC (receptor - signaling - transcription - cellular process) network
This network was generated from the Pathway Interaction Database explaining the up-
regulated genes induced after HGF (Hepatocyte Growth Factor) stimulation in Human
cells. The graph legend is provided in the lower box. The seed nodes are composed of: HGF
receptor nodes, the protein nodes where two-fold up-regulated genes could be overlayed,
and the cell migration and proliferation nodes. These nodes were used to generate the
RSTC network.
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hupA increases and hupB decreases, then nothing can be said about the variation of HU.
Influence graphs can be built using a natural passage from transcriptional regulatory

networks. This is because TRNs hold interactions of the form TF-gene, in which the rate of
production of the gene is affected by the concentration change of the TF that transcribes
it. Even so, any kind of biological network may be studied as long as their interactions
can be mapped as influence, i.e. A influences B if increasing or decreasing concentration
of A affects the production rate of concentration of B.

The edges of an influence graph must be labeled with discrete signs as ’+’, ’-’, and ’?’,
where ’+’ represents a positive influence (e.g. activation of gene transcription, recognition
of a gene promoter region, or formation of proteins complexes), ’-’ a negative influence
(e.g. inhibition of gene transcription, inactivation of a protein), and ’?’ a dual or com-
plex regulation. The transformation from biological networks pictures or representations
towards influence graphs could be thought as trivial or direct (see Fig. 2.4). As shown in
[11], this is currently not the case.

Figure 2.4: Biological network represented as an influence graph A regulatory
network (A) mapped into an influence graph (B). Interactions among molecules create an
influence graph. The arrows in the influence graph represent a positive (+) or negative
(-) influence.

2.3 Formalization of gene regulation: the sign consis-
tency modeling

The objective of formalizing gene regulation is to integrate in a formal mathematical
framewok, and later on a computational system, the main concepts explained in Section
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2.2: gene expression regulation and gene expression measurement, so that they can speak
by themselves. These words may be understood in logic as verification of satisfiability. In
more intuitive terms, inspired by an Artificial Intelligence paradigm, the idea will be to
generate new knowledge from a given (known) information and given a set of (logical)
rules of deduction, limiting what is accepted or not. We will refer in Section 2.3.2 to this
constrained deduction as consistency.

Gene expression regulation will be formalized using a mathematical object, known as
an interaction graph; while gene expression measurements, as discrete colors in the pre-
vious graph. Back ago during my PhD thesis in 2006 at the Université de Rennes 1 in
the research team Symbiose of the INRIA research laboratory, I joined a group of persons
that set up the basis of this mathematical formalization [12]. If my memory is correct I
can mention here my PhD supervisor, Anne Siegel, and precious colleagues and scientific
mentors Ovidiu Radulescu, Michel Le Borgne, and Philippe Veber. The first computa-
tional modeling framework developed was based on Ternary Decision Diagrams, the tool
name was Sigali; it switched then to Bioquali [13], also based on decision diagrams, but
providing an interactive user friendly visualisation tool via Cytoscape; and after a long
collaboration with the University of Potsdam colleagues (Torsten Schaub, Sven Thiele,
Martin Gebser) the computational framework evolved into answer set programs [14, 15];
finally with a collaboration with the Max Plank Institute for Dynamics of Complex Tech-
nical Systems (Steffen Klamt), our computational tool became stable with the name of
Iggy in 2015. This is nowadays a stable framework to model gene expression regulation,
well documented and maintened at https://bioasp.github.io/iggy/. It has been the
basis to many applications I have conducted; and it continues to be in movement (see
for example an application to experimental design in [16]), and a source of inspiration to
different type of consistency modelings frameworks of gene regulation such as [17].

Telling this long research story is not an easy exercice, the choice here is to refer
to the reader that searches for details to the Appendix A.1, to one of, up to now, the
most complete paper we published about the recent version of Iggy. In this section, I
will repeat some of the key notions and concepts that were formulated on that work.
These notions will be important to understand how Iggy has been applied recently to
model Multiple Myeloma and Hepatocellular carcinoma. These application part will be
presented in Section 2.4.
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2.3.1 Motivation: one modeling framework upon many others

As mentionned in Section 2.2, the advancements of measurement technologies and
high-throughput methods in molecular biology have led to a tremendous increase in the
availability of factual biological knowledge as well as of data capturing the response of
biological systems to experimental conditions. Knowledge about metabolic, signaling, and
gene regulatory interactions and networks has been available in databases such as KEGG,
RegulonDB, PID, or Reactome which can be used as a starting point to build causal
models of bio-molecular networks [18]. We deepen this research area, from databases to
causal models, in a work published in 2021 [11]. Specifically, signaling and gene regu-
latory networks carrying signal and information flows can be represented as interaction
or influence graphs [13, 15, 19, 20, 21], Bayesian networks [22], some form of logic (in-
cluding Boolean or constrained fuzzy logic) modeling [19, 23, 24], or ordinary differential
equations [25, 26, 27]. However, there is an increasing need to relate large-scale network
models to high-throughput data in order to (in)validate network topologies or to decide
which regulatory or signaling interactions are present in a particular biological system,
cell type, or environmental condition.

Significant work has been published on this subject, attempting to detect inconsisten-
cies among measured high-throughput data and signaling and regulatory networks and
to subsequently identify missing or inactive interactions such that the optimized network
structure maximizes consistency with experimental data [13, 19, 28, 29, 30, 31, 32, 33].
Some of these approaches use signed directed graphs, also called interaction or influence
graphs (IG), as underlying model where edges indicate either positive or negative effect
of one node upon another. Although these models are qualitative and simple, they have
frequently been used to study signal flows in a wide range of biological systems. Moreover,
the fact that every Boolean and every ODE model has an underlying interaction graph
renders their analysis directly relevant for other modeling formalisms and it has been
shown that some important global properties of Boolean or ODE models are determined
by the structure of their associated IG [21, 34, 35]. IGs have also been used for quali-
tative reasoning, to describe physical systems where a detailed quantitative description
is unavailable [36]. In fact, this has been one motivation for using IG in the context of
biological systems [35] where knowledge and data are usually uncertain.

One important class of methods relating IG with experimental data is based on the no-
tion of sign consistency. The key idea here is to represent the potential network behaviors
resulting from steady-state shift experiments (such as upregulation or downregulation of
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node activation levels after network perturbations) by certain kinds of discrete constraints.
A first computational approach based on sign consistency was introduced in [13]. There,
experimentally measured changes in node activities were represented by two labels (in-
crease, decrease) on the IG nodes. Constraints relating nodes labels and IG are introduced
to model the propagation of regulatory effects. Later, in [14, 15], Answer Set Programming
(ASP) [37] was used to find admissible node labelings adhering to the posed constraints,
and optimal repairs to restore sign-consistency were proposed. A related formalism was
presented in [32], which more recently has been adapted by using sign-consistency to
propose experimental designs [38].

The objective of this section was to introduce the history of sign-consistency ap-
proaches and to briefly situate them related to other biological network modeling ap-
proaches. We continue, in next section, with the core of the mathematical formalisation
of this framework.

2.3.2 The core of sign consistency

Definitions

An influence or interaction graph (IG) is a signed directed graph (V,E, σ), where
V is a set of nodes, E a set of edges, and σ : E → {+,−} a labeling of the edges. Every
node in V represents a species in the modeled system and an edge j → i means that the
change of j in time influences the level of i. Every edge j → i of an IG can be labeled
with a sign, either ’+’ or ’-’, denoted by σ(j, i), where ’+’ (’-’) indicates that j tends to
increase (decrease) i. Examples of IG are given in Figs. 2.5 and 2.2.

Figure 2.5: Influence or interaction graph IG with a positive feedback loop between
E and F.

In this modeling framework, we confront the IG with experimental profiles. Exper-
imental profiles are supposed to come from steady-state shift experiments where, initially,
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the system is at steady-state, then externally perturbed in certain nodes, settles eventu-
ally into another steady-state. For some species S ⊆ V (genes, proteins, or metabolites)
concentrations are measured in the initial and final state. The raw data is given by a real
value obs(s) for every measured species s ∈ S specifying the difference of the node states
at the beginning and in the new steady state. As defined below, we determine for these
nodes whether the concentration has increased, decreased or not significantly changed.
These discrete values can be represented as signs or colors.

Data discretization

Our approach will use discretized experimental measurements. For this, we thought
on using four (condition-dependent) thresholds t1 ≤ t2 < 0 < t3 ≤ t4, allowing one
to consider uncertainties in the discretization process. As illustrated in Fig. 2.6, these
thresholds define a mapping µ : S → {−,O, 0,4,+} as follows:

µ(S) =



− if obs(s) ≤ t1

O if t1 < obs(s) ≤ t2,

0 if t2 < obs(s) ≤ t3,

4 if t3 ≤ obs(s) ≤ t4,

+ if t4 < obs(s)

Figure 2.6: Iggy : discretization of experimental observations We assume the real
values of observed experimental measurements on molecular species given in a continuous
scale. When imposed a set of thresholds ti, the real values are discretized into 5 discrete
values.

Experimental measurements which are smaller than t1, bigger than t4, and between
t2 and t3 are considered as certain (decrease ’-’, increase ’+’, no-change ’0’), while mea-
surements that are between t1 and t2 (resp. t3 and t4) are uncertain (uncertain-decrease
O, uncertain-increase 4) and not exactly classifiable. Having said that, an experimental
profile (S, I, µ) is defined by the set of measured species S, the set of input nodes I ⊆ S

(the experimentally perturbed species) whose changes are trivially explained, and the
mapping µ as defined above.
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Local consistency rules

Given an IG (V,E, σ) and an experimental profile (S, I, µ) one can describe the
rules that relate both. For this purpose we look for total labelings (or coloring mod-
els) µt : V → {−, 0,+} that satisfy the local constraints defined below. It is important
to notice that µt will define a total labeling using the three labels {−, 0,+} whereas
µ defines a partial labeling (only measured nodes are labeled) based on the five labels
{−,O, 0,4,+} representing the discretized measurements.

With the first constraint, we look for total labelings µt that satisfy the observed
measurements captured in the partial node labeling given by µ:

Constraint 1 (satisfy observations) Let (V,E, σ) be an IG, (S, I, µ) an experi-
mental profile, µt : V → {−, 0,+} be a total labeling, and let i ∈ V be a node with
µt(i) ∈ {+, 0,−}. Then µt satisfies Constraint 1 for node i iff:

- i /∈ S, or
- µ(i) ∈ {+,4} and µt(i) = +, or
- µ(i) ∈ {4, 0,O} and µt(i) = 0, or
- µ(i) ∈ {O,−} and µt(i) = −

Uncertain measurements restrict the labeling of a node to two out of the three values
{+,−, 0}, while measurements with high certainty fix a node’s label to exactly one value.

In the following constraint we demand for every non-input node i, that its change µt(i)
must be explained by the total influence of its predecessors in the IG. The influence of j
on i is given by the product µt(j)σ(j, i) ∈ {+,−, 0}.

Constraint 2 (change must be justified by a change in a predecessor) Let
(V,E, σ) be an IG, (S, I, µ) an experimental profile, µt : V → {−, 0,+} be a total labeling,
and let i ∈ V \ I be a non-input node with µt(i) ∈ {+,−}. Then, µt satisfies Constraint
2 for node i if there is some edge j → i in E such that µt(i) = µt(j)σ(j, i). Constraint 2
demands that increases and decreases of a node in the network must be explained by at
least one of its direct predecessors.

This is a very generic or permissive constraint, that allows that many coloring models,
or total labelings µt, exist. It is, however, subject to further exploration in case a clear
description of the regulatory mechanism is given. For example, a cooperation, a complex-
formation, or a competition. In [39] we explored a principle of maximising the direct
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predecessors sign agreement with the target sign. Currently, in the context of the PhD
thesis of Sophie Le Bars, we have proposed a majority rule in which the sign of a node
reflects (in a more quantitative way) the part of the parents that is more sign-dominant
(article accepted for publication in BMC Bioinformatics).

Constraint 3 (0-change must be justified) Let (V,E, σ) be an IG, (S, I, µ) an
experimental profile, µt : V → {−, 0,+} be a total labeling, and let i ∈ V \ I be a non-
input node with µt(i) = 0. Then µt satisfies Constraint 3 for node i if there is either no
edge j → i in E such that µt(j)σ(j, i) ∈ {+,−} or there exists at least two edges j1 → i

and j2 → i in E such that µt(j1)σ(j1, i) + µt(j2)σ(j2, i) = 0.
Constraint 3 restricts the occurrence of 0-changes. A node is only allowed to show

0-change if it receives either no influence or contradictory influences. This constraint thus
assumes that each influence has indeed an effect and only contradictory influences can
cancel each other out.

In Fig. 2.7, we illustrate the local constraints in IGs with different labelings where
green stands for increase, red for decrease and blue for 0-change. Notice, that Constraint 2
intentionally allows situations like in labeling g and h, where D is labeled as 0-change even
if the predecessor B is showing an increase resp. decrease. On the other hand, Constraint 2
forbids D to increase or decrease, if all predecessors are labeled as 0-change.

Figure 2.7: Iggy : summary of local reasoning constraints. IGs with different label-
ings where green stands for increase, red for decrease, and blue for 0-change. All labelings
satisfy the basis of Constraint 2 for node D, but only the labelings a-d satisfy also Con-
straint 3.
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From local to global reasoning

There might exist several total labelings that satisfy the local constraints for some
nodes. We are interested in checking global consistency, where a total labeling exists such
that the local constraints are satisfied for all nodes. In Fig. 2.8, we illustrate an IG together
with a partial labeling which is locally consistent but globally inconsistent. In other words,
there exists two total labelings such that the local consistency rules (Constraints 1, 2 and
3) are satisfied, for either A or B, but there exists no single total labeling that satisfies
these constraints for all nodes.

Figure 2.8: Iggy : global sign consistency. Example for an IG with partial labeling,
which is locally consistent for A and B, but globally inconsistent because there exists no
single total labeling satisfying Constraint 2 for A and B.

We use the previously defined constraints to define the following global consistency
notions.

Consistency Notion 1 (weak propagation, WP) We call an IG and an experi-
mental profile (S, I, µ) consistent under weak propagation (WP), iff there exists a total
labeling µt such that Constraints 1 and 2 are satisfied for all nodes.

Consistency Notion 2 (strong propagation, SP) We call an IG and an experi-
mental profile (S, I, µ) consistent under strong propagation (SP), iff there exists a total
labeling µt such that Constraints 1, 2 and 3 are satisfied for all nodes.

In the paper shown at the Appendix A.1 we mentionned two others consistency con-
straints, the reader interested to understand all available Iggy functionalities is invited to
read them in detail.

Consistency checking

We can now apply the previously defined consistency notions to enumerate consistent
total labelings and to verify the consistency of network and observation data for a given
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experimental profile. We consider an IG consistent with an experimental profile (S, I, µ)
if there exists at least one consistent total labeling (consistent with respect to the chosen
Notion WP, SP). Consider Fig. 2.9 which shows the total labelings of the IG in Fig. 2.5
consistent with an example experimental profile (A and D were increased resulting in a
measured 0-change in H) under the different consistency notions. Note that the notions
become more strict, accepting less labelings as consistent and therefore excluding certain
system behaviors. The set of admissible labelings under SP is a subset of the admissible
labelings under WP.

Figure 2.9: Iggy: checking for consistency. Consistent total labelings of the example
in Fig. 2.5 under different consistency notions. In this example, there is a partial labeling
given over 3 nodes in the graph, and 43 possible coloring models or labelings consistent at
least under one consistency notion (WP or SP) are fully displayed. Note that all possible
labelings are 35. A grey cell indicates that the labeling above is consistent and a white
cell with “.” means that it is not a consistent labeling.

Predictions under consistency

The consistency check of network and experimental data is the first analysis that is
performed with the sign consistency approach. If network and data are consistent the
sign consistency approach can be used to predict the behavior of unmeasured entities in
the network. This can also be used to predict the outcome of a planed experiment and
reversely to plan an experiment that should result in a specific desired behavior.

In the sign consistency approach, we call a statement (or sign) that holds in all consis-
tent labelings, under the given consistency notion, a prediction. We assume that if some
species of the system have the same sign in all consistent labelings, their sign can be
predicted. We predict that a species increases ’+’ (resp. decreases ’-’, does not change
’0’) if it increases (resp. decreases, does not change) in all consistent labelings. We call
these strong predictions, because the possible behaviors (or signs) of a species are reduced
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to exactly one. Further, we can predict that a species does not increase (resp. does not
decrease, does change) if it does not increase (resp. not decrease, does change) in all con-
sistent labelings. Therefore, we can also predict weak increase ⊕, when a species does
not decrease, but increases in at least one consistent labeling, and does not change in
another consistent labeling. Likewise, we predict weak decrease 	 when a species does
not increase, but decreases in at least one consistent labeling, and does not change in
another. Finally, we predict change ± when a species does always change, it increases
in at least one consistent labeling and decreases in another. We call ⊕, 	, and ± weak
predictions because one possible sign is excluded while one degree of freedom is left.

For example, in Fig. 2.9, for the consistency notion SP, we observe that there are 2
consistent labelings. In which node B is predicted as increase (’+’), and G as ’0’, strong
predictions. While nodes C, E, F are predicted as ±, corresponding to a weak prediction.
For the consistency notion WP, only B can be weakly predicted as ⊕; the rest of the nodes
will not be predicted because their values can take signs in {+,−, 0} in all the consistent
labelings.

Formally, for a set V of nodes in our network and the setM of labelings consistent with
our experimental profile, we define the prediction function pred : V → {+,−, 0,⊕,	,±}
as follows:

pred(x) =



+ if ∀µ ∈M : µ(x) = +,
− if ∀µ ∈M : µ(x) = −,
0 if ∀µ ∈M : µ(x) = 0,
⊕ if ∀µ ∈M : µ(x) 6= −,∃µ ∈M : µ(x) = +,∃µ ∈M : µ(x) = 0,
	 if ∀µ ∈M : µ(x) 6= +,∃µ ∈M : µ(x) = −,∃µ ∈M : µ(x) = 0,
± if ∀µ ∈M : µ(x) 6= 0, ∃µ ∈M : µ(x) = −,∃µ ∈M : µ(x) = +,
none else.

Repairing inconsistent networks and data

If network and data are inconsistent the natural question arising is how to repair
networks and/or data, that is, how to modify network and/or data in order to re-establish
their mutual consistency. A major challenge lies in the range of possible repair operations,
since an inconsistency can be explained by missing interactions or inaccurate information
in a network as well as by measurement errors. The sign consistency approach can be used
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to determine a set of repair operations that are suitable to restore consistency. Typically,
plenty of suitable repair operations are possible, in particular, if multiple repair operations
are admitted. However, one usually is only interested in repairs that make few changes
on the model and/or data. These minimal repair sets cannot only be used for hypotheses
generation (e.g., which data might be questionable or which edges might be missing or
inactive) but as a quantitative measure for the fitness of model and data. Also note
that once consistency is re-established, network and data can again be used for predicting
behaviors of unmeasured entities. We will focus here on explaining the Minimal Correction
Sets (MCOS). We refer to the reader to two studies detailing different repair operations
[15, 32] to see all possible repairs implemented currently in Iggy.

Minimal Correction Sets (MCOS) To resolve inconsistencies we chose to add new
influences to the model. Adding an influence can be used to indicate missing (unknown)
regulations or oscillations of regulators that would explain the (topology-inconsistent)
measurements. We use minimal correction sets (MCOS) as minimal sets of new signed
(positive or negative) input influences that restore consistency of model and data. MCOS
are defined as signed influences and are specific for a single experiment; they might be
incompatible with other experiments. Note that every inconsistency can be repaired by
adding a new influence. Therefore, adding influences is always suited to restore consistency.
Also the MCOS can be interpreted as a measure of consistency of model and data. Fig.
2.10 illustrates how repair through addition of influences works.

Prediction under minimal repair

The sign consistency approach enables prediction even if model and data are mutually
inconsistent. Predictions under minimal repair are obtained from the identification of
consequences (or predictions) shared by all consistent labelings under all possible minimal
repairs. Note that this approach although it confines to minimal repairs following the law
of parsimony, does not favour any of the possible minimal repairs but only considers a
statement a prediction if it holds under every minimal repair.

2.3.3 Sign consistency as a (brief) logic program

It is not our objective here to provide a full explanation of logic programming. Readers
interested on the theory and practice of Answer Set Programming (ASP) are referred to
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Figure 2.10: Iggy : minimal correction sets (MCOS) repair Given the inconsistent
labeling presented in the top-left IG, there are three alternative repair sets: repair set (a)
adds a positive influence to A, repair set (b) includes a negative influence on B, and repair
set (c) includes a positive influence on A and a negative influence on B. Repair sets (a)
and (b) are minimal (1 repair), while repair set (c) is not minimal (2 repairs). From the
set of consistent labelings under minimal repairs, (a) and (b), the strong predictions are
pred(A) = +, pred(B) = −, and the weak predictions is pred(C) = ±.

[37, 40, 41]. In this section, we aim to explain how sign-consistency constraints can be
encoded in a logic program. For a more detailed exploration of the logic programs behind
Iggy we refer the reader to two papers [14, 15] where the ASP encodings are carefully
explained.

Brief ASP explanation In ASP a logic program is composed of a set of logical rules,
which are themselves written using first-order predicates that relate objects (constants
or terms). For example stating that a is a node in a graph can be represented by the
predicate node(a). Logical rules can express different forms of ideas, with respect to
predicates: predicates can be facts, always true; they can be inferred according to an
specific logic (read from right to left); and they have to respect certain constraints. The
solution of a logic program is called the answer sets. This solution is not written by the
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human modeling the problem, but deduced automatically by the solver. For providing
this solution, the solver checks if there is a stable Herbrand model [42] composed by a set
of predicates justifying each rule of the logic program.

In modeling ASP logic programs one has to have in mind this particular set of answer-
sets (predicates), composed of predicates derived from a combinatorial space of possible
candidates, that satisfy all the given rules, in which can exist bonus elements (not disre-
specting any rule), and that can be inferred by the program logic. A classical form of a
logical rule in ASP is given by:

1 a0 :- a1 , ... , am , not am+1 , ..., not an.

This rule can be read as: if a1, . . . , am are true and non am+1, . . . , an can be proved to
be true, then a0 must be true. ai are predicates, also named atoms. The head of the rule
is the left part of it (a0). The body, the right part. A rule without a body is called a fact:
what is in the head is always true in the answer-sets of the logic program. A rule without
a head is called integrity constraint: what is in the body is forbidden to be included in
the answer-sets of the logic program. The answers of such logic programs refer to stable
Herbrand models. They can be understood as a set of predicates that hold (true) for each
rule of the program. A logic program can also give an usatisfiable answer, meaning that
there does not exist a set of predicates satisfying all the rules given in the logic program.

Sign consistency logic program ASP programs are used in search combinatorial
problems, as coloring graphs; this is why we adopted this strategy in modeling the sign-
consistency approach. ASP proposes an interesting paradigm to encode or model problems
aimed at exploring discrete domains with specific simetries, as the one formalised in
Section 2.3, when IGs have thousands of species. In the following, we formulate a simplified
version of the sign-consistency modeling in a logic program. We aim with this example to
give an idea of the logical rules implemented in Iggy and to show a reader not familiar
with the ASP paradigm the semantics and syntax of a logic program.

To explain the logic program that decides on sign-consistency we use the IG and
expression profile depicted in Fig. 2.11. The logic program shown in Listing 2.1 aims to
express the logic of the Constraint 1: weak propagation (WP) (Section 2.3). Lines 1 − 5
express what is called the problem instance, referring to the set of facts (heads of the rules)
that are always true. In particular these lines will set the constants (words starting by
a lowercase letter) of our problem. Line 1 expresses a predicate signs which sets up the
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Figure 2.11: IG and expression profile. Signed and oriented IG: red arrows refer to
inhibitions, while red to activations. The partial labeling is given for two nodes: rpsP and
rpmC, both up-regulated (observed as ’+’).

domain of signs we will explore in this problem {+,−}. Notice that the ’;’ facilitates the
writing of the rule: it is identical to write two rules: signs(down). signs(up). Notice
that all logical rules end with a ’.’. Line 2, expresses the nodes of the graph by using the
predicate vertex. Line 3, expresses the partial labeling µ of the graph by using the binary
predicate observedV. That is µ(rpsP ) = +. Lines 4 and 5 express the edges of the IG,
their orientation and sign by using the predicate observedE.

1 sign(down;up).
2 vertex (rpsP;fnr;arcA;rpmC).
3 observedV (rpsP ,up).
4 observedE (fnr ,rpsP ,down). observedE (fnr ,rpmC ,up).
5 observedE (arcA ,fnr ,down). observedE (arcA ,rpmC ,down).
6

7 { labelV (I,S):sign(S)} = 1 :- vertex (I).
8 labelV (I,S) :- observedV (I,S).
9 { receive (I,S):sign(S)} = 1 :- vertex (I).

10 receive (I,up) :- observedE (J,I,S), labelV (J,S).
11 receive (I,down) :- observedE (J,I,S), labelV (J,T), S!=T.
12 :- labelV (I,S), not receive (I,S).

Listing 2.1: Logic program sc.lp

The combinatorial choice of possibilities is given in Line 7. This type of rules are
named as choice rules. Notice that variables are given in uppercase letters. The rule reads
as: for each vertex I, generate one possible labeling labelV relating I with a variable S
given by the predicate sign(S). Executing this rule (together with the problem instance)
will give answer sets composed by a fully affectation of signs in {+,−} to each node of
the graph. All 24 answer sets will correspond to different possible affectations.

Then, lines 8 − 12 aim to constraint these possible affectations so that they respect
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the WP constraint: “The sign of a node having predecessors in the graph, should be equal
to the sign of the influence of at least one of its direct predecessors”. The influence of a
node j over its successor i in the graph is equal to the product of its sign sign(j) and the
sign of the edge (j, i), i.e. sign(j)×sign(edge(j, i)). To encode this logic, we start by first
fixing the possible labelV of a node that appears in the expression profile µ (Line 8):
given an observed sign S on a node I, then the labelV of node I should be S. Because
of the cardinality choice constraint (Line 7), which limits the number of possible signs
affectations of a node to 1, Line 8 fixes the sign of each observed node. Line 9 expresses a
second choice rule by using the predicate receive to refer to the influences that a node
can receive. Line 9 expresses: each node can only have one predicate of type receive with
a sign S assigned to it. In lines 10 and 11, the choice of sign S associated to a node with
predicate receive is narrowed as follows: it will be up for node I, if its predecessor J has
a sign that agrees with the sign of the edge (J, I) (Line 10). A similar logic is written for
the opposite signs in Line 11. Line 9 allows assigning to nodes without a predecessor one
possible sign, unconstrained. Finally Line 12 expresses the full constraint: there cannot
be a labeling over a node I, having a sign S, in which S does not agree with the sign of a
received influence. Line 12 expresses a bound between the choice of the predicate receive
(Line 9) and the choice of the labeling labelV (Line 7). Both choices need to be selected
in such a way so that rule at Line 12 holds.

Running the clingo [43] solver on this program we obtained that: from the initially
possible 24 answer sets (rules in lines 1−5), when the partial labeling is fixed (rules 1−7)
we go to 8 answer sets, and finally when the sign-consistency constraint is defined (rules
1− 12) we end with one possible consistent model, as shown in Fig. 2.12. We can observe
that the answer set found assigns, using predicate labelV, consistent signs (or colors) to
the nodes in the IG (see Fig. 2.11), according to the rules given in Listing 2.1.

Figure 2.12: Answers sets. Result from the execution with clingo v4 of the encoding in
Listing 2.1. There is one answer set showing the different labelV chosen.

28



Coloring genes and proteins regulation

Iggy software The different consistency notions as well as the methods for consistency
checking and quantification, prediction, and all data and network repair operations were
implemented in an open source application Iggy. Iggy uses ASP as logical modeling and
constraint solving paradigm, it is part of the BioASP software collection. ASP is used to
model problems from NP and provides state-of-the-art solvers. In particular, Iggy uses the
solver clasp [43] via the Rust wrapper, available with the package clingo-rs 1. For further
information visit http://bioasp.github.io/iggy.

2.4 Applications

We have applied the sign-consistency modeling to different biological systems, contain-
ing tens, hundreds, and thousands of species. These works were all published and appear
rapidly listed bellow.

— Escherichia coli gene regulatory network (GRN) [13, 44]
— Human biological systems:

— GRN on Ewing’s tumor development [45].
— Signaling and gene regulation on hepatocyte growth factor-stimulated cell mi-

gration and proliferation [46].
— Signaling and gene regulation of Multiple Myeloma patients [47].
— Signaling and gene regulation of Hepatocellular carcinoma [48].
— HIF signaling pathway, impacting neurodegenerative diseases [49].

The studies [13, 44] aimed to validate the sign-consistency frameworks; more recently in
[49] we investigated the comparison between Iggy’s discrete computational prediction and
a probabilistic quantitative computational prediction system. In [46, 47, 48] the purpose
was, together with biological experts, to provide a novel understanding of the systemic
biological behavior in a specific context. We refer to these last category of works as
applications. In the following Chapter 3, we show the results and the hypotheses behind
the sign-consistency modeling when applied to model Multiple Myeloma.

2.5 Limitations and further modeling

The sign-consistency approach proposed in Iggy remains of discrete nature. In order to
use Iggy, the biological data needs to be discretized. Also, the nature of Iggy’s predictions

1. https://github.com/potassco/clingo-rs
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is discrete, reflecting up- or down-regulations in network components without giving a
precise information of the given intensity of the changes. This discrete nature is a recurrent
question that arises when discussing with bioinformaticians or biologists. To answer this,
we have explored two separate paths. The first one avoids discretizing the gene expression
profiles; the second one, proposes an idea of weights in the model predictions. The following
paragraphs explain the main ideas of these paths.

In [39], the objective was to confront a dataset of expression profiles with a network
topology. The confrontation, however, was done as a post-processing (similarity measures)
of the answer of the logic program applied only on the network. We started by model-
ing the biological network representing its underlying structure as a logic-program. This
model pointed to reachable network discrete states that maximize a notion of harmony
between the molecular species active or inactive possible states and the directionality of
the pathways reactions according to their activator or inhibitor control role. Afterwards,
we confronted these network states with the gene expression profiles (GEPs). From this
confrontation independent graph components are derived, each of them related to a fixed
and optimal assignment of active or inactive states. These components allowed us to
decompose a large-scale network into subgraphs and their molecular species state assign-
ments had different degrees of similarity when compared to the same GEP. In Chapter 4,
we explain this system with more details applied to the classification of Multiple Myeloma
patients.

In [50] we proposed a comparison between Iggy and Probregnet [51], which is a method
that outputs quantitative predictions on the network components by using probabilistic
models. This comparison was studied in the context of Sophie Le Bars’s PhD project, that
aimed to evaluate the impact of Iggy’s predictions as input for metabolic networks model-
ing based on linear programming. Our results modeled the HIF-1 (Hypoxia-inducible fac-
tor) signaling network using gene expression measurements from patients with Alzheimer
Disease. They showed that Iggy’s predictions are comparable and closer to experimental
data with respect to Probregnet’s predictions. As a continuation of this work, we explored
the impact of a sign-consistency weighted approach over Iggy’s predictions in order to bet-
ter approximate the measure of optimal ATP, which is the output of linear programming
modeling of the metabolic network of Human brain. Our results (article accepted for pub-
lication in BMC Bioinformatics) suggest that this new tool MajS provides a better way,
when compared to Iggy, to bridge GRN modeling with metabolic network analysis.

Iggy’s simple idea to confront the logic between experimental data and network topol-
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ogy, to automatically find errors, and propose minimal repairs, has inspired a research
work [17], where the authors proposed an approach to check Boolean Network consis-
tency and propose automatic repairs. Iggy’s main advantage is its scalability, since it can
analyse networks composed of 3383 nodes and 13771 edges, as it was the case in a study of
Hepatocellular carcinoma [48] using regulatory and signaling information extracted from
the KEGG datbase, in a minute (standard laptop computer). A path we have not yet
explored is the space of minimal repairs, their properties, and the connexion with bio-
logical phenomena, such as mutations for example. Another line of research we have not
explored, and that we start noticing worth to invest energies in, is the connection between
sign-consistency and genome assembly through graph representations of genomes.
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Chapter 3

APPLYING THE SIGN CONSISTENCY

MODEL TO MULTIPLE MYELOMA

“Reality is much kinder than thoughts about reality”
— Byron Katie

3.1 Introduction

We present in this chapter part of the research study we published in 2017 [47]. Readers
who wish to deepen the methods and results understanding of this work are referred
to Appendix A.2. This work was a result of a collaboration with Stéphane Minvielle
and Florence Magrangeas, from the CRCINA (Centre de Recherche en Cancérologie et
Inmunologie Nantes Angers). This collaboration was funded by GRIOTE (Groupement de
Recherche en Intégration de données Omics à Très grande Echelle) a project assembling
bioinformatics research in the french region Pays de la Loire. The first author of the
work was Bertrand Miannay, who did a doctoral thesis under my co-supervision. Our
biological partners provided us with a set of unpublished mRNA chips data of patients
that developed a blood cancer named Myelome Multiple. They were interested to discover
the signaling or gene regulatory networks underlying this experimental data, with the optic
to personalize the treatment of this cancer.

We start this section stating the context of Multiple Myeloma (Section 3.2). After,
we present a review of integrative approaches (Section 3.3), which are methods used
classically to relate a gene expression profile (GEP) with a biological network or pathway.
Our objective here is to clarify how the sign-consistency modeling approach can be related,
and at which part, to this integrative process. Later, in Section 3.4 we will explain the
biological data we used in this research. In Section 3.5 we will show the results we obtained.
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3.2 Biological context of this study

Multiple myeloma (MM) is a neoplasm of plasma cells with an incidence rate of ap-
proximately 5/100,000 in Europe. The median survival of MM patients has improved sub-
stantially over the past decade. Owing to the establishment of high-dose therapy followed
by autologous stem cell transplantation as a routine procedure, significant improvements
in supportive care strategies, and the introduction and widespread use of the immunomod-
ulatory drugs thalidomide and lenalidomide, and the proteasome inhibitor bortezomib.
Nevertheless, almost all MM patients ultimately relapse, and new drugs and new combina-
tions for the treatment of MM are warranted. MM is a heterogeneous disease at both the
clinical and molecular levels. Recent large scale genomics analysis based on the landscape
of copy-number alterations and on whole exome sequencing have revealed the hallmarks
of genetic changes in MM such as hyperdiploidy, translocations involving the IgH locus,
and mutations in the RAS/MAP and NF-kB pathways and in TP53 [52]. These genetic
changes as well as gene-expression profiling (GEP) have been widely used in the molec-
ular classification of newly diagnosed patients to define diagnostic entities and identify
promising new therapeutic targets [53, 54, 55, 56, 57, 58]. However, at present a stan-
dard of classification based on subgroups that could be targeted therapeutically is still
being debated. Clearly, there is a need for innovative tools to improve the identification
of the prognostically relevant entities, clinically and biologically, in newly diagnosed MM
patients. It is tempting to use the mutational spectrum based on whole-exome sequencing
as a gold standard; however Stephane Minvielle, Florence Mangreas and colleagues have
previously shown that a large number of exome mutant alleles are not expressed clinically
or biologically [59]. In addition, exome sequencing may miss potential driver mutations in
the non coding regulatory elements known to affect enhancer activity, which thereby affect
the transcriptional program [60]; therefore GEP remains a tool of choice. However, GEP
alone is limited and must be integrated with innovative approaches that use biological
regulatory networks to extract biological information relative to gene expression datasets
to provide significant clues about the etiology of myeloma.

3.3 Integrative Approaches

During the past decade, many methods of so-called pathway analysis or active path-
ways detection have been developed. These methods use as a knowledge base a biological
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pathway or regulatory network, that compiles a series of molecular phenomena that lead
to activation (or inhibition) of gene expression, a cell product such as a hormone, or a
physical modification of the cell. Regulatory network information is currently available
through databases such as Gene Ontology (GO) [61], the Kyoto Encyclopedia of Genes and
Genomes (KEGG) [62], the Pathway Interaction Database (PID) [63], Wikipathway [64],
Transfac [65], and Causal Biological Networks (CBN) [66]. The main objective of path-
way analysis methods is to confront or integrate GEP data with regulatory networks or
pathways to distinguish two or more classes of cells (e.g. healthy vs ill) from GEP data
by inferring a specific signature for each class. We can identify three principal categories
of approaches that have been used to associate GEP with specific pathways [67].

The Over-Representation Analysis (ORA) group of approaches [68, 18] includes
approaches that are based on differentially expressed (DE) genes. These approaches score
single pathways based on the proportion of DE genes (identified with statistical tests or
with a threshold) contained in each pathway. In most cases, these methods use a hyper-
geometric test to score each pathway. Moreover, the majority of ORA approaches that use
functional annotation (GO) or pathway maps (KEGG) consider the consequences of the
DE genes (leading to the differentially expression of proteins) in the associations between
gene and pathway. Martin et al. [69] called this type of reasoning forward assumption
compared to the backward assumption [18], which considers the causes of those DE genes
in the gene-pathway association.

The Functional Class Scoring (FCS) group of approaches uses the full datasets
without any pre-selection, allowing integration of the effects of low gene expression varia-
tions in the identification of the pathways involved. FCS approaches can use forward [70,
71] or backward [72, 73] reasoning. Although these methods improve the problem of genes
selection, the pathways in which individual genes are involved are still studied indepen-
dently. Moreover, the position of the genes in the topology is not used in the analysis.

The Pathway Topology (PT) approaches are very similar to the FCS approaches,
but in addition, they score genes according to the pathways to which they belong. Whereas
some of these approaches only include interactions between genes [74, 75, 76, 77], others
consider different types of relationships between genes [69, 78] generally activation and
inhibition. The majority of methods study each pathway independently. Within this group,
we can also identify methods that use both forward [74, 75, 76, 77] and backward [69, 78]
reasoning.

In this case-study, we integrated the GEPs obtained from myeloma cells (MC) of 602
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MM patients and from normal plasma cells (NPC) of 9 healthy donors with the whole
compendium of the PID-NCI public pathway repository so as to better understand the
mechanisms of plasma cell carcinogenesis. To integrate this data, we first automatically
build a directed (and labeled) graph using the whole compendium of the PID-NCI public
pathway repository. This graph connects signaling pathways to the transcription of the
genes in the GEP dataset. We then integrate the graph with the expression data by
reasoning on its logic using Iggy (see Section 2.3.3). Our combined approach could be
considered to fall within the PT category since it takes into account the causality and
activation/inhibition logic of graph edges. However, unlike previous cited methods, it
uses a global logic to analyze experimental and pathway data. In this formalism, both
forward and backward modes are included as reasoning modes (causes-consequences).
We proposed an integrative method that does not correlate protein activation with gene
expression; the two entities are identified separately in the graph. The non-measured
protein activations necessary to satisfy the GEP according to the entire pathway database
topology (i.e. Iggy’s predictions, Section 2.3.2) are used later to propose a signature for
each dataset profile. This global signature can be used to characterize the dataset classes.
Moreover, our model also allows us to in silico quantify the effect of perturbations on
this global pathway for each single patient. We show how this type of method, which
combines large-scale information in terms of number of patients, the complete GEP, and
the entire compendium database, can be applied to identify new specificities of MM disease
compared to normal cells. As a result, we inferred information on the states of specific
proteins in the cell that may cause these disorders, and we identified specific markers of
MC compared to NPC that can be used to identify survival markers. Furthermore, these
markers can be studied as therapeutic targets because of their over-representation and
their impact on the involved pathways.

3.4 Biological knowledge

3.4.1 Graph generation

We used the 2012 version of the entire pathways database PID-NCI (Pathway Interac-
tion Database) [63] and downloaded it in PID-XML format. This database is specialised
to include regulatory pathways involved in cancer. The complete graph contains 17932
nodes (proteins, complexes, genes, transcription or protein modification events) and 27976
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edges (activation or inhibition). To orient our analysis to the expression profiles and to
the biological problem at hand, we built a subgraph with signed edges by extracting the
downstream events from three signaling pathways (IL6/IL6-R, IGF1/IGF1-R and CD40),
all of which are known to include cellular receptors involved in MM [79], to the over-
and underexpressed variant genes from all datasets in the gene expression profiles by the
shortest paths. This cycled, directed subgraph was then filtered by deleting all nodes
that are not observed and with one predecessor or one successor [29]. This filtering step
involves no loss of information with respect to the graph coloring model and allowed us
to reduce the complexity of the analysis while maintaining the dependencies between the
nodes.

3.4.2 Experimental data and discretization

Data: source and measurement The MM data was obtained from plasma cells, iso-
lated from the bone marrow of 602 newly diagnosed cases of MM. The samples were
obtained during standard diagnostic procedures conducted at the Intergroupe Franco-
phone du Myélome (IFM) centers. The subjects included patients that were enrolled in
the IFM trials of 2005 and 2007, and 9 normal healthy plasma cells donors. The Affymetrix
Human Exon1.0 chip technology was used to measure the RNA quantity for each sample
extracted from each subject. In total there were 611 (602 + 9) GEPs to be analyzed.

Gene differential expression and data discretization Let V s ∈ Rn be a n-dimensional
vector representing the n measured values of species (gene) s in each of the n = 611 sub-
jects. Since there are two types of subjects, MM patients and NPC (normal plasma cells)
donors, we can say V s = M s∪N s; where M s refers to the vector of measured values for s
in the MM patients and N s, in NPC donors. Recall that |M s| = 602 and |N s| = 9. Each
element of V s, denoted as vs

i, represents the measured expression of gene s in MM subject
i, taken from the Microarray chip analyses. Let P s ∈ Rn be a n-dimensional vector rep-
resenting the n differentially expressed values of s in each of the n = 611 subjects. Each
element of P s, denoted as ps

j, represents the differential expression of gene s in subject j
with respect to the average expression of gene s in NPC donors: ps

j = vs
i

Ns .
Once a differential expression is calculated, then we can transform its real value in a

discrete domain of {+,−, 0}. Recall that Iggy (Section 2.3.3) requires a partial labeling
of the nodes in such discrete domain. Similarly to what presented in Section 2.3.2, we will
use two thresholds 0 < k1 < k2. Recall that S referred to the set of species (RNA or genes)
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measured experimentally. These thresholds will define a mapping µj : S → {−, 0,+}, for
each MM patient j, as follows:

µj(S) =


− if ps

j ≤ −k2

0 if −k1 < ps
j ≤ k1,

+ if k2 < ps
j

The thresholds k1 and k2 were chosen to limit a proportion of signed genes in each
subject j to 50% and to provide a better precision of the Iggy’s predictions (see Appendix
A.1 Materials and Methods, for details).

3.5 Results

3.5.1 Sign consistency modeling: interaction graph and partial
labelings

The NCI-PID integration allowed us to find 634 genes (a protein preceded by a tran-
scription event). Independently, the discretization of the experimental data proposed
signed observations in {+,−, 0} on microarray probes corresponding to 15418 proteins
identified in Uniprot. Merging both lists allowed us to identify 557 genes present in the
NCI-PID and observed as over- and under-expressed or invariant in the GEPs. By extract-
ing the downstream events from three signaling pathways (IL6/IL6-R, IGF1/IGF1-R and
CD40) to the variant genes, we generated an induced subgraph from NCI-PID containing
2269 nodes, 2683 edges and connecting 529 variant genes. This graph was then compacted
to a new graph with 596 nodes and 960 edges (Fig. 3.1) and composed of 529 observed
nodes (genes) and 67 unobserved nodes, including 23 proteins, 33 complexes, 2 biological
processes, 9 proteins reactions (translocation, phosphorylation, etc.).

3.5.2 Key nodes identification in Multiple Myeloma patients

Methodology We proposed here a method to analyze Iggy’s sign predictions (see Sec-
tion 2.3.2), under MCOS minimal repair by using statistical and machine-learning ap-
proaches. Our objective was to identify, using Iggy’s predictions (function pred), specific
markers of MM subjects in comparison to NPC donors. For this, we generated for each
node x in the graph, and each possible sign u ∈ {+,−}, a set of triplets of the form
(x, u, b) (where b is a Boolean value) in the following way:
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Figure 3.1: Interaction graph explaining the differentially expressed genes
in Multiple Myeloma. Representation of the subgraph obtained from the PID-NCI
database. CD40, IL6 and IGF1 (the nodes in the top portion of the graph) are the 3
queried pathways. The 529 genes that are differentially expressed across all profiles are
merged for this representation in the node “Gene set”. We used the same syntax for all
nodes in this study. The edges from the “Gene set” node to proteins have been deleted
for the sake of clarity.

(x, u, b) =

 (x, u, T ) if pred(x) = u

(x, u, F ) if @ pred(x)

This set of triplets was represented by a Boolean matrix M ∈ Bm×2n, where m rep-
resents the number of nodes predicted by Iggy in at least one GEP (or subject) and n

represents the total number of GEPs (n = 611). Let us consider that all even columns
of M refer to a ’+’ prediction, while odd columns, to a ’-’ prediction. Then, the matrix
element mij = T expresses that pred(i) = + in profile j, when j is even; and pred(i) = −
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in profile j, when j is odd. Likewise, mij = F expresses that @ pred(i) = + in profile j,
when j is even; and @ pred(i) = − in profile j, when j is odd.

To identify specific markers of MM, we analyzed matrix M and looked for overrepre-
sented values when comparingM columns belonging to MM subjects with respect to those
belonging to NPC. For this, we used two approaches: a machine-learning approach based
on supervised learning and a statistical approach based on frequency classification. For
the supervised learning, we used decision trees [80] and random forest classification [81];
due to the underrepresentation of the NPC class, we multiplied the NPC weight by 67
so as to balance both classes (9 NPC and 602 MC). For the frequency approach, we cal-
culated the frequency score (F ) for each class C (MM or NPC) and for each assignment
(i, u), where i is the predicted node and u the sign in {+,−}, as follows:

FC
i,+ = 1

c

∑
1≤j≤c, j even

mij or FC
i,− = 1

c

∑
1≤j≤c, j odd

mij

Where c represents the number of elements in the C class. We then sorted our results
based on a Fisher test between the proportions for NPC and MM to determine the most
specific node assignments for the MM datasets.

Results Fig. 3.2 shows the decision tree obtained by comparing Iggy’s predictions of
MM subjects with respect to normal subjects. It shows that the combination of the as-
signments (JUN/FOS[n], -) and (FOXM1*[c], -) is associated with the majority of MM
subjects (73%) and that the method can distinguish MM from NPC GEPs. JUN/FOS[n]
represents the protein complex composed of JUN and FOS, which is located in the nucleus,
whereas FOXM1*[c] represents the FOXM1 protein, which is phosphorylated and located
in the cytoplasm. We can identify another important group of MM subjects (13%) that is
characterised by the presence of (JUN/FOS[n], -) and the absence of (FOXM1*[c],-) and
(SRC*, -). Similar results were obtained using a random forest classification.

To characterize the shared specificity for all MM GEPs, we computed the frequency
scores (F ) for our predictions. In Table 3.1, we show the 5 best p-values associated with
a Fisher test with FMM > FNP C . For these selected nodes, we checked the number of
input/output observed as variant {+,−} genes connected to each node in the graph (Ta-
ble 2, column connectivity). We observe that inhibition of the complex JUN/FOS[n] is
predicted for 95.6% of the MM GEPs. The activity levels of FOXM1*[c] and STAT6*[c]
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Figure 3.2: Decision tree based on Iggy’s predictions of MM subjects RNA expression
data with respect to normal ones.

were predicted to decrease. This decrease, in terms of protein activity, is correlated with
the level of gene expression in 76% and 93%, respectively, of the MM datasets (column
OVE). The frequency score classification identified the presence of (Src*, +) as an inter-
esting marker for MM datasets. Interestingly, the decision tree approach identified the
absence of (Src*, -) to distinguish MM datasets that were previously characterized by
(JUN/FOS[n], -) and (FOXM1*[c], -). Both the machine-learning and statistical methods
identified (JUN/FOS[n], -) and (FOXM1*[c], -) as important markers of MC datasets.
In Fig. 3.1, we show (marked as yellow nodes) how these 5 main proteins or protein
complexes appear connected following the PID-NCI representation.

3.5.3 Nodes perturbation

Methodology In this analysis, we quantified the effectiveness of a node perturbation
to simulate in silico the activation or inhibition of a protein. The quantification of these
in silico perturbations was performed in two steps.

1. For each node i, predicted in at least one GEP, and for each GEP j, we generated
a new dataset of observations µij identical to the original dataset of profile j (µj)
except that we added an observation on node i fixed to ’+’ or ’-’ depending whether
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Predicted node Sign FNP C FMM p.val (Fisher) References Connectivity OVE
+ -

JUN/FOS[n] - 0.444 0.956 2.65e− 005 [82, 83, 84, 85, 86] 8/529 373 137
FOXM1*[c] - 0.222 0.774 7.97e− 004 [87, 88] 529/529 85 265
STAT6*[c] - 0.222 0.764 1.05e− 003 8/529 30 429
EGF/EGFR*[m] + 0.556 0.935 2.08e− 003 [89, 90, 91] 529/529 79 4
Src* + 0.556 0.935 2.08e− 003 [92, 93, 94] 529/529 110 48

Table 3.1: Frequency score of Iggy’s predictions for the NPC and MM subjects.
The references column lists the publications that agreed with our sign prediction. Connec-
tivity refers to the ratio of genes connected to each predicted node. The OVE (observed
variant expression) shows the number of variant gene expressions, using the best precision
threshold, across all the GEPs.

j was even or odd. We then computed the SCENFIT score sij between the graph
G and µij. In a similar way to the MCOS score, SCENFIT computes the number of
minimal repairs that can be performed on the dataset to restore consistency after
flipping the sign in the dataset of observations. We used a matrix S ∈ Zm×2n to
store all the SCENFIT scores, where m stands for the number of nodes predicted
by Iggy in at least one GEP (or subject) and n represents the total number of
GEPs (n = 611).

2. We computed the Top Perturbation Score (TPS) for each assignment of node i to
a sign in {+,−} as follows:

TPSC
i,+ = 1

c

∑
1≤j≤c, j even

f(i, j) or TPSC
i,− = 1

c

∑
1≤j≤c, j odd

f(i, j)

where

f(i, j) =

 1 if sij ≥ S∗,j(−X)

0 otherwise

and

S∗,j(−X) = max(s such that #{e ∈ S∗,j | e ≥ s} = X)

C represents the class MM or NPC, c the number of elements in class C. S∗,j
refers to j-th column of matrix S. Note that S∗,j(−X) selects the threshold that
separates the top X-scores of column (or GEP) j. For our analyses we use X such
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that it separates the 10% of the SCENFIT scores across the GEP. Thus, TPS
measures the percentage of cases, across all GEPs of a specific class, in which the
perturbation of node i was relevant.

Results From the computation of all in silico node perturbations, we evaluated the
impact of perturbing the key nodes found with the frequency score method (see Section
3.5.2, Table 3.1). Our results are shown in Table 3.2. A unilateral Fisher test allowed us
to evaluate the significance of each perturbation compared to the NPC datasets. We can
see that the activation of JUN/FOS generates a top-ranked (10% top) score of conflicts
and therefore proposes repairs in 74.6% of the MM datasets, whereas it proposes repairs
only on 22.2% of the NPC datasets. Interestingly, in vitro JUN overexpression in MM cell
lines results in cell death and growth inhibition [85]. A similar tendency (more conflicts
in MM than in NPC) is observed when FOXM1 is activated, but the difference cannot
be considered significant. Nonetheless, we note that of the 36.4% of profiles in which the
activation of FOXM1 is top-ranked, 96.8% correspond to patient profiles with the pre-
diction (FOXM1*[c], -) (see Supplementary Material, Table S3 of the paper in Appendix
A.2). For the other proteins and complexes, we can see that the difference between MM
and NPC is not significant. It is worth noting that the p-value of a perturbation that goes
in the opposite direction of the prediction shown in Table 3.1 is in all cases lower than
the one of a perturbation which goes in the same direction of the prediction.

3.5.4 JUN/FOS activity as specific marker

The FOS and JUN proteins form a heterodimer complex that is responsible for AP-1
activity. This activity is known to play a role in tumorigenesis because it has been impli-
cated in the induction of apoptosis, in the promotion of cell survival and in proliferation.
The classification methods showed that (JUN/FOS[n], -) is the best assignment to dis-
tinguish MM from NPC subjects and revealed that AP-1 activity is lower in almost all
MM patients than in normal controls. Inspection of individual patients’ subgraphs showed
predominantly underexpression (65% of the observed expression in MM) of the proapop-
totic protein BIM. These results are in agreement with the results of in vitro studies
demonstrating that in myeloma cell lines IL6 protects against apoptosis via AP-1 inacti-
vation [83].
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Node Dir TPSNP C TPSMM p.val
JUN/FOS[n] + 22.2% 74.6% 0.001

- 44.4% 0.5% 1
FOXM1*[c] + 11.1% 36.4% 0.107

- 55.6% 19.1% 0.997
STAT6*[c] + 33.3% 55.0% 0.169

- 44.4% 21.9% 0.970
EGF/EGFR*[m] + 0.0% 0.3% 0.971

- 0.0% 3.5% 0.728
Src* + 0.0% 1.3% 0.887

- 11.1% 33.4% 0.150

Table 3.2: Node’s perturbation results. Each node was perturbed in two directions
(column Dir): +, activation and -, inhibition. TPS represents the frequency with which
perturbing a node in a specific direction was significant (i.e. it generated a high, 10%
top, SCENFIT score) across the MM profiles (TPSMM) or NPC profiles (TPSNP C). The
highlighted rows contain percentages which refer to perturbations that have a direction
opposite to that of the predicted signs obtained with the frequency score (Table 3.1). P.val
was obtained using a unilateral Fisher test.

3.5.5 FOXM1 activity as survival marker

FOXM1, a transcriptional factor known to be associated with MM, has been studied
as a therapeutic target [88]. Based on the graph reduction and on our reasoning model,
FOXM1*[c] is equivalent to FOXM1*[n] and is representative of the FOXM1 transcrip-
tional activity. Firstly, we analysed FOXM1 gene expression in the MM groups in which
FOXM1 activity was predicted. We found that decreased FOXM1 activity is associated
with reduced expression of the FOXM1 gene (Fig. 3.3, left). Since our model identified a
subgroup of patients with decreased activity of FOXM1 and since decreased expression of
FOXM1 is associated with superior survival, we wanted to know whether FOXM1 activity
could impact survival. We compared overall survival (OS) in both predicted groups in the
larger cohort of patients that received comparable treatment (Velcade-dexamethasone
induction followed by high-dose melphalan and autologous stem cell transplantation;
n = 450) (Fig. 3.3, right). A log-rank test between these groups yielded a p-value of
< 0.1, allowing us to conclude that low FOXM1 activity is associated with a trend to-
wards better survival.
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Figure 3.3: Survival curve from Iggy’s predictions applied to MM. (Left) Gene
expression of FOXM1 among MM datasets with or without the prediction (FOXM1*[c],
-). (Right) Overall survival (OS) of patients with or without prediction (FOXM1*[c], -).

3.5.6 Improvement of the current prognostic model in MM us-
ing Iggy’s predictions

Methodology Cox proportional hazard analyses [95] are used to estimate the effect
of a treatment or feature measured on a group of patients that received it compared to
a group of patients that did not receive it. This statistical analysis is used in survival
analyses and composed of different terms. The HR term, stands for the hazard ratio;
which is the ratio of events reported in the group with a particular feature, with respect
to the number of events repported in the group without the feature. The events considered
in survival analyses are the number of deaths in a time unit. An HR > 1 means that the
feature has an impact on increasing death; HR = 1, no impact over death or survival; and
HR < 1, impact on survival. The P.value of this analysis measures the significance of the
prediction model, being considered as significant a P.value < 0.05. Univariate analyses
measure the impact of a single feature on prognosis; while multivariate analyses measure
the impact of a set of variables.

Results Univariate and multivariate Cox proportional hazards analyses were performed
on the cohort of 450 MM patients who received comparable treatment to determine the
relative prognostic values of the 201 couples combining unobserved nodes and all signs
{+,−, 0} and the three strongest known prognostic variables in MM (Table 3.3); these
were the translocation of chromosomes 4 and 14 (t(4;14)), the deletion in the short arm
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of chromosome 17 (del(17p)) and serum 2-microglobulin ≥ 5.5mg/L (β 2-microglobulin)
for OS determination [96].

In the multivariate analysis, considering the five features, the estimation of HR for
death indicates that both (G1/S transition of mitotic cell cycle, -) and (RB1/E2F1-
3/DP[n], +) were independent powerful prognostic factors (see Fig. 3.4).

Parameters Univariate analysis Multivariate analysis
HR 95%CI P.value HR 95%CI P.value

β 2-microglobulin, mg/L ≥ 5.5 vs. < 5.5 2.03 1.35− 3.05 0.001 1.53 0.99− 2.35 0.056
t(4,14), yes vs. no 3.19 2.08− 4.89 < 0.01 2.41 1.49− 3.90 < 0.01
del(17p) > 60 vs. ≤ 60 4.16 2.53− 6.83 < 0.01 3.16 1.80− 5.56 < 0.01
(G1/S transition of mitotic cell cycle, -), yes vs. no 0.33 0.22− 0.47 < 0.01 0.47 0.30− 0.72 < 0.01
(RB1/E2F1-3/DP[n], +), yes vs. no 0.49 0.33− 0.75 0.001 0.58 0.36− 0.93 0.025

Table 3.3: Parameters associated with MM overall survival. HR stands for hazard
ratio and CI, for confidence interval.

Figure 3.4: Survival curves. Overall survival (OS) in patients depending of inhibition of
the G1/S transition of mitotic cell cycle node (left) and inhibition of RB1/E2F1-3/DP[n]
(right).

3.6 Discussion

3.6.1 Multiple Myloma sign consistency modeling

Data discretization and graph generation Our method incorporates both variant
{+,−} and invariant (0) expressions in its reasoning. Several pathway analysis methods,
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as those reviewed in Section 3.3, use only genes that are significantly up- or down-regulated
between the two classes of subjects to extract what they called signatures, i.e., subsets
of genes from the gene expression dataset main responsible of the differences. We be-
lieve, however, that adding information on similar expression enables us to better capture
cellular behavior. Indeed, the precision of recovering 50% of the data using a two-signs
{+,−} model that receives and predicts only over- and under-expressed values, was of
48%. Thus, the two-signs model has a precision closer to a random precision distribu-
tion (50%), whereas the precision obtained using a three-signs model is farther from the
random precision (43%).

Our method differs from classic pathway analysis methods in that it incorporates the
notion of automatic reasoning. Within the context of MM, we are able to automatically
detect repairs. These repairs are specific for each GEP and could represent cancer muta-
tions, regulatory network incompleteness or experimental errors. The graph used in this
study contains 529 genes; we can therefore observe the strong connectivity that exists
among PID pathways since the total number of genes in the PID is 634. This strong con-
nectivity is important for methods such as ours that are able to reason on the information
content of the whole database. We observe, however, that the number of genes connected
to cancer pathways in PID is far below the total number of human genes. This under-
representation of regulatory knowledge is an important limitation of PID. Apart from
this fact, PID-NCI includes important modeling information that identifies transcription
events. This information allows us to separate gene expression from protein activity. These
two parameters are not necessarily correlated, especially in cases involving phosphorylated
proteins or complexes such as JUN/FOS.

Key nodes identification Our analysis of the predictions made by the method allowed
us to identify nodes associated with a sign specific to MM compared to NPC datasets.
Among these assignments, we found the inhibition of JUN/FOS[n] and FOXM1*[c]. These
proteins are known to be involved in cancer in general [97, 98] and in hematological ma-
lignancies in particular [87, 88]. In the case of FOXM1, we showed that this transcription
factor can represent a survival marker when its activity decreases. We can draw a parallel
with the bibliography, which identifies the activation of the FOXM1 pathway as a risk
factor. For JUN/FOS, our analysis identified this pathway as a potential therapeutic tar-
get but not as a survival marker. We observed that inhibition of the associated pathways
has been already identified in MM patients [83, 85] and in patients with other cancers.
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Moreover, this pathway is targeted in some therapeutic approaches [82, 84]. We identified
two couples that improve classical prognostic models. In the case of the first couple, (G1/S
transition of the mitotic cell cycle, -), we can associate this node with the proliferation
pathway. The computed prognostic model showed that the prediction of inhibited prolifer-
ation can be a protective factor for MM patients. The second node, (RB1/E2F1-3/DP[n],
+), was also identified as a protective factor by the 5-parameter model. This complex
is known to be involved in the RB pathway, which influences cell growth pathways by
regulating the initiation of DNA replication. This pathway is usually altered in cancer,
leading to a loss of function[99], and current therapeutic approaches aim to activate this
pathway[100].

Using the in silico node perturbation method, we were able to estimate the effect
of perturbing a node within a particular dataset (i.e. single patient cancer cell). This
method represents a powerful tool for analyzing the consequences of perturbations of
oncogenic pathways in a given patient, especially as in vitro experiments are limited
due to the small amount of viable myeloma cells that are obtained after bone marrow
aspiration. The results of this in silico analysis show that activation of JUN/FOS[n]
had a significant impact on 75% of MM profiles; all of these JUN/FOS[n]=’+’ sensible
MM profiles had the prediction (JUN/FOS[n], -). In addition, activating FOXM1*[c]
had a significant impact on 36.4% of the profiles; 96.8% of the FOXM1*[c]=’+’ sensible
MM profiles had the prediction (FOXM1*[c], -). The difference in the percentages of
JUN/FOS[n] and FOXM1*[c] can be explained by the graph topology and the connectivity
of the individual nodes. JUN/FOS[n] is connected to eight genes through a distance of 1
molecular species; therefore, perturbing JUN/FOS[n] will impact these genes directly since
they are strongly constrained by the sign of JUN/FOS[n]. On the other hand, FOXM1 is
connected to 529 genes through longer paths through distances of from 4 to 77 molecular
species. These genes may have other predecessors that are independent of FOXM1; this
could explain why activation of FOXM1 has a strong effect on only 37% of the MM
profiles. Overall, we think that this in silico method could be used to reinforce the choice
of a therapeutic target for a specific patient profile.

3.7 Conclusions and perspectives

In this study, we used a specific approach to study and understand the heterogeneous
gene expression profiles of approximately 600 multiple myeloma (MM) patients. Our pri-
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mary goal was to provide mechanistic scenarios by identifying protein activity states of
molecules that may be central to the diversity of gene expression. Our approach relies
heavily on reasoning based on graphs and on changes in gene expression in the form of
logical programs that combine these two types of information. The method proposed here
can be summarized in the following steps. First, we obtained a directed graph, allowing
us to connect significantly up-/down-regulated genes to upstream MM-related cellular
receptors. Second, we confronted this graph to transcriptomic data with Iggy, which is
a tool that reasons on the logic of the graph and on shifts of expression in the data so
as to predict (node, sign) assignments representing the specific states of biological enti-
ties. Using two approaches of classification, we were able to identify specific assignments
for MM datasets compared to NPC datasets. Finally, taking advantage of our modeling
framework, we studied the effect of performing single in silico perturbations.

One advantage of this method is that it makes it possible to infer information about
protein states from transcriptomic data by using the causal nature of the interactions
as documented in PID. This can be interesting when constructing biological models and,
more specifically, when developing cancer models for which proteomic data are not always
available and extractable, whereas transcriptomic data are easier to obtain. Moreover,
compared to the previously presented classical pathway analysis methods, we identify not
only the specific biological processes that are implicated in cancer profiles but also the
mechanisms associated with those phenomena. After statistically testing the quality of
the method’s predictions, we proposed a set of five top-scoring proteins based on their
respective changes in activity in MM compared with NPC. We found the AP-1 complex
and the FOXM1 transcription factor to be concomitantly inactivated in a strong ma-
jority of patients regardless of treatment or age. Interestingly, this method identified a
subgroup of MM patients with increased FOXM1 activity associated with poor survival.
These findings allow us to validate the predictions of our approach and show that it is
feasible to individualize or restrict the analysis of multiple expression profiles to identify
markers within subgroups of profiles and to identify parameters associated with survival in
these subgroups. The 5-parameter model including the two predicted nodes improves the
standard prognostic model in MM. In addition to its strong prognostic value, our model
revealed two nodes, (G1/S transition of mitotic cell cycle, -) and (RB1/E2F1-3/DP[n],
+), that are of potential biological interest in the understanding of the molecular mech-
anisms underlying resistance to treatment. Note that these nodes can only be predicted
with the graph and coloring model, since they are a (logical) consequence of the GEP.
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Our results on in silico perturbations of a system are also encouraging because they show
that changes in the activity of the predicted proteins can serve as input information for
conducting efficient perturbations.

In this work, we focused only on single perturbations, since they are more experi-
mentally realistic. One possible perspective was to deepen the graph vs. gene-expression
confrontation analysis so as to understand the differences between MM subgroups based
on age, prognosis and other criteria. In this context, one line of research would be to
study minimal subsets of perturbations. Another possible line of research would be the
classification of gene expression profiles based on plausible graph-coloring models, and
this perspective was explored in [39].

49



Chapter 4

LOGIC-PROGRAMS’ APPLICATION IN

PERSONALISED MEDICINE

“Having given up attachment to the results of action,
he who is ever-contented, dependent on nothing,

he really does not do anything, even though engaged in action.”
— Chapter 4, Verse 20, Bhagavad Gita.

4.1 Introduction

The following chapter recalls the research works, based on logic programs inspired by
biological systems, that allowed us to distinguish different profiles of patients. Different
from classical ways of classifying patients’ omic data, our methods use biological net-
works. The collaboration with several people has contributed to the methods and results
presented here. I may mention: Misbah Razzaq, Lokmane Chebouba, Pierre Le Jeune,
Bertrand Miannay, Dalila Boughaci, and Jérémie Bourdon. I am greatly thankful for the
energy and interest put to explore this research area, which was in most of our studies not
the main goal of the research project, but paths we ended by exploring guided by interest-
ing datasets provided by the DREAM challenges community. These Reverse Engineering
challenges proposed high quality Human omic datasets in concrete problematics target-
ing cancer research to the methodological community. We have carefully studied three
datasets from these challenges: (1) Multiple Myeloma, (2) Acute Myeloid Leukemia, and
(3) Breast Cancer. The two first datasets will be presented in this chapter in respectively
Sections 4.3 and 4.4. The third one will be presented in Chapter 6. For all of them we
have proposed methods based on logic programs. A research article presenting these three
works together was published in [101]. Many of the paragraphs written here are taken
from that publication.
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4.2 Regulatory and Signaling networks as Logical pro-
grams

The methods described in the following sections are mainly implemented in Answer
Set Programming (ASP) [37]. This declarative programming approach allows us to ex-
press a problem in the form of a logic program (LP). The syntax of ASP is close to
Prolog’s syntax because the grammatical structure of both LPs rules expresses a logical
implication from the right terms of the rule towards the left terms of the rule. However,
ASP semantics, allows a different type of solving mechanism. While in Prolog there is
an inference process to search for an answer to a query, ASP programs allow to find all
(Herbrand stable) models satisfying all the LP rules. ASP semantics allows declaring vari-
ables and domains, as well as imposing constraints and solving global optimizations. It is
close to SAT (propositional satisfiability) and is typically used in the study of the solution
space of combinatorial search problems. A small example of a LP in ASP is presented in
Chapter 2, Section 2.3.3.

In the following sections we review and discuss two selected methodologies we have
proposed to understand medical data using models. The models presented here are of
discrete nature, implemented as LPs in ASP. In the first approach (Section 4.3), we built
a model integrating gene regulatory networks and experimental observations as facts in
a LP interpreted by checking the satisfiability of a constraint named perfect coloring. In
the second (Section 4.4), we used Boolean networks to model the fact of reproducing the
experimental observations with minimal error. While the perfect coloring model is applied
for large-scale (thousands of components) networks and gene expression observations, the
Boolean models are applied on middle-scale case studies (hundreds of components) using
either proteomics data measured across several patients or multiple perturbation time-
series phosphoproteomics datasets measured across cell lines.

4.3 Multiple Myeloma

4.3.1 Motivation and background

Patients suffering from cardiovascular, inflammatory, oncology, infectious, and neu-
ropsychiatric human diseases present a vast heterogeneity in their genome and gene or
protein expression profiles. In order to study the underlying mechanisms that explain
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these profiles, regulation networks, that summarize the interactions between gene, pro-
teins or metabolites in the cell, are particularly meaningful. Regulatory networks may not
necessarily be wired in the same way for two different individuals. Therefore, a concrete
treatment may not show the same effect in all patients and in some cases, such as can-
cer for example, it can encourage disease progress. Classical medical approaches to treat
disease provide fixed protocols of treatment independent of the patient’s heterogeneity.
Systems Medicine is a recent field of research that proposes disease regulatory networks
as explanations on how the genes or protein express in an individual. In this way, network
analyses shall provide a disease molecular signature that can be connected to clinical ob-
servations. While past diagnosis methods focused only on measuring single parameters,
the premise of Systems Medicine is to perform multi-parameter analyses that may result
on a more plausible explanation of disease. This research field is reinforced by the fact that
current technology allows us to measure the state of several species in these regulatory
networks in a high-throughput fashion. In this context, we review and discuss here the
published research works to compute disease signatures in computational models, built
from patients gene or protein expression profiles.

The exponential increase of biological data (genomic, transcriptomic, proteomic) [102]
and of biological interaction knowledge in Pathway Databases favors the modeling of cellu-
lar regulatory mechanisms. Modeling biological mechanisms can be done by using boolean
or ordinary differential equation representations. Those approaches have shown their ef-
ficiency in cellular phenomena study [103], disease research [76, 99], and bio-production
optimization [104]. However, those modeling approaches cannot take into account the
large amount of OMIC data. This limitation requires that the researcher preselects the
OMIC data and network, adding bias to the analysis [105]. In this chapter, we review a
modeling approach named perfect coloring that we published in [39], which is based on
exhaustive and global graph coloring approaches such as Iggy [44] (see Chapter 2). The
perfect coloring modeling approach is complementary to Iggy in the sens that it looks for
harmonious or perfect coloring models. We will illustrate here how this method was used
for Multiple Myeloma (MM) understanding and patients prognosis classification. MM is a
hematologic malignancy representing 1% of all cancer [106] with a survival rate of 49.6%
after 5 years described in more details in Section 3.2.
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4.3.2 Methods

Perfect coloring model

This methodology was introduced in [39]. The main steps of this method are presented
in Fig. 4.1.

Figure 4.1: Overview of the perfect coloring modeling framework. Arrows refer to
processing steps and yellow boxes refer to input/output data.

This method works exclusively on the discrete model underlying a regulatory network,
and avoids preprocessing the experimental data. The analysis of such a model will predict
subgraphs or graph components that are independent according to the up- or down-
regulated coloring of their nodes. The input of this method is a graph G(V,E) composed
of a set of nodes V and edges E; where an edge is a tuple with 2 nodes (source and target),
a sign (1 for activation, -1 for inhibition) and a weight. Such graphs can be obtained
from publicly available databases, such as the Pathway Interaction Database [107] and
Trrust [108] by querying a predefined list of genes. The perfect coloring approach can be
summarized in 4 steps:

1. Reduce a large-scale graph by restricting the search space associated to this graph.
For this, three graph operations are applied that remove redundant nodes or paths.
These operations are applied successively over the graph prior to the perfect col-
oring ASP solving. They identify molecular-species nodes that will be merged in a
subcomponent-node. Subcomponents are derived through topological reductions,
based on specific graph patterns detections. Molecular-species nodes that belong
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to a subcomponent will be correlated to each other, and can also be correlated
to molecular-species nodes belonging to other subcomponents. Therefore, a com-
ponent, such as defined in the Step 3, can be composed by different (topological)
subcomponents. The first and second reduction methods identify subcomponents.
Aggregating molecular-species nodes within subcomponent nodes reduces the num-
ber of nodes in the graph. The third method reduces the number of edges and
detects components which are isolated of the rest of the graph.

2. Once the size of the graph was reduced, the next step is to enumerate all the possi-
ble ways to color the graph in a perfect (or harmonious) way. In a colored graph all
nodes will be associated a sign: “+” standing for up and “-” for down. These signs
refer to the qualitative variation that can be experimentally measured in a molec-
ular species of the graph when comparing 2 cellular states, for example after and
before a stress condition. In this work we were interested on modeling sets of pos-
sible state variations of the graph nodes that satisfy a perfect coloring constraint.
The intuition behind this constraint is to point to network discrete variation states
that maximize the agreement between a target molecular species up or down vari-
ation and the positive or negative influence from its regulators in the graph. The
perfect coloring constraint can be expressed in natural language as follows: "for
a given node in the graph we impose that its discrete up or down-regulation is
explained by a similar (positive or negative) influence from a maximal number of
direct predecessors". This statement is inspired from a hypothesis of redundancy in
biological networks control, and we use ASP to express this statement and search
for coloring models where this property holds for every node in the graph.

Perfect coloring models in ASP. In the following we introduce a fraction of the
logic program, written in Clingo 4 syntax, used to identify perfect colorings in a
graph. To understand this program, one needs to assume that previous predicates
are previously defined to state a specific network (signed and oriented graph),
represented with node/1 1 and edge/3 facts. Also a coloring model is previously
introduced by associating in an exhaustive fashion each node of the graph with
one of the two possible colors (up-regulated, "+" and down-regulated, "-"). In ASP
this type of constructs are called choice rules, and generate all possible solution
(coloring models) candidates. For each possible coloring model solution, a different

1. The "/" expresses the predicate arity.
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valuation of each node X with a specific sign S will be generated. These solution
candidates are represented by the predicate col(X,S). The following logic program
computes the coloring models with the minimal imperfections.

1 imperfectCol (X) :- col(X,S1), col(Z,S2), edge(Z,X ,1) , S1!=S2.
2 imperfectCol (X) :- col(X,S1), col(Z,S1), edge(Z,X, -1).
3 # minimize {Z : node(Z), imperfectCol (Z)}.

In lines 1 and 2 we identify if node X is associated to an imperfect coloring model.
The predicate imperfectCol/1 will mark all nodes in the given graph, for a given
coloring model solution, associated to an imperfect coloring. An imperfectCol
predicate is assigned to a node X in 2 possible situations (lines 1 and 2). First, line
1, when the given color of node X is a sign S1 (col(X,S1)), and one of its direct
positive regulators in the graph (node Z, edge(Z,X,1)), is colored with a color S2
different than S1. Recall that there are only 2 colors allowed in this model. The
second case, line 2, expresses the case where Z is an inhibitor of X (edge(Z,X,-1))
and its color (given by the variable S1) is the same as X’s color. Finally, we express
on line 3 that we search to minimize the number of predicates node(Z) in which
Z is associated to an imperfect coloring model.

3. Among the possible coloring models that satisfy the perfect coloring logic program,
many of them can be clustered together on account of the symmetry of our ap-
proach created by the duality of our knowledge representation: positive-negative
influence (edges), up- or down-regulation of molecular species states (nodes). A
component is defined as a set of molecular-species nodes which are color-dependent
or color-correlated. That is, by fixing the color of one molecular-species node in this
component, the colors of the other molecular-species nodes can be established so
that the perfect coloring constraints hold. Given a graph, it is possible to identify
its entire set of components by using ASP constraints or by building a correlation
matrix from the perfect coloring models obtained in Step 2 for each couple of nodes.

4. The last step consists on measuring how the up or down-regulation coloring of the
nodes in the graph perfect colored components compare to the experimental data.
As shown in Fig. 4.1, this comparison can be done without discretization of the
experimental data, by measuring a distance between the discrete coloring and the
continuous data.

Step 1 is implemented on Python 2.7, step 2 on ASP (clingo 4.5.4), and steps 3-4 on
R and Python 2.7. A usage example and the sources of this method are publicly available
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at [109].

Patient classification

Given a patient gene expression profile (GEP) and given a regulatory network G,
the perfect coloring approach described above can propose a similarity vector of size k,
where k is the number of components identified for G. This similarity vector is specific
to the patient expression profile, and could be understood as a vector of features. Given
a cohort of patients, in which each patient is assigned a good or bad prognostic label,
we can use machine learning techniques to learn a classifier from the similarity feature
vectors of all patients in a training database. When a new patient arrives, this classifier
can predict the patient’s good or bad prognostic according to the training patient set.
We have implemented a software named IGUANA publicly available for Windows and
Mac OS in which such classifier is built using XGBoost (Extreme Gradient Boosting). A
complete user guide and use case examples are provided online at [110]. Our objective
here was to provide the complete framework via a user-friendly human interface.

4.3.3 Case studies

PID-NCI network The perfect coloring method was applied to transcriptomic data
from myeloma cells (MC) of 602 MM patients and from normal plasma cells (NPC) of 9
healthy donors (see Appendix A.2). We used the PID-NCI database to generate a graph by
extracting the downstream events from three signaling pathways (IL6/IL6-R, IGF1/IGF1-
R and CD40) to significantly differentially expressed genes of the patients profiles. The
obtained subgraph from NCI-PID 2012, contained 2269 nodes, 2683 edges and connected
529 differentially expressed genes. The perfect coloring method identified 16384 coloring
models, grouped in 15 components or subgraphs (see Fig 4.2). One of these components
(422 nodes and 167 genes) was found statistically specific to MC in comparison to NPC.
Using gene ontology enrichment analysis with PANTHER [111] we were able to associate
this component to oncogenic phenomena.

TRRUST network The perfect coloring approach and the classifier were applied to
the data of the Multiple Myeloma DREAM challenge 2. The objective of this challenge was
to classify the MM patients labeled as high risk. They provided to the methodological

2. https://www.synapse.org/MultipleMyelomaChallenge
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Figure 4.2: Components identification by perfect coloring approach. The 15 com-
ponents identified from all the perfect coloring models generated from the PID-NCI
database (2269 nodes, 2683 edges). The components composed only of one gene are labeled
with the Uniprot identifier.

community large MM patient cohorts (25000 patients) where patient gene expression
profiles and risk information were measured by different US laboratories. We tested our
method with 2 sets of gene expression profiles: HOVON (GSE19784, 274 GEPs) and
UAMS (GSE24080, 558 GEPs). The graph was a gene regulatory network generated with
the Trrust database [112] by querying the significantly expressed genes in the intersection
of both datasets. The graph of 447 nodes and 600 edges, was reduced to 30 components
with the perfect coloring approach. After this, we applied XGBoost to learn a classifier
from the HOVON dataset to predict the high or low risks of patients associated with the
UAMS dataset and vice versa, and obtained precision rates of 0.75 and 0.71, respectively.
Our precision rate was not satisfactory when comparing it to the one obtained by the other
teams participating in the DREAM challenge using gene expression profiles provided by
different research institutes, other than HOVON and UAMS. We believe our method
is very sensitive to the initial graph; it is important that this graph contains all the
significantly expressed genes across all GEPs provided by all the research centers. We
were unable to verify this since for this DREAM challenge in particular the testing data
was not made available to the community.

Finally, this approach can be used to study divergences among the datasets provided
by different experimental platforms or in this case by different research laboratories. Such
study is crucial to check if multiple datasets can be merged in order to create a larger
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one. A large set would provide more training examples for the perfect coloring model,
and this would certainly improve its accuracy. For this, we calculated the expected value
as well as the standard deviation for the distributions of similarity scores for each of the
30 components across both sets of profiles (HOVON vs. UAMS). We observe that 7 out
of 30 distributions have an expected value of the similarity score at a distance equal or
greater than 0.07, such as component 7 for example (see Fig. 4.3). This means that we
can identify regulatory mechanisms within the network pointing to regions where the
experimental data provided diverges. Note that in this analysis, we supposed that the
similarity scores of each component are normally distributed, so that we are able to plot
their distributions and compare them. Similarity scores are linear combinations of gene
expression levels and they will be normally distributed if and only if all gene expression
levels can be modeled as independent random variables normally distributed.

Figure 4.3: Distribution of similarity score from the perfect coloring approach
across two expression profiles of two different patient cohorts (UAMS and
HOVON) for the same graph component. The perfect coloring method detected
30 components in the graph obtained from the Trrust database using the differentially
expressed genes of the gene expression profiles (GEP) of 2 research centers (UAMS,
HOVON). These GEPs were provided by the Multiple Myeloma DREAM challenge. The
similarity scores of each patient with respect to the genes of the component are shown in
the x-axis and represent how the perfect coloring values from the component match the
continuous data of the GEPs provided by both independent platforms.
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4.4 Acute Myeloide Leukemia

4.4.1 Motivation and background

Patients’ response classification is usually approached by methods that find statisti-
cally significant markers from the transcriptomic or proteomic data at hand. A classical
method used for this is univariate and multivariate Cox proportional hazards analyses.
Following such approach, several statistic [113, 114] and machine learning [115, 116, 117]
methods conceived for significant features extraction have been applied to this problem.
More recent approaches include the notion of pathways in this drug detection problem
[118]. Such methods allow identifying the regulatory mechanisms related to the best drug
targets [119] and this mechanistic information is valuable to understand the disease and
the complexity of drug targeting. We have introduced in [120] the caspo method, which
learns Boolean networks (BNs) from phosphoproteomic multiple perturbation data by
using logic programming. Phophoproteomic data measures protein phosphorylation or
protein abundance. It can be obtained in a high-throughput fashion for tens of proteins
under different cases of perturbations (e.g. stimulations and inhibitions) of the biological
system. This framework allows us to retrieve families of BNs having the best fit to the
experimental data from exhaustive searches over a large-scale Prior Signaling Network.
In Chapter 5 caspo methodology will be explained in detail. In this work we review a
method that allows caspo to handle patients data. In fact, caspo needs as input data
proteins measurements across multiple perturbations. While such datasets are possible to
obtain for cell lines, they are impossible to obtain for patients. However, by preselecting
partial measurements of the complete patients dataset, we may retrieve cases where the
protein observations behave as if they were perturbed in a same way for different treat-
ment response classes of patients. We discuss here how this approach is suitable to find
the mechanisms differentiating the complete remission and primary resistant responses
of Acute Myeloid Leukemia patients. The patients’ data was obtained from the Acute
Myeloid Leukemia DREAM 9 challenge.

4.4.2 Methods

Discovering Boolean networks distinguishing different classes of patients data

In this section we review a method [121] based on ASP and caspo to predict the
Boolean models associated to patients holding separate diagnostics: complete remission
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(CR) and primary resistant (PR). This method receives as input information a Prior
Knowledge Network (PKN) and an experimental dataset consisting of protein measure-
ments associated to several patients. It consists of four steps (see Fig. 4.4).

Figure 4.4: Workflow of our method. (a) PKN construction. In this step we pass the
proteins present in our DREAM 9 dataset as input to the Cytoscape plug-in Reactome FI
to construct the PKN. This plug-in finds all the paths between the input proteins across
several databases, after that we select only relations coming from KEGG. (b) Protein and
patient selection. This step consists on selecting k proteins from the dataset for which
there is a maximum number of pairs of patients that have identical values in the k proteins
but that belong to different response classes. (c) Learning. This step consists on finding
the BNs for the two classes CR-PR corresponding to the two datasets obtained in step
(b).
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1. Creation of a PKN. We used public databases to connect the measured proteins.
The PKN is composed of 3 types of nodes: stimuli are the entry of the network
(nodes without predecessors), readouts are the output of the network (nodes with-
out successors) and inhibitors are proteins in between the entry and output network
layers.

2. Protein and patient selection. This step executes a logic program implemented in
ASP that selects a group of k stimuli and inhibitor proteins that maximize the
number of pairs of patients for which the binarized values of their experimental
measures matched in both classes (CR, PR) and where the difference of readouts
measures for each class is maximal.

3. BNs learning.We used the dataset issued from step 2 to learn BNs with caspo [122].
This step produces two families of BNs, one for the CR class and the other for the
PR class. Our objective here was to learn different families of BNs by using the
identical stimuli-inhibitor cases and the maximal difference of readouts measures
for each class and finally compare the structure and mechanisms between these
BNs families.

4. Classification. The set of unseen patients was classified by using our learned logic
models. For this we computed the Mean Square Error (MSE) between measured
readouts and predicted readouts for each patient in the testing data based on the
two families of the previously learned BNs. The given patient will be classified in
the class with the lower MSE.

4.4.3 Case study - Acute Myeloid Leukemia

In 2014 the DREAM 9 challenge 3 was launched in order to predict the complete remis-
sion (CR) and primary resistant (PR) response to chemotherapy of 191 Acute Myeloide
Leukemia (AML) patients from their proteomics data (231 measured proteins) and from
40 clinical data [123]. We describe here how we applied the method sketched in Fig. 4.4
to the DREAM 9 challenge dataset. First we create a PKN composed of 102 nodes (17
stimuli, 62 inhibitors and 23 readouts) connected by 294 edges. The second step of our
method, allowed us to select a subset of k = 10 proteins extracted from the union of
the stimuli and inhibitors present in the PKN (79 proteins), the chosen k maximized the
number of pairs of patients belonging to the CR and PR classes. Then we learned the 2

3. https://www.synapse.org/#!Synapse:syn2455683/wiki/64007
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families of BNs using the reduced dataset from the previous step. The CR family had 10
BNs, while the PR one had 9. The size (number of logic clauses) of the optimal BNs for
the CR case was of 24, while it was of 29 in the PR BNs (see Fig. 4.5). When comparing
both networks, we can see that the normal growth factor - fibronectin - PI3K pathway in
primary resistant patients is better connected to other network components (see yellow
node in Fig.. 4.5). This finding suggests an important rewiring of the PI3K pathway in
primary resistant patients compared to complete remission ones. This goes in agreement
with previously published literature on AML treatment by targeting the PI3K pathway
[124].

Figure 4.5: Union of optimal BNs learned from the initial PKN and the reduced
patients dataset from the complete remission (CR) and the primary resistant
(PR) classes. The thicker edges represent those that are the most frequent paths in the
BN family. The association between a node and its predecessors is an AND gate if it is
preceded by a filled black circle and an OR gate otherwise. Left: Boolean networks for
CR patients. This BN can explain and predict the measurements of readouts STMN1
and GAPDH starting from the stimuli FN1 and SMAD6, passing by the inhibitors LEF1,
ERBB3, IGF1R and MAPK9, and other intermediate proteins. Right: Boolean networks
for PR patients. This BN explains and predicts the measurement of readouts PTGS2,
TSC2, BAK1 and CASP3 starting from the stimuli FN1, YAP1 and STK11, passing by
the inhibitors ERBB3, IGF1R and CASP9, and other intermediate proteins.
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4.5 Conclusions

In this chapter we have presented the results of mainly 2 publications: the perfect color-
ing sign consistency approach [39] and a method to learn Boolean Networks distinguishing
omics data of patients having different prognostics [121]. The results from these studies
destined to elucidate computational models from patients datasets. Our goal was to make
sense, from a mechanistic perspective, of the underlying differences among different classes
of patients. Rather than using statistical and machine learning methods applied only to
the experimental proteomics or transcriptomic datasets, we have included a general Prior
Knowledge Network component by using publicly available repositories. Adding PKN in-
formation, allowed our methods to propose specific (patient risk or prognostic) outputs
associated to molecular species, as subgraphs or Boolean models. We believe that this
mechanistic information is a powerful predictor of disease, complementary and compara-
ble to bioclinical markers as we could proof in [47] for Myelome Multiple patients. All
of the proposed methods are based on logic programming, mainly on Answer Set Pro-
gramming. These methods are publicly available and we have referenced through out this
chapter the git repositories where the related softwares are available.
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Chapter 5

LEARNING BOOLEAN NETWORKS

"You don’t have to understand Life’s nature,
then it becomes a grand affair.

Let every day just of itself occur
like a child walks away from every wind

and happens upon the gift of many flowers.
To collect and the blossoms spare,
that never enters the child’s mind.

She gently unties them from her hair,
where they were kept captive with such delight,

and the hands of the loving, youthful years
reach out to embrace the new.”

— Reiner Maria Rilke.

5.1 Introduction

The following chapter summarizes a method we have proposed to learn Boolean net-
works from phosphoproteomics experiments, where the protein expression is observed
upon multiple perturbations of the system. This work [125] conducted us to propose caspo.
The caspo system, conceived in Answer Set Programming, was inspired by CellNOpt [126],
where the search of optimal model was conceived using genetic algorithms. caspo has in-
spired other works we have conducted later, such as [33], [127], or [121] (see Chapter 4).
We have presented a newer version of it in [128] integrating multiple functionalites. caspo
continues inspiring similar works such as [38, 17, 129]. Applications of this system nat-
urally present to us when elucidating the hidden biological mechanisms in a mass of
genome-scale data. This is currently the case with the thesis research subject of Math-
ieu Bolteau, a PhD student that I currently co-supervise. His research subject is in the
domain of human embryo development.

The following chapter is organized following mostly the results we presented in [46]
(see Annex A.3). caspo research, has been possible thanks to the effort of all co-authors on
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our caspo publications. I may name, specially, because of the impact of their contribution:
Santiago Videla, Anne Siegel, Julio Saez-Rodriguez and Irina Konokotina.

5.2 Motivation and background

Predictive models of biological networks are a main component of systems biology. For
a certain system of interest, if enough information is available about the biomolecules that
constitute it and their interactions, one can convert this prior knowledge into a mathe-
matical model (e.g. a set of differential equations or logic rules) that can be simulated. If
experimental data is available, the model can be fitted (trained) to the data. That is, one
determines the model parameters (for example, kinetic constants in a biochemical model)
to obtain the most plausible model given the data. This is normally achieved by defining
an objective function which describes the goodness of the model based on the data that
is subsequently optimized [130].

This training process is not a trivial task due to factors including experimental error,
limitations in the amount of data available, incompleteness of our prior knowledge, and
inherent mathematical properties of the models. Thus, in general, there is no single so-
lution but rather multiple models that describe the data equally (or similarly) well. In
those cases, the model is said to be non-identifiable [131, 132].

In some cases, deterministic methods that guarantee the identification of the optimal
models can be applied, but these methods are often limited by the exponential growth of
the search space. Thus, usually one needs to use stochastic methods that may identify the
optimum or at least exhibit sub-optimal models [130]. However, an incomplete character-
ization of the set of plausible models limits significantly the insight that can be gained
about the underlying molecular mechanisms.

In this Chapter, we investigate this issue in the context of logic modeling of signaling
networks. These models have been applied to analyze signal transduction in a variety
of contexts [133, 134]. In particular, given a network encoding our knowledge of signal
transduction and a dataset measuring the activation of proteins in this network upon
various perturbations, one can derive from the network (Boolean) logic models fitted
to the data. Models are simulated assuming that the network reaches a pseudo steady-
state at a certain time upon stimulation, and the identification of the network that best
fits the data is posed as an optimization problem. This problem can be solved using
meta-heuristics (e.g. a genetic algorithm), and their application suggests that there are
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multiple alternative models that explain the data [29]. However, stochastic search methods
cannot characterize the models precisely: they are intrinsically unable not just to provide
a complete set of solutions, but also to guarantee that an optimal solution is found. To
overcome this limitation, approaches based on Integer Linear Programming (ILP) [135,
136] and ASP [137] have been applied, providing a proof of concept that a global optimum
can be identified.

In this chapter we present caspo, a free open-source tool to learn (Boolean) logic
models of signal transduction in a complete and global fashion. caspo uses CellNOpt pre-
and post-processing routines [138]. It can handle feedback loops in the prior knowledge
network, numerical datasets, and tolerance in the score due to experimental uncertainty.
We use caspo to exhaustively explore the space of optimal and sub-optimal models for
a real case describing pro-growth and inflammatory pathways in a liver cancer cell. We
find that, even with small tolerance, thousands of models can be compatible with the
data and use ASP’s flexibility to further analyze them: we categorize them according to
their input-output behavior and identify subsets of modules that are interchangeable with
respect to the score. The multiple possible combinations of these modules are responsible
for the large number of models found.

5.3 Methods

5.3.1 Learning Boolean logic models

Our prior knowledge about signal transduction can be described as a set of causal
interactions among the biomolecules involved (mostly proteins) that can be mathemat-
ically formulated as a signed and directed graph. We call this graph the PKN. In such
a graph, one can denote as input nodes those that can be stimulated or inhibited ex-
perimentally. When the system is perturbed by fixing the state of such nodes, one can
measure the activity of each output node being observed. Such measurements are typi-
cally given by phospho-proteomics datasets consisting of measurements over m proteins
under n experimental conditions. With θij ∈ [0, 1], we denote the activity of a protein j
under the experimental condition i, where 0 ≤ i ≤ n and 0 ≤ j ≤ m. In agreement with
experimental errors, we used a discretization procedure so that θij ∈ {0, 1

100 , . . . ,
99
100 , 1}.

The state of nodes after a perturbation of the system cannot be predicted using only
graph theory. However a simple framework is given by Boolean logic models [19]. In a
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logic model, activation of nodes is defined by a set of operators. We use the representation
known as sum of products (SOP; also called disjunctive normal form) which uses only AND
(∧), OR (∨), and NOT (¬) operators. A simple form to encode logic models based on the
SOP formalism is using hypergraphs [19]. A directed and signed hypergraph H = (V,E)
is a generalization of a directed and signed graph G = (V,A), where V is the set of nodes
and E the set of hyperedges. While edges in A connect pairs of nodes a, b ∈ V , hyperedges
in E connect pairs of sets of nodes S, T ⊆ V . To describe a logic model as a hypergraph,
each SOP expression is mapped to a set of hyperdges.

The PKN is first compressed to simplify the structure [29]. Then, since the exact
logic gates are often not known, we perform an expansion to generate all possible gates
compatible with the PKN. Mathematically, we derive a hypergraph H = (V,E) from a
graph G = (V,A), so that for every signed hyperedge (S, {t}) ∈ E and every s ∈ S, there
exists an edge (s, t) ∈ A having the corresponding sign.

Let H be a hypergraph describing a logic model and (θij)i≤n,j≤m be a phospho-
proteomics dataset. For each experimental condition i, we can compute the Boolean pre-
diction ρij ∈ {0, 1} of the state of a protein j by using the logic formulas described by
H. This corresponds to computing the (quasi) steady-state of the system. These simu-
lated values at a quasi-steady state are considered an approximation of the state of the
cell immediately after a perturbation and can be thus compared to experimental values
obtained at early times after stimulation [19].

Then, the fitness of the logic model to the experimental dataset is obtained by com-
paring experimental observations, normalized between 0 and 1, to Boolean predictions
based on the MSE as follows: 1

nm

∑n
i=1

∑m
j=1(ρij − θij)2.

Combinatorial optimization problem.

The problem of learning Boolean logic models that we address in this work consists of
finding minimal hypergraphs derived from the PKN that minimize the MSE where the size
of a hypergraph H is the sum of cardinalities of each hyperedge source (i.e., the sum of the
number of inputs): ∑

(S,T )∈E |S|. Thus, the problem can be formulated as a lexicographic
multi-objective optimization where the first objective is to minimize MSE, and the second
objective is to minimize size. Our prior assumption that θij belongs to a finite set of values
implies that this problem is of discrete nature. Further, the optimization can be relaxed
by using different degrees of tolerance over the optimum for each objective, i.e., MSE and
size.
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Global Truth Tables.

Inspired by truth tables in propositional logics, we introduce the concept of GTT as
a way of describing the input-output behavior of a Boolean logic model. For a given logic
model, we can compute its predictions on observable output nodes in response to every
possible experimental condition on input nodes. Comparing GTT allows one to decide
whether two logic models, regardless of their structures, are experimentally distinguishable
or not. Furthermore, GTT provide a way of grouping a large number of logic models
according to their input-output behavior to facilitate the analysis.

5.3.2 Learning Boolean logic models with ASP

Recall that ASP is a declarative problem solving paradigm from the field of Logic
Programming combining several computer science areas [37, 41]. As a full declarative
paradigm, instead of telling a computer how to solve the problem, with ASP one defines
what the problem is and leaves its solution to the solver. These solvers are based on
Boolean constraint solving technology, and they can solve hard discrete combinatorial
search problems, with comparable results to ILP.

The distinct feature of ASP is its rich modeling language, making it popular as a
tool for declarative problem solving. Sophisticated preprocessing techniques (grounding)
are required for dealing with this rich language. Thanks to the development of an ASP
language standard, its expressiveness and powerful solvers, ASP has been widely used
in many fields of computer science for a decade. Quite recently, the capability of solvers
has increased such that ASP started to be applied to solve hard combinatorial problems
arising in bioinformatics and systems biology. Applications include expanding metabolic
networks [139], repairing inconsistencies in gene regulatory networks [14], modeling the
dynamics of regulatory networks [140], inferring functional dependencies from time-series
data, [141], integrating gene expression with pathway information [142], and analyzing
the dynamics of reactions networks [143].

We used the freely-available ASP grounder gringo and solver clasp, both included in
the Potsdam Answer Set Solving Collection 1. Importantly, we relied on the capability of
the solvers to handle multi-criteria optimization in order to guarantee the global optimum
by reasoning over the complete space of solutions. Several reasoning modes (enumeration,
union and intersection) were also necessary to complete the combinatorial study of the

1. http://potassco.sourceforge.net/
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the family of feasible solutions.

5.3.3 Software: caspo

We have implemented caspo: Cell ASP Optimizer, a Python package which combines
PyASP 2 and CellNOpt 3 to provide an easy to use software for learning Boolean logic
models (Fig 5.1). The software is freely-available for download and also as a web service
through the Mobyle framework [144]. PyASP encapsulates the main ASP tools, gringo
and clasp, into Python objects. These objects can be fed with logic programs describing
different tasks, be launched with dedicated parameter settings, and return the ASP re-
sults for further processing. CellNOpt ([138]) is a software for training logic models using
different formalisms (Boolean, Fuzzy or ODE). The software allows us to import and pre-
process a PKN, normalize experimental data, train logic models to data using heuristic
methods, and postprocess and visualise the resulting models. CellNOpt is written as a set
of R packages available on Bioconductor and as a Cytoscape plugin (CytoCopter), and it
can used within Python using the package cellnopt.wrapper.

Figure 5.1: High-level design of caspo. (1) Inputs file are a PKN in Cytoscape’s SIF
format, and a dataset as a CSV file in the MIDAS format. (2) Preprocessing routines by
CellNOpt. (3) Finds an optimum model. (4) Finds all models within the tolerance. (5)
Outputs all models found.

2. http://pypi.python.org/pypi/pyasp
3. http://www.cellnopt.org/
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5.4 Results

To illustrate the use of caspo, we use a pro-growth and pro-inflammatory model in
liver cells. The model is trained to phospho-proteomics data generated in the liver cancer
cell line HepG2. Data is generated upon perturbation with combination of ligands and
small-molecule inhibitors blocking the activities of specific kinases [145]. The dataset
contains measurements using the Luminex technology of 15 species under 64 experimental
conditions. This model was introduced in [29] and here we use a variation from [146]. In
this case, there are 130 possible hyperedges and thus, the number of possible logic models
(i.e. search space of the combinatorial optimization) is given by 2130.

5.4.1 Family of Optimal Models

We first used caspo to compute all global optimum solutions to the optimization over
our case-study. We found 16 Boolean logic models with minimal score in 0.36 seconds
(see Fig. 5.2). All models having the same fitness to data (MSE=0.0499) and size (28).
Moreover, the same 16 logic models were found (0.5 seconds) using an extended PKN
with feedback loops from [138]. Cross validation analysis showed no significant difference
in the optimum MSE with respect to the complete dataset.

The 16 different models arise due to four pairs of sub-models (modules) equivalent in
terms of score. These modules represent alternative ways to activate specific nodes and
are independent from each other. For each pair, only one of the modules appears in a
given model; that is, they are mutually-exclusive. Thus, selecting either member of each
pair provides an optimal model and all possible combinations give rise to the 24 = 16
models. To elucidate the differences between the 16 models from their responses to all
possible experimental conditions, we computed and compared their GTTs (Global Truth
Tables; see Section 5.3.1). Interestingly, they all have the same GTT. That is, for any
combination of input nodes (stimuli and inhibitors), the same values are predicted for all
the readouts by the 16 models. Therefore, the optimization reports a single solution in
terms of input-output behavior, despite the fact that this solution can take the form of
any of the 16 models. In order to distinguish among these models (and thus determine
which of the mutually-exclusive modules are functional), we would require a different
experimental setup, i.e., new species have to be either perturbed or measured.

70



Learning Boolean Networks

A B C

Figure 5.2: Optimal logic models for HepG2 cells computed by caspo. (A) Net-
work of the union of 16 optimal models. Green nodes represent ligands that are experimen-
tally stimulated. Red (or red-bordered) nodes represent those species that are inhibited
with an small molecule inhibitor (drug). Blue nodes represent species that were measured
using the Luminex technology. White nodes are neither measured nor perturbed. Green
links represent hyperedges present in all models, and blue hyperedges present in some of
the models. All models have logical gates of type OR. The colored regions highlight four
pairs of mutually-exclusive modules. The network was generated with Cytocopter. (B)
Mutually-exclusive modules. For the gates activating the nodes pi3k, ikk, jnk12, and creb,
there are two alternative modules that are equivalent in terms of the value of the scoring
function, denoted as A and B. (C) Distribution of the mutually-exclusive modules across
the family of 16 optimal models. White or black boxes refer to member A or B in panel
B.

5.4.2 Sub-optimal Models: Enumeration and Structure

Experimental error is inherent in biochemical data. Therefore, one needs to consider
models whose predictions deviate from those of the optimal one by an amount within the
experimental error [29]. Considering that the optimization minimize MSE and size, we
defined as sub-optimal models those solutions having MSE within a 10% of tolerance with
respect to the MSE of optimal models (a conservative approximation to the real experi-
mental error), and maximal size of 28 (the size of the optimal models, see Section 5.4.1).
From these settings, caspo found 11,700 sub-optimal models (Fig. 5.3) with sizes 28, 27,
26 and 25 whose MSE spanned from 0.0499 to 0.0546. We observed that the number of
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models decreases exponentially with the tolerance over the MSE (e.g. 8% - 7,378 mod-
els, 6% - 6,048 models, 2% - 192 models). Allowing also a tolerance over the size would
generate a much larger number of models by the addition of spurious links to those of
size 28 (e.g. size 29 - 51,480 models, size 30 - 189,364 models). We therefore limited, for
simplicity of this study, the size to 28.

The complete computation of sub-optimal models allows a precise characterization of
the distribution of hyperedges, and, therefore, of logical gates in the potential models.
When we evaluated the distribution of the 130 possible hyperedges (i.e. those that are
included in the hypergraph derived from the original PKN) across the 11,700 models,
we found that 14 hyperedges are present in all sub-optimal models, and we thus expect
them to be functional in HepG2 cells. 59 hyperedges are absent from all models, thus
suggesting that they are not functional in these cells. Finally, 57 hyperedges are present
in only a subset of the models; their frequency ranges from 0.99 to 0.0003, showing a
large variability. Therefore, for the given experimental data, these hyperedges are not
identifiable as it is not possible to determine whether they are functional or not in HepG2
cells.

Analogously to the set of optimal models, we investigated the combinatorics within
the family of sub-optimal models. We found four mutually-exclusive pairs of modules
(Fig. 5.3B). Replacing a module of each pair by the other has no effect on the MSE for
two of the pairs (1,2 in Fig. 5.3B). However, for the pairs 3 and 4 there is a difference; 32%
and 26.8%, respectively, of the sub-optimal models differ in the output for a range from 8
to 15% of the experimental conditions. All modules were constituted by a single hyperedge,
except 1A, which is set by two hyperedges: {(ras ∧ ¬akt → mek), (ras ∧ pi3k → mek)}
(Fig. 5.3, module 1A). These two hyperdges were therefore always either both present
or both absent (mutually-inclusive). As expected, there is a clear difference between the
frequencies in each pair of exclusive patterns where smaller or simpler hyperedges are
always more abundant. Importantly, the mutually-exclusive modules for the family of
sub-optimal models are not the same as those present when only optimal models are
considered. This indicates that the combinatorics exhibited within optimal models is not
so important when considering experimental error, probably due to the larger variability
among sub-optimal models.
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Figure 5.3: Sub-optimal models generated with caspo with 10% error tolerance.
(A) Network of the union of 11,700 sub-optimal models. Green nodes represent ligands
that are experimentally stimulated. Red (or red-bordered) nodes represent those species
that are inhibited with an small molecule inhibitor (drug). Blue nodes represent species
that were measured using the Luminex technology. White nodes are neither measured
nor perturbed. AND gates in the models are represented by empty boxes. The thickness
of the hyperedges correspond to their frequencies among the 11,700 sub-models. (B)
Four pairs of mutually-exclusive modules (blue hyperedges in A) and their corresponding
frequencies on top. These modules determine the behavior of three nodes in the network:
mek12, mkk4, and p38.

5.4.3 Input-output behavior

To further characterize the family of sub-optimal models, we next studied its input-
output behavior as expressed by its GTT. Using caspo, we found that the 11,700 sub-
optimal models correspond to 91 different GTTs. In these 91 GTTs, the predicted values
are the same for 30% (4915 out of 16384) of all the possible experimental conditions
(i.e. 214 combinations of the 14 inputs of the model). Therefore, such predictions can be
seen as the “core” predictions of the system behavior independently from experimental
noise. Considering the remaining 70% of experimental conditions, we found that at least
7 experiments are needed in order to discriminate among all GTT. By performing such
experiments, one would be able to generate at least 1 different output prediction between
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every pair of GTT. Among the 11,700 sub-optimal models there are only 13 different
MSEs. The distribution of such MSEs is very inhomogeneous, and two MSE (0.0519 and
0.0542) gather 71% of sub-optimal models (Fig. 5.4).

Figure 5.4: Distribution of sub-optimal models. The sub-optimal models are ordered
(from left to right) first according to their MSE, and then according to their 91 GTT. The
number of different models leading to the same GTT is plotted in vertical bars. GTT are
ordered and colored by their MSE. The 16 optimal models correspond to MSE 0.0499.
The 2 most common GTT describe the response of 3126 and 2090 models.

For both most frequent MSE, a GTT is much more common than all the others: the
first GTT, at MSE 0.0519, is shared by 3126 (27%) sub-optimal models while the second
most common GTT, at MSE 0.0542, is shared by 2090 (18%) models. In contrast, the
minimal GTT, at MSE 0.0499, was shared by only the 16 minimal models. This analysis
suggests that the single optimal GTT at MSE 0.0499 is far from being representative over
the 11,700 sub-optimal models (0.1%). The two most common GTT are arguably much
more relevant. Interestingly, a hierarchical clustering reveals that these two most common
GTT cluster quite separately and that the GTT representing 27% of all sub-optimal
models is very close to the optimal one (Fig. 5.5).

5.5 Conclusion

A useful approach to model large-scale signaling networks consists on training Boolean
logic models from prior knowledge and dedicated experimental data. The problem of
training these models is an optimization task that can be solved with stochastic search
methods [29], which have the important limitation that they do not guarantee global
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Figure 5.5: Hierarchical clustering of GTTs. Hierarchical clustering of the 91 GTT
based on their predictions for the readouts across all experimental conditions. Bars length
on the leafs represents the corresponding MSE value for each GTT. The optimal GTT
(61) is highlighted, as well as the two most common ones (85 and 77). The most common
GTT is very close to the optimal one, whereas the second most common GTT has a quite
different behavior.

optimality nor an exhaustive solution. In this paper, we show how recasting this problem
in a highly declarative language allows us to identify the complete family of feasible models
and query them to obtain insight into model degeneracy.

In a real-case study we have seen that there is a family of feasible models with a
deep combinatorial structure: several combinations of internal submodules, with equal or
similar scores, can equivalently explain the observed behavior of the system. This leads
to a rapid growth of the family of sub-optimal models. Taking into account the inherent
noise in data, we showed that 11,700 different models can be considered as plausible
representations of the prior knowledge network and an experimental phospho-proteomics
dataset. Thanks to our exhaustive characterization of these models, we could determine
unambiguously which hyperedges (biological links) are functional or not, based on their
distributions across the models and determine whether groups of hyperedges are exclusive
from each other.

To further characterize this family of models, we introduced the concept of GTT and
used it to explore their input-output behavior. Compared to the model topologies, the
variability is much lower; the 11,700 models can be grouped in 91 GTTs, and for 30%
of the 16384 possible perturbations all models gave the same predictions. Interestingly,
the distribution of models among GTT is far from being equidistributed, and two GTTs
comprise almost half of the models, while the GTT corresponding to the optimal score is
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very specific (0.1% of the models). While the most common GTT is similar to the GTT
with optimal score, the second most common GTT is very different. However, a single
experiment is able to discriminate these models.

These results underscore the importance of exploring exhaustively the family of models
and take into account experimental error to obtain an adequate picture of the feasible
model solutions. Our formal approach based on ASP allows a precise characterization
of the information that can be inferred from the confrontation of prior knowledge with
experimental observations over protein signaling networks. It also permits the study of the
internal combinatorics leading to the variability of the system functioning and provides
a tool towards experimental design. Due to the complexity of signaling networks and the
limitations of existing experimental technologies (in terms of which nodes can be measures
and/or perturbed), models typically show an important lack of identifiability. This is a
general limitation of models in systems biology [132]. In the context of Boolean models, we
expect that further development of experimental design [136], in intimate co-ordination
with advances in experimental techniques will allow us to tackle this issue. We approached
this perspective later with a publication on 2015 [33].

This work opens the way to several prospective tracks. First, it would be useful to
evaluate our ASP formulation and those based on ILP from [135] and [136] in order to
understand their strengths and complementary features. In contrast to ILP, ASP is a
relatively new tool for problem solving in biology. ASP, having its roots in knowledge
representation and reasoning, has proven to be very well suited to address highly combi-
natorial search and discrete optimization problems, with at least comparable performance
to well established ILP solvers. On the other hand, ILP as a mathematical programming
framework may be more suitable to study problems based on calculus over large domains
of integer or rational numbers. Therefore, combining the expressiveness and power of sev-
eral solving technologies instead of selecting one of them seems a promising option for the
future [147, 148].

Second, the perspective of studying the extension of our approach to time-series data,
although switching from a steady-state to a dynamical viewpoint implies a growth of the
search space. Fitting models whose steady-states evolve between clearly separated time-
scales [138] should be of similar complexity to the problem studied in this paper. Fitting to
the actual time-courses of a Boolean model has a higher level of complexity, as it requires
to adjust the time-step of the Boolean model to the real time of the measurements. This
perspective was later investigated, implemented and applied (see Chapter 6).
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More generally, we need to develop a rigorous framework to study models of biological
networks as a family of plausible realizations, not of single networks. A first approximation
could be to compare experimental data (ideally a distribution across individual cells) to a
distribution of simulated results across a family of single logical models. The comparison
of the distribution of feasible models to single cell data emerges as longer-term follow-up
of this work that should provide deep insight into the cell-to-cell heterogeneity of signal
transduction [149]. We are currently applying caspo to single-cell data related to Human
embryonic development in the thesis project of Mathieu Bolteau, which I co-supervise.

Altogether, we have implemented an open-source tool based on ASP providing a pow-
erful framework to analyze networks models in systems biology. Further, several prospec-
tive tracks will certainly lead to future developments in order to extend and improve the
functionalities of caspo.
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Chapter 6

LEARNING DYNAMICAL BOOLEAN

NETWORKS

“Nothing binds you except your thoughts;
nothing limits you except your fear;

and nothing controls you except your beliefs.”
— Marianne Williamson.

6.1 Introduction

In this last chapter it is presented the problem of inferring Boolean Networks from
time-series expression data under perturbation. This work involved the interaction of many
previous and new collaborators in the context of a challenging but beautiful doctoral thesis
research project, in which I co-supervised the work of Misbah Razzaq.

The study presented in this chapter was published in [150] (see Annex A.4), the results
presented here were taken from that publication. The full story of this research did not
started or finished on this paper, previous (published in [151, 152]), and forward collabo-
rations (published in [150]) were made and had to be considered to understand the whole
of this contribution. The contribution of all co-authors of these related publications was
important for this reserach to appear. I specially mention two colleagues, Max Ostrowski
and Loïc Paulevé, who made essential contributions to this work.

6.2 Motivation and background

Protein signaling networks are static views of dynamic processes since they respond
to stimuli and perturbation. They constitute complex regulatory systems controlled by
crosstalk and feedback mechanisms. Because these networks are often altered in diseases,
discovering the precise mechanisms of signal transduction may provide a better fundamen-
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tal understanding of disease behavior. For instance, a main difficulty in cancer treatment
is the fact that cell populations specialize upon treatment and therefore patient responses
may be heterogeneous. Computational models of signaling control for different patient
groups could guide cancer research towards a better drug targeting system. In this work,
we propose a methodological framework to discriminate among the regulatory mechanisms
of four breast cancer cell lines by building predictive computational models.

Several formalisms have been used widely to model interaction networks. Models built
using differential equations require explicit specifications of kinetic parameters of the
system and work well for small-scale systems. While being a useful tool, mathematical
modeling becomes computationally intensive as networks become larger [153, 154, 155].
Stochastic modeling is suitable for problems of a random nature but also fails to scale well
with large scale systems [153]. The Boolean Network (BN) formalism [156] is a powerful
approach to model signaling and regulatory networks [157]. Various BN learning frame-
works exist focusing on varying levels of details [153, 158]. As compared to the extensive
literature on Boolean frameworks, BN modeling of signaling networks is quite recent.

In this work, we have used the caspo time series (caspo-ts) [151, 152] method to
learn BNs from multiple perturbation phosphoproteomic time series data given a Prior
Knowledge Network (PKN, refer to Section 5.3.1). We have improved and adapted caspo-ts
to deal with a midscale Prior Knowledge Network (PKN) with 64 nodes and 178 edges in
order to learn the BNs of four breast cancer cell lines (BT20, BT549, MCF7, UACC812)
from their time series phosphoproteomic datasets. Importantly, the PKN did not contain
any information about the temporal changes or dynamic properties of the proteins. This
information was learned from a dataset describing the dynamics of signaling processes
for those breast cancer cell lines as part of the HPN-DREAM challenge. In comparison
to the current methods that learn signaling networks as Boolean models using static
measurements[159, 160], and one-time point measurements across multiple perturbations
[46, 120, 136, 135], our method allows us to handle time series data. A further advantage is
the guarantee of discovering optimal BNs, where the distance between original and over-
approximated time series is minimal. This is achieved by using computational solvers such
as Answer Set Programming (ASP) [41].

Our results show that the ASP component of our method allows us to filter the ex-
plosion of possible dynamical states inherent to this type of problem, and thanks to that
filtering, the model-checking step allows us to provide BNs exactly reproducing the bina-
rized time series data. These BNs are referred to as true positive (TP) BNs. Our results
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point to measurements in the time series HPN-DREAM dataset that contradict the ex-
perimental setting and to perturbations that show contradictory dynamics. We observed
that given the same PKN, the solving time was different for each cell line dataset. For cell
lines BT20, BT549, MCF7 our method found TP BNs, while for the UACC812 cell line
dataset it was impossible to find a TP BN within a time-frame of 7 days. This computa-
tion time difference is due to the different structure of the solution space among cell lines.
This could point to the situation where the dataset is not explainable by the prior knowl-
edge network, which may give valuable insights to experimentalists. For example, that the
number of consistent experimental perturbations is not sufficient, and that the knowledge
of the PKN is incomplete given this dataset. We also show that this method is capable
of recovering time series measurements with a Root Mean Square Error (RMSE) of 0.31,
the minimum achieved so far as compared to other participants of the HPN-DREAM
challenge. Our method focuses on learning optimal BNs’ structures. It does not predict
time-series traces of the proteins from the learned BNs. However it detects the minimum
distance that is possible to obtain from the proteins of the learned BNs in comparison
to the time-series traces in the testing data. This is the main conceptual difference of
our method compared to those proposed by the HPN-DREAM challenge. This difference
needs to be considered when comparing the RMSE score. Based on a comparison with
the canonical mTOR pathway, we show that the discovered context specific BNs have
an average AUROC score of 0.77. We found 38% of the cell line specific interactions ex-
plaining the heterogeneity among these four cancer cell lines, which can be observed in
different cell line specific networks. All in all, our results show that caspo-ts handles real
(HPN-DREAM) datasets, where data points are incomplete and subject to experimental
error. Our method is applicable to any kind (gene or protein expressions) of time series
datasets measured upon different perturbations. We have proved here that caspo-ts han-
dles a PKN size of 64 nodes and 170 edges; this is relevant since approaches modeling
time usually only scale up to very small networks because of state graph explosion.

6.3 Materials and Methods

6.3.1 Data acquisition

The DREAM portal provides unrestricted access to complex, pre-tested data to en-
courage the development of computational methods. In this study, we are focused on the
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HPN-DREAM challenge, which was motivated by the fact that the same perturbation
may lead to different signaling behaviors in different backgrounds, making it necessary to
build a model which can perform unseen predictions (absent from the learning data). The
main goal of the HPN-DREAM 1 challenge is to learn signaling networks efficiently and
effectively to predict the dynamics of breast cancer.

Learning data

Reverse Phase Protein Array (RPPA) quantitative proteomics technology was used
for generating the dataset of this challenge. The measurements focus on short term
changes on up to 45 proteins and their phosphorylation over 0 to 4 hours. The HPN-
DREAM dataset includes temporal changes in phosphorylated proteins at seven different
time points (t1 = 0min, t2 = 5min, t3 = 15min, t4 = 30min, t5 = 60min, t6 = 120min,
t7 = 240 min). The learning data consists of four cancer cell lines (BT20, BT549, MCF7
and UACC812) under different perturbations (≈8 stimuli and ≈3 inhibitors). The number
of perturbations varies from 24 to 32 depending on the cell line. In each cancer cell line
approximately 45 phosphorylated proteins are measured against different sets of perturba-
tions over multiple time scales. After removing perturbations with inconsistent behaviors
or incomplete time series, we had 15, 13, 13 and 18 perturbations for MCF7, BT20, BT549
and UACC812 cell lines respectively measuring 23 readouts.

Testing data

Test data is available for assessing the performance of networks learned from the learn-
ing data. The HPN-DREAM portal provides testing data for four cancer cell lines (BT20,
BT549, MCF7 and UACC812) under different perturbations (8 stimuli and 1 inhibitor).
They contain gold standard datasets of time series predictions of up to 45 proteins having
the same time scale as learning data[161, 162]. The number of perturbations varies from
7 to 8 depending on the cell line. This data is used to test the quality of the BNs given
by caspo-ts.

6.3.2 Caspo-ts modeling framework

The caspo time series (caspo-ts) method was proposed in [152]. This method learns
BNs from multiple perturbation phosphoproteomic time series data given a PKN. caspo-

1. https://www.synapse.org/#!Synapse:syn1720047/wiki/55342
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ts is based on ASP and a model-checking step is needed to detect true positive BNs. In
[152] our approach was tested on synthetic data for a small PKN (≈17 nodes and ≈50
edges) [152]. A similar approach, based on genetic algorithms [163], was proposed to learn
context specific networks given a PKN and experimental information about stable states
and their transitions but it does not scale well with large networks and finding a global
optimum is not guaranteed. In Fig. 6.1 we show the workflow of the caspo-ts method for
the inference of BNs. This method was tailored to handle protein phosphoproteomic time
series data. The input of the method consists of a PKN and normalized phosphoproteomic
time series data under different perturbations to generate a family of BNs whose structure
is compatible with the PKN and that can also reproduce the patterns observed in the
experimental data. In the following, we will develop the main notions of this framework.

Prior knowledge network. Also defined in Section 5.3.1, it is one input of caspo-ts and
it is modeled as a labeled (or colored) directed graph (V,E, σ) with V = {v1, v2, . . . , vn}
the set of nodes, E ⊆ V × V the set of directed edges and σ ⊆ E × {+1,−1} the signs
of edges. The set of nodes is denoted by V = S ∪ I ∪ R ∪ U where S are stimuli, I are
inhibitors, R are readouts, and U are unobserved nodes. Stimuli, inhibitors, readouts,
and unobserved nodes are encoded by different colors in the graphs presented in this case
study. Stimuli are shown in green, inhibitors in red, readouts in blue, and unobserved
nodes in white (Fig 6.1). Moreover, the subsets S, I, R, U are all pairwise disjoint except
for I and R, because a protein can be inhibited as well as measured. Stimuli are used to
bound the system and also serve as interaction points of the system, these nodes can be
experimentally stimulated, e.g. cellular receptors. Inhibitors are those nodes which remain
inactive or blocked over all time points of the experiment by small molecule inhibitors.
Stimuli and inhibitor nodes take Boolean values {0, 1} representing the fact that the
node was stimulated (1) or inhibited (0). Readouts are experimentally measured given a
combination of stimuli and inhibitors. They usually take continuous values in [0;1] after
normalization. Unobserved nodes are neither measured nor experimentally manipulated.
In this study, we use the term perturbation to refer to the combination of stimuli and
inhibitors, similarly to other studies such as [161, 162].

Phosphoproteomic time series data. It is the second input of caspo-ts and it consists
of temporal changes in phosphorylated proteins under a perturbation (Fig 6.1). Without
loss of generality, we assume that the time series data are related to the observation of
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Figure 6.1: Caspo-ts workflow. Caspo-ts receives as input data a prior knowledge network (PKN)
and a discretized phosphoproteomic dataset. In this example the phosphoproteomic data consists of two
perturbations involving akt (inhibitor) and hgf (stimulus): 1) akt = 0, hgf = 1 and 2) akt = 1, hgf = 0. A
black colored perturbation means the inhibitor or stimulus was perturbed (1) while white represents the
opposite (0). Readouts are specified in blue and describe the time series under given perturbations. Using
this input data, caspo-ts, performs two steps: ASP solving and model checking. In the ASP solving step:
(i) a set of BNs, compatible with the PKN, is generated, (ii) afterwards an over-approximation constraint
is imposed upon each candidate BN to filter out invalid BNs, that do not result in an over-approximation
of the reachability between the Boolean states given by the phosphoproteomic dataset, and finally (iii)
BNs are optimized using an objective function minimizing the distance to the experimental measures.
The ASP step also introduces repairs in some data points of the time series that added penalties to
the objective function. These corrected traces will be given to the model checker. In the model checking
step, the exact reachability of all the (binarized and corrected) time series traces in the family of BNs is
verified.
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m ≤ n nodes for the nodes {v1, . . . , vm} (so the nodes {vm+1, . . . , vn} are not observed).
The observations consist of normalized continuous values: a time series of k data points
is denoted by TP = (t1P , . . . , tkP ), where P ⊆ S ∪ I is a perturbation and tj ∈ [0; 1]m for
1 ≤ j ≤ k. This data will be discretized in order to link it with further BNs’ discovery
(ASP solving and model checking steps).

Boolean Network. It is the output of caspo-ts. A Boolean Network (BN) [164, 165] is
defined as a pair BN = (N,F ), where

— N = {v1, . . . , vn} is a finite set of nodes (or variables/proteins/genes)
— F = {f1, . . . , fn} is a set of Boolean functions (regulatory functions) fi : Bk → B,

with B = {0, 1}, describing the evolution of variable vi.
A vector (or state) x = (x1, . . . , xn) captures the values of all nodes in N at a time
step, where xi represents the value of the node vi, and is either 1 or 0. There are up
to 2n possible distinct states for each time step. Next, we define the transition x → x′

between two states of a BN. If there is no update for node vi then x′i = xi. If there is
an update for node vi then the state of a node vi at the next time step is determined by
x′i = fi(x1, . . . , xn). Note that usually only a subset of the nodes influence the evolution of
node vi. These nodes are called the regulatory nodes of vi. The state of each node can be
updated in a synchronous (parallel) or asynchronous fashion. In the synchronous update
schedule, the states of all nodes are updated, while in asynchronous update schedule, the
states of any number of nodes can be updated at a time. The work presented in this
article is independent of the update schedule routine, hence any number of nodes can be
updated at a time.

Over-Approximation Criteria The goal is to generate BNs that can reproduce the
experimental data as well as possible. For this objective, the states have to be reachable
from another. We use x →∗ y to say that state y can be reached from state x with
an arbitrary number of steps. Since this reachability is a computationally hard problem
(PSPACE-complete) [166], we use an over-approximation for checking reachability result-
ing in false positive (FP) BNs [152, 151]. The meta-states have been introduced to check
over-approximated reachability.

A meta-state u = (u1, u2, . . . , un) is a vector of dimension n over non-empty subsets
of B, noted M = {{0}, {1}, {0, 1}}; the set of meta-states is Mn. Meta-states characterize
a set of Boolean states: a state x ∈ Bn belongs to a meta-state u, written x ∈ u, iff each
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Boolean component xi belongs to the set ui. Given a state x, we use x̄ for the corresponding
meta-state ({x1}, . . . , {xn}). We define the transition relation u ⇒ v between the meta-
states u and v as follows: u 6= v and v = (u1, . . . , ui ∪ {fi(x) | x ∈ u}, . . . , un) for some
1 ≤ i ≤ n.

In [152], it has been shown that if y is reachable from x (x→∗ y) then there exists a
meta-state u such that y ∈ u and x̄ ⇒∗ u. This definition is further refined to describe
the necessary condition for reachability called support consistency. A state x is support
consistent with state y denoted by x ∗ y, if and only if there exists a meta-state u with
x̄⇒∗ u such that y ∈ u and for all 1 ≤ i ≤ n either

— yi 6= xi, or
— yi = xi and ui 6= {0, 1}, or
— yi = xi, ui = {0, 1}, and there exists z ∈ u such that fi(z) = yi.

If state y is reachable from state x (x →∗ y) then x  ∗ y. Since we are using the
over-approximation criteria, it is possible that some BNs may fail to reproduce the exact
trajectories of the time series data. These BNs are called false positive (FP). To filter out
the false positive BNs, exact model checking is applied.

ASP solving. Given a PKN and a phosphoproteomic dataset, a family of candidate
BNs, compatible with this PKN, is exhaustively enumerated including the main nodes
(the sets S,I,R) of the experimental data. We refer the reader to [120] for a detailed de-
scription of BN’s compatibility with a PKN. Afterwards an over-approximation constraint
is imposed upon each candidate BN to filter out invalid BNs [152], that do not result in
an over-approximation of the reachability between the Boolean states given by the phos-
phoproteomic dataset. Finally, an optimization step is performed to select those BNs
having a minimal distance between the actual time series TP and the over-approximated
time series YP . We have adopted the Root Mean Square Error (RMSE) as the objective
function:

RMSE =

√√√√√ 1
m ∗ k ∗ |P|

m∑
i=1

k∑
j=1

∑
P∈P

((tjP )i − (yj
P )i)2 (6.1)

where m is the number of observed nodes, k is the number of time points, and P is the set
of perturbations. In addition, the optimization step highlights the data points in the time
series which added penalties to the RMSE. Such data points are automatically corrected
before the model checking step.
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All the analyses described in this step are performed using ASP, namely the clingo
4.5.4 solver. This solver guarantees finding optimal solutions, and all BNs outputted by
the ASP solver step will be identically optimal. For the HPN-DREAM case study, the full
enumeration of optimal BNs creates billions of BNs, and since the next (model checking)
step can take days of computation depending on the verified BN we choose to limit this
enumeration to a fixed number of BNs.

Model checking and True Positive BNs. From the ASP solving step, a set of optimal
BNs that over-approximate the phosphoproteomic time series data is produced. This set
of BNs is verified with an exact model checking to detect true positive (TP) BNs. TP BNs
are guaranteed to reproduce all the (binarized) trajectories under all perturbations by
verifying exact reachability in the BN state graph. For this, we have used computational
tree logic (CTL) implemented in the NuSMV 2.6.0 [167], which is a symbolic model checker.

6.3.3 Graph similarity measure

We introduced a graph similarity measure in order to check the variability among
the families of BNs generated by caspo-ts. We compare the reactions existing in the gold
standard network (A) with the family of BNs (BNF). This measure is based on the Jaccard
similarity coefficient which measures the similarity of these models.

Jaccard similarity coefficient

The Jaccard index between A and Bi can be defined as length of the intersection
divided by the union:

J(A,Bi) = | A ∩Bi |
| A ∪Bi |

= | A ∩Bi |
| A | + | Bi | − | A ∩Bi |

(6.2)

We apply the Jaccard Similarity Coefficient on Bi (where Bi ⊂ BNF) by taking A as
being the gold standard.
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6.4 Results

6.4.1 Prior knowledge network

The structure of the protein signaling network was generated by mapping the experi-
mentally measured phosphorylated proteins (HPN-DREAM dataset) to their equivalents
from literature-curated databases and connecting them together within one network. The
reference network (Fig 6.2) was built using the ReactomeFIViz app (also called the Re-
actomeFIPlugIn or Reactome FI Cytoscape app) [168], which accesses the interactions
existing in the Reactome and other databases [168, 169]. The PKN shown in Fig 6.2
consists of 64 nodes (7 stimuli, 3 inhibitors, and 23 readouts) and 178 edges.

6.4.2 Cell line specific Boolean networks

In this section, we show the generated BNs for each cell line. For this, we used caspo-ts
to learn the BNs from the PKN (Fig 6.2) and the phosphoproteomic data of four breast
cancer cell lines - BT20, BT549, MCF7, and UACC812. We inferred a family of cell line
specific BNs for each cancer cell line.

caspo-ts produces BNs fulfilling two criteria, (i) satisfaction of the over-approximation
criteria and (ii) optimality with respect to the RMSE objective function. ASP-optimal
solutions were fast to collect, their computation time ranged from 21 seconds to 3 minutes
depending on the cell line. Afterwards, these ASP-optimal BNs were given to the model-
checker for further verification. This second step is more complex and we put a restriction
for the computation time of 7 days for each cell line. The number of verified BNs varies
from one cell line to another, depending on a number of factors such as the number
of perturbations, the order of answer sets in the solutions space, and the perturbation
order. The total number of verified ASP-optimal BNs within the 7 days time-frame were
231, 52, 188 and 150 for the BT549, MCF7, BT20 and UACC812 cell lines respectively.
We obtained 191, 21, and 72 true positive BNs for BT549, MCF7, and BT20 cell lines
respectively with an optimal fit to the data. For the UACC812 cell line, we were unable
to obtain true positive BNs within the 7 day time limit for verification. Hence, we kept
the first 20 BNs from the 150 ASP-optimal BNs for the UACC812 cell line. The caspo-ts
method uses the ASP solver (clingo), which is able to exhaustively enumerate all solutions.
The clingo solver by default uses an enumeration scheme, in which, once a solution is
found, it backtracks to the first point from where the next solution can be found. This

87



Learning Dynamical Boolean Networks

mTOR_pS2448

AKT_pT308

AKT_pS473

p70S6K_pT389

4EBP1_pS65

MEK1_pS217_S221

MAPK_pT202_Y204

MAPK3

EGFR_pY992

FGF1

c-JUN_pS73

EGF

STAT3_pY705

BAD_pS112

HER3_pY1298

PIK3R1

RPTOR

HGF

STAT5A NRG1 ER-alpha_pS118

IGF1

MAPT p90RSK_pT359_S363

GSK3-alpha-beta_pS9EEF2

PKC-alpha_pS657

EIF4E

c-Raf_pS338GSK3-alpha-beta_pS21_S9

BCL2

IRS1

SMAD4

SMAD3

BECN1

ARPGR

CAV1

KDR

Src_pY416

HER2_pY1248

AKT3

GATA3

EGR1

PARP1

INSULIN

YWHAZ

c-Met_pY1235JNK_pT183_pT185

BIRC2

CASP3CASP7

Rb_pS807_S811

YWHAB

NRAS

PIK3CA

CASP9TP53BP1

BCL2L1

PEA15 SERUM

SYK

MAPK14

DIABLO

Figure 6.2: Breast cancer signaling pathway. This figure shows the reconstructed signaling net-
work from a combination of databases. An arrow shows the positive regulatory relationship between two
proteins, while a T shaped arrow indicates inhibition. Green nodes are stimuli, blue nodes are readouts,
white nodes are unmeasured or unobserved, and blue nodes with a red border represent inhibitors and
readouts at the same time. Please note that in the node labels, we have added the phosphorylation sites
to the protein names in order to connect them to the experimental measurements.

typically leads to the situation where successive solutions only change in a small part. As
a result, caspo-ts may enter a solution space where BNs are clustered together. We have
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observed that given the size of the PKN and the small number of perturbations in the
experimental data, the solution space of the caspo-ts can be rather very large containing
billions of BNs making it difficult to enumerate true positive BNs (because of the model
checking overhead) in a reasonable time if it gets stuck in a cluster of false positive BNs.

An aggregated network was built (Fig 6.3) by combining the BN families (with 191, 21,
72, and 20 BNs for BT549, MCF7, BT20, and UACC812 cell lines respectively) obtained
for the four cell lines by keeping the hyper-edges (Boolean functions) having a frequency
higher than 0.3 within each BN family. The frequency is calculated by counting the number
of common Boolean functions and dividing it by the total number of Boolean functions
within the BN family of each cell line. This aggregated network contains 34 nodes and
74 Boolean functions involving 36 AND gates. As compared to the PKN (Fig 6.2), the
inferred networks are highly specific to each cell line. In Fig 6.3, all cell lines share only
4% of Boolean functions which are shown in thick black colored edges. This shows that
the inferred BNs of these four breast cancer cell lines are very diverse and different from
each other.

To measure cell lines similarity, we calculated the similarity score (see Section 6.3.3) on
the family of BNs (with 191, 21, 72, and 20 BNs for BT549, MCF7, BT20, and UACC812
cell lines, respectively). This algorithm receives two parameters as input: (1) one gold
standard BN and (2) a family of BNs. It outputs a score in [0; 1], measuring the average
of the similarity scores between each BN in the family and the gold standard BN. In our
case, the gold standard BN is the aggregation of one family of BNs. The similarity scores
between all pairs of breast cancer cell lines are shown in Table 6.1. Fig 6.3 agrees with
the results presented in Table 6.1 as we can see the clear discrepancies among the four
cell lines. It can be seen that 23% of the Boolean functions are shared among BT549 and
MCF7, and also between BT20 and UACC812. BT20 shares the least number of Boolean
functions (15%) with BT549. This table revealed pronounced differences among different
cell lines of breast cancer. We also analyzed the diversity of Boolean functions among the
family of BNs within the same cell line. The similarity among Boolean functions from
BT20 (0.73) and MCF7 (0.63) is higher than the ones from BT549 (0.43) and UACC812
(0.46) cell lines.

6.4.3 Evaluation

The performance of the caspo-ts method is evaluated using three criteria: 1) RMSE cal-
culation using a typical learning and testing data approach, 2) random data comparison,
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Figure 6.3: Boolean network of breast cancer cell lines. The aggregated graph for all cell lines.
Blue, red, green and orange edges are used for each cell line BT20, BT549, MCF7 and UACC812,
respectively. The nodes are connected by logic gates (AND or OR) to their direct predecessors. Edges are
used to show influences (→ for positive and a for negative). An AND gate is depicted by a small black
circle where the incoming edges correspond to the inputs of the gate. An OR gate is depicted by multiple
incoming edges to the node. A different color scheme is used to represent different types of nodes. The
green color is for stimuli, the red for inhibitors, the blue for readouts, and the white for unobserved nodes.
Black edges denote common hyper-edges across cell lines; the thickness of the black hyper-edge denotes
the number of cell lines sharing this hyper-edge.

3) AUROC (Area Under the Operating Curve) score.
The BNs are learned using the learning dataset (see Section 6.3.1) only. The prediction
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Table 6.1: Similarity scores among breast cancer cell lines.

Cell Lines Size of BNs’ family Similarity Score
BT20 BT549 MCF7 UACC812

BT20 72 0.73 0.15 0.17 0.23
BT549 191 ∗∗ 0.43 0.23 0.20
MCF7 21 ∗∗ ∗∗ 0.63 0.21

UACC812 20 ∗∗ ∗∗ ∗∗ 0.46

accuracy is evaluated by comparing the RMSE of trajectories in the testing dataset with
those recovered by the learned networks (see Equation 6.1). There are two types of RMSE
- discrete and model. The discrete RMSE is imposed by the discretization of the method.
Since we use a discrete learning approach, our recovered traces will be in {0,1} and this
introduces an error with respect to continuous measurements in [0;1]. The model RMSE
refers to the learned BN error with respect to the normalized time series data; that is, the
model RMSE is at least as large as the discrete RMSE. When the difference between these
two is zero then the inferred BNs are able to recover the discrete trajectories without any
error. If the model RMSE is greater than the discrete RMSE then the inferred BNs have
some errors in the recoverability of the discrete time series data. To check how our method
performs in case of random time series, we have calculated the RMSE score for random
data and compared it with learning and testing data. Next, the validity of these networks
is verified by comparing them with the canonical MTOR signaling pathway using two
parameters, i.e., true positive rate (TPR) and false positive rate (FPR).

Validation using root mean square error criteria

The goal was not only to infer optimal BNs but also to verify that these BNs are
able to recover trajectories that do not exist in the learning data. For this purpose, we
use experimental testing data to check the specificity of the trajectories of the proposed
networks. This testing data is provided by the HPN-DREAM challenge (see Section 6.3.1).
Table 6.2 shows the corresponding RMSE in case of learning and testing data. It can be
seen that the inferred BNs are able to produce the trajectories without any error in the
learning dataset for all cell lines. It is encouraging to see that the inferred BNs are able to
recover the discrete testing trajectories without any error in MCF7, and with a minimal
error of 0.0009, 0.0106, and 0.0094 in BT20, BT549, and UACC812, respectively.
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We also compared the RMSE score with the top two best performers of the HPN-
DREAM challenge. We got the top position with an RMSE score of 0.31 as compared to
their RMSE scores of 0.47 and 0.50. Notice that in comparison to other HPN-DREAM
challenge methods based on Bayesian inference, Regression, and Granger Causality among
others, caspo-ts does not make new predictions but it checks the recoverability of the
testing trajectories with the inferred BNs.

Table 6.2: Root mean square error. This table summarizes the RMSE results for each
cell line. We have calculated the discrete RMSE (error related to the discretization of
the data) and the model RMSE (caspo-ts error). The Delta column shows the difference
between model and discrete RMSE.

Cell Line Learning Testing
Discrete Model Delta Discrete Model Delta

BT20 0.3464 0.3464 0 0.3293 0.3302 0.0009
BT549 0.3498 0.3498 0 0.3007 0.3113 0.0106
MCF7 0.3207 0.3207 0 0.2772 0.2772 0

UACC812 0.3464 0.3464 0 0.3084 0.3178 0.0094

Validation using random data samples

The objective of this analysis is to show that the BNs obtained with caspo-ts using
the HPN-DREAM datasets for the four cell lines have a lower RMSE score with respect
to random trajectories, and therefore are very specific to the HPN-DREAM datasets. For
this purpose, we generated 100 random data samples per cell line. In each sample, we
generated a random value in [0; 1] for each readout protein in each time point without
changing the perturbations. Then, we calculated the RMSE of these samples with respect
to the inferred BNs of each cell line, and finally compared it with the learning and testing
RMSE of these BNs. Fig 6.4 plots the RMSE ratio (see Equation (6.3)) of the inferred
BNs with respect to the learning, testing and random data.

RMSE ratio = Discrete RMSE

Model RMSE
(6.3)

In Fig 6.4, the RMSE ratio for random datasets is displayed by red boxplots for each
cell line, and the RMSE ratio for testing and learning datasets is shown as clear outliers in
green and blue colors respectively. It is worth noting that the caspo-ts method has failed
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to recover random data time series, hence proving the specificity of the learned networks
with respect to the HPN-DREAM challenge dataset.
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Figure 6.4: Performance assessment with learning, testing and random datasets. The x-axis
shows the cell line and the y-axis shows the RMSE ratio (see Equation (6.3)) of the inferred BNs from the
HPN-DREAM data for each cell line with respect to the three datasets. The three datasets are encoded
by different color codes. The RMSE ratio with respect to the HPN-DREAM learning and testing datasets
is shown in blue and green colors, respectively. The random dataset RMSE ratio distribution is shown as
red boxplots.

Additionally, we computed the RMSE of the testing data by using a leave one out
approach. For this we generated slightly modified samples, by selecting random values of
5% of the learning data points. The same experimental perturbations and readout proteins
were kept. Our results show that the BNs learned from the 5% randomized data have an
RMSE of 0.3113 with respect to the testing data, demonstrating caspo-ts robustness.
For such 5% modified datasets, true positive BNs are difficult to obtain with the model
checker; most candidates were false positive models. This highlights the complexity of this
BN learning problem when few experimental perturbations are given because the space
of candidate ASP-optimal BNs to verify is large and it is heavily populated with false
positive Boolean models.
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Validation using MTOR canonical pathway

To perform the validation of the structure of the BNs, we calculated a set of standard
nodes from our PKN which are downstream nodes of MTOR and belong to the canonical
MTOR pathway. We then evaluated how many of these standard nodes are also down-
stream nodes of MTOR in the learned BNs. In the following, the set of downstream nodes
of MTOR in the learned BNs is referred to as inferred set. The inferred set is specific
to each cell line. True positive rate (TPR) and false positive rate (FPR) are defined by
Equations (6.4) and Equation (6.5) respectively:

TPR = TP

TP + FN
(6.4)

FPR = FP

FP + TN
(6.5)

Here, TP is the number of nodes in the intersection between standard and inferred
sets, FP is the number of nodes in the inferred set but not in the standard set 2, FN is the
number of nodes in the standard set but not in the inferred set and TN is the number of
nodes which are not in the standard set nor the inferred set.

Fig 6.5 shows the Receiver Operating Characteristic (ROC) curve of each cell line. For
BNs of each cell line, TPR and FPR was calculated using Equation (6.4) and (6.5). BT549
cell line models are the most accurate ones followed by MCF7 and BT20. We can observe
the clear distinction between true positive and false positive BNs. The BNs inferred by
caspo-ts have an average AUROC score of 0.77 which is comparable to the AUROC score of
0.78 of the top performing method of HPN-DREAM challenge. A number of assumptions
made during the modeling phase may have influenced our ranking. First, since our method
can pinpoint the noisy, incomplete and erroneous experiment, it allows us to use only the
reliable experimental settings. Second, our method constrains its solutions space to the
proteins existing in the PKN, anything outside the prior knowledge cannot be found. From
Fig 6.5, we can see that the caspo-ts method shows promising results for the inferred true
positive BNs.

2. Notice that TP and FP should not be confused with true and false positives from the over-
approximation.
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Figure 6.5: ROC curve across all cell lines. The x-axis shows the false positive rate and the y-axis
denotes the true positive rate. These rates are calculated using equation (6.4) and (6.5). The average
AUROC score is 0.77.

6.5 Conclusion

In this chapter we presented a study to build cell line specific signaling networks
for the HPN-DREAM time series dataset of 4 breast cancer cell lines (BT20, BT549,
MCF7, and UACC812) using caspo-ts. This method combines Answer Set Programming
and Model Checking techniques to infer true positive BNs verifying the experimental
data. Caspo-ts allowed us to handle a midscale PKN (64 nodes and 178 edges) and a
real dataset subject to experimental error. Caspo-ts enabled us to learn key dynamic
mechanisms within the BNs explaining the time series data. Our results suggest that
the behavior of cell line specific signaling networks is highly variable even under the
same perturbations, agreeing with the heterogeneity of breast cancer and specifically
with previous analysis on this data [162]. The inferred Boolean models of each cell line
were analyzed to identify commonalities as well as discrepancies. Moreover, these inferred
models can be executed computationally to identify potential drug targets or to see the
effect of unseen perturbations. The predictive power of these models can be increased with
improvements in protein interaction databases and comprehensive experimental data.

We have discovered 38% of the cell line dependent behaviors as compared to the 33% of

95



Learning Dynamical Boolean Networks

the HPN-DREAM challenge winner [170]. We have implemented an algorithm to analyze
the variability among cell lines and observed pairwise similarities among these cell lines.
The similarity index varies from 15% (BT20 & BT549) to 23% (MCF7 & BT549, BT20
& MCF7). We have analyzed the similarity among the family of BNs of the same cell line
as well, which varies from 43% to 73%. We have evaluated the accuracy of our method
with RMSE and AUROC scores. The average RMSE of the inferred BNs was 0.31 placing
caspo-ts in first place in comparison with the top scores reported in the HPN-DREAM
challenge. Various choices made during this study may have an impact on the final score.
The caspo-ts method allowed us to remove noisy and faulty experiments, leaving us with
the reliable experimental settings only. Here, we made the choice to use only the reliable
experiments of the learning dataset instead of using all experimental settings. Also, we
did not observe all 45 proteins as we could not find connections in our PKN for all the
studied proteins, leaving us with approximately 23 proteins for each cell line.

Nonetheless, the obtained results are quite promising, making caspo-ts a good can-
didate computational method for learning models given time series datasets and a prior
knowledge network. In addition, caspo-ts can be used to pinpoint the errors in the exper-
imental data. In particular, we discovered four experiments where the protein AKT was
inhibited and had a dynamic behavior as a readout protein. Our work therefore provides
a novel approach to show erroneous experiments which is crucial and complementary to
current approaches. Finally, the HPN-DREAM dataset contained some noisy readings of
experiments. Noisy experimental data reduces the efficiency of computational methods
by increasing the variability among constructed Boolean models. To overcome this, we
suggest to build automated methods to filter out the noisy experiments. This approach
provides a step forward in building context dependent networks in the case of phospho-
proteomic data.

6.6 Perspective

A future direction of this work was to investigate several aspects of the caspo-ts
method, such as (i) the order of the solution space of over-approximated Boolean models;
(ii) the computational time for checking reachability; (iii) designing an efficient experimen-
tal design strategy and applying it prior to selecting the most informative experiments.
Because caspo-ts uses an ASP solver to enumerate BNs, in the resulting sequence of solu-
tions similar BNs are typically clustered together. This can be problematic for large scale
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problems where we cannot explore the whole solution space in reasonable time. We have
worked on sampling to randomly select BNs from the solution space. Further, we studied
another technique, which allows for shuffling the order in which solutions are enumerated
[171]. Our plan was to implement this by dynamically modifying the heuristic of the ASP
solver at execution time. This perspective was finally implemented and discussed on this
HPN-DREAM dataset in our publication [172].
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Chapter 7

CONCLUSION

“Some changes look negative on the surface
but you will soon realize that space

is being created in your life
for something new to emerge.”

— Eckhart Tolle

This memoir has presented part of my research which was to conceive computational
models from or for biological systems. The methods we proposed are mainly based on
logic programming using the Answer Set Programming paradigm. They however interact
with maching learning methods, statistical analyses, and biological expertise, in order to
propose significant computational predictions answering to real biological problems. This
chapter summarizes my research results and proposes straightforward perspectives.

7.1 Short summary of contributions

7.1.1 Biological insights

The biological questions that we have approached and answered with the methods
reviewed in this manuscript are:

— The understanding of the regulatory mechanisms, in terms of genes or proteins
interactions in Cancer. Mainly, of Multiple Myeloma [47] (see Chapter 3) and
Hepatocellular carcinoma [48]. These researches were conducted with biologists,
experts on the specif cancer domain. Our method’s results were in accordance
with biological literature or complementary to classical techniques to find markers.

— The learning of computational models from proteomics training datasets, which
can effectively predict testing datasets. These data was provided by the Dialogue
on Revearse Engineering Assessment and Methods (DREAM) Challenges. In par-
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ticular to understand patient or cell-lines specificity. This type of research was
conducted in the context of Acute Myeloide Leukemia [121] (see Chapter 4) and
of Breast Cancer [150] (see Chapter 6). Our results were compared in detail with
other methods that analyzed the same data. They have produced, on the context
of the cited publications, concrete results on mechanisms not previously discovered
and better prediction rates.

7.1.2 Bioinformatics - automatic recovery of interaction net-
works

Concerning the bioinformatics field (more specifically the methods that generate inter-
action networks from databases), even if not approached in this manuscript, it is impor-
tant to mention the work we undertook in [11], which mines the knowledge inside public
databases of genes and protein interactions in order to build causal interaction graphs
automatically. This work was based on Semantic Web, and produced very interesting
results on the graphs generated, when compared with state-of-the-art methods. It is im-
portant to mention that the interactions network, constitute what we called Interaction
Graphs or Prior Knowledge Networks, both essential inputs to all methods proposed in
this manuscript.

7.1.3 Modeling Biology

Finally, what has mostly occupied the space in my research career until now has been
modeling biology. Writing a (logic) program that computes biological hypothesis captures
my attention already since 15 years. The models we have proposed are in general very
intuitive, since they test rules defining the connection between a biological species with
those species that interact with it. However, since graphs connecting biological species are
large (in some cases composed of thousands of species) and incomplete, analyzing these
models needs to be supported with efficient programming. Also, considering the large
mass of experimental data, automatic frameworks offer an excellent help here towards
integration and understanding. Most of my research relies on two modeling structures:
sign-consistent graphs and Boolean networks.
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Sign-consistent graphs

We have started exploring sign consistency back on 2009 and proposed an stable tool
on [44] (see Chapter 2). Sign-consistent graphs, propose a computational way to integrate
large-scale networks with genome-wide measurements, such as gene expression data. The
uncertain nature of the sign-consistency rule has always questioned my PhD students,
and Bertrand Miannay proposed another consistency rule, based on a perfect coloring
rule [39] (see Chapter 4), which we had very few months to exploit and study its impact.
Recently, in the PhD thesis of Sophie Le Bars, she has proposed another sign-consistency
rule, based on the majoritarian sign (Le Bars et al. BMC Bioinformatics under revision).
We have shown that this rule allows to constrain more the system, generating predictions
which are more sensitive to small perturbations of the system and which are more discrete,
and thus closer to the quantitative world, facilitating the integration of gene regulatory
modeling with metabolic modeling.

Boolean models

The modeling of Boolean networks appeared during my postdoctoral research, while
being in contact with other type of data, named phospho-proteomics, which allows to mea-
sure much precisely the system, in terms of phosphorylated proteins. Inspired by previous
works, we proposed an exhaustive method to propose a global-optimization, by using
Answer Set Programming in order to learn Boolean networks from phospho-protemics
datasets. This was the beginning of caspo [125] (see Chapter 5). We have proposed fur-
ther works, in the continuation of caspo, such as proposing experimental designs [33] and
finally we have extended it to use time-series phosphoproteomics data in caspots [150] (see
Chapter 6). Finally, the logic of caspo, has inspired us to propose pre-processing meth-
ods [121] (see Chapter 4) to transform single patients data (having different treatment
response) into pseudo-perturbations, in order to model them with caspo.

7.2 Perspectives

Whereas it is unpredictable for me to know in what type of research domain my ener-
gies will be focused on a future. Since 2012 I continue discovering the work of a maître de
conférences, where lecturing and research responsabilites are combined. I have discovered
that this amazing domain of work, subject to human relationships, is as unpredictable as
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any biological system. Making a parallel to what I have observed in my research of mod-
eling living systems, taking for granted approximations or trying to force the results by
strong constraints, have not led to interesting results in terms of a human balanced aspect
concerning my future research directions. Also, I have observed that the more balanced
are my considerations of the human aspect, the more balanced the research projects and
collaborations are for me. I see how naturally and sometimes in a surprising way, novel
research scenarios appear. Similarly to the story of writing this HDR manuscript, without
necessarily forcing it, it just comes to light in a precise moment. Having considered that,
I would like to write here about three perspectives of continuation, that have naturally
appeared, and seemed supported by current collaborations and previous results.

7.2.1 Modeling Human embryonic development

Back in 2014, I have came to know the work of Sara-Jane Dunn [173] concerning the
discovery of perturbation-based computational models by using SAT Modulo Theories
solvers applied to mouse embryonic development. This work was extremely interesting,
since convincing the Systems Biology community that solvers on discrete domain prob-
lems, may have a chance to model biology, was a hard path for me back on 2014 1.
Sara-Jane Dunn also knows our work on ASP solvers, she was invited on 2018 to be part
of the thesis jury of Misbah Razzaq, a PhD student I co-supervised.

Four years ago, I have started contact with Laurent David, a biologist and bioin-
formatician, who works in the Center of Research in Transplantation and Translational
Immunology (CR2T), affiliated to Nantes Université, studying Human embryonic devel-
opment. He uses single cell RNA-Seq (scRNA-seq) data. On [174] he published a work
in which they used scRNA-seq data to discover hypotheses of cell fate in the context of
Human embryonic development. They have proposed key transcription factors controlling
this process and we have started discussions with Laurent David concerning the possibility
of building computational models, based on scRNA-seq data, explaining Human embryo
development. Interestingly, Laurent David, has also approached Sara-Jane Dunn’s work,
but from the biological perspective. Thanks to the AIBy4 program 2, we have recently
been granted a PhD funding, thanks to which we co-supervise Mathieu Bolteau together
with Jérémie Bourdon. Our current objective is to pre-process scRNA-seq data in order to

1. By the way, the opposite is also true: convincing formal methods community to approach concrete
and real biological data and questions is hard as well.

2. https://aiby4.ls2n.fr/en/aiby4-english/
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build separate families of Boolean networks specific to each developmental stage. This idea
is strongly inspired from the work published in [121], but instead of applying it to single
patient proteomic data, we search to apply it to single cell embryo-developmental-stage
data. Our first results have been submitted for consideration in the ISMB/ECCB 2023
conference. We show a concrete framework where specific Boolean networks are learned
from scRNA-seq data of cells at two developmental stages.

7.2.2 Modeling biology with SAT and ASP hybrid solvers

In 2013, after finishing the caspo publication [125], we had the idea and motivation
to collaborate with people in the Integer Linear Programming (ILP) domain, so that an
effective comparison between both methods could be established, so we could propose po-
tential users how to approach an specific systems biology problem. It was interesting since
ASP [125] and ILP [135] frameworks to model a similar problem were proposed. Unfortu-
nately, shared motivation and geographical circumstances were factors that discouraged
at that time exploring this path.

Throughout all my research, it has been always clear, that ASP is just one tool,
and not the only way to approach biological modeling. Thanks to our research, we have
a clear view of the limitations of this paradigm on the context of modeling biological
data. However, for the moment we are still delighted of the results we have obtained so
far. Recently, on 2022, we have began a perspective collaboration with the team of Eric
Monfroy, who works at the LERIA laboratory, of the University of Angers, in the context
of a PhD thesis he currently supervises. The thesis project is to build an hybrid solver
combining ASP and SAT solvers. This could benefit our exploration of other solvers of
discrete problems in the context of modeling biology.

7.2.3 Modeling gene and metabolic networks’ integration

In 2017 I have integrated the ComBi research team at the LS2N. We have since then
started to collaborate with Jérémie Bourdon on the context of proposing an integrated
framework to model gene regulatory network and metabolic networks integration. Flux
Balance Analysis of metabolic network is one of the research domains in which Jérémie
Bourdon is expert. On 2019 we were granted a PhD funding, in the context of the co-
supervision of the PhD thesis of Sophie Le Bars, which research subject was the integration
of gene and metabolic modeling. This ambitious project is hardly affordable in 3-years of
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PhD studies. However, we are very happy of the results obtained so far, which point to a
computational framework very sensible to perturbations on the gene regulatory network,
which provides an easy integration to metabolic Flux Balance Analysis (Le Bars et al.
BMC Bioinformatics under revision).

In 2016, I started a collaboration with Catherine Pellat-Deceunynck, INSERMCRCINA
(Center for Integrated Research in Cancerology and Immunology Nantes Angers), to
model the response of a group of Multiple Myeloma cell lines subject to multiple drugs,
for which their viability was measured. Gene expression profiles of each cell line was also
measured and made available. Our objective was to model this response. We had in that
time resources for 1.5 year of postdoc. Despite of the fact that an interaction graph was
proposed, our project did not lead to any concrete result due to multiple reasons. One
of the reasons was that the predictions of Iggy (see Chapter 2) were little constraining
the system after each drug perturbation, no difference was observed. This collaboration
allowed us to propose a research project we subitted to the ANRJCJC call on 2019 (see
Section 7.3.1), that was rejected. With the current methodological framework, proposed
in the PhD thesis of Sophie Le Bars, revisiting this biological application appears as an
interesting perspective to follow.

7.3 Research Project

In 2018, we answered to the call ANRJCJC 2019, in the section Mathématique, in-
formatique, automatique, traitement du signal pour répondre aux défis de la biologie et de
la santé (CES 45) with a research project named HOLDinG, which stands for: Hybrid
constraint mOdeLing to bridge cell lines Drug response to Gene expression. In this section
we describe the main objectives of this proposal.

7.3.1 Context, positioning and objectives

HOLDinG aims to explore cause-effect graph strategies for personalized medicine.
In the last years biologists have produced huge amount of transcriptomic, proteomic, and
metabolomics data, to measure patients’ molecular species expression or activity at a
given state for a specific cellular or tissue type in order to study the impact of a more
personalized treatment. Statistical methods are often proposed [175] to detect a signa-
ture of gene-expression profiles that differentiates patient expression profiles and, more

103



Conclusion

importantly, classifies patients with different response to treatments. In particular, whole-
genome tumor gene expression was shown to act as a proxy for unmeasured phenotypes
and was used to predict patient response to drugs in cancer research. This approach has
given interesting results in terms of highlighting genes correlated to functional response
and as a way of classifying cell lines expression profiles into correct drug response cat-
egories [176]. Methods based in protein-protein networks have been used to understand
gene-expression profiles heterogeneity [177], and signaling networks have been shown to
be highly rewired in cancer [178]. In our proposal we want to model gene expression mea-
surements through mechanistic network-based approaches to explain drug response. To
this end, we will employ constraint-based methods mixing Logic Programming (LoP) and
Linear Programming (LiP). With this hybrid framework we will model a multi-layer net-
work, including signaling, gene-regulation, metabolic, and drug treatments information.
This in-silico model will represent individual cell lines and will be used to understand cell
lines heterogeneity in a mechanistic sense. The biological model for our approach will be
composed of 36 human myeloma cell lines and 11 mantle cell lymphoma cell lines, derived
from patients with multiple myeloma (MM) or mantle cell lymphoma (MCL), that were
subject to 20 treatments, which include clinical drugs and pathways inhibitors.

In comparison to protein-protein networks approaches, we think that providing a com-
putational model with its related automatic reasoning framework is much richer than ex-
tracting significant subgraphs which do not have a predictive power, and that do not take
into account the logic (activations, inhibitions) of the molecular interactions. Compared to
statistical models analyses such as ridge regression, our method exploits mechanistic con-
straints on the variables that may be more effective for restricting the number of predictive
features. This was shown for LoP models in [47], where we identified prognosis markers
from transcriptomic data which were as significant as state-of-the-art clinical markers for
the same disease. In recent works we have proposed independent LoP frameworks to model
experiments and networks integration. We proposed caspo to train signaling networks to
experimental data in [125] and Iggy to model gene regulatory networks and data integra-
tion in [44]. In [151] and [150] we showed that dynamical behaviors can be approximated
with LoP models and finally verified through model checkers. Interestingly our predic-
tions [101] show less error than quantitative (ODE 3-based) models for the same data
(DREAM Challenge 8 4). For metabolic networks reconstruction a LoP framework was

3. Ordinary Differential Equations
4. http://dreamchallenges.org/project/dream-8-hpn-dream-breast-cancer-network-inference-challenge/
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proposed in [179] and recently a hybrid approach integrating LiP solvers combined topo-
logical and stoichiometric constraints to build optimal metabolic network models [180]. In
HOLDinG we want to combine these separate frameworks into a unique one, as sketched
on [181]. Our integrated model will predict the quantitative outcome of cell viability upon
a drug treatment. HOLDinG’s objectives are:

Objective 1 - Network construction from Microarray data and public repos-
itories. The biological networks to be studied are of two types: (RN) regulatory and
signaling and (MN) metabolic. Both are meant to be generic networks and thus com-
posed of mechanisms implied in different Human cell types. To construct (RN), we will
automatically query public pathway repositories and build a network containing signal-
ing, regulatory and drug-gene targets layers. For this, we will use the BRAvo tool [11].
BRAvo allows querying pathway databases represented in RDF 3 , such as Pathway Com-
mons [182], using Semantic Web standards from a list of target genes. BRAvo’s output
is a signed and oriented network that contains the up-stream events of the target genes
according to the knowledge in the queried databases. These target genes list will be com-
posed of the differentially expressed genes of the Microarray experiments across all MM
and MCL cell lines. To construct the metabolic network (MN), we plan to use the INIT
methodology and extract a specific map of Human metabolic pathways using the target
genes. The (MN) is the basis of the LiP model. The causal relations between the (RN)
nodes and the metabolic genes of (MN) will be inferred using a method implemented
within the BRAvo framework. This combined graph between (RN) and the causal rela-
tions previously described will be named hybrid network (HN).

Objective 2 - Computational models. The HN network nodes edges and their con-
trol type (e.g. activator or inhibitor) will be represented as predicates in the logic program,
LoP model instance. The experimental qualitative measurements over specific cell line tar-
getgenes (e.g. up-, down-regulation) will also be represented as predicates and added in
the LoP model instance. Afterwards, a set constraints will be added to the LoP model
in order to reason over this instance. Questions such as are all the up-, down-regulation
levels agreeing with the logic of the graph?, or what novel system behavior can be inferred
from this agreement? can be addressed using existing logic programs such as Iggy based
on ASP. The idea of these constraints is to integrate experimental measures with generic
regulatory knowledge allowing the specialization of the model behavior to a specific MM
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or MCL cell line behavior These constraints need to be redefined and extended in order
to: (1) include the signaling pathways reaction logic, and (2) predict a robust relation
between a drug and a gene expression level

Objective 3 - Model validation and prediction. The LoP model inference of the
metabolic genes will allow LoP and LiP models communication. In particular, for each
cell line, the reactions catalyzed by the metabolic genes with a low LoP model inferred
state (given a particular drug), will be removed from the LiP model and a quantitative
metabolic (biomass) response of the system will be computed using the standard Flux
Balance Analysis methodology by using the Cobra Toolbox, and studied for each drug of
the panel. The domain of flux parameters, used for the LiP computation (after LoP model
prediction), will be refined with the help of experimental observations of the drug effect
on cell viability. That is, if the quantitative response (model prediction) does not agree
with the experimental functional observation, the LoP-LiP models can be revised. Once
a valid model is built for each cell line, two key questions will be answered by solving
optimization problems over integer and real values: (i) optimal drug selection and (ii)
cell-lines treatment response classification.

Objective 4 - Proof computational models soundness: experimental validation.
In Objective 3 the in-silico analyses will reveal a list of mechanisms (molecular species
or reactions) in the models that discriminate the behavior of different cell lines drug-
responses. We plan the validation of these mechanisms by using:

— Sequencing data validation. We will use cell mutational status to proof if the pre-
dicted mechanisms correlate with sequence mutations.

— Wet lab validation. The discriminating molecular species will be validated by clas-
sical under and over expression as well as, if existing, by the use of specific pharma-
cological inhibitors. Validation of several isolated genes has been done previously
using the cell line collection. Microarray data [183] allowed the identification of
genes involved in clonogenic growth [184], as well as druggable genes related to
patient’s subgroup [185] or to mutations [186]. Second, combinations of drugs/in-
hibitors will be experimentally assessed in cell lines predicted to respond positively
and negatively to the combinations. Calculation of antagonism, additivity and syn-
ergism will be performed for all predicted combinations using a large panel of cell
lines. Third, all results will be assessed in primary tumor cells, which will be charac-
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terized for the identified gene(s) expression, and/or for their belonging to a defined
molecular subgroup (cytogenetic subgroup of patients, mutations).

7.3.2 Partnership

HOLDinG is a young investigator project coordinated by Carito Guziolowski, CG, 36
years old 5. She is an Associate Professor in Computer Science, that obtained a CNRS
excellence chair 2012-2017 in Bioinformatics, and she teaches at the Ecole Centrale de
Nantes. CG’s research is made within the ComBi team at the LS2N (Laboratoire des
Sciences du Numérique de Nantes). CG is currently co- supervising 1 postdoc and 1 PhD
thesis. She has previously co-supervised 2 PhD theses that were defended on Nov. 2016
and Dec. 2017, 1 Postdoc (Nov. 2016 - Nov. 2017), 1 Engineer (Sep. 2016 - Sep. 2017),
and 2 Master internships. CG has co-authored 32 publications in peer reviewed journals
and conferences in computational systems biology including PLoS Comp Biol, Scientific
Reports, FEBS Journal, Bioinformatics, and Theo Comput. Sci.

This project consortium is composed of 3 partners: Prof. Jérémie Bourdon, JB, (LS2N),
Dr. Catherine Pellat-Deceunynck, CP, (DR2 CNRS, INSERM, Nantes) and Prof. Torsten
Schaub, TS, (Potsdam University, Germany). JB’s expertise on constructing and modeling
metabolic networks using LoP and LiP frameworks will be valuable for this project. The
INSERM partner provides the biological and experimental validation expertise, which are
precious elements to choose the modeling hypotheses and have fast feedback on model-
ing predictions. TS and colleagues have recently developed a new version of the clingo
solver to conceive logic programs using linear constraints over real and integer domains.
His expertise will be valuable to bridge the LoP models concerning signaling and gene
regulatory networks with LiP models of metabolism behavior and drug response.

To achieve the objectives for the project we ask for a total amount of 250ke for 48
months: 200ke to fund two Master internships, 1 PhD position, and 1-year postdoctoral
position that will work on Objectives 1-3; 40ke for missions; and 10ke for computer
science equipment. Complementary to this funding we have a funding for 18 months
engineer position until March 2018 to design and implement software that builds formal
models from Pathways Databases (LS2N) via the SyMeTRIC Pays de la Loire regional
project. The INSERM team will perform experimental validation of the computational
predictions (Objective 4) by assigning 1 INSERM permanent member for each biological

5. This collaboration was set up in 2018, the information given for all members corresponds to that
date
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cell line type: MM, MCL.
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input data, caspo-ts, performs two steps: ASP solving and model checking. In the ASP

solving step: (i) a set of BNs, compatible with the PKN, is generated, (ii) afterwards an

over-approximation constraint is imposed upon each candidate BN to filter out invalid

BNs, that do not result in an over-approximation of the reachability between the Boolean

states given by the phosphoproteomic dataset, and finally (iii) BNs are optimized using

an objective function minimizing the distance to the experimental measures. The ASP

step also introduces repairs in some data points of the time series that added penalties

to the objective function. These corrected traces will be given to the model checker. In

the model checking step, the exact reachability of all the (binarized and corrected) time

series traces in the family of BNs is verified. . . . . . . . . . . . . . . . . . . . . 83

6.2 Breast cancer signaling pathway. This figure shows the reconstructed signaling

network from a combination of databases. An arrow shows the positive regulatory rela-

tionship between two proteins, while a T shaped arrow indicates inhibition. Green nodes

are stimuli, blue nodes are readouts, white nodes are unmeasured or unobserved, and

blue nodes with a red border represent inhibitors and readouts at the same time. Please

note that in the node labels, we have added the phosphorylation sites to the protein

names in order to connect them to the experimental measurements. . . . . . . . . . . 88

6.3 Boolean network of breast cancer cell lines. The aggregated graph for all cell

lines. Blue, red, green and orange edges are used for each cell line BT20, BT549, MCF7

and UACC812, respectively. The nodes are connected by logic gates (AND or OR) to

their direct predecessors. Edges are used to show influences (→ for positive and a for

negative). An AND gate is depicted by a small black circle where the incoming edges

correspond to the inputs of the gate. An OR gate is depicted by multiple incoming edges

to the node. A different color scheme is used to represent different types of nodes. The

green color is for stimuli, the red for inhibitors, the blue for readouts, and the white

for unobserved nodes. Black edges denote common hyper-edges across cell lines; the

thickness of the black hyper-edge denotes the number of cell lines sharing this hyper-edge. 90
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6.4 Performance assessment with learning, testing and random datasets. The x-

axis shows the cell line and the y-axis shows the RMSE ratio (see Equation (6.3)) of

the inferred BNs from the HPN-DREAM data for each cell line with respect to the

three datasets. The three datasets are encoded by different color codes. The RMSE

ratio with respect to the HPN-DREAM learning and testing datasets is shown in blue

and green colors, respectively. The random dataset RMSE ratio distribution is shown

as red boxplots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.5 ROC curve across all cell lines. The x-axis shows the false positive rate and the

y-axis denotes the true positive rate. These rates are calculated using equation (6.4) and

(6.5). The average AUROC score is 0.77. . . . . . . . . . . . . . . . . . . . . . . 95
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Extended notions of sign consistency to
relate experimental data to signaling and
regulatory network topologies
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Abstract

Background: A rapidly growing amount of knowledge about signaling and gene regulatory networks is available in
databases such as KEGG, Reactome, or RegulonDB. There is an increasing need to relate this knowledge to high-
throughput data in order to (in)validate network topologies or to decide which interactions are present or inactive in a
given cell type under a particular environmental condition. Interaction graphs provide a suitable representation of
cellular networks with information flows and methods based on sign consistency approaches have been shown to be
valuable tools to (i) predict qualitative responses, (ii) to test the consistency of network topologies and experimental
data, and (iii) to apply repair operations to the network model suggesting missing or wrong interactions.

Results: We present a framework to unify different notions of sign consistency and propose a refined method for
data discretization that considers uncertainties in experimental profiles. We furthermore introduce a new constraint to
filter undesired model behaviors induced by positive feedback loops. Finally, we generalize the way predictions can
be made by the sign consistency approach. In particular, we distinguish strong predictions (e.g. increase of a node
level) and weak predictions (e.g., node level increases or remains unchanged) enlarging the overall predictive power
of the approach. We then demonstrate the applicability of our framework by confronting a large-scale gene
regulatory network model of Escherichia coli with high-throughput transcriptomic measurements.

Conclusion: Overall, our work enhances the flexibility and power of the sign consistency approach for the prediction
of the behavior of signaling and gene regulatory networks and, more generally, for the validation and inference of
these networks

Keywords: E. coli, Gene regulation, Interaction graphs, Sign consistency, Uncertainty, Logic modeling, Answer Set
Programming (ASP)

Background
The advancements of measurement technologies and
high-throughput methods in molecular biology have led
to a tremendous increase in the availability of factual
biological knowledge as well as of data capturing the
response of biological systems to experimental conditions.
Knowledge about metabolic, signaling, and gene regula-
tory interactions and networks is available in databases
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such as KEGG, Regulon DB, PID, or Reactome which can
be used as a starting point to build causal models of bio-
molecular networks [1]. Specifically, signaling and gene
regulatory networks carrying signal and information flows
can be represented as interaction (or influence) graphs
[2–6], Bayesian networks [7], some form of logic (includ-
ing Boolean or constrained fuzzy logic) modeling [4, 8, 9],
or ordinary differential equations [10–12]. However, there
is an increasing need to relate large-scale network models
to high-throughput data in order to (in)validate network
topologies or to decide which regulatory or signaling
interactions are present in a particular biological system,
cell type, environmental condition etc.

© 2015 Thiele et al. Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.
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Significant work has been published on this subject,
attempting to detect inconsistencies among measured
high-throughput data and signaling and regulatory net-
works and to subsequently identify missing or inactive
interactions such that the optimized network struc-
ture maximizes consistency with experimental data
[2, 4, 13–18]. Some of these approaches use signed
directed graphs, also called interaction or influence
graphs (IG), as underlying model where edges indicate
either positive or negative effect of one node upon
another. Although these models are qualitative and
simple, they have frequently been used to study signal
flows in a wide range of biological systems. Moreover,
the fact that every Boolean and every ODE model has
an underlying interaction graph renders their analysis
directly relevant for other modeling formalisms and it
has been shown that some important global properties of
Boolean or ODE models are determined by the structure
of their associated IG [6, 19, 20]. IG have also been used
for qualitative reasoning, to describe physical systems
where a detailed quantitative description is unavailable
[21]. In fact, this has been one motivation for using IG
in the context of biological systems [20] where knowledge
and data are usually uncertain.
One important class of methods relating IG with experi-

mental data is based on the notion of sign consistency. The
key idea here is to represent the potential network behav-
iors resulting from steady-state shift experiments (such as
upregulation or downregulation of node activation levels
after network perturbations) by certain kinds of discrete
constraints. A first approach based on sign consistency
was introduced in [2]. There, experimentally measured
changes in node activities were represented by two labels
(increase, decrease) on the IG nodes. Constraints relating
nodes labels and IG are introduced to model the propa-
gation of regulatory effects. Later, in [3, 22], Answer Set
Programming (ASP) [23] was used to find admissible node
labelings adhering to the posed constraints, and opti-
mal repairs to restore sign-consistency were proposed. A
related formalismwas presented in [17]. Major differences
to previous studies were (i) consideration of three node
labels (increase, decrease, 0-change), (ii) the representa-
tion of the constraints as an integer linear programming
(ILP) problem, and (iii) the introduction of new repair
operations minimizing inconsistencies between the IG
structure and the experiments.
The goal of this study is fourfold. First, we aim at uni-

fying existing approaches into a general framework. We
show that different notions of sign consistency mainly
differ in the way zero changes are modeled. Then, we
propose a refined method for data discretization allow-
ing one to express uncertainties during the discretization
step. In addition, we introduce a new constraint to filter
undesired self-fulfilled explanations which result from

positive feedback loops. Finally, we introduce an extended
prediction method that allows not only strong (e.g.,
"increase") but also weak predictions (e.g., "increase or 0-
change"), enlarging the predictive power of the approach.
We applied the extended framework to a realistic case
study where we analyze high-throughput transcriptomic
measurements of Escherichia coli in the context of a
large-scale gene regulatory network model obtained from
RegulonDB. Taken together, we demonstrate that these
extensions increase the applicability and flexibility of the
approach significantly.

Methods
Definitions
An influence or interaction graph (IG) is a signed directed
graph (V ,E, σ), where V is a set of nodes, E a set of edges,
and σ : E → {+,−} a labeling of the edges. Every node in
V represents a species in the modeled system and an edge
j→ imeans that the change of j in time influences the level
of i. Every edge j→ i of an IG can be labeled with a sign,
either + or −, denoted by σ(j, i), where + (−) indicates
that j tends to increase (decrease) i. An example IG is given
in Fig. 1.
In this framework, we confront the IG with experimen-

tal profiles. In our approach, the experimental profiles
are supposed to come from steady-state shift experiments
where, initially, the system is at steady-state, then exter-
nally perturbed in certain nodes, and settles eventually
into another steady-state. For some species S ⊆ V (genes,
proteins, or metabolites) concentrations are measured in
the initial and final state. The raw data is given by a real
value obs(s) for every measured species s ∈ S specifying

Fig. 1 Interaction graph with a positive feedback loop between E
and F
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the difference of the node states at the beginning and
in the new steady state. As defined below, we determine
for these nodes whether the concentration has increased,
decreased or not significantly changed.

Data discretization
We propose a refined method to discretize the measure-
ments using four (condition-dependent) thresholds t1 ≤
t2 < 0 < t3 ≤ t4, allowing one to consider uncertainties
in the discretization process. As illustrated in Fig. 2, these
thresholds define a mapping μ : S → {−,�, 0,�,+} as
follows:

μ(s) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− | obs(s) ≤ t1,
� | t1 < obs(s) ≤ t2,
0 | t2 < obs(s) < t3,
� | t3 ≤ obs(s) < t4,
+ | t4 ≤ obs(s).

We consider measurements which are smaller than
t1, bigger than t4, and between t2 and t3 as certain
(decrease -, increase +, no-change 0) while measurements
that are between t1 and t2 (resp. t3 and t4) are uncer-
tain (uncertain-decrease�, uncertain-increase�) and not
exactly classifiable. With that, an experimental profile
(S, I,μ) is defined by the set of measured species S, the
set of input nodes I ⊆ S (the experimentally perturbed
species) whose changes are trivially explained, and the
mapping μ as defined above.

Local consistency rules
Given an IG (V ,E, σ) and an experimental profile (S, I,μ)

one can describe the rules that relate both. For this pur-
pose we look for total labelings μt : V → {−, 0,+} that
satisfy the local constraints defined below. It is impor-
tant to notice that μt will define a total labeling using the
three labels {−, 0,+} whereas μ defines a partial label-
ing (only measured nodes are labeled) based on the five
labels {−,�, 0,�,+} representing the discretized mea-
surements.
With the first constraint, we look for total labelings μt

that satisfy the observed measurements captured in the
partial node labeling given by μ:

Constraint 1 (satisfy observations). Let (V ,E, σ) be an
IG, (S, I,μ) an experimental profile, μt : V → {+,−, 0}

be a total labeling, and let i ∈ V be a node with μt(i) ∈
{+, 0,−}.
Then μt satisfies Constraint 1 for node i iff i /∈ S,

or μt(i) = + and μ(i) ∈ {+,�}, or μt(i) = 0 and
μ(i) ∈ {�, 0,�}, or μt(i) = − and μ(i) ∈ {�,−}.

Note, uncertain measurements restrict the labeling of a
node to two out of the three values {+,−, 0}, while mea-
surements with high certainty fix a node’s label to exactly
one value.
Next we demand for every non-input node i, that its

change μt(i) ought to be explained by the total influence
of its predecessors in the IG. The influence of j on i is given
by the product μt(j)σ (j, i) ∈ {+,−, 0}.

Constraint 2 (change must be justified by a change in
a predecessor). Let (V ,E, σ) be an IG, (S, I,μ) an experi-
mental profile, μt : V → {+,−, 0} be a total labeling, and
let i ∈ V \ I be a non-input node with μt(i) ∈ {+,−}.
Then μt satisfies Constraint 2 for node i if there is some

edge j→ i in E such that μt(i) = μt(j)σ (j, i).

Constraint 2 is consistent with the propagation rule
used in [2, 3] which demands that increases and decreases
must be explained by predecessor nodes while 0-changes
are unconstrained, that is 0-changes can always occur irre-
spective of the state of the predecessor nodes (note that
0-changes were not considered in [2, 3]). One argument
for this reasoning is that it is often impossible to esti-
mate the strength of the influences and the thresholds at
which a downstream effect occurs are unknown. Hence,
we cannot guarantee that an influence really has an effect
and therefore allow 0-change. On the other hand, the con-
straint still enforces explanations for observed changes
in node activation levels; each change must be explain-
able by an influence (with proper sign) of at least one
predecessor.
Melas et al. [17] suggested also to demand proper expla-

nations for 0-changes using the following constraint:

Constraint 3 (0-change must be justified). Let (V ,E, σ)

be an IG, (S, I,μ) an experimental profile, μt : V →
{+,−, 0} be a total labeling, and let i ∈ V \ I be a non-
input node with μt(i) = 0. Then μt satisfies Constraint 3

Fig. 2 Discretization of observed changes into sign constraints
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for node i if there is either no edge j→ i in E such that
μt(j)σ (j, i) ∈ {+,−} or there exist at least two edges j1 → i
and j2 → i in E such that μt(j1)σ (j1, i) + μt(j2)σ (j2, i) = 0

Constraint 3 restricts the occurrence of 0-changes. A
node is only allowed to show 0-change if it receives either
no influence or contradictory influences. This constraint
thus assumes that each influence has indeed an effect and
only contradictory influences can cancel each other out.
In Fig. 3, we illustrate IGs with different labelings where

green stands for increase, red for decrease and blue for
0-change. Notice, that Constraint 2 intentionally allows
situations like in labeling g and h, where D is labeled as 0-
change even if the predecessor B is showing an increase
resp. decrease. On the other hand, Constraint 2 forbids D
to increase or decrease, if all predecessors are labeled as
0-change.

From local to global reasoning
While there might exist several total labelings that sat-
isfy the local constraints for some nodes we are interested
in checking global consistency, where a total labeling
exists such that the local constraints are satisfied for all
nodes. In Fig. 4, we illustrate an IG together with a partial
labeling which is locally consistent but globally inconsis-
tent. In other words, there exist two total labelings such
that the local consistency rules (Constraints 1, 2 and 3) are

satisfied, for either A or B, but there exists no single total
labeling that satisfies these constraints for all nodes.
We use the previously defined constraints to define the

following global consistency notions.

Consistency Notion 1 (weak propagation, WP). We
call an IG and an experimental profile (S, I,μ) consistent
under weak propagation (WP), iff there exists a total label-
ing μt such that Constraint 1 and 2 are satisfied for all
nodes.

Consistency Notion 2 (strong propagation, SP). We
call an IG and an experimental profile (S, I,μ) consistent
under strong propagation (SP), iff there exists a total label-
ing μt such that Constraints 1, 2 and 3 are satisfied for all
nodes.

Further, we introduce here a new global constraint to
ensure that every node change is justified by a chain of
influences that can be traced back to an (perturbed) input
node. This natural constraint is especially useful to for-
bid self-justification of changes via positive feedback loops
(see Fig. 5).

Constraint 4 (a change must be founded in an input).
Let (V ,E, σ) be an IG, (S, I,μ) an experimental profile,μt :

Fig. 3 IGs with different labelings where green stands for increase, red for decrease, and blue for 0-change. All labelings satisfy the basis Constraint 2
for node D, but only the labelings a-d satisfy also Constraint 3. Examples with uncertain measurements are shown in the Additional file 1
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Fig. 4 Example for an influence graph with partial labeling, which is locally consistent for A and B, but globally inconsistent because there exist no
single total labeling satisfying Constraint 2 for A and B

V → {+,−, 0} be a total labeling, and i ∈ V a node with
μt(i) ∈ {+,−}.
Then μt satisfies Constraint 4 for node i if either i is an

input node i ∈ I, or there exist a path (v0, . . . , vk) in E with
v0 ∈ I, vk = i and μt(vn−1)σ (vn−1, vn) = μt(vn) for all
n = 1 . . . k.

In Fig. 5, we illustrate an IG with a partial labeling
(left) and two total labelings (middle and right) derived
from the partial one. Both total labelings satisfy the local
propagation rules (Constraints 2, 3), but only the sec-
ond total labeling satisfies the global propagation rule
(Constraint 4). While the first labeling suggests a self-
sustained increase in B and C as explanation for the
increase in D, the second labeling hints to an increase in
the input node A. Using Constraint 4 we can avoid man-
ual removal of positive feedback loops as done in previous
studies [17].
We combine the new constraint with previously defined

constraints into the following consistency notions.

Consistency Notion 3 (founded weak propagation,
FWP). We call an IG and an experimental profile (S, I,μ)

consistent under founded weak propagation (FWP), iff

there exists a total labeling μt such that Constraints 1, 2
and 4 are satisfied for all nodes.

Consistency Notion 4 (founded strong propagation,
FSP). We call an IG and an experimental profile (S, I,μ)

consistent under founded strong propagation (FSP), iff
there exists a total labeling μt such that Constraints 1, 2,
3, and 4 are satisfied for all nodes.

Consistency checking
We can now apply the previously defined consistency
notions to enumerate consistent total labelings and to ver-
ify the consistency of network and observation data for a
given experimental profile. We consider an IG consistent
with an experimental profile (S, I,C) if there exists at least
one consistent total labeling (consistent with respect to
the chosen Notion WP, SP, FWP or FSP). Consider Fig. 6
which shows the total labelings of the IG in Fig. 1 consis-
tent with an example experimental profile (A and D were
increased resulting in a measured 0-change in H) under
the different consistency notions. Note that the notions
become more strict, accepting less labelings as consis-
tent and therefore excluding certain system behaviors.
The set of admissible labeling under SP is a subset of the

Fig. 5 Example for an influence graph with partial labeling, which can be explained either by self activation in B and C or by the input node A
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Fig. 6 Consistent total labelings of the example in Fig. 1 under different consistency notions. The consistent labelings under all four consistency
notions are fully displayed, a grey cell indicates that the labeling above is consistent and a white cell with “.” means that it is not a consistent labeling

admissible labelings under WP and the set of admissible
labeling under FSP is a subset of the admissible labelings
under SP. Further, one can see that Constraint 4 excludes
all labelings where E and F decrease. This behavior does
not satisfy Constraint 4, as it is only possible by mutual
inhibition using the positive loop between E and F, which
is not founded in an input.

Predictions under consistency
The consistency check of network and experimental data
is the first analysis that is performed with the sign con-
sistency approach. If network and data are consistent the
sign consistency approach can be used to predict the
behavior of unmeasured entities in the network. This can
also be used to predict the outcome of a planed exper-
iment and reversely to plan an experiment that should
result in a specific desired behavior. In the sign consis-
tency approach, each consistent labeling represents an
admissible behavior of the system. We call a statement
that holds in all admissible behaviors under the given
consistency notion a prediction. If parts of the system
act the same in all admissible behaviors this can be pre-
dicted. We can predict the following types of behaviors
in our systems. We predict that a species increases +
(resp. decreases −, does not change 0) if it increases (resp.
decreases, does not change) in all admissible labelings.
We call these strong predictions, because the possible
behaviors of a species are reduced to exactly one. Fur-
ther, we can predict that a species does not increase (resp.
does not decrease, does change) if it does not increase
(resp. not decrease, does change) in all admissible label-
ings. Therefore, we can also predict weak increase ⊕,
when a species does not decrease, but increases in at least
one admissible behavior, and does not change in another

admissible behavior. Likewise, we predictweak decrease�
when a species does not increase, but decreases in at least
one admissible behavior, and does not change in another.
Finally, we predict change ± when a species does always
change, it increases in at least one admissible behavior and
decreases in another. We call ⊕, �, and ± weak predic-
tions because one possible behavior is excluded while one
degree of freedom is left.
Formally, for a set V of nodes in our network and the

set M of labelings consistent with our experimental pro-
file, we define the prediction function pred : V →
{+,−, 0,⊕,�,±, no} as follows:

pred(x)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

+ | ∀μ ∈ M : μ(x) = +,
− | ∀μ ∈ M : μ(x) = −,
0 | ∀μ ∈ M : μ(x) = 0,

⊕ | ∀μ ∈ M : μ(x) �= −, ∃μ∈M : μ(x) = +,
∃μ∈M : μ(x) = 0,

� | ∀μ ∈ M : μ(x) �= +, ∃μ∈M : μ(x) = −,
∃μ∈M : μ(x) = 0,

± | ∀μ ∈ M : μ(x) �= 0, ∃μ∈M : μ(x) = +,
∃μ∈M : μ(x) = −,

no | else.
Recovery rate and precision
In Table 1, we show the predictions for the example given
in Fig. 1. One can see that the more constrained consis-
tency notions yield smaller sets of admissible labelings and
a higher recovery rate (for how many unmeasured species
can predictions be obtained). In the systematic compari-
son of the consistency notions based on real experimental
data we not only consider recovery rate but also prediction
precision (true positives/(true positives + false positives)).
A strong prediction (+/−/0) will be a true positive if it has
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Table 1 Predictions for the example in Fig. 1 derived from the
admissible behaviors in Fig. 6

B C E F G

Notion WP ⊕ no no no no

Notion FWP ⊕ no ⊕ ⊕ no

Notion SP + ± ± ± 0

Notion FSP + + + + 0

The nomeans that the node can have any value of {+, 0, −} which means that
pratically no prediction is possible

a certain measurement with the same value (+/−/0). A
weak prediction ⊕ (resp. � and ±) will be a true positive
if it has a certain measurement + or 0 (resp. − or 0 and +
or−). Reversely, a prediction will be a false positive if has a
certain measurement value with a contradictory value +.

Repairing inconsistent networks and data
If network and data are inconsistent the natural ques-
tion arising is how to repair networks and/or data, that
is, how to modify network and/or data in order to re-
establish their mutual consistency. A major challenge
lies in the range of possible repair operations, since
an inconsistency can be explained by missing interac-
tions or inaccurate information in a network as well as
by measurement errors. The sign consistency approach
can be used to determine a set of repair operations
that are suitable to restore consistency. Typically, plenty
of suitable repair operations are possible, in particu-
lar, if multiple repair operations are admitted. How-
ever, one usually is only interested in repairs that make
few changes on the model and/or data. These minimal
repair sets cannot only be used for hypotheses gener-
ation (e.g., which data might be questionable or which
edges might be missing or inactive) but as a quantita-
tive measure for the fitness of model and data. Also note
that once consistency is re-established, network and data
can again be used for predicting behaviors of unmeasured
entities.
In [17], four repair operations were introduced; two of

them for single experiments (SCEN-FIT, Minimal Cor-
rection Sets (MCoS)) and two for multiple experiments
(OPT-SUBGRAPH, OPT-GRAPH). The latter two are
computationallymore demanding as they seek to optimize
the whole network structure based on many perturba-
tion experiments. SCEN-FIT, as explained in detail in the
Additional file 1, seeks to find a consistent node label-
ing that is closest to the given measurements and can
thus help to identify inconsistencies between network and
dataset. Herein we will focus on MCoS and thus deal
with analysis of single experiments. This is motivated by
our application example where we indeed have multiple
experiments (105) but where the number of experiments

is low compared to the number of edges and nodes in the
network (1646) disabling a meaningful network structure
optimization. However, we note here that our extended
notion FSP can be straighforwardly applied to these repair
operations as well.

Minimal Correction Sets (MCoS)
To resolve inconsistencies one may add new influences
to the model if the later is considered to be potentially
incomplete (which is often the case in practice). Adding
an influence can be used to indicate missing (unknown)
regulations or oscillations of regulators that would explain
the (topology-inconsistent) measurements. We use mini-
mal correction sets (MCoS) as defined in [17] as minimal
sets of new signed (positive or negative) input influences
that restore consistency of model and data. MCoS are
defined as signed influences and are specific for a single
experiment; they might be incompatible with other exper-
iments. Note that every inconsistency can be repaired
by adding a new influence. Therefore, adding influences
is always suited to restore consistency. Also the MCoS
can be interpreted as a measure of consistency of model
and data. Compared to SCEN-FIT, MCoS yields always a
smaller or equal number of repairs. Therefore we define
the inconsistency-index of a network with respect to data
as (MCoS/number of observations in the experiment).
Figure 7 illustrates how repair through addition of influ-
ences works.

Prediction underminimal repair
Due to the capability of repairing, the sign consistency
approach enables prediction even if model and data are
mutually inconsistent. Predictions under minimal repair
are obtained from the identification of consequences
shared by all consistent labelings under all possible mini-
mal repairs. Note that this approach although it confines
to minimal repairs following the law of parsimony, does
not favor any of the possible minimal repairs but only
considers a statement a prediction if it holds under every
minimal repair.

Software
The different consistency notions as well as the methods
for consistency checking and quantification, prediction,
and all data and network repair operations were imple-
mented in an open source application iggy [24]. iggy
uses ASP [23] as logical modeling and constraint solving
paradigm, it is part of the BioASP software collection and
can easily be installed via the python package index (PyPI).
ASP is used to model problems from NP and provides
state-of-the-art solvers. In particular, we use the solver
clasp [25] via the pyasp [26] package. On an AMD
Opteron 6168 1.9 GHz with 96 GB RAM, given a network
with 1646 nodes and 4277 edges our software needs ≈ 20
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Fig. 7 Repair by adding signed influences example (Minimal Correction Sets - MCoS). There exist three alternative repair sets: repair set a adds a
positive influence to A and repair set b includes a negative influence on B, repair set c includes a positive influence on A and a negative influence on
B. Repair sets a and b are minimal containing only one repair, repair set c is not minimal having two repairs. Looking at the intersection of the
labelings under minimal repairs, we can conclude that C is either responsible for an increase in A or a decrease in B. We can therefore exclude a
labeling of C with 0, we can predict: pred(C) = ±

min to compute the predictions under minimal repair
(MCos) for the unmeasured species of 105 experiment
data sets each containing 1392 measurements. For further
information visit http://bioasp.github.io/iggy.

Results and discussion
To investigate the suitability of the different consistency
notions, we used the gene regulatory network of
Escherichia coli and confronted it with Microarray data.
The network was obtained from RegulonDB [27], version
8.3 in october 2013, and we focused on its biggest weakly
connected component which is composed of 1646 nodes
and 4277 edges and covers 94% of the nodes of the full
RegulonDB network. Unsigned edges are treated as two
parallel edges with opposite signs. The data refers to the
microarray log ratio expression of 3607 genes measured
under 240 different stress conditions in E. coli published
in [28]. We chose 105 of 240 experiments which can be
interpreted as steady state shift experiments and 1392 of
the 3607 genes which occur in the RegulonDB network.

Since the input nodes for the stress condition experi-
ments are unknown, we simply defined all nodes without
predecessors as inputs.
The GEO/GSE codes for the used experiments are listed

in the Additional file 1. The microarray data was dis-
cretized as described in the Methods Section using the
typical thresholds: t1 = −2, t2 = −0.01, t3 = 0.01, t4 = 2,
to generate the constraints that restrict the labeling μ for
the nodes measured in the experimental profile.
To evaluate the influence of the minimal correction sets

(MCoS) and to investigate the suitability of the different
consistency notions to predict the behavior of unobserved
entities in a regulatory network, we performed a cross-
validation using the E. coli data.

Quality of regulatory network when confronted to the
expression profiles
As a first step, we assess the quality of network and
data by comparing it to randomized data. We gener-
ated 100 randomized datasets for each real experiment by
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Fig. 8 Inconsistency index of the 105 experiments. The x-axis shows
the inconsistency index of the original experiments and the y-axis the
average inconsistency of the shuffled experiments. The error bars
indicate the standard deviation of the inconsistency index among
100 shuffled samples

shuffling the observed signs among the observed nodes;
but preserving the sign distribution for each dataset. We
then computed for real and randomized data the incon-
sistency index which is defined as the quotient of the
number of minimal corrections (MCoS) to restore con-
sistency (under notion FSP) divided by the number of
observations in the experiment. Then we computed the
Wilcoxon signed-rank test to assess whether the pop-
ulation means of the two samples differ. The obtained
p-value of 2.0497e-11 indicates a highly significant differ-
ence of real and randomized data, suggesting that the real

data are more (sign-) consistent with the network topol-
ogy than random data. Figure 8 shows the inconsistency
index for real and randomized data for each experiment.
We can see that the real E. coli dataset exhibits a sig-
nificantly lower inconsistency index than the randomized
data.
Figure 9 shows the distribution of the measured signs in

the experimental data revealing that the data tends to be
less consistent if more +/- are contained.

Predictions under the different consistency notions
To investigate the suitability of the different consistency
notions to predict the behavior of unobserved entities in
a regulatory network, we performed a cross-validation
using the E. coli data. While other validation methods
exist, we decided to use cross-validation as a model val-
idation technique because it allows us to assess how the
results of the approach will generalize to independent
datasets. To set up cross-validation, we created for each
experiment 100 samples each containing a random 10%
share of themeasurements.We then confronted the E. coli
network with these samples, determined the minimal cor-
rections necessary to restore consistency, and computed
the predictions that hold under all minimal correction
sets.
In Table 2 one can see the distribution of the +, −,

0 and weak predictions as well as how the precision of
the different types of predictions varies among the differ-
ent notions (WP is similar to FWP see Additional file 1).
With the different consistency notions we were on aver-
age able to compute behavior predictions for up to 69%
of the remaining nodes in the network, for which no mea-
surement was given. One can observe that the share of
nodes with predictions increases drastically with notion

Fig. 9 Distribution of observed signs in the experimental data. The x-axis shows the 105 experiments ordered after their inconsistency index
represented by the black line, getting less consistent from left to right. The left y-axis quantifies the cumulative percentage of nodes in the network
which were measured. The signs are represented by the following colors: − (red), � (purple), 0 (blue), � (turquoise), and + (green)
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Table 2 Average % of unobserved nodes that have predictions of a particular behavior, their information gain and the precision for these predictions under the different notions
giving 10% or 50% of the E. coli expression measurements as input. In the last major column (“all predictions”) the rows “% of unobserved nodes” quantify the overall recovery rates

Prediction +/− 0 Weak predictions ⊕/�/± All predictions

Notion FWP SP FSP FWP SP FSP FWP SP FSP FWP SP FSP

Obtained using 10% of the measurements as input.

% of unobserved nodes 0.13% 2.60% 2.91% 1.19% 46.43% 53.64% 7.74% 12.99% 13.14% 9.06% 62.03% 69.70%

Information gain 0.13% 2.60% 2.91% 1.19% 46.43% 53.64% 2.86% 4.80% 4.85% 4.17% 53.83% 61.41%

Precision of prediction 29.02% 56.28% 54.50% 82.16% 70.69% 71.66% 80.94% 85.19% 85.14% 80.03% 72.97% 73.24%

P-value 0.2791 1.0389e-08 8.0897e-10

Obtained using 50% of the measurements as input.

% of unobserved nodes 0.48% 3.06% 3.08% 4.84% 67.93% 72.30% 28.99% 7.27% 7.07% 34.31% 78.26% 82.45%

Information gain 0.48% 3.06% 3.08% 4.84% 67.93% 72.30% 10.70% 2.68% 2.61% 16.02% 73.67% 77.99%

Precision of prediction 24.10% 62.16% 62.14% 82.79% 70.22% 70.97% 82.44% 86.75% 86.80% 81.33% 71.10% 71.57%

P-value 0.5 2.9782e-09 2.0785e-10



Thiele et al. BMC Bioinformatics  (2015) 16:345 Page 11 of 13

SP and even further with FSP,mainly through an increased
prediction of 0-change behaviors.
The different types of predictions contain different

amount of informations. A weak prediction gives less
information than a strong prediction because it discards
only one out of three possible labels. Hence, the 69% of
nodes with prediction does not equal 69% of information
gained. Therefore, we also computed the information gain
given by these predictions. For n unconstrained nodes,
for which no measurements are taken into account, 3n
possible behaviors exist, for k nodes with strong predic-
tions the possible behaviors can be restricted to just 1, and
for l nodes with weak predictions remain still 2l possible
behaviors, form nodes without predictions remain still 3m
possible behaviors, and the overall information gain can
then be expressed as (log(3n)− log(1k +2l +3m)/log(3n)).
In our experiments we observed an average information
gain up to 61% for the nodes for which no measure-
ments had been taken into account. For more information
on how to compute the information gain we refer to the
Additional file 1.
To validate the quality of the predictions (obtained from

10% of the data), we compared them with the validation
data (the remaining 90% of measurements). For the nodes
where a prediction and validation data was available, we
compared both. We obtained on average precisions that
range from 73% to 80%. Overall, SP and FSP allow us to
make predictions for a much bigger part of the network,
resulting in a much higher information gain with only a
slightly decreased precision, and for + and − predictions

with a significant higher precision than FWP. In Section 5
of the Additional file 1 we plot the detailed recovery and
precisions per experiment for notions FWP and FSP.
To test the influence of the number of measurements on

recovery rate and precision, we also created a dataset with
50% and 75% (see Additional file 1: Table S3) of the mea-
surements. Compared to the results with 10% the overall
recovery rate increases up to 82% (FSP). This is due to
the fact that the increased amount of data helps to put
more constraints on the systems behavior. For notion SP
and FSP the number of weak predictions drops slightly
because many of them become strong predictions. The
precision of +, − and weak predictions benefits from
the richer datasets under notion SP and FSP, while the
precision of 0-change decreases only slightly.
Weak predictions easily have higher precisions, because

they have a bigger chance to be true positives. To val-
idate that the precisions obtained in our test case are
indeed meaningful, we tested our approach on a ran-
domized dataset. We could verify that the predictions
from randomized data have less precision than the pre-
dictions obtained from the real data (see Additional file 1:
Table S3),especially for notions SP and FSP. Accordingly
the p-values shown in Table 2 indicate a high signifi-
cance that the predictions made by SP and, even more
pronounced, by FSP are better than random.
These results show that the strong-propagation notions

(SP and FSP) are the most pertinent choice to explain
gene expression shifts within the E. coli transcriptional
network. Using FSP we predict with high precision

Fig. 10 Confusion matrices for predicted behaviors under each notion given 10% (left) 50% (right) of the data. The columns indicate the predicted
behavior and the rows the measured behavior. Given are the average numbers of nodes predicted to change as indicated by the column and
measured in the experiment as indicated by the row with respect to the total number of measured predictions. Predictions that are consistent with
the measurement are in green and confusions in red. Gray fields denote either predictions that could not be verified because no validation data was
available or nodes for which validation data was available but no predictions had been made
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that 53% to 72% of the network remains unaltered (0-
change). Understanding the differentially expressed net-
work regions becomes more delicate, since the precision
remains on average 54% to 62% which, however, is still
significantly higher than for notion FWP. Nevertheless,
48% of the experiments had a precision above 75% for
up- or down-regulation (strong) predictions when con-
sidering a dataset with 50% of the measures. Note, that
the notion of precision changes its conclusiveness when
applied to incompletely determined predictions. Thus, we
use confusion matrices as an alternative representation
to illustrates the performance of our prediction method.
Here one can see that for uncertain observations, rela-
tively few strong predictions are confused (see Fig. 10).
Therefore, wrong predictions may be related to the choice
of the discretization thresholds and that a single threshold
was chosen for all genes.

Conclusion
We presented a unified framework to express differ-
ent notions of sign consistency on interaction graphs.
A refined methodology for data discretization into five
values allows the consideration of uncertainties in exper-
imental profiles. Within this framework we introduced
a new constraint to filter undesired self-fulfilled regula-
tions that result from positive feedback loops. Finally, our
extended prediction method considers not only strong
(unique value) but additionally weak (multiple admissible
values) predictions, enlarging the predictive power of the
approach.
We evaluated our framework by confronting the

full RegulonDB network with 105 experimental gene-
expression profiles. Our cross-validation results obtained
when choosing 10% of the initial dataset show that the
overall precision of the methods ranges from 72% to
80%. The precision of the FSP notion has a much higher
and significant p-value. With its increased precision and
recovery, FSP appears to be the superior notion.
We expect that the information gain is in general higher

for datasets from (typically smaller) signaling networks
(see e.g. [17]). This might be due to the fact that in the
stress experiments considered here the (perturbed) inputs
of the gene regulatory network were unknown which
poses less constraints than in signaling networks with
normally well-defined signal inputs (given by the applied
ligands, inhibitors etc.).
Our method requires a careful selection of discretiza-

tion thresholds. Therefore, we performed a detailed sen-
sitivity analysis on a wide range of the discretization
thresholds (see Additional file 1: Section 4). The analysis
shows that there is a relatively small sensitivity of the
results (precision, information gain) w.r.t. the chosen
thresholds. We also discuss further aspects of threshold
selection in the Additional file 1.

There is a relationship between the concept of sign con-
sistency and the dependency matrix (discussed in more
detail in [17]). The notion of the dependency matrix was
originally introduced in [4] and has been used in sev-
eral studies for checking consistency between signaling
network topologies and experimental data from stimulus-
response experiments, (e.g., [5, 29]). In fact, the depen-
dency matrix can be seen as another sign consistency
notion which is more relaxed than SP or FSP (what
might still be useful, e.g. when analyzing transient instead
of steady-state responses). Since additional propagation
rules are straightforward to implement in the framework
presented herein, other sign consistency notions, includ-
ing the dependency matrix or those that pose different
constraints for 0-changes, could be considered as well.
Overall, our work enhances the flexibility and power of
the sign consistency approach for the prediction of the
behavior of signaling and gene regulatory networks and,
more generally, for the validation and inference of these
networks.

Additional file
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observations. Information gain by predictions in the sign consistency
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Recovery and precision for E. coli cross-validation experiments.
GEO/GSEcodes for the experiments used. (PDF 1218 kb)
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Logic programming reveals 
alteration of key transcription 
factors in multiple myeloma
Bertrand Miannay1,2, Stéphane Minvielle2,3, Olivier Roux1, Pierre Drouin1, Hervé Avet-
Loiseau4, Catherine Guérin-Charbonnel2,5, Wilfried Gouraud2,5, Michel Attal6, Thierry Facon7, 
Nikhil C Munshi8,9, Philippe Moreau2,3, Loïc Campion2,5, Florence Magrangeas2,3 & Carito 
Guziolowski1

Innovative approaches combining regulatory networks (RN) and genomic data are needed to extract 
biological information for a better understanding of diseases, such as cancer, by improving the 
identification of entities and thereby leading to potential new therapeutic avenues. In this study, 
we confronted an automatically generated RN with gene expression profiles (GEP) from a cohort of 
multiple myeloma (MM) patients and normal individuals using global reasoning on the RN causality to 
identify key-nodes. We modeled each patient by his or her GEP, the RN and the possible automatically 
detected repairs needed to establish a coherent flow of the information that explains the logic of the 
GEP. These repairs could represent cancer mutations leading to GEP variability. With this reasoning, 
unmeasured protein states can be inferred, and we can simulate the impact of a protein perturbation 
on the RN behavior to identify therapeutic targets. We showed that JUN/FOS and FOXM1 activities 
are altered in almost all MM patients and identified two survival markers for MM patients. Our results 
suggest that JUN/FOS-activation has a strong impact on the RN in view of the whole GEP, whereas 
FOXM1-activation could be an interesting way to perturb an MM subgroup identified by our method.

Multiple myeloma (MM) is a neoplasm of plasma cells with an incidence rate of approximatively 5/100,000 in 
Europe. The median survival of MM patients has improved substantially over the past decade. Owing to the estab-
lishment of high-dose therapy followed by autologous stem cell transplantation as a routine procedure, significant 
improvements in supportive care strategies, and the introduction and widespread use of the immunomodulatory 
drugs thalidomide and lenalidomide, and the proteasome inhibitor bortezomib. Nevertheless, almost all MM 
patients ultimately relapse, and new drugs and new combinations for the treatment of MM are warranted. MM is 
a heterogeneous disease at both the clinical and molecular levels. Recent large scale genomics analysis based on 
the landscape of copy-number alterations and on whole exome sequencing have revealed the hallmarks of genetic 
changes in MM such as hyperdiploidy, translocations involving the IgH locus, and mutations in the RAS/MAP 
and NF-kB pathways and in TP531. These genetic changes as well as gene-expression profiling (GEP) have been 
widely used in the molecular classification of newly diagnosed patients to define diagnostic entities and identify 
promising new therapeutic targets2–7. However, at present a standard of classification based on subgroups that 
could be targeted therapeutically is still being debated. Clearly, there is a need for innovative tools to improve the 
identification of the prognostically relevant entities, clinically and biologically, in newly diagnosed MM patients. 
It is tempting to use the mutational spectrum based on whole-exome sequencing as a gold standard; however we 
have previously shown that a large number of exome mutant alleles are not expressed clinically or biologically8. In 
addition, exome sequencing may miss potential driver mutations in the non coding regulatory elements known to 
affect enhancer activity, which thereby affect the transcriptional program9; therefore GEP remains a tool of choice. 
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However, GEP alone is limited and must be integrated with innovative approaches that use biological regulatory 
networks to extract biological information relative to gene expression datasets to provide significant clues about 
the etiology of myeloma.

During the past decade, many methods of so-called pathway analysis or active pathways detection have been 
developed. These methods use as a knowledge base a biological pathway or regulatory network, that compiles a 
series of molecular phenomena that lead to activation (or inhibition) of gene expression, a cell product such as a 
hormone, or a physical modification of the cell. Regulatory network information is currently available through 
databases such as Gene Ontology (GO)10, the Kyoto Encyclopedia of Genes and Genomes (KEGG)11, the Pathway 
Interaction Database (PID)12, Wikipathway13, Transfac14, and Causal Biological Networks (CBN)15. The main 
objective of pathway analysis methods is to confront or integrate GEP data with regulatory networks or pathways 
to distinguish two or more classes of cells (e.g. healthy vs ill) from GEP data by inferring a specific signature for 
each class. We can identify three principal categories of approaches that have been used to associate GEP with 
specific pathways16.

The Over-Representation Analysis (ORA) group of approaches17, 18 includes approaches that are based on 
differentially expressed (DE) genes. These approaches score single pathways based on the proportion of DE genes 
(identified with statistical tests or with a threshold) contained in each pathway. In most cases, these methods use 
a hyper-geometric test17 to score each pathway. Moreover, the majority of ORA approaches that use functional 
annotation (GO) or pathway maps (KEGG) consider the consequences of the DE genes (leading to the differ-
entially expression of proteins) in the associations between gene and pathway. Martin et al.19 called this type of 
reasoning forward assumption compared to the backward assumption18, which considers the causes of those DE 
genes in the gene-pathway association.

The Functional Class Scoring (FCS) group of approaches uses the full datasets without any pre-selection, 
allowing integration of the effects of low gene expression variations in the identification of the pathways involved. 
FCS approaches can use forward20, 21 or backward22, 23 reasoning. Although these methods improve the problem 
of genes selection, the pathways in which individual genes are involved are still studied independently. Moreover, 
the position of the genes in the topology is not used in the analysis.

The Pathway Topology (PT) approaches are very similar to the FCS approaches, but in addition, they score 
genes according to the pathways to which they belong. Whereas some of these approaches only include interac-
tions between genes24–27, others consider different types of relationships between genes19, 28, generally activation 
and inhibition. The majority of methods study each pathway independently. Within this group, we can also iden-
tify methods that use both forward24–27 and backward19, 28 reasoning.

In this work, we propose to integrate the GEPs obtained from myeloma cells (MC) of 602 MM patients and 
from normal plasma cells (NPC) of 9 healthy donors with the whole compendium of the PID-NCI public path-
way repository so as to better understand the mechanisms of plasma cell carcinogenesis. To integrate this data, 
we first automatically build a directed (and labeled) graph using the whole compendium of the PID-NCI public 
pathway repository. This graph connects signaling pathways to the transcription of the genes in the GEP dataset. 
We then integrate the graph with the expression data by reasoning on its logic using IGGY29, a tool based on 
logic programming (Answer Set Programming) that confronts a node coloring (GEP) with labeled and directed 
graphs. Our combined approach could be considered to fall within the PT category since it takes into account the 
causality and activation/inhibition logic of graph edges. However, unlike previous methods, it uses a global logic 
to analyze experimental and pathway data. In this formalism, both forward and backward modes are included 
as reasoning modes (causes-consequences). IGGY allows us to check the consistency of the information and to 
generate predictions based upon automatic repairs for upstream non-measured species. It uses DE data as well 
as the identically expressed genes across classes (invariant genes) in its analysis. The proposed method does 
not correlate protein activation with gene expression; the two entities are identified separately in the graph. The 
non-measured protein activations necessary to satisfy the GEP according to the entire pathway database topology 
are used later to propose a signature for each dataset profile. This global signature can be used to characterize the 
dataset classes. Moreover, our model also allows us to in silico quantify the effect of perturbations on this global 
pathway for each single patient. We show how this type of method, which combines large-scale information in 
terms of number of patients, the complete GEP, and the entire compendium database, can be applied to identify 
new specificities of MM disease compared to normal cells. As a result, we inferred information on the states of 
specific proteins in the cell that may cause these disorders, and we identified specific markers of MC compared 
to NPC that can be used to identify survival markers. Furthermore, these markers can be studied as therapeutic 
targets because of their over-representation and their impact on the involved pathways.

Materials and Methods
Data. Experimental Procedures. Plasma cells were isolated from the bone marrow of 602 newly diagnosed 
cases of MM. The samples were obtained during standard diagnostic procedures conducted at the Intergroupe 
Francophone du Myélome (IFM) centers. The subjects included patients younger than 65 years of age who were 
enrolled in either the IFM 2005–01 trial (n = 311) or the IFM-2007-02 (n = 128) trial, older patients enrolled in 
the IFM-2007-01/Multiple Myeloma 020 trial (n = 76) and 9 normal donors. The experiments were undertaken 
with the understanding and written informed consent of each subject. Plasma cell purification was performed 
as previously described30. Purified plasma cells were frozen at −80 °C in lysis buffer. Approval for this study 
was obtained from the University Hospital of Nantes. The study fulfilled the requirements of the Declaration of 
Helsinki.

Gene expression profiling. RNA was extracted using the AllPrep DNA/RNA MiniKit or the RNeasy Micro kit 
(QIAGEN, Valencia, CA, USA) in accordance with the manufacturer’s instructions. RNA quality and quantity 
were assessed using Agilent 2100 Bioanalyzer (Agilent, Palo Alto, CA, USA) and a Nanodrop Spectrophotometer 
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(NanoDrop Technologies, DE, USA), respectively. MM samples from which 50 ng of total RNA was available were 
processed according to manufacturer’s instructions (NuGEN, San Carlos, CA, USA) before labeling and hybridi-
zation onto an Affymetrix Human Exon1.0 chip according to the manufacturer’s instructions (Affymetrix, Santa 
Clara, CA). Data were analyzed and log2 normalized with Expression Console Affymetrix software v1.1 using an 
RMA algorithm.

Data discretization. Since our graph coloring model requires invariant genes, classical discretization methods 
cannot be used in our study. To identify over-/underexpressed and invariant gene expression for each profile, we 
used two thresholds: k1 for invariant genes and k2 for variant genes. For each gene g, we computed a vector, pg, 
composed of its differential expression, pi

g , in each dataset expression profile i. A profile i refers to each of the 611 
cells of type MC or NPC considered in this study. pi

g  values were computed by subtracting the mean expression 
of g in the NPC set from its gene expression level in MC (Supplementary Material, Figure S1). We then discretized 
the values of pi

g  using two thresholds k1 and k2.

If p ki
g

2> , g was considered over-expressed for i;
if < −p ki

g
2, g was considered under-expressed for i;

and if k p ki
g

1 1− < < , g was considered invariant for i.

By choosing different combinations of values for k1 and k2 (see Supplementary Material), we obtained 150 
sets of vectors that contain the discrete overexpressed (+), underexpressed (−), or invariant (0) values for all the 
genes expressed in each dataset. We discarded combinations of values leading to pg vectors with a sign propor-
tion greater than 50%. Each k1 − k2 combination was used to test the precision of our approach. We did this 100 
times by using 50% of the discretized {+, −, 0} genes’ expression to predict the other 50% for each MC dataset, 
after which we comparing the measured and predicted data using a precision matrix (Supplementary Material, 
Table S1). The thresholds leading to the best precision of 43% (IC 95%: ±3%) were k1 = 0.03 and k2 = 0.2; these 
thresholds were used in the remainder of the study to select the variant and invariant genes. In the Supplementary 
Material, Figure S2, we show the precision obtained for all of the threshold combinations that were selected. 
Since our discretization method fixes the same thresholds for all genes across all profiles, we also used K-means 
to discover gene-specific thresholds. However, the precision of K-means methods (for k = 3) was lower than that 
obtained using the selected thresholds (see Supplementary Material, Figure S3). In the same way, to demonstrate 
the interest of using invariant genes, we computed the precision of recovering 50% of the data using a two-signs 
model that receives input data and predicts only over- and underexpressed values. The computed precision was 
48%. Note that the two-signs model has a precision closer to a random precision distribution (50%), whereas the 
precision obtained using a three-signs model is farther from the random precision (33%).

Graph generation. We used the 2012 version of the complete pathways database PID-NCI (Pathway 
Interaction Database)12 and downloaded it in PID-XML format. This database is specialized to include regulatory 
pathways involved in cancer. The complete graph contains 17,932 nodes (proteins, complexes, genes, transcrip-
tion or protein modification events) and 27,976 edges (activation or inhibition). To orient our analysis to the 
expression profiles and to the biological problem at hand, we built a subgraph with signed edges by extracting the 
downstream events from three signaling pathways (IL6/IL6-R, IGF1/IGF1-R and CD40), all of which are known 
to include cellular receptors involved in MM31, to the over- and underexpressed variant genes from all datasets 
by the shortest paths. This cycled, directed subgraph was then filtered by deleting all nodes that are not observed 
and with one predecessor or one successor32. This filtering step involves no loss of information with respect to the 
graph coloring model and allowed us to reduce the complexity of the analysis while maintaining the dependencies 
between the nodes.

Sign consistency modeling framework. In Fig. 1, we illustrate the input (network and transcriptomic 
data) and output (sign projections) information obtained when the sign consistency modeling is applied. In the 
following sections, we describe in detail the main modeling steps of this framework.

Figure 1. Overview of the sign consistency modeling framework.
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Graph coloring model. Assuming a directed graph G(V, E, α) in which V is the set of nodes, E is the set of edges 
and α is a function labeling the edges as α:E → {+, −}, let β be a set of observed data with β:V → {+, −, 0}. In our 
case, β is obtained from GEP and labels only the nodes that are preceded by a “transcription” event as reported by 
the PID-NCI database. Thus, there are nodes in V, such as proteins or complexes, that remain unlabeled. Our 
reasoning framework expresses that there is at least one state or coloring model of this biological system. A color-
ing model is an assignment μ:V → {+, −, 0} of each node in V to a sign in {+, −, 0}. Let us denote by S the set of 
all possible coloring models; note that |S| = 3|V|. When imposing the restrictions of β to S, we reduce the size of all 
possible coloring models ( ☆S ) to 3|V|−|β|.

Sign consistency. The sign consistency imposes a reasoning mode over a graph G and a labeling β 
(Supplementary Material, Figure S4). This reasoning imposes that each {+, −} variation (in a given coloring 
model) associated with a node n in V is explained by the variations in the direct predecessors of n in G. This 
notion can be implemented with the following consistency rules, all of which can be verified automatically:

 1. All the nodes fixed to be inputs are consistent. Usually, these nodes have no predecessors.
 2. Each {+, −} variation associated with a node n in a given coloring model has to be explained by a direct 

predecessor of n. That is, each variant node associated with a sign in {+, −} that is not an input needs at 
least one activator (inhibitor) with the same (opposite) sign.

 3. Each invariant node m (associated with sign 0) has to be explained either by the fact that (i) all direct 
predecessors of m are associated with an invariant sign, or (ii) at least two direct predecessors of m are 
associated with opposite variant signs {+, −}.

When a graph G is consistent with β, then a set S S☆⊆  of consistent coloring models can be built. A consist-
ent solution in S  will be a coloring model in which all the nodes of the graph are colored with respect to β and 
respect the consistency rules.

Repairs. When a consistent solution does not exist, the graph topology of G is not able to explain the labeling 
β according to the three previously explained consistency rules. In this study, we used two approaches to restore 
the consistency.

MCOS-repair: This repair mode corrects the graph topology. Considering that the graph is not com-
plete (missing information, generation method, etc.), we can suppose that some inconsistencies are caused by 
events that are missing from the graph. It is possible to correct the graph by adding a set of artificial influences 
(Supplementary Material, Figure S5). In this case, we use the cardinal minimal correction set (MCOS) of artificial 
influences that can be added to restore the consistency. The MCOS is in general not unique.

SCENFIT-repair: This repair mode corrects β by considering wrong information in the observed data. β will 
be corrected by switching the sign of the observed nodes so as to minimize the number of switches. The switch 
of an observed node is quantified by a cost, as described below. The set of possible minimal SCENFIT-repairs is 
not unique.

 1. Changing a variant sign (+, −) to the opposite variant sign will have a cost of 2.
 2. Changing an invariant (respectively variant) into a variant (respectively invariant) sign will have a cost of 1.

Sign projection. After applying a repair operation, the set of consistent coloring models will be the union of the 
consistent coloring models under each minimal repair. Usually, the number of consistent coloring models is very 
large, and we use a projection of these models to deduce and propose insights from the graph-observations con-
frontation. We distinguish 7 sign projections classes:

1. 3 classes are strong, meaning that the node has the same sign in all consistent solutions {+, −, 0}.
 2.  3 classes are weak, meaning that the node has 2 signs in the consistent solutions: Not+ (−, 0), Not− (+, 0), 

change (+, −).
3. The last class means that a node has three signs in the consistent solutions:? (+, −, 0).

Key nodes identification. In this analysis, we used the sign projections computed after restoring the con-
sistency using the MCOS-repairs. To compare predictions across individuals using statistical and 
machine-learning approaches, we decomposed each sign projection result over a node i in V into a triplet of 
boolean values. The boolean value expresses whether the couple (i, s), where s ∈ {+, −, 0}, belongs to the 
sign-projection result. Since we only focused on sign-projections, the nodes observed in β were not considered. 
To reduce the number of variables, we excluded the boolean value that refers to invariant couples (nodes coupled 
with “0”). In this way, we represent the sign-projections obtained for each GEP as a boolean matrix M of size 
2 × m × (NMC + NNPC), where m represents the number of nodes in G that were never observed in any GEP and 
NMC (respectively NNPC) represents the number of profiles in class MC (respectively NPC). Mij stands for the 
decomposed prediction of node i under profile j; note that Mij can be separated into Mij

+ and −Mij , where M 1ij
s =  

expresses that node i is predicted to be of sign s in profile j. To identify specific markers of MM, we analyzed M 
and looked for overrepresented values when comparing the vectors belonging to MC with those belonging to 
NPC. For this, we used two approaches, a machine-learning approach based on supervised learning and a 
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statistical approach based on frequency classification. For the supervised learning, we used a decision tree33 and 
a random forest classification34. Due to the underrepresentation of the NPC, we increased the weight of each NPC 
by 67 so as to have the same order of population in each group (9 NPC and 602 MC). For the frequency approach, 
we calculated the frequency score (FS) for each group (MC or NPC) and for each assignment (i, s) as follows:

∑=
=

FS
N

M1 ,
(1)

i s
C

C
j

N

ij
s

,
1

C

where C represents the class MC or NPC and s represents the {+, −} sign assigned to i. We then sorted our results 
based on a Fisher test between the proportions for NPC and MC to determine the most specific node assignments 
for the MC datasets.

Nodes perturbation. In this analysis, we quantified the effectiveness of a node perturbation (Supplementary 
Material, Figure S6) to simulate in silico the activation or inhibition of a protein. The quantification of these in 
silico perturbations was performed in two steps. First, we considered the set of assignments in M (see previous 
section), where =M 1ij

s  expresses that node i is predicted to be of sign s in profile j, with s ∈ {+, −}. For each 
assignment Mij

s, we generated a new dataset of observations βij
s identical to the original dataset of profile j (βj) 

except that we added an observation on node i fixed to s ∈ {+, −}. We then computed the SCENFIT score SFij
s 

between the graph G and ij
sβ . The second step consisted of computing the Top Perturbation Score (TPS) for each 

assignment (i, s) according to its SFij
s across all GEP j, as follows:

∑=
=

TPS
N

f i s j1 ( , , ),i s
C

C
j

N

,
1

C

where

f i s j
SF top SF k V Dom

( , , )
1, if ( ), \ ( )
0, otherwise

ij
s

kj
s

ij
sβ

=





≥ ∀ ∈ .

.

In these equations, C represents the class MC orv NPC, and s represents the {+, −} sign assigned to i. The 
function top SF( )kj

s  will compute the threshold score that separates the 10% top-ranked SCENFIT scores of profile 
j, that is, those perturbations that generate the highest number of SCENFIT repairs.

Software and tools. For the sign consistency analysis, we used IGGY29, which makes use of an ASP35 
description of the consistency problem. The graph generation and the mapping of predictions to the couples 
node-sign were implemented with Python 2.7 using the package NetworkX36. The learning and statistical anal-
ysis was conducted using R37. The computation associated with testing the consistency of the 611 GEP required 
5 minutes on a standard machine. All the calculations of nodes perturbations were conducted using the BIRD 
infrastructure (www.pf-bird.univ-nantes.fr) with 320 nodes and 1.3To RAM.

Graphs availability. All graphs used in this study are available online using cynetshare. The subgraphs of 
NCI-PID before (goo.gl/upfzwC) and after compaction (goo.gl/SfNSv4). The subgraph from Fig. 2 is available at 
goo.gl/YgHvtQ. The cytoscape session containing all graphs is available at goo.gl/V1Rno5.

Results
Data discretization and graph generation. The NCI-PID integration allowed us to find 634 genes 
(a protein preceded by a transcription event). Independently, our discretization method (Supplementary 
Material, Figure S1) proposed observations {+, −, 0} on microarray probes corresponding to 15,418 pro-
teins identified in Uniprot. Merging both lists allowed us to identify 557 genes present in the NCI-PID 
and observed as over/underexpressed or invariant in our GEPs. Variant and invariant genes are distributed 
across the MC and NPC datasets (Table 1). By extracting the downstream events from three signaling path-
ways (IL6/IL6-R, IGF1/IGF1-R and CD40)31 to the variant genes, we generated an induced subgraph from 
NCI-PID containing 2,269 nodes, 2,683 edges and connecting 529 variant genes. This graph was then com-
pacted to a new graph with 596 nodes and 960 edges (Fig. 2) and composed of 529 observed nodes (genes) 
and 67 unobserved nodes, including 23 proteins, 33 complexes, 2 biological processes, 9 proteins reactions 
(translocation, phosphorylation, etc.).

Validation of predictions. The confrontation between the data and the graph topology allowed us to pre-
dict the node signs for each dataset (Table 1). To validate our predictions, we compared the precision of the pre-
dictions with that of the randomized data. In this case, we used 50% of the measured genes {+, −, 0} to predict the 
other half of the genes for each sample; we performed the same process after randomizing the data and repeated 
this computation up to 1000 times. We obtained two sets of precisions (Fig. 3; Supplementary Material, Table S1). 
A two-tailed t-test yielded a p-value lower than 2.2e–16. This shows the efficiency of our prediction method in 
comparison with random precision.
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Identification of specific node assignments for MC. To identify MC subgroups, we applied a 
decision tree algorithm to the presence/absence value of a sign prediction (see Methods section). This result 
is illustrated in Fig. 4. It shows that the combination of the assignments (JUN/FOS[n], −) and (FOXM1*[c], 
−) is associated with the majority of MC (73%) and that the method can distinguish MC from NPC. JUN/
FOS[n] represents the protein complex composed of JUN and FOS, which is located in the nucleus, whereas 
FOXM1*[c] represents the FOXM1 protein, which is phosphorylated and located in the cytoplasm. The full 
node syntax is given in Fig. 2. Moreover, we can identify another important group of MC (13%) that is char-
acterized by the presence of (JUN/FOS[n], −) and the absence of (FOXM1*[c], −) and (SRC*, −). Similar 
results were obtained using a random forest classification (Supplementary Material, Figure S7).

To characterize the shared specificity for all MC, we computed the frequency scores (FS) for our predic-
tions (see Methods section). The complete list of the FS obtained is shown in Table S2 of the Supplementary 
Material. In Table 2, we show the 5 best p-values associated with a Fisher test with FSMC > FSNPC. For these 

Figure 2. Representation of the subgraph obtained from the PID-NCI database. CD40, IL6 and IGF1 (the 
nodes in the top portion of the graph) are the 3 queried pathways. The 529 genes that are differentially expressed 
across all profiles are merged for this representation in the node “Gene set”. The 5 top-ranked nodes according 
to their FS are labeled in bold type and colored in yellow. We used the same syntax for all nodes in this study. 
The edges from the “Gene set” node to proteins have been deleted for the sake of clarity.

Signs

Observed data Predicted data

NPC MC NPC MC

+ 34% 38% 30% 31%

− 34% 51% 29% 36%

0 32% 11% 14% 3%

change — — 7% 6%

Not+ — — 2% 1%

Not− — — 3% 1%

? — — 15% 22%

Total 2085 210975 3279 153181

Table 1. Observed and predicted data repartition between NPC and MC. Observed data are the data extracted 
from the gene expression profiles. Predicted data are the sign projections predicted after the confrontation 
between the observed data and the PID-NCI graph. In the last row, we show the total observations and 
predictions across all profiles.
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assignments, we checked the number of input/output variant genes connected to each node in the graph 
(Table 2, column connectivity). We observe that inhibition of the complex JUN/FOS[n] is predicted for 
95.6% of MC. The activity levels of FOXM1*[c] and STAT6*[c] were predicted to decrease. This decrease, in 
terms of protein activity, is correlated with the level of gene expression in 76% and 93%, respectively, of the 
MC datasets. The FS classification identified the presence of (Src*, +) as an interesting marker for MC data-
sets. Interestingly, the decision tree approach identified the absence of (Src*, −) as distinguish MC datasets 
that were previously characterized by (JUN/FOS[n], −) and (FOXM1*[c], −). Both the machine-learning 
and statistical methods identified (JUN/FOS[n], −) and (FOXM1*[c], −) as important markers of MC data-
sets. In Fig. 2, we show (marked as yellow nodes) how these 5 main proteins or protein complexes appear 
connected following the PID-NCI representation.

Figure 3. Precision distribution of our method with real observed and randomized data.

Figure 4. Decision tree based on predicted node-sign assignments.
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JUN/FOS activity as specific marker. The FOS and JUN proteins form a heterodimer complex that is 
responsible for AP-1 activity. This activity is known to play a role in tumorigenesis because it has been implicated 
in the induction of apoptosis, in the promotion of cell survival and in proliferation. The classification methods 
showed that (JUN/FOS[n], −) is the best assignment to distinguish MC from NPC and revealed that AP-1 activity 
is lower in almost all MM patients than in normal controls. Inspection of individual patients’ subgraphs showed 
predominantly underexpression (65% of the observed expression in MC) of the proapoptotic protein BIM 
(Supplementary Material, Figure S8). These results are in agreement with the results of in vitro studies demon-
strating that in myeloma cell lines IL6 protects against apoptosis via AP-1 inactivation39.

FOXM1 activity as survival marker. FOXM1, a transcriptional factor known to be associated with MM, 
has been studied as a therapeutic target44. Based on the graph reduction and on our reasoning model, FOXM1*[c] 
is equivalent to FOXM1*[n] and is representative of the FOXM1 transcriptional activity. Firstly, we analyzed 
FOXM1 gene expression in the MC groups in which FOXM1 activity was predicted. We found that decreased 
FOXM1 activity is associated with reduced expression of the FOXM1 gene (Fig. 5, left). Since our model identified 
a subgroup of patients with decreased activity of FOXM1 and since decreased expression of FOXM1 is associated 
with superior survival (Supplementary Material, Figure S9), we wanted to know whether FOXM1 activity could 
impact survival. We compared overall survival (OS) in both predicted groups in the larger cohort of patients that 
received comparable treatment (Velcade-dexamethasone induction followed by high-dose melphalan and autol-
ogous stem cell transplantation; n = 450) (Fig. 5, right). A log-rank test between these groups yielded a p-value of 
<0.1, allowing us to conclude that low FOXM1 activity is associated with a trend towards better survival.

Improvement of the current prognostic model in MM using node variables. Univariate and mul-
tivariate Cox proportional hazards analyses were performed on the cohort of 450 MM patients who received 
comparable treatment to determine the relative prognostic values of the 201 couples combining unobserved 
nodes and all signs (+, −, 0) and the three strongest known prognostic variables in MM (Table 3); these were 
the translocation of chromosomes 4 and 14 (t(4;14)), the deletion in the short arm of chromosome 17 (del(17p)) 
and serum 2-microglobulin ≥5.5 mg/L (β2-microglobulin) for OS determination51. In the multivariate analysis, 

Predicted node Sign FSNPC FSMC p.val (Fisher) References Connectivity

OVE

+ −

JUN/FOS[n] − 0.444 0.956 2.65E-005 38–42 8/529 373 137

FOXM1*[c] − 0.222 0.774 7.97E-004 43, 44 529/529 85 265

STAT6*[c] − 0.222 0.764 1.05E-003 ∅ 8/529 30 429

EGF/EGFR*[m] + 0.556 0.935 2.08E-003 45–47 529/529 79 4

Src* + 0.556 0.935 2.08E-003 48–50 529/529 110 48

Table 2. 5 top-ranked results for the frequency analysis for MC signatures. FSNPC and FSMC show the frequency 
scores for NPC and MC, respectively. The references column lists the publications that agreed with our sign 
prediction. Connectivity refers to the ratio of genes connected to each predicted node. The OVE (observed 
variant expression) shows the repartition of variant gene expression using the best precision threshold without 
considering graph information.

Figure 5. (Left) Gene expression of FOXM1 among MC datasets with or without the prediction (FOXM1*[c], −). 
(Right) Overall survival (OS) of patients with prediction (FOXM1* [c], −) or without prediction (FOXM1* [c], −).
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estimation of hazard ratios for death indicates that both (G1/S transition of mitotic cell cycle, −) and (RB1/
E2F1-3/DP[n], +) were independent powerful prognostic factors (Supplementary Material, Figure S10).

The multivariate model with the known prognostic parameters shows that these factors increase the 
log-likelihood from −515.16 (null model) to −496.62 (3 parameter model), with p-significance <10−7 (null 
model vs 3 parameter model) whereas the parameters (G1/S transition of mitotic cell cycle, −) and (RB1/
E2F1-3/DP[n], +) increase the log-likelihood from −496.62 (3-parameter model: AIC3p = 999.2) to −486.90 
(5-parameter model: AIC5p = 983.8) with p-significance <10−4 (3-parameter model vs 5-parameter model) and 
<10−10 (null model vs 5-parameter model). Therefore, we can conclude that the 5-parameter model provides 
more prognostic information than the 3-parameter model (AIC5p < AIC3p and p5p vs 3p <10−4). In term of the 
global increase in the log-likelihood between the null model and the 5-parameter model, the specific impact of 
the selected pairs represents more than 34% of the total.

Node perturbation. From the computation of all in silico node perturbations (see Methods section), we 
evaluated the impact of perturbing the key nodes found with the FS method (Table 4). A unilateral Fisher test 
allowed us to evaluate the significance of each perturbation compared to the NPC datasets. We can see that the 
activation of JUN/FOS generates a top-ranked (10% top) score of conflicts and therefore repairs 74.6% of the MC 
datasets, whereas it repairs only 22.2% of the NPC datasets. Interestingly, in vitro JUN overexpression in MM 
cell lines results in cell death and growth inhibition41. A similar tendency (more conflicts in MC than in NPC) 
is observed when FOXM1 is activated, but the difference cannot be considered significant. Nonetheless, we note 
that of the 36.4% of profiles in which the activation of FOXM1 is top-ranked, 96.8% correspond to patient profiles 
with the prediction (FOXM1*[c], −) (Supplementary Material, Table S3). For the other proteins and complexes, 
we can see that the difference between MM and NPC is not significant. It is worth noting that the p-value of a 
perturbation that goes in the opposite direction of the prediction shown in Table 2 is in all cases lower than the 
one of a perturbation which goes in the same direction of the prediction.

Discussion
Data discretization and graph generation. Our method incorporates both differential and similar 
expressions in its reasoning. All pathway analysis methods reviewed in the Introduction use the difference in 
gene expression between the two classes of subjects to extract the specific signatures. The similarity of expression 
between classes is not used in the ORA and FCS approaches because these methods base their analyses on the 
differential expression of genes. The PT approaches reviewed use only differential gene expression in their rea-
soning. We believe that adding information on similar expression enables us to better capture cellular behavior. 

Parameters

Univariate analysis Multivariate analysis

HR 95%CI P.value HR 95%CI P.value

β2-microglobulin, mg/L ≥5.5 v <5.5 2.03 1.35–3.05 0.001 1.53 0.99–2.35 0.056

t(4,14), Yes v no 3.19 2.08–4.89 <0.01 2.41 1.49–3.90 <0.01

del17p > 60 v ≤60 4.16 2.53–6.83 <0.01 3.16 1.80–5.56 <0.01

(G1/S transition of mitotic cell cycle, −), yes v no 0.33 0.22–0.47 <0.01 0.47 0.30–0.72 <0.01

(RB1/E2F1–3/DP[n], +), yes v no 0.49 0.33–0.75 0.001 0.58 0.36–0.93 0.025

Table 3. Parameters Associated With Overall Survival.

Node Dir. TPSNPC TPSMC p.val

JUN/FOS[n]
+ 22.2% 74.6% 0.001

− 44.4% 0.5% 1

FOXM1*[c]
+ 11.1% 36.4% 0.107

− 55.6% 19.1% 0.997

STAT6*[c]
+ 33.3% 55.0% 0.169

− 44.4% 21.9% 0.970

EGF/EGFR*[m]
+ 0.0% 0.3% 0.971

− 0.0% 3.5% 0.728

Src*
+ 0.0% 1.3% 0.887

− 11.1% 33.4% 0.150

Table 4. Top perturbation score for nodes identified with the FS method. Dir stands for the direction of the 
perturbation (+, activation and −, inhibition). TPS represents the frequency with which perturbing a node in 
a specific direction was significant (i.e. it generated a high, 10% top, SCENFIT score) across the MC profiles 
(TPSMC) or NPC profiles (TPSNPC). The bold percentages refer to perturbations that have a direction opposite 
to that of the predicted signs obtained with the frequency score (Table 3). P.val was obtained using a unilateral 
Fisher test.
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The results of the precision analysis using a two-sign coloring model tend to support this hypothesis. Our method 
differs from classic pathway analysis methods in that it incorporates the notion of automatic reasoning. Within 
the context of MM, we are able to automatically detect repairs. These repairs are specific for each GEP and could 
represent cancer mutations, regulatory network incompleteness or experimental errors. The graph used in this 
study contains 529 genes; we can therefore observe the strong connectivity that exists among PID pathways since 
the total number of genes in the PID is 634. This strong connectivity is important for methods such as ours that 
are able to reason on the information content of the whole database. We observe, however, that the number of 
genes connected to cancer pathways in PID is far below the total number of human genes. This underrepresenta-
tion of regulatory knowledge is an important limitation of PID. Apart from this fact, PID-NCI includes important 
modeling information that identifies transcription events. This information allows us to separate gene expression 
from protein activity. These two parameters are not necessarily correlated, especially in cases involving phospho-
rylated proteins or complexes such as JUN/FOS.

Key nodes identification. Our analysis of the predictions made by the method allowed us to identify nodes 
associated with a sign specific to MC compared to NPC datasets. Among these assignments, we found the inhi-
bition of JUN/FOS[n] and FOXM1*[c]. These proteins are known to be involved in cancer in general52, 53 and in 
hematological malignancies in particular43, 44. In the case of FOXM1, we showed that this transcription factor can 
represent a survival marker when its activity decreases. We can draw a parallel with the bibliography, which iden-
tifies the activation of the FOXM1 pathway as a risk factor. For JUN/FOS, our analysis identified this pathway as 
a potential therapeutic target but not as a survival marker. We observed that inhibition of the associated pathways 
has been already identified in MM patients39, 41 and in patients with other cancers. Moreover, this pathway is tar-
geted in some therapeutic approaches38, 40. We identified two couples that improve classical prognostic models. In 
the case of the first couple, (G1/S transition of the mitotic cell cycle, −), we can associate this node with the pro-
liferation pathway. The computed prognostic model showed that the prediction of inhibited proliferation can be 
a protective factor for MM patients. The second node, (RB1/E2F1-3/DP[n], +), was also identified as a protective 
factor by the 5-parameter model. This complex is known to be involved in the RB pathway, which influences cell 
growth pathways by regulating the initiation of DNA replication. This pathway is usually altered in cancer, leading 
to a loss of function54, and current therapeutic approaches aim to activate this pathway55.

Using the in silico node perturbation method, we were able to estimate the effect of perturbing a node within a 
particular dataset (i.e. single patient cancer cell). This method represents a powerful tool for analyzing the conse-
quences of perturbations of oncogenic pathways in a given patient, especially as in-vitro experiments are limited 
due to the small amount of viable myeloma cells that are obtained after bone marrow aspiration. The results of 
this in silico analysis show that activation of JUN/FOS[n] had a significant impact on 75% of MC profiles; all 
of these JUN/FOS[n] = “+” sensible MC profiles had the prediction (JUN/FOS[n], −). In addition, activating 
FOXM1*[c] had a significant impact on 36.4% of the profiles; 96.8% of the FOXM1*[c] = “+” sensible MC pro-
files had the prediction (FOXM1*[c], −). The difference in the percentages of JUN/FOS[n] and FOXM1*[c] can 
be explained by the graph topology and the connectivity of the individual nodes. JUN/FOS[n] is connected to 
eight genes through a distance of 1 molecular species (Supplementary Material, Figure S8); therefore, perturbing 
JUN/FOS[n] will impact these genes directly since they are strongly constrained by the sign of JUN/FOS[n]. 
On the other hand, FOXM1 is connected to 529 genes through longer paths through distances of from 4 to 77 
molecular species. These genes may have other predecessors that are independent of FOXM1; this could explain 
why activation of FOXM1 has a strong effect on only 37% of the MC profiles. Overall, we think that this in silico 
method could be used to reinforce the choice of a therapeutic target for a specific patient profile.

Conclusion
In this study, we used a specific approach to study and understand the heterogeneous gene expression profiles 
of approximately 600 multiple myeloma (MM) patients. Our primary goal was to provide mechanistic scenarios 
by identifying protein activity states of molecules that may be central to the diversity of gene expression. Our 
approach relies heavily on reasoning based on graphs and on changes in gene expression in the form of logical 
programs that combine these two types of information. The method proposed here can be summarized in the fol-
lowing steps. First, we obtained a directed graph, allowing us to connect significantly up-/down-regulated genes 
to upstream MM-related cellular receptors. Second, we confronted this graph to transcriptomic data with IGGY, 
which is a tool that reasons on the logic of the graph and on shifts of expression in the data so as to predict (node, 
sign) assignments representing the specific states of biological entities. Using two approaches of classification, we 
were able to identify specific assignments for MC datasets compared to NPC datasets. Finally, taking advantage of 
our modeling framework, we studied the effect of performing single in silico perturbations.

One advantage of this method is that it makes it possible to infer information about protein states from tran-
scriptomic data by using the causal nature of the interactions as documented in PID. This can be interesting when 
constructing biological models and, more specifically, when developing cancer models for which proteomic data 
are not always available and extractable, whereas transcriptomic data are easier to obtain. Moreover, compared 
to the previously presented classical pathway analysis methods, we identify not only the specific biological pro-
cesses that are implicated in cancer profiles but also the mechanisms associated with those phenomena. After 
statistically testing the quality of the method’s predictions, we proposed a set of five top-scoring proteins based 
on their respective changes in activity in MC compared with NPC. We found the AP-1 complex and the FOXM1 
transcription factor to be concomitantly inactivated in a strong majority of patients regardless of treatment or 
age. Interestingly, this method identified a subgroup of MM patients with increased FOXM1 activity associated 
with poor survival. These findings allow us to validate the predictions of our approach and show that it is feasible 
to individualize or restrict the analysis of multiple expression profiles to identify markers within subgroups of 
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profiles and to identify parameters associated with survival in these subgroups. The 5-parameter model including 
the two predicted nodes improves the standard prognostic model in MM. In addition to its strong prognostic 
value, our model revealed two nodes, (G1/S transition of mitotic cell cycle, −) and (RB1/E2F1-3/DP[n], +), that 
are of potential biological interest in the understanding of the molecular mechanisms underlying resistance to 
treatment. Note that these nodes can only be predicted with the graph and coloring model, since they are a (logi-
cal) consequence of the GEP. Our results on in silico perturbations of a system are also encouraging because they 
show that changes in the activity of the predicted proteins can serve as input information for conducting efficient 
perturbations. In this work, we focused only on single perturbations, since they are more experimentally realistic. 
As a perspective of this work, we wish to deepen the graph vs. gene-expression confrontation analysis so as to 
understand the differences between MM subgroups based on age, prognosis and other criteria. In this context, 
one line of research would be to study minimal subsets of perturbations. Another possible line of research would 
be the classification of gene expression profiles based on plausible graph-coloring models.
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ABSTRACT

Motivation: Logic modeling is a useful tool to study signal transduc-

tion across multiple pathways. Logic models can be generated by

training a network containing the prior knowledge to phospho-prote-

omics data. The training can be performed using stochastic optimiza-

tion procedures, but these are unable to guarantee a global optima or

to report the complete family of feasible models. This, however, is

essential to provide precise insight in the mechanisms underlaying

signal transduction and generate reliable predictions.

Results: We propose the use of Answer Set Programming to explore

exhaustively the space of feasible logic models. Toward this end, we

have developed caspo, an open-source Python package that provides

a powerful platform to learn and characterize logic models by lever-

aging the rich modeling language and solving technologies of Answer

Set Programming. We illustrate the usefulness of caspo by revisiting a

model of pro-growth and inflammatory pathways in liver cells. We

show that, if experimental error is taken into account, there are thou-

sands (11 700) of models compatible with the data. Despite the large

number, we can extract structural features from the models, such as

links that are always (or never) present or modules that appear in a

mutual exclusive fashion. To further characterize this family of models,

we investigate the input–output behavior of the models. We find 91

behaviors across the 11 700 models and we suggest new experiments

to discriminate among them. Our results underscore the importance of

characterizing in a global and exhaustive manner the family of feasible

models, with important implications for experimental design.

Availability: caspo is freely available for download (license GPLv3)

and as a web service at http://caspo.genouest.org/.

Supplementary information: Supplementary materials are available

at Bioinformatics online.
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1 INTRODUCTION

Predictive models of biological networks are a main component
of systems biology. For a certain system of interest, if enough

information is available about the biomolecules that constitute it

and their interactions, one can convert this prior knowledge into

a mathematical model (e.g. a set of differential equations or logic

rules) that can be simulated. If experimental data are available,

the model can be fitted (trained) to the data. That is, one deter-

mines the model parameters (for example, kinetic constants in a

biochemical model) to obtain the most plausible model given the

data. This is normally achieved by defining an objective function

that describes the goodness of the model based on the data that is

subsequently optimized (Banga, 2008).

This training process is not a trivial task owing to factors

including experimental error, limitations in the amount of data

available, incompleteness of our prior knowledge and inherent

mathematical properties of the models. Thus, in general, there is

no single solution but rather multiple models that describe the

data equally (or similarly) well. In those cases, the model is said

to be non-identifiable (Kreutz and Timmer, 2009; Walter and

Pronzato, 1996).
In some cases, deterministic methods that guarantee the iden-

tification of the optimal models can be applied, but these meth-

ods are often limited by the exponential growth of the search

space. Thus, usually one needs to use stochastic methods that

may identify the optimum or at least exhibit suboptimal models

(Banga, 2008). However, an incomplete characterization of the

set of plausible models limits significantly the insight that can be

gained about the underlying molecular mechanisms.
In this article, we investigate this issue in the context of logic

modeling of signaling networks. These models have been applied

recently to analyze signal transduction in a variety of contexts

(Calzone et al., 2010; Wang et al., 2012). In particular, given a

network encoding our knowledge of signal transduction and a

dataset measuring the activation of proteins in this network on

various perturbations, one can derive from the network

(Boolean) logic models fitted to the data. Models are simulated

assuming that the network reaches a pseudo steady state at a

certain time on stimulation, and the identification of the network

that best fits the data is posed as an optimization problem. This

problem can be solved using meta-heuristics (e.g. a genetic algo-

rithm), and their application suggests that there are multiple al-

ternative models that explain the data (Saez-Rodriguez et al.,

2009). However, stochastic search methods cannot characterize

the models precisely: they are intrinsically unable not just to
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provide a complete set of solutions, but also to guarantee that an

optimal solution is found. To overcome this limitation,

approaches based on Integer Linear Programming (ILP)

(Mitsos et al., 2009; Sharan and Karp, 2012) and Answer Set

Programming (ASP) (Videla et al., 2012) have been applied,

providing a proof of concept that a global optimum can be

identified.

Here we present caspo, a free open-source tool to learn

(Boolean) logic models of signal transduction in a complete

and global fashion. caspo uses CellNOpt pre- and post-process-

ing routines [Terfve et al. (2012)]. It can handle feedback loops in

the prior knowledge network (PKN), numerical datasets and

tolerance in the score owing to experimental uncertainty. We

use caspo to exhaustively explore the space of optimal and

suboptimal models for a real case describing pro-growth and

inflammatory pathways in a liver cancer cell. We find that,

even with small tolerance, thousands of models can be compat-

ible with the data and use ASP’s flexibility to further analyze

them: we categorize them according to their input–output behav-

ior and identify subsets of modules that are interchangeable with

respect to the score. The multiple possible combinations of these

modules are responsible for the large number of models found.

2 METHODS

2.1 Learning Boolean logic models

Our prior knowledge about signal transduction can be described as a set

of causal interactions among the biomolecules involved (mostly proteins)

that can be mathematically formulated as a signed and directed graph.

We call this graph the PKN. In such a graph, one can denote as input

nodes those that can be stimulated or inhibited experimentally. When the

system is perturbed by fixing the state of such nodes, one can measure the

activity of each output node being observed. Such measurements are typ-

ically given by phospho-proteomics datasets consisting of measurements

over m proteins under n experimental conditions. With �ij 2 ½0, 1�, we

denote the activity of a protein j under the experimental condition i,

where 0 � i � n and 0 � j � m. In agreement with experimental errors,

we used a discretization procedure so that �ij 2 f0,
1
100 , . . . , 99

100 , 1g.

The state of nodes after a perturbation of the system cannot be pre-

dicted using only graph theory. However, a simple framework is given by

Boolean logic models (Klamt et al., 2006). In a logic model, activation of

nodes is defined by a set of operators. We use the representation known

as sum of products (SOP; also called disjunctive normal form), which uses

only AND (^), OR (_) and NOT (:) operators. A simple form to encode

logic models based on the SOP formalism is using hypergraphs (Klamt

et al., 2006). A directed and signed hypergraph H ¼ ðV,EÞ is a general-

ization of a directed and signed graph G ¼ ðV,AÞ, where V is the set of

nodes and E the set of hyperedges. While edges in A connect pairs of

nodes a, b 2 V, hyperedges in E connect pairs of sets of nodes S,T � V.

To describe a logic model as a hypergraph, each SOP expression is

mapped to a set of hyperedges.

The PKN is first compressed to simplify the structure (Saez-Rodriguez

et al., 2009). Then, because the exact logic gates are often not known, we

perform an expansion to generate all possible gates compatible with the

PKN. Mathematically, we derive a hypergraph H ¼ ðV,EÞ from a graph

G ¼ ðV,AÞ, so that for every signed hyperedge ðS, ftgÞ 2 E and every

s 2 S, there exists an edge ðs, tÞ 2 A having the corresponding sign.

Let H be a hypergraph describing a logic model and ð�ijÞi�n, j�m be a

phospho-proteomics dataset. For each experimental condition i, we can

compute the Boolean prediction �ij 2 f0, 1g of the state of a protein j by

using the logic formulas described by H. This corresponds to computing

the (quasi) steady state of the system. These simulated values at a quasi

steady state are considered an approximation of the state of the cell im-

mediately after a perturbation and can be thus compared with experi-

mental values obtained at early times after stimulation (Klamt et al.,

2006).

Then, the fitness of the logic model to the experimental dataset is ob-

tained by comparing experimental observations, normalized between 0

and 1, with Boolean predictions based on the mean square error (MSE)

as follows: 1
nm

Pn
i¼1

Pm
j¼1 ð�ij � �ijÞ

2.

Combinatorial optimization problem. The problem of learning Boolean

logic models that we address in this work consists of finding minimal

hypergraphs derived from the PKN that minimize the MSE where the

size of a hypergraph H is the sum of cardinalities of each hyperedge

source (i.e. the sum of the number of inputs):
P
ðS,TÞ2E jSj. Thus, the

problem can be formulated as a lexicographic multi-objective optimiza-

tion where the first objective is to minimize MSE, and the second object-

ive is to minimize size. Our prior assumption that �ij belongs to a finite set

of values implies that this problem is of discrete nature. Further, the

optimization can be relaxed by using different degrees of tolerance over

the optimum for each objective, i.e. MSE and size.

Global Truth Tables. Inspired by truth tables in propositional logics,

we introduce the concept of Global Truth Tables (GTTs) as a way of

describing the input–output behavior of a Boolean logic model. For a

given logic model, we can compute its predictions on observable output

nodes in response to every possible experimental condition on input

nodes. Comparing GTTs allows one to decide whether two logic

models, regardless of their structures, are experimentally distinguishable.

Furthermore, GTTs provide a way of grouping a large number of logic

models according to their input–output behavior to facilitate the analysis.

2.2 Learning Boolean logic models with ASP

ASP is a declarative problem-solving paradigm from the field of

Logic Programming combining several computer science areas (Baral,

2003; Gebser et al., 2013). As a full declarative paradigm, instead

of telling a computer how to solve the problem, with ASP one defines

what the problem is and leaves its solution to the solver. These solvers

are based on Boolean constraint solving technology, and they can solve

hard discrete combinatorial search problems, with comparable results

with ILP.

The distinct feature of ASP is its rich modeling language, making it

popular as a tool for declarative problem solving. Sophisticated pre-pro-

cessing techniques (grounding) are required for dealing with this rich lan-

guage. Thanks to the development of an ASP language standard, its

expressiveness and powerful solvers, ASP has been widely used in

many fields of computer science for a decade. Recently, the capability

of solvers has increased such that ASP started to be applied to solve hard

combinatorial problems arising in bioinformatics and systems biology.

Applications include expanding metabolic networks (Schaub and Thiele,

2009), repairing inconsistencies in gene regulatory networks (Gebser

et al., 2010), modeling the dynamics of regulatory networks (Fayruzov

et al., 2009), inferring functional dependencies from time-series data,

(Durzinsky et al., 2011), integrating gene expression with pathway infor-

mation (Papatheodorou et al., 2012) and analyzing the dynamics of

reactions networks (Ray and Soh, 2012).

We used the freely available ASP grounder gringo and solver clasp,

both included in the Potsdam Answer Set Solving Collection (http://

potassco.sourceforge.net/). Importantly, we relied on the capability

of the solvers to handle multi-criteria optimization to guarantee the

global optimum by reasoning over the complete space of solutions.

Several reasoning modes (enumeration, union and intersection) were

also necessary to complete the combinatorial study of the family of feas-

ible solutions. We refer the reader to the Supplementary Material for

more details.
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2.3 Software: caspo

We have implemented caspo: Cell ASP Optimizer, a Python package that

combines PyASP (http://pypi.python.org/pypi/pyasp) and CellNOpt

(http://www.cellnopt.org/) to provide an easy -to-use software for learn-

ing Boolean logic models (Fig. 1). The software is freely available for

download and also as a web service through the Mobyle framework

(Néron et al., 2009). PyASP encapsulates the main ASP tools, gringo

and clasp, into Python objects. These objects can be fed with logic pro-

grams describing different tasks, be launched with dedicated parameter

settings and return the ASP results for further processing. CellNOpt

[Terfve et al. (2012)] is a software for training logic models using different

formalisms (Boolean, Fuzzy or Ordinary Differential Equations). The

software allows us to import and pre-process a PKN, normalize experi-

mental data, train logic models to data using heuristic methods and post-

process and visualize the resulting models. CellNOpt is written as a set of

R packages available on Bioconductor and as a Cytoscape plugin

(CytoCopter), and it can used within Python using the package

cellnopt.wrapper.

3 RESULTS

To illustrate the use of caspo, we use a model of pro-growth and

pro-inflammatory model in liver cells. The model is trained to

phospho-proteomics data generated in the liver cancer cell line

HepG2. Data are generated on perturbation with combination of

ligands and small-molecule inhibitors blocking the activities of

specific kinases (Alexopoulos et al., 2010). The dataset contains

measurements using the Luminex technology of 15 species under

64 experimental conditions. This model was introduced in (Saez-

Rodriguez et al., 2009) and here we use a variation from (Morris

et al., 2011). In this case, there are 130 possible hyperedges and

thus, the number of possible logic models (i.e. search space of the

combinatorial optimization) is given by 2130.

3.1 Family of optimal models

We first used caspo to compute all global optimum solutions to

the optimization over our case study. We found 16 Boolean logic

models (Supplementary Fig. S1) with minimal score (0.36 s), all

models having the same fitness to data (MSE¼ 0.0499) and size

(28). Moreover, the same 16 logic models were found (0.5 s) using

an extended PKN with feedback loops from Terfve et al. (2012).

Cross validation analysis showed no significant difference in

the optimum MSE with respect to the complete dataset

(Supplementary Fig. S2).
The 16 different models arise owing to four pairs of submodels

(modules) equivalent in terms of score. These modules represent

alternative ways to activate specific nodes and are independent

from each other. For each pair, only one of the modules appears

in a given model; that is, they are mutually exclusive. Thus, se-

lecting either member of each pair provides an optimal model

and all possible combinations give rise to the 24¼ 16 models. To

elucidate the differences between the 16 models from their re-

sponses to all possible experimental conditions, we computed

and compared their GTTs (Section 2.1). Interestingly, they all

have the same GTT. That is, for any combination of input nodes

(stimuli and inhibitors), the same values are predicted for all the

readouts by the 16 models. Therefore, the optimization reports a

single solution in terms of input–output behavior, despite the fact

that this solution can take the form of any of the 16 models. To

distinguish among these models (and thus determine which of the

mutually exclusive modules are functional), we would require a

different experimental setup, i.e. new species have to be either

perturbed or measured.

3.2 Suboptimal Models: Enumeration and Structure

Experimental error is inherent in biochemical data. Therefore,

one needs to consider models whose predictions deviate from

those of the optimal one by an amount within the experimental

error (Saez-Rodriguez et al., 2009). Considering that the opti-

mization minimize MSE and size, we defined as suboptimal

models those solutions having MSE within a 10% of tolerance

with respect to the MSE of optimal models (a conservative ap-

proximation to the real experimental error), and maximal size of

28 (the size of the optimal models; Section 3.1). From these

settings, caspo found 11 700 suboptimal models (Fig. 2) with

sizes 28, 27, 26 and 25 whose MSE spanned from 0.0499 to

0.0546. We observed that the number of models decreases expo-

nentially with the tolerance over the MSE (e.g. 8%—7378

models, 6%—6048 models, 2%—192 models). Allowing also a

tolerance over the size would generate a much larger number of

models by the addition of spurious links to those of size 28 (e.g.

size 29–51 480 models, size 30–189364 models). We therefore

limited, for simplicity of this study, the size to 28.
The complete computation of suboptimal models allows a pre-

cise characterization of the distribution of hyperedges, and,

therefore, of logical gates in the potential models. When we

evaluated the distribution of the 130 possible hyperedges (i.e.

those that are included in the hypergraph derived from the ori-

ginal PKN) across the 11 700 models, we found that 14 hyper-

edges are present in all suboptimal models, and we thus expect

them to be functional in HepG2 cells. Fifty-nine hyperedges are

absent from all models, thus suggesting that they are not func-

tional in these cells. Finally, 57 hyperedges are present in only a

subset of the models; their frequency ranges from 0.99 to 0.0003,

showing a large variability (Fig. 3). Therefore, for the given ex-

perimental data, these hyperedges are not identifiable, as it is not

possible to determine whether they are functional in HepG2 cells.
Analogously to the set of optimal models, we investigated the

combinatorics within the family of suboptimal models. We found

four mutually exclusive pairs of modules (Fig. 2B). Replacing a

Fig. 1. High-level design of caspo. (1) Input files are a PKN in

Cytoscape’s SIF format, and a dataset as a CSV file in the MIDAS

format (Supplementary Material). (2) Pre-processing routines by

CellNOpt. (3) Finds an optimum model. (4) Finds all models within

the tolerance. (5) Outputs all models found
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module of each pair by the other has no effect on the MSE for

two of the pairs (1, 2 in Fig. 2B). However, for the pairs 3 and 4

there is a difference; 32 and 26.8%, respectively, of the subopti-

mal models differ in the output for a range from 8 to 15% of the

experimental conditions. All modules were constituted by a

single hyperedge, except 1A, which is set by two hyperedges:

fðras ^ :akt! mekÞ, ðras ^ pi3k! mekÞg (Fig. 2, module 1A).

These two hyperedges were therefore always either both present

or both absent (mutually inclusive). As expected, there is a clear

difference between the frequencies in each pair of exclusive pat-

terns where smaller or simpler hyperedges are always more abun-

dant. Importantly, the mutually exclusive modules for the family

of suboptimal models are not the same as those present when

only optimal models are considered. This indicates that the

combinatorics exhibited within optimal models are not so im-

portant when considering experimental error, probably owing to

the larger variability among suboptimal models.

3.3 Input–output behavior

To further characterize the family of suboptimal models, we next

studied its input–output behavior as expressed by its GTTs.

Using caspo, we found that the 11 700 suboptimal models cor-

respond to 91 different GTTs. In these 91 GTTs, the predicted

values are the same for 30% (4915 out of 16 384) of all the pos-

sible experimental conditions (i.e. 214 combinations of the 14

inputs of the model). Therefore, such predictions can be seen

as the ‘core’ predictions of the system behavior independently

from experimental noise. Considering the remaining 70% of ex-

perimental conditions, we found that at least seven experiments

are needed to discriminate among all GTTs (Table S4). By per-

forming such experiments, one would be able to generate at least

one different output prediction between every pair of GTTs.
Among the 11700 suboptimal models, there are only 13 dif-

ferent MSEs. The distribution of such MSEs is inhomogeneous,

and two MSEs (0.0519 and 0.0542) gather 71% of suboptimal

models (Fig. 4). For both most frequent MSEs, a GTT is much

more common than all the others: the first GTT, at MSE 0.0519,

is shared by 3126 (27%) suboptimal models, while the second

most common GTT, at MSE 0.0542, is shared by 2090 (18%)

models. In contrast, the minimal GTT, at MSE 0.0499, was

shared by only the 16 minimal models. This analysis suggests

that the single optimal GTT at MSE 0.0499 is far from being

representative over the 11700 suboptimal models (0.1%). The

two most common GTTs are arguably much more relevant.

Interestingly, a hierarchical clustering reveals that these two

Fig. 2. Suboptimal models generated with caspo with 10% error tolerance. (A) Network of the union of 11 700 suboptimal models. Green nodes

represent ligands that are experimentally stimulated. Red (or red-bordered) nodes represent those species that are inhibited with a small molecule

inhibitor (drug). Blue nodes represent species that were measured using the Luminex technology. White nodes are neither measured nor perturbed. AND

gates in the models are represented by empty boxes. The thickness of the hyperedges correspond to their frequencies among the 11 700 submodels.

(B) Four pairs of mutually exclusive modules (blue hyperedges in A) and their corresponding frequencies on top. These modules determine the behavior

of three nodes in the network: mek12, mkk4 and p38

Fig. 3. Frequencies of hyperedges over 11700 suboptimal models within

10% tolerance. Among the 130 possible hyperedges, 14 were always pre-

sent, 59 were always absent and 57 were present in some but not all

models
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most common GTTs cluster separately and that the GTT repre-

senting 27% of all suboptimal models is close to the optimal one

(Fig. 5).
Finally, we have investigated the space of experiments to iden-

tify the simplest ones (i.e. minimal number of stimulations and

inhibitions), which maximize the pairwise differences between the

optimal and the two most common GTTs. These three GTTs

differ pairwise in either one or two readouts among

p70s6, creb, p53, and only 192 experiments generate two differ-

ences. Out of these 192 experiments, we identified eight experi-

ments with minimal number of stimulations, and among them,

we selected the ones with minimal number of inhibitions (Fig. 6).

We noted that the two experiments found generate the same

output over the readouts. Thus, in contrast to the seven experi-

ments needed to discriminate among all GTTs, only one experi-

ment is required to discriminate between the optimal and the two

most common GTTs.

3.4 Comparison with an stochastic optimization

We compared caspo with CellNOpt (Terfve et al., 2012), the

existing tool to solve the same problem, but using a genetic al-

gorithm. Stochastic search methods, such as genetic algorithms,

are intrinsically unable not just to provide a complete set of so-

lutions, but also to guarantee that an optimal solution is found.

Typically, one needs to combine solutions from multiple runs to

increase the confidence. Thus, to illustrate the value of caspo in

comparison with CellNOpt, we have performed multiple runs of

it over the same case study.
From multiple independent runs of CellNOpt (1000 runs with

an average of 1000 s per run), we found 4706 suboptimal models

out of the 11 700 models found using caspo (70 s). The MSEs of

models found with CellNOpt spanned from 0.0499 to 0.0543

(Supplementary Fig. S3). This family of models was found com-

bining 20% of the runs, whereas in the other 80% all models

found were out of the allowed tolerance range. Notably, the 16

optimal models (MSE¼ 0.0499) were found by CellNOpt.

Concerning GTTs, the 4706 models exhibit 51 input–output be-

haviors out of the 91 we found with caspo (Supplementary

Fig. S4). The genetic algorithm retrieved all the GTTs in both

extremes of the hierarchical cluster, while the rest of the cluster

was not completely explored (Supplementary Fig. S5). Thus,

plausible behaviors away from the most common ones appear

less likely to be found. These results show the relevance of a

software tool like caspo, which allows us to explore exhaustively

the space of feasible solutions in short time.

4 CONCLUSION

A useful approach to model large-scale signaling networks con-

sists on training Boolean logic models from prior knowledge and

dedicated experimental data. The problem of training these

models is an optimization task that can be solved with stochastic

search methods (Saez-Rodriguez et al., 2009), which have the

important limitation that they do not guarantee global optimal-

ity nor an exhaustive solution. In this article, we show how re-

casting this problem in a highly declarative language allows us to

Fig. 5. Hierarchical clustering of GTTs. Hierarchical clustering of the 91 GTTs based on their predictions for the readouts across all experimental

conditions. Bars length on the leafs represents the corresponding MSE value for each GTT. The optimal GTT (61) is highlighted, as well as the two most

common ones (85 and 77). The most common GTT is close to the optimal one, whereas the second most common GTT has a different behavior

Fig. 4. Distribution of suboptimal models. The suboptimal models are

ordered (from left to right) first according to their MSEs, and then ac-

cording to their 91 GTTs. The number of different models leading to the

same GTT is plotted in vertical bars. GTTs are ordered and colored by

their MSE. The 16 optimal models correspond to MSE 0.0499. The two

most common GTTs describe the response of 3126 and 2090 models

2324

C.Guziolowski et al.

D
ow

nloaded from
 https://academ

ic.oup.com
/bioinform

atics/article/29/18/2320/240224 by guest on 27 June 2022



identify the complete family of feasible models and query them to

obtain insight into model degeneracy.
In a real-case study, we have seen that there is a family of

feasible models with a deep combinatorial structure: several com-

binations of internal submodules, with equal or similar scores,

can equivalently explain the observed behavior of the system.

This leads to a rapid growth of the family of suboptimal

models. Taking into account the inherent noise in data, we

showed that 11 700 different models can be considered as plaus-

ible representations of the PKN and an experimental phospho-

proteomics dataset. Thanks to our exhaustive characterization of

these models, we could determine unambiguously which hyper-

edges (biological links) are functional, based on their distribu-

tions across the models and determine whether groups of

hyperedges are exclusive from each other.
To further characterize this family of models, we introduced

the concept of GTTs and used it to explore their input–output

behavior. Compared with the model topologies, the variability is

much lower; the 11700 models can be grouped in 91 GTTs, and

for 30% of the 16 384 possible perturbations, all models gave the

same predictions. Interestingly, the distribution of models among

GTTs is far from being equidistributed, and two GTTs comprise

almost half of the models, while the GTT corresponding to the

optimal score is specific (0.1% of the models). While the most

common GTT is similar to the GTT with optimal score, the

second most common GTT is different. However, a single

experiment is able to discriminate these models.
These results underscore the importance of exploring exhaust-

ively the family of models and take into account experimental

error to obtain an adequate picture of the feasible model solu-

tions. Our formal approach based on ASP allows a precise char-

acterization of the information that can be inferred from the

confrontation of prior knowledge with experimental observa-

tions over protein signaling networks. It also permits the study

of the internal combinatorics leading to the variability of the

system functioning and provides a tool toward experimental

design. Owing to the complexity of signaling networks and the

limitations of existing experimental technologies (in terms of

which nodes can be measures and/or perturbed), models typically

show an important lack of identifiability. This is a general limi-

tation of models in systems biology (Kreutz and Timmer, 2009).

In the context of Boolean models, we expect that further devel-

opment of experimental design (Sharan and Karp, 2012), in in-

timate coordination with advances in experimental techniques

will allow us to tackle this issue.
This work opens the way to several prospective tracks. First, it

would be useful to evaluate our ASP formulation and those

based on ILP from (Mitsos et al., 2009) and (Sharan and

Karp, 2012) to understand their strengths and complementary

features. In contrast to ILP, ASP is a relatively new tool for

problem solving in biology. ASP, having its roots in knowledge

representation and reasoning, has proven to be well suited to

address highly combinatorial search and discrete optimization

problems, with at least comparable performance with well estab-

lished ILP solvers. On the other hand, ILP as a mathematical

programming framework may be more suitable to study prob-

lems based on calculus over large domains of integer or rational

numbers. Therefore, combining the expressiveness and power of

several solving technologies instead of selecting one of them

seems a promising option for the future (Liu et al., 2012;

Ostrowski and Schaub, 2012).
Second, we plan to study the extension of our approach to

time-series data, although switching from a steady state to a dy-

namical viewpoint implies a growth of the search space. Fitting

models whose steady states evolve between clearly separated

time-scales (Terfve et al., 2012) should be of similar complexity

to the problem studied in this article. Fitting to the actual time-

courses of a Boolean model has a higher level of complexity, as it

requires to adjust the time-step of the Boolean model to the real

time of the measurements.
More generally, we need to develop a rigorous framework to

study models of biological networks as a family of plausible

realizations, not of single networks. A first approximation

could be to compare experimental data (ideally a distribution

across individual cells) with a distribution of simulated results

across a family of single logical models. The comparison of the

distribution of feasible models with single cell data emerges as

longer-term follow-up of this work that should provide deep in-

sight into the cell-to-cell heterogeneity of signal transduction

(Kolitz and Lauffenburger, 2012).
Altogether, we have implemented an open-source tool based

on ASP providing a powerful framework to analyze networks

models in systems biology. Further, several prospective tracks

will certainly lead to future developments to extend and improve

the functionalities of caspo.
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Abstract
Protein signaling networks are static views of dynamic processes where proteins go through

many biochemical modifications such as ubiquitination and phosphorylation to propagate

signals that regulate cells and can act as feed-back systems. Understanding the precise

mechanisms underlying protein interactions can elucidate how signaling and cell cycle pro-

gression occur within cells in different diseases such as cancer. Large-scale protein signal-

ing networks contain an important number of experimentally verified protein relations but

lack the capability to predict the outcomes of the system, and therefore to be trained with

respect to experimental measurements. Boolean Networks (BNs) are a simple yet powerful

framework to study and model the dynamics of the protein signaling networks. While many

BN approaches exist to model biological systems, they focus mainly on system properties,

and few exist to integrate experimental data in them. In this work, we show an application of

a method conceived to integrate time series phosphoproteomic data into protein signaling

networks. We use a large-scale real case study from the HPN-DREAM Breast Cancer chal-

lenge. Our efficient and parameter-free method combines logic programming and model-

checking to infer a family of BNs from multiple perturbation time series data of four breast

cancer cell lines given a prior protein signaling network. Because each predicted BN family

is cell line specific, our method highlights commonalities and discrepancies between the

four cell lines. Our models have a Root Mean Square Error (RMSE) of 0.31 with respect to

the testing data, while the best performant method of this HPN-DREAM challenge had a

RMSE of 0.47. To further validate our results, BNs are compared with the canonical mTOR

pathway showing a comparable AUROC score (0.77) to the top performing HPN-DREAM

teams. In addition, our approach can also be used as a complementary method to identify

erroneous experiments. These results prove our methodology as an efficient dynamic

model discovery method in multiple perturbation time course experimental data of large-
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scale signaling networks. The software and data are publicly available at https://github.com/

misbahch6/caspo-ts.

Author summary

Traditional canonical signaling pathways help to understand overall signaling processes

inside the cell. Large scale phosphoproteomic data provide insight into alterations among

different proteins under different experimental settings. Our goal is to combine the tradi-

tional signaling networks with complex phosphoproteomic time-series data in order to

unravel cell specific signaling networks. In this study, we have applied the caspo time

series (caspo-ts) approach which is a combination of logic programming and model

checking, over the time series phosphoproteomic dataset of the HPN-DREAM challenge

to learn cell specific BNs. The learned BNs can be used to identify the cell specific topol-

ogy. Our analysis suggests that caspo-ts scales to real datasets, outputting networks that

are not random with a lower fitness error than the models used by the 178 methods which

participated in the HPN-DREAM challenge. On the biological side, we identified the cell

specific and common mechanisms (logical gates) of the cell lines.

Introduction

Protein signaling networks are static views of dynamic processes since they respond to stimuli

and perturbation. They constitute complex regulatory systems controlled by crosstalk and

feedback mechanism. Because these networks are often altered in diseases, discovering the pre-

cise mechanisms of signal transduction may provide a better fundamental understanding of

disease behavior. For instance, a main difficulty in cancer treatment is that different signaling

networks fact that cell populations specialize upon treatment and therefore patient responses

may be heterogeneous. Computational models of signaling control for different patient groups

could guide cancer research towards a better drug targeting system. In this work, we propose a

methodological framework to discriminate among the regulatory mechanisms of four breast

cancer cell lines by building predictive computational models.

Several formalisms have been used widely to model interaction networks. Models built

using differential equations require explicit specifications of kinetic parameters of the system

and work well for small-scale systems. While being a useful tool, mathematical modeling

becomes computationally intensive as networks become larger [1–3]. Stochastic modeling is

suitable for problems of a random nature but also fails to scale well with large scale systems

[1].

The Boolean Network (BN) formalism [4] is a powerful approach to model signaling and

regulatory networks [5]. Various BN learning frameworks exist focusing on varying levels of

details [1, 6]. As compared to the extensive literature on Boolean frameworks, BN modeling of

signaling networks is quite recent.

In this work, we have used the caspo time series (caspo-ts) [7, 8] method to learn BNs from

multiple perturbation phosphoproteomic time series data given a Prior Knowledge Network

(PKN). We have improved and adapted caspo-ts to deal with a midscale Prior Knowledge Net-

work (PKN) with 64 nodes and 178 edges in order to learn the BNs of four breast cancer cell

lines (BT20, BT549, MCF7, UACC812) from their time series phosphoproteomic datasets.

Importantly, the PKN did not contain any information about the temporal changes or

Dynamic cell line specific Boolean networks from multiplex time-course data
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dynamic properties of the proteins. This information was learned from a dataset describing

the dynamics of signaling processes for those breast cancer cell lines as part of the HPN-

DREAM challenge. In comparison to the current methods that learn signaling networks as

Boolean models using static measurements[9, 10], and one-time point measurements across

multiple perturbations [11–14], our method allows us to handle time series data. A further

advantage is the guarantee of discovering optimal BNs, where the distance between original

and over-approximated time series is minimal. This is achieved by using computational solvers

such as Answer Set Programming (ASP) [15].

Our results show that the ASP component of our method allows us to filter the explosion

of possible dynamical states inherent to this type of problem, and thanks to that filtering, the

model-checking step allows us to provide BNs exactly reproducing the binarized time series

data. These BNs are referred to as true positive (TP) BNs. Our results point to measurements

in the time series HPN-DREAM dataset that contradict the experimental setting and to per-

turbations that show contradictory dynamics. We observed that given the same PKN, the

solving time was different for each cell line dataset. For cell lines BT20, BT549, MCF7 our

method found TP BNs, while for the UACC812 cell line dataset it was impossible to find a

TP BN within a time-frame of 7 days. This computation time difference is due to the differ-

ent structure of the solution space among cell lines. This could point to the situation where

the dataset is not explainable by the prior knowledge network, which may give valuable

insights to experimentalists. For example, that the number of consistent experimental pertur-

bations is not sufficient, and that the knowledge of the PKN is incomplete given this dataset.

We also show that this method is capable of recovering time series measurements with a

Root Mean Square Error (RMSE) of 0.31, the minimum achieved so far as compared to other

participants of the HPN-DREAM challenge. Our method focuses on learning optimal BNs’

structures. It does not predict time-series traces of the proteins from the learned BNs. How-

ever it detects the minimum distance that is possible to obtain from the proteins of the

learned BNs in comparison to the time-series traces in the testing data. This is the main con-

ceptual difference of our method compared to those proposed by the HPN-DREAM chal-

lenge. This difference needs to be considered when comparing the RMSE score. Based on a

comparison with the canonical mTOR pathway, we show that the discovered context specific

BNs have an average AUROC score of 0.77. We found 38% of the cell line specific interac-

tions explaining the heterogeneity among these four cancer cell lines, which can be observed

in different cell line specific networks, shown in S1, S2, S3 and S4 Figs. All in all, our results

show that caspo-ts handles real (HPN-DREAM) datasets, where data points are incomplete

and subject to experimental error. Our method is applicable to any kind (gene or protein

expressions) of time series datasets measured upon different perturbations. We have proved

here that caspo-ts handles a PKN size of 64 nodes and 170 edges; this is relevant since

approaches modeling time usually only scale up to very small networks because of state

graph explosion.

Related work

Regarding the training of BNs with respect to multiple perturbation datasets, CellNOpT

(CNO)[16] assembles BNs from a Prior Knowledge Network (PKN) and phosphoproteomic

datasets. Their tool has been implemented using stochastic search algorithms (more precisely,

a genetic algorithm), to suggest multiple BNs explaining the data [17]. However, stochastic

search methods cannot generate a complete set of solutions, hence they cannot guarantee a

global optimal solution. In [11, 12], the authors overcome this problem by proposing caspo,

an approach based on ASP to infer BNs explaining the underlying protein signaling network.

Dynamic cell line specific Boolean networks from multiplex time-course data
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This approach can generate all possible optimal Boolean models as compared to the CellNOpt

approach. The authors in [14], presented a framework based on integer linear programming

(ILP) to learn the subset of interactions best fitted to the experimental data. Recently, another

approach based on ILP has been proposed to reconstruct BNs from experimental data. Their

learning approach do not require the information about the activation/repression properties

of the network’s edges [13].

The methods mentioned above are very useful but restrain themselves to learn from only

two time points, assuming the system has reached an early steady-state when the measure-

ments are performed. This assumption prevents us from capturing interesting characteristics

like loops [3]. To overcome this issue, the caspo time series (caspo-ts) method was proposed in

[8]. This method learns BNs from multiple perturbation phosphoproteomic time series data

given a PKN. The proposed method is based on ASP and a model-checking step is needed to

detect true positive BNs. They tested their approach on synthetic data for a small PKN (�17

nodes and�50 edges) [8]. More recently, an approach based on genetic algorithms was pro-

posed to learn context specific networks given a PKN and experimental information about

stable states and their transitions but it does not scale well with large networks and finding a

global optimum is not guaranteed [18].

Caspo-ts modeling framework. We chose the caspo-ts method [7, 8] for the inference of

BNs. This method was tailored to handle protein phosphoproteomic time series data. The

input of the method consists of a PKN and normalized phosphoproteomic time series data

under different perturbations to generate a family of BNs whose structure is compatible with

the PKN and that can also reproduce the patterns observed in the experimental data. In the fol-

lowing, we will develop the main notions of this framework.

Prior knowledge network. It is one input of caspo-ts and it is modeled as a labeled (or col-

ored) directed graph (V, E, σ) with V = {v1, v2, . . ., vn} the set of nodes, E� V × V the set of

directed edges and σ� E × {+1, −1} the signs of edges. The set of nodes is denoted by V =

S[I[R[U where S are stimuli, I are inhibitors, R are readouts, and U are unobserved nodes.

Stimuli, inhibitors, readouts, and unobserved nodes are encoded by different colors in the

graphs presented in this case study. Stimuli are shown in green, inhibitors in red, readouts in

blue, and unobserved nodes in white (Fig 1). Moreover, the subsets S, I, R, U are all pairwise

disjoint except for I and R, because a protein can be inhibited as well as measured. Stimuli are

used to bound the system and also serve as interaction points of the system, these nodes can

be experimentally stimulated, e.g. cellular receptors. Inhibitors are those nodes which remain

inactive or blocked over all time points of the experiment by small molecule inhibitors. Stimuli

and inhibitor nodes take Boolean values {0, 1} representing the fact that the node was stimu-

lated (1) or inhibited (0). Readouts are experimentally measured given a combination of

stimuli and inhibitors. They usually take continuous values in [0;1] after normalization. Unob-

served nodes are neither measured nor experimentally manipulated. In this study, we use the

term perturbation to refer to the combination of stimuli and inhibitors, similarly to other stud-

ies such as [19–21].

Phosphoproteomic time series data. It is the second input of caspo-ts and it consists of

temporal changes in phosphorylated proteins under a perturbation (Fig 1). Without loss of

generality, we assume that the time series data are related to the observation of m� n nodes

for the nodes {v1, . . ., vm} (so the nodes {vm+1, . . ., vn} are not observed). The observations

consist of normalized continuous values: a time series of k data points is denoted by

TP ¼ ðt1P; . . . ; tkPÞ, where P� S [ I is a perturbation and tj 2 [0; 1]m for 1� j� k. This data

will be discretized in order to link it with further BNs’ discovery (ASP solving and model

checking steps).

Dynamic cell line specific Boolean networks from multiplex time-course data
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Fig 1. Caspo-ts workflow. Caspo-ts receives as input data a prior knowledge network (PKN) and a discretized phosphoproteomic dataset. In this example the

phosphoproteomic data consists of two perturbations involving akt (inhibitor) and hgf (stimulus): 1) akt = 0, hgf = 1 and 2) akt = 1, hgf = 0. A black colored perturbation

means the inhibitor or stimulus was perturbed (1) while white represents the opposite (0). Readouts are specified in blue and describe the time series under given

perturbations. Using this input data, caspo-ts, performs two steps: ASP solving and model checking. In the ASP solving step: (i) a set of BNs, compatible with the PKN, is

generated, (ii) afterwards an over-approximation constraint is imposed upon each candidate BN to filter out invalid BNs, that do not result in an over-approximation of

the reachability between the Boolean states given by the phosphoproteomic dataset, and finally (iii) BNs are optimized using an objective function minimizing the

distance to the experimental measures. The ASP step also introduces repairs in some data points of the time series that added penalties to the objective function. These

corrected traces will be given to the model checker. In the model checking step, the exact reachability of all the (binarized and corrected) time series traces in the family

of BNs is verified.

https://doi.org/10.1371/journal.pcbi.1006538.g001
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Boolean Network. It is the output of caspo-ts. A Boolean Network (BN) [22, 23] is defined

as a pair B = (N, F), where

• N = {v1, . . ., vn} is a finite set of nodes (or variables/proteins/genes)

• F = {f1, . . ., fn} is a set of Boolean functions (regulatory functions) fi : Bk ! B, with

B ¼ f0; 1g, describing the evolution of variable vi.

A vector (or state) x = (x1, . . ., xn) captures the values of all nodes N at a time step, where xi
represents the value of the node vi, and is either 1 or 0. There are up to 2n possible distinct

states for each time step. Next, we define the transition x! x0 between two states of a BN. If

there is no update for node vi then x0i = xi. If there is an update for node vi then the state of a

node vi at the next time step is determined by x0i ¼ fiðx1; . . . ; xnÞ. Note that usually only a sub-

set of the nodes influence the evolution of node vi. These nodes are called the regulatory nodes
of vi. The state of each node can be updated in a synchronous (parallel) or asynchronous fash-

ion. In the synchronous update schedule, the states of all nodes are updated, while in asynchro-

nous update schedule, the state of one node is updated at a time. The work presented in this

article is independent of the update schedule routine, hence any number of nodes can be

updated at a time.

ASP solving. Given a PKN and a phosphoproteomic dataset, a family of candidate BNs,

compatible with this PKN, is exhaustively enumerated including the main nodes (the sets S,I,R)

of the experimental data. We refer the reader to [12] for a detailed description of BN’s

compatibility with a PKN. Afterwards an over-approximation constraint (see Materials and

methods) is imposed upon each candidate BN to filter out invalid BNs [8], that do not result in

an over-approximation of the reachability between the Boolean states given by the phosphopro-

teomic dataset. Finally, an optimization step is performed to select those BNs having a minimal

distance between the actual time series TP and the over-approximated time series YP. We have

adopted the Root Mean Square Error (RMSE) as the objective function:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

m � k � jPj

Xm

i¼1

Xk

j¼1

X

P2P

ððtjPÞi � ðy
j
PÞiÞ

2

v
u
u
t ð1Þ

where m is the number of observed nodes, k is the number of time points, and P is the set of

perturbations. In addition, the optimization step highlights the data points in the time series

which added penalties to the RMSE. Such data points are automatically corrected before the

model checking step.

All the analyses described in this step are performed using ASP, namely the clingo 4.5.4

solver [15]. This solver guarantees finding optimal solutions, and all BNs outputted by the ASP

solver step will be identically optimal. For the HPN-DREAM case study, the full enumeration

of optimal BNs creates billions of BNs, and since the next (model checking) step can take days

of computation depending on the verified BN we choose to limit this enumeration to a fixed

number of BNs.

Model checking and true positive BNs. From the ASP solving step, a set of optimal BNs

that over-approximate the phosphoproteomic time series data is produced. This set of BNs is

verified with an exact model checking to detect true positive (TP) BNs. TP BNs are guaranteed

to reproduce all the (binarized) trajectories under all perturbations by verifying exact reach-

ability in the BN state graph. For this, we have used computational tree logic (CTL) imple-

mented in the NuSMV 2.6.0 [24], which is a symbolic model checker.

Caspo-ts workflow. The caspo-ts workflow is shown in Fig 1. It consists of two main

steps, ASP solving and model checking, as described previously.

Dynamic cell line specific Boolean networks from multiplex time-course data

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006538 October 29, 2018 6 / 23



Results

Prior knowledge network

The structure of the protein signaling network was generated by mapping the experimentally

measured phosphorylated proteins (HPN-DREAM dataset) to their equivalents from litera-

ture-curated databases and connecting them together within one network (see Materials and

methods). The reference network (Fig 2) was built using the ReactomeFIViz app (also called

the ReactomeFIPlugIn or Reactome FI Cytoscape app) [25], which accesses the interactions

existing in the Reactome and other databases [25, 26]. The PKN shown in Fig 2 consists of 64

nodes (7 stimuli, 3 inhibitors, and 23 readouts) and 178 edges.

Data processing

The learning and testing datasets used in this study were extracted from the HPN-DREAM

challenge and correspond to time series protein measurements upon different perturbations of

four breast cancer cell lines—UACC812, BT20, BT549, and MCF7 [20, 21] (see Materials and

methods). Since readout signals are measured on variable ranges depending on the protein, a

normalization step was necessary. The learning dataset had a few noisy, inconsistent and

incomplete time series data points. The caspo-ts system identified these inconsistencies exist-

ing in the time series data. The recurrent experimental inconsistency observed was an oscilla-

tion in the protein signal upon experimental inhibition of the same protein.

To resolve the above mentioned issues, we performed the following data processing steps

on the learning dataset:

1. Set the protein values between a common scale, i.e., 0 and 1, using a maximum-value-based

normalization scheme (see Materials and methods).

2. For time point 0 the expression of some readout proteins under some perturbations was

not available. Thus, control experimental readings have been used as the time point 0 for

such proteins.

3. In some cases readout measurements were duplicated for the same time point, to solve this

noise issue we have chosen one time point arbitrarily.

4. We have removed inconsistent perturbations where the protein AKT was inhibited and was

having a dynamic behavior as a readout protein.

5. We have considered only perturbations with complete time series data, since guessing the

missing time points automatically with caspo-ts for this case study will be computationally

expensive.

The experimental errors pointed in steps 2-5 were raised as warning or exceptions by

caspo-ts. Steps 1 to 5 were applied on the learning dataset. Only step 1 was applied on the test-

ing dataset.

Cell line specific Boolean Networks

In this section, we show the generated BNs for each cell line. For this, we used caspo-ts to

learn the BNs from the PKN (Fig 2) and the phosphoproteomic data of four breast cancer

cell lines—BT20, BT549, MCF7, and UACC812. We inferred a family of cell line specific BNs

for each cancer cell line and they are shown in the Supplementary Figures (S1, S2, S3 and

S4 Figs).

Dynamic cell line specific Boolean networks from multiplex time-course data
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Fig 2. Breast cancer signaling pathway. This figure shows the reconstructed signaling network from a combination of databases. An arrow shows the positive

regulatory relationship between two proteins, while a T shaped arrow indicates inhibition. Green nodes are stimuli, blue nodes are readouts, white nodes are

unmeasured or unobserved, and blue nodes with a red border represent inhibitors and readouts at the same time. Please note that in the node labels, we have added

the phosphorylation sites to the protein names in order to connect them to the experimental measurements.

https://doi.org/10.1371/journal.pcbi.1006538.g002
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As explained in the caspo-ts modeling framework section, the caspo-ts method produces

BNs fulfilling two criteria, (i) satisfaction of the over-approximation criteria (see Materials

and methods) and (ii) optimality with respect to the RMSE objective function. ASP-optimal

solutions were fast to collect, their computation time ranged from 36 seconds to 3 minutes

depending on the cell line (S1 Table). Afterwards, these ASP-optimal BNs were given to

the model-checker for further verification. This second step is more complex and we put a

restriction for the computation time of 7 days for each cell line. The number of verified BNs

varies from one cell line to another, depending on a number of factors such as the number of

perturbations, the order of answer sets in the solutions space, and the perturbation order.

The total number of verified ASP-optimal BNs within the 7 days time-frame were 231, 52,

188 and 150 for the BT549, MCF7, BT20 and UACC812 cell lines respectively. We obtained

191, 21, and 72 true positive BNs for BT549, MCF7, and BT20 cell lines respectively with an

optimal fit to the data. For the UACC812 cell line, we were unable to obtain true positive

BNs within the 7 day time limit for verification. Hence, we kept the first 20 BNs from the

150 ASP-optimal BNs for the UACC812 cell line. The caspo-ts method uses the ASP solver

(clingo), which is able to exhaustively enumerate all solutions. The clingo solver by default

uses an enumeration scheme, in which, once a solution is found, it backtracks to the first

point from where the next solution can be found. This typically leads to the situation where

successive solutions only change in a small part. As a result, caspo-ts may enter a solution

space where BNs are clustered together. We have observed that given the size of the PKN and

the small number of perturbations in the experimental data, the solution space of the caspo-
ts can be rather very large containing billions of BNs making it difficult to enumerate true

positive BNs (because of the model checking overhead) in a reasonable time if it gets stuck in

a cluster of false positive BNs.

An aggregated network was built (Fig 3) by combining the BN families (with 191, 21, 72,

and 20 BNs for BT549, MCF7, BT20, and UACC812 cell lines respectively) obtained for the

four cell lines by keeping the hyper-edges (Boolean functions) having a frequency higher than

0.3 within each BN family. The frequency is calculated by counting the number of common

Boolean functions and dividing it by the total number of Boolean functions within the BN

family of each cell line. This aggregated network contains 34 nodes and 74 Boolean functions

involving 36 AND gates. As compared to the PKN (Fig 2), the inferred networks are highly

specific to each cell line. In Fig 3, all cell lines share only 4% of Boolean functions which are

shown in thick black colored edges. This shows that the inferred BNs of these four breast can-

cer cell lines are very diverse and different from each other.

To measure cell lines similarity, we calculated the similarity score by applying the Graph

Similarity Measure (see Materials and methods) on the family of BNs (with 191, 21, 72, and

20 BNs for BT549, MCF7, BT20, and UACC812 cell lines, respectively). This algorithm

receives two parameters as input: (1) one gold standard BN and (2) a family of BNs. It out-

puts a score in [0; 1], measuring the average of the similarity scores between each BN in the

family and the gold standard BN. In our case, the gold standard BN is the aggregation of one

family of BNs. The similarity scores between all pairs of breast cancer cell lines are shown in

Table 1. Fig 3 agrees with the results presented in Table 1 as we can see the clear discrepan-

cies among the four cell lines. It can be seen that 23% of the Boolean functions are shared

among BT549 and MCF7, and also between BT20 and UACC812. BT20 shares the least num-

ber of Boolean functions (15%) with BT549. This table revealed pronounced differences

among different cell lines of breast cancer. We also analyzed the diversity of Boolean func-

tions among the family of BNs within the same cell line. The similarity among Boolean func-

tions from BT20 (0.73) and MCF7 (0.63) is higher than the ones from BT549 (0.43) and

UACC812 (0.46) cell lines.
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Fig 3. Boolean Network of breast cancer cell lines. The aggregated graph for all cell lines. Blue, red, green and orange edges are used for each cell line BT20, BT549,

MCF7 and UACC812, respectively. The nodes are connected by logic gates (AND or OR) to their direct predecessors. Edges are used to show influences (! for positive

and a for negative). An AND gate is depicted by a small black circle where the incoming edges correspond to the inputs of the gate. An OR gate is depicted by multiple

incoming edges to the node. A different color scheme is used to represent different types of nodes. The green color is for stimuli, the red for inhibitors, the blue for

readouts, and the white for unobserved nodes. Black edges denote common hyper-edges across cell lines; the thickness of the black hyper-edge denotes the number of cell

lines sharing this hyper-edge.

https://doi.org/10.1371/journal.pcbi.1006538.g003
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Heterogeneity among cell lines

There are a total of 69 distinct Boolean functions shown in Fig 4 along with their respective

frequencies. It is interesting to note that the B549 and UACC812 cell lines have more distinct

models among their family of BNs with a variable frequency range. This shows that these cell

lines have different mechanisms agreeing with the results obtained through graph similarity

measure given in Table 1.

Fig 5 shows the common Boolean functions along with their frequency in all BNs. Interest-

ingly, only 4% of the Boolean functions are shared in all cell lines and 88% of these shared

functions have the same frequency. In this figure, there is only one Boolean function which is

frequent in 3 cell lines and has a lower frequency in BT20.

Literature knowledge about Boolean functions discovered by caspo-ts
The union of the BNs learned for each cell line is displayed in the Supplementary Figures (S1,

S2, S3 and S4 Figs). The caspo-ts method revealed that cell line specific reactions are clustered

around the AKT, MAPK3, and PIK3R1 proteins. PI3K is an important factor for cancer devel-

opment in HER2 amplified cancers (UACC812) as compared to non-HER2 amplified (BT20,

BT549 and MCF7) cancer cell lines. We can see from the Supplementary Figures (S1, S2, S3

and S4 Figs) that PIK3R1 exists in all cell lines but is rather more connected in the UACC812

cell line with 10 incoming edges while in others with only 1 incoming edge. The PIK3R1 node

in UACC812 (S4 Fig) has a centrality measure of 0.37 while in the other three cell lines the cen-

trality measure is less than 0.11. The centrality measure is used to quantify the most important

node within a network i.e., the number of times a node has been used as a bridge (along the

shortest path) to connect to other nodes in the network [27].

It has been established that P1K3R1 (the regulatory unit of PI3K) plays an important role

in suppressing tumors [28, 29]. Recently, it has been found that PIK3R1 is mutated in 3% of

breast cancer cell lines[30]. Nonetheless, it is worth studying the impact of the PIK3R1 regula-

tory unit in breast cancer.

Evaluation

The performance of the caspo-ts method is evaluated using three criteria: 1) RMSE calculation

using a typical learning and testing data approach, 2) random data comparison, 3) AUROC

(Area Under the Operating Curve) score.

The BNs are learned using the learning dataset (see Materials and methods) only. The pre-

diction accuracy is evaluated by comparing the RMSE of trajectories in the testing dataset with

those recovered by the learned networks (see Eq 1). There are two types of RMSE—discrete

and model. The discrete RMSE is imposed by the discretization of the method. Since we use a

discrete learning approach, our recovered traces will be in {0,1} and this introduces an error

with respect to continuous measurements in [0;1]. The model RMSE refers to the learned BN

Table 1. Similarity scores among breast cancer cell lines.

Cell Lines Size of BNs’ family Similarity Score

BT20 BT549 MCF7 UACC812

BT20 72 0.73 0.15 0.17 0.23

BT549 191 �� 0.43 0.23 0.20

MCF7 21 �� �� 0.63 0.21

UACC812 20 �� �� �� 0.46

https://doi.org/10.1371/journal.pcbi.1006538.t001
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Fig 4. Heterogeneous Boolean functions. The Boolean functions are represented on the y-axis and the frequency of

each Boolean function is shown on the x-axis. A Boolean function, or hyper-edge, is of the form node expr, where

node is the receiver of the Boolean clause expr in the BN. In the Boolean clause, the not operator is represented by a “!”

symbol and the AND operator by a “+” symbol. The disjunction of clauses is represented by multiple reactions upon

the same receiver node.

https://doi.org/10.1371/journal.pcbi.1006538.g004
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error with respect to the normalized time series data; that is, the model RMSE is at least as

large as the discrete RMSE. When the difference between these two is zero then the inferred

BNs are able to recover the discrete trajectories without any error. If the model RMSE is

greater than the discrete RMSE then the inferred BNs have some errors in the recoverability

of the discrete time series data. To check how our method performs in case of random time

series, we have calculated the RMSE score for random data and compared it with learning and

testing data. Next, the validity of these networks is verified by comparing them with the canon-

ical MTOR signaling pathway using two parameters, i.e., true positive rate (TPR) and false pos-

itive rate (FPR).

Validation using root mean square error criteria. The goal was not only to infer optimal

BNs but also to verify that these BNs are able to recover trajectories that do not exist in the learn-

ing data. For this purpose, we use experimental testing data to check the specificity of the trajec-

tories of the proposed networks. This testing data is provided by the HPN-DREAM challenge

organizers (see Materials and methods). Table 2 shows the corresponding RMSE in case of

learning and testing data. It can be seen that the inferred BNs are able to produce the trajectories

without any error in the learning dataset for all cell lines. It is encouraging to see that the

inferred BNs are able to recover the discrete testing trajectories without any error in MCF7, and

with a minimal error of 0.0009, 0.0106, and 0.0094 in BT20, BT549, and UACC812, respectively.

We also compared the RMSE score with the top two best performers of the HPN-DREAM

challenge. We got the top position with an RMSE score of 0.31 as compared to their RMSE

Fig 5. Common Boolean functions across all four cell lines. The Boolean functions are represented on the x-axis and

the frequency of each Boolean function is shown on the y-axis.

https://doi.org/10.1371/journal.pcbi.1006538.g005

Table 2. Root mean square error. This table summarizes the RMSE results for each cell line. We have calculated the discrete RMSE (error related to the discretization of

the data) and the model RMSE (caspo-ts error). The Delta column shows the difference between model and discrete RMSE.

Cell Line Learning Testing

Discrete Model Delta Discrete Model Delta

BT20 0.3464 0.3464 0 0.3293 0.3302 0.0009

BT549 0.3498 0.3498 0 0.3007 0.3113 0.0106

MCF7 0.3207 0.3207 0 0.2772 0.2772 0

UACC812 0.3464 0.3464 0 0.3084 0.3178 0.0094

https://doi.org/10.1371/journal.pcbi.1006538.t002
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scores of 0.47 and 0.50. Notice that in comparison to other HPN-DREAM challenge methods

based on Bayesian inference, Regression, and Granger Causality among others, caspo-ts does

not make new predictions but it checks the recoverability of the testing trajectories with the

inferred BNs.

Validation using random data samples. The objective of this analysis is to show that

the BNs obtained with caspo-ts using the HPN-DREAM datasets for the four cell lines have a

worse RMSE score with respect to random trajectories, and therefore are very specific to the

HPN-DREAM datasets. For this purpose, we generated 100 random data samples per cell line.

In each sample, we generated a random value in [0; 1] for each readout protein in each time

point without changing the perturbations. Then, we calculated the RMSE of these samples

with respect to the inferred BNs of each cell line, and finally compared it with the learning and

testing RMSE of these BNs. Fig 6 plots the RMSE ratio (see Eq (2)) of the inferred BNs with

respect to the learning, testing and random data.

RMSE ratio ¼
Discrete RMSE
Model RMSE

ð2Þ

In Fig 6, the RMSE ratio for random datasets is displayed by red boxplots for each cell line,

and the RMSE ratio for testing and learning datasets is shown as clear outliers in green and

Fig 6. Performance assessment with learning, testing and random datasets. The x-axis shows the cell line and the y-axis shows the RMSE ratio

(see Eq (2)) of the inferred BNs from the HPN-DREAM data for each cell line with respect to the three datasets. The three datasets are encoded by

different color codes. The RMSE ratio with respect to the HPN-DREAM learning and testing datasets is shown in blue and green colors,

respectively. The random dataset RMSE ratio distribution is shown as red boxplots.

https://doi.org/10.1371/journal.pcbi.1006538.g006
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blue colors respectively. It is worth noting that the caspo-ts method has failed to recover ran-

dom data time series, hence proving the specificity of the learned networks with respect to the

HPN-DREAM challenge dataset.

Additionally, we computed the RMSE of the testing data by using a leave one out approach.

For this we generated slightly modified samples, by selecting random values of 5% of the learn-

ing data points. The same experimental perturbations and readout proteins were kept. Our

results show that the BNs learned from the 5% randomized data have an RMSE of 0.3113 with

respect to the testing data, demonstrating caspo-ts robustness. For such 5% modified datasets,

true positive BNs are difficult to obtain with the model checker; most candidates were false

positive models. This highlights the complexity of this BN learning problem when few experi-

mental perturbations are given because the space of candidate ASP-optimal BNs to verify is

large and it is heavily populated with false positive Boolean models. Please refer to the supple-

mentary information for details S2 Text.

Validation using MTOR canonical pathway. To perform the validation of the structure

of the BNs, we calculated a set of standard nodes from our PKN which are downstream nodes

of MTOR and belong to the canonical MTOR pathway. We then evaluated how many of these

standard nodes are also downstream nodes of MTOR in the learned BNs. In the following, the

set of downstream nodes of MTOR in the learned BNs is referred to as inferred set. The inferred
set is specific to each cell line. True positive rate (TPR) and false positive rate (FPR) are defined

by Eqs (3) and (4) respectively:

TPR ¼
TP

TP þ FN
ð3Þ

FPR ¼
FP

FPþ TN
ð4Þ

Here, TP is the number of nodes in the intersection between standard and inferred sets, FP

is the number of nodes in the inferred set but not in the standard set, FN is the number of

nodes in the standard set but not in the inferred set and TN is the number of nodes which are

not in the standard set nor the inferred set. Note that TP and FP should not be confused with

true and false positives from the over-approximation here.

Fig 7 shows the Receiver Operating Characteristic (ROC) curve of each cell line. For BNs of

each cell line, TPR and FPR was calculated using Eqs (3) and (4). BT549 cell line models are

the most accurate ones followed by MCF7 and BT20. We can observe the clear distinction

between true positive and false positive BNs. The BNs inferred by caspo-ts have an average

AUROC score of 0.77 which is comparable to the AUROC score of 0.78 of the top performing

method of HPN-DREAM challenge. A number of assumptions made during the modeling

phase may have influenced our ranking. First, since our method can pinpoint the noisy,

incomplete and erroneous experiment, it allows us to use only the reliable experimental set-

tings. Second, our method constrains its solutions space to the proteins existing in the PKN,

anything outside the prior knowledge cannot be found. From Fig 7, we can see that the caspo-
ts method shows promising results for the inferred true positive BNs.

Discussion

In this paper, we built cell line specific signaling networks for the DREAM time series dataset

of 4 breast cancer cell lines (BT20, BT549, MCF7, and UACC812) using caspo-ts. This method

combines Answer Set Programming and Model Checking techniques to infer true positive

BNs verifying the experimental data. Caspo-ts allowed us to handle a midscale PKN (64 nodes
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and 178 edges) and a real dataset subject to experimental error. Caspo-ts enabled us to learn

key dynamic mechanisms within the BNs explaining the time series data. Our results suggest

that the behavior of cell line specific signaling networks is highly variable even under the same

perturbations, agreeing with the heterogeneity of breast cancer and specifically with previous

analysis on this data [21]. The inferred Boolean models of each cell line were analyzed to iden-

tify commonalities as well as discrepancies. Moreover, these inferred models can be executed

computationally to identify potential drug targets or to see the effect of unseen perturbations.

The predictive power of these models can be increased with improvements in protein interac-

tion databases and comprehensive experimental data.

We have discovered 38% of the cell line dependent behaviors as compared to the 33% of the

HPN-DREAM challenge winner [31]. We have implemented an algorithm to analyze the vari-

ability among cell lines and observed pairwise similarities among these cell lines. The similarity

index varies from 15% (BT20 & BT549) to 23% (MCF7 & BT549, BT20 & MCF7). We have

analyzed the similarity among the family of BNs of the same cell line as well, which varies from

43% to 73%. We have evaluated the accuracy of our method with RMSE and AUROC scores.

The average RMSE of the inferred BNs was 0.31 placing caspo-ts in first place in comparison

with the top scores reported in the HPN-DREAM challenge. Various choices made during this

study may have an impact on the final score. The caspo-ts method allowed us to remove noisy

and faulty experiments, leaving us with the reliable experimental settings only. Here, we made

the choice to use only the reliable experiments of the learning dataset instead of using all exper-

imental settings. Also, we did not observe all 45 proteins as we could not find connections in

our PKN for all the studied proteins, leaving us with approximately 23 proteins for each cell

line.

Nonetheless, the obtained results are quite promising, making caspo-ts a good candidate

computational method for learning models given time series datasets and a prior knowledge

network. In addition, caspo-ts can be used to pinpoint the errors in the experimental data. In

particular, we discovered four experiments where the protein AKT was inhibited and had a

dynamic behavior as a readout protein. Our work therefore provides a novel approach to show

erroneous experiments which is crucial and complementary to current approaches. Finally,

the HPN-DREAM dataset contained some noisy readings of experiments. Noisy experimental

Fig 7. ROC curve across all cell lines. The x-axis shows the false positive rate and the y-axis denotes the true positive

rate. These rates are calculated using Eqs (3) and (4). The average AUROC score is 0.77.

https://doi.org/10.1371/journal.pcbi.1006538.g007

Dynamic cell line specific Boolean networks from multiplex time-course data

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006538 October 29, 2018 16 / 23



data reduces the efficiency of computational methods by increasing the variability among con-

structed Boolean models. To overcome this, we suggest to build automated methods to filter

out the noisy experiments. This approach provides a step forward in building context depen-

dent networks in the case of phosphoproteomic data.

Perspective

As a future direction, we are planning to investigate several aspects of the caspo-ts method,

such as (i) the order of the solution space of over-approximated Boolean models; (ii) the

computational time for checking reachability; (iii) designing an efficient experimental design

strategy and applying it prior to selecting the most informative experiments. Because caspo-ts
uses an ASP solver to enumerate BNs, in the resulting sequence of solutions similar BNs are

typically clustered together. This can be problematic for large scale problems where we cannot

explore the whole solution space in reasonable time. We are currently working on sampling to

randomly select BNs from the solution space. Further, we are also studying another technique,

which allows for shuffling the order in which solutions are enumerated [32]. We are planning

to implement this by dynamically modifying the heuristic of the ASP solver at execution time.

Finally, to reduce the false positive rate, we are planning to use multi-shot ASP solving [33]

allowing us to customize the search and modify the underlying ASP program at runtime. In

our case, we can call the model checker during solving to learn and add constraints to prune

wrong BNs early on.

Materials and methods

Data acquisition

The DREAM portal provides unrestricted access to complex, pre-tested data to encourage the

development of computational methods. In this study, we are focused on the HPN-DREAM

challenge, which was motivated by the fact that the same perturbation may lead to different

signaling behaviors in different backgrounds, making it necessary to build a model which

can perform unseen predictions (absent from the learning data). The main goal of the HPN-

DREAM challenge is to learn signaling networks efficiently and effectively to predict the

dynamics of breast cancer [19].

Learning data. Reverse Phase Protein Array (RPPA) quantitative proteomics technology

was used for generating the dataset of this challenge. The measurements focus on short term

changes on up to 45 proteins and their phosphorylation over 0 to 4 hours. The HPN-DREAM

dataset includes temporal changes in phosphorylated proteins at seven different time points

(t1 = 0min, t2 = 5min, t3 = 15min, t4 = 30min, t5 = 60min, t6 = 120min, t7 = 240 min). The

learning data consists of four cancer cell lines (BT20, BT549, MCF7 and UACC812) under dif-

ferent perturbations (�8 stimuli and�3 inhibitors). The number of perturbations varies from

24 to 32 depending on the cell line. In each cancer cell line approximately 45 phosphorylated

proteins are measured against different sets of perturbations over multiple time scales. After

removing perturbations with inconsistent behaviors or incomplete time series, we had 15, 13,

13 and 18 perturbations for MCF7, BT20, BT549 and UACC812 cell lines respectively measur-

ing 23 readouts.

Testing data. Test data is available for assessing the performance of networks learned

from the learning data. The HPN-DREAM portal provides testing data for four cancer cell

lines (BT20, BT549, MCF7 and UACC812) under different perturbations (8 stimuli and 1

inhibitor). They contain gold standard datasets of time series predictions of up to 45 proteins

having the same time scale as learning data [19–21]. The number of perturbations varies
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from 7 to 8 depending on the cell line. This data is used to test the quality of the BNs given by

caspo-ts.
Normalization. The protein measurements were ranging over variable ranges. Maximum

value based normalization was used to set the measurements between a common scale, i.e., 0

and 1 in order to assign activation or inactivation values to variables or species of the BN. Eq

(5) describes the formula used for the normalization. Given time series TP, we obtain time

series T0P:

ðt0Pj Þi ¼
ðtPj Þi

maxfðtQl Þi j Q 2 P; 1 � l � kg
ð5Þ

where i 2 {1, . . ., m} are the observations, j 2 {1, . . ., k} are time-points, and P 2 P are the per-

turbations. Here ðtPj Þi represents the value of protein i under perturbation P at time-point j
and the denominator denotes the highest value of protein i under all perturbations and time-

points.

Prior knowledge network derivation

PKNs are available in different databases such as Reactome, PID, and KEGG among others

[26, 34–45]. We can construct a PKN through a tool such as ReactomeFIViz [25] which is

available as a Cytoscape [46] plugin. A PKN alone cannot be used to build reliable dynamical

models or to explain underlying biological behaviors [16, 47], especially in the case of multiple

perturbations data because of the need of specificity. In order to overcome this issue, methods

have been proposed which take into account both literature based knowledge and experimen-

tal data to build logic models [3, 7, 11, 12, 16].

Learning Boolean Networks with caspo-ts
In the caspo-ts modeling framework section, we have given the formal definitions of the inputs

and the output (BN) of the caspo-ts. Here, we formally describe the over-approximation crite-

ria. Finally. we give pseudo encodings of the input of the ASP part of the caspo-ts.
Over-approximation criteria. The goal is to generate BNs that can reproduce the experi-

mental data as well as possible. For this objective, the states have to be reachable from another.

We use x!� y to say that state y can be reached from state x with an arbitrary number of

steps. Since this reachability is a computationally hard problem (PSPACE-complete) [48], we

use an over-approximation for checking reachability resulting in false positive (FP) BNs [7, 8].

The meta-states have been introduced to check over-approximated reachability.

A meta-state u = (u1, u2, . . ., un) is a vector of dimension n over non-empty subsets of B,

notedM ¼ ff0g; f1g; f0; 1gg; the set of meta-states isMn
. Meta-states characterize a set

of Boolean states: a state x 2 Bn belongs to a meta-state u, written x 2 u, iff each Boolean

component xi belongs to the set ui. Given a state x, we use �x for the corresponding meta-state

({x1}, . . ., {xn}). We define the transition relation u⇉ v between the meta-states u and v as fol-

lows: u 6¼ v and v = (u1, . . ., ui [ {fi(x) j x 2 u}, . . ., un) for some 1� i� n.

In [8], it has been shown that if y is reachable from x (x!� y) then there exists a meta-state

u such that y 2 u and �x ⇉� u. This definition is further refined to describe the necessary condi-

tion for reachability called support consistency. A state x is support consistent with state y
denoted by x⇝� y, if and only if there exists a meta-state u with �x ⇉� u such that y 2 u and for

all 1� i� n either

• yi 6¼ xi, or

• yi = xi and ui 6¼ {0, 1}, or
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• yi = xi, ui = {0, 1}, and there exists z 2 u such that fi(z) = yi.

If state y is reachable from state x (x!� y) then x⇝� y. Since we are using the over-approxi-

mation criteria, it is possible that some BNs may fail to reproduce the exact trajectories of the

time series data. These BNs are called false positive (FP). To filter out the false positive BNs,

exact model checking is applied.

Input encodings. Here, we provide the pseudo logic program to describe the input data

given in the caspo-ts modeling framework Section. The logic program in written in the ASP

language. ASP is a powerful declarative logic programming language for knowledge represen-

tation and reasoning [49]. The basic idea is to encode the problem using a non-monotonic

logic program and then feed it into the ASP solver, which computes the solution of the prob-

lem in the form of models (also known as answer sets). Note that we provide encodings only

for the input data here, please refer to supplementary information for details (S1 Text).

Facts, rules and constraints are the building blocks of ASP programs. Here we use facts to

describe the inputs. The PKN (V, E, σ) is described by the following facts:

nodeðvÞ: for v 2 V

edgeðu; v; sÞ: for ðu; vÞ 2 E and ððu; vÞ; sÞ 2 s

For each perturbation P 2 P and phosphoproteomic time series TP, we have the following

facts:

clampedðP; v; 0Þ: for v 2 P \ I

clampedðP; v; 1Þ: for v 2 P \ S

obsðP; j; vi; sÞ: for s ¼ ðtPj Þi; 1 � j � k and 1 � i � m

Available software. The caspo-ts github repository contains the sources as well as

detailed user guide with two examples at the following address: https://github.com/

misbahch6/caspo-ts.

Graph similarity measure

This work introduces the study of a graph similarity measure in order to check the variability

among the families of BNs generated by caspo-ts. We compare the reactions existing in the

gold standard network (A) with the family of BNs (B) and is based on the Jaccard similarity

coefficient which measures the similarity of these models.

Jaccard similarity coefficient. The Jaccard index between A and Bi can be defined as

length of the intersection divided by the union:

JðA;BiÞ ¼
j A \ Bi j
j A [ Bi j

¼
j A \ Bi j

j A j þ j Bi j � j A \ Bi j
ð6Þ

We apply the Jaccard Similarity Coefficient on Bi (where Bi � B) by taking A as being the gold

standard.

Supporting information

S1 Fig. Union of BNs of BT20. Here, we show the union of BNs for the cell line BT20. This

network is generated by combining 72 true positive BNs. It contains 31 nodes and 41 boolean

functions with 12 AND gates. There are 2 stimuli, 2 inhibitors and 21 readouts.

(PDF)
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S2 Fig. Union of BNs of BT549. Here, we show the union of BNs for the cell line BT549. This

network is generated by combining 191 true positive BNs. It contains 28 nodes and 53 boolean

functions with 35 AND gates. There are 5 stimuli, 2 inhibitors and 17 readouts.

(PDF)

S3 Fig. Union of BNs of MCF7. Here, we show the union of BNs for the cell line MCF7. This

network is generated by combining 21 true positive BNs. It contains 24 nodes and 37 boolean

functions with 19 AND gates. There are 4 stimuli, 2 inhibitors and 15 readouts.

(PDF)

S4 Fig. Union of BNs of UACC812. Here, we show the union of BNs for the cell line UACC812.

This network is generated by combining 20 BNs. It contains 33 nodes and 54 boolean functions

with 29 AND gates. There are 6 stimuli, 2 inhibitors and 18 readouts.

(PDF)

S1 Table. Computation summary. Here, we show the number of verified solutions, true posi-

tive and false positive BNs, and their computation (ASP solving and Model Checking steps)

time for each cell line. It is worth noting that we generated 32 true positive BNs for UACC812

cell line by allowing the model checker to run without bounding it to the 7 day time limit. The

ASP solving was performed on a standard laptop machine. The model checking task was per-

formed on a cluster with 560 cores and 1.9 Tb of RAM.

(PDF)

S1 Text. ASP encodings.

(PDF)

S2 Text. Validation by introducing noise in the learning data.

(PDF)
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Titre : Modélisation de réseaux biologiques à l’aide des programmes logiques

Mot clés : Programmation logique, réseaux de régulation, modélisation de systèmes biologiques

Résumé : Dans ce manuscrit nous explorons deux
représentations d’un système biologique en utilisant
des modélisations informatiques. Les résultats de
ces deux représentations ont été diffusés et valo-
risés au travers de publications scientifiques métho-
dologiques et applicatives ; et pour certains d’entre
eux, au travers de projets de recherche en étroite
collaboration avec des biologistes.

Notre première contribution a été dans la mo-
délisation par la consistance des signes. Ici, un ré-
seau de régulation (graphe orienté et signé) est
confronté à des données expérimentales contenant
un ensemble d’observations des gènes du système
dans deux conditions différentes. Cette confronta-
tion a été implémentée dans un programme logique
écrit dans le paradigme de la Programmation par
Ensemble Réponses. Ce programme détecte une
mesure de consistance entre le graphe et le jeu
de données expérimentales, et propose des correc-
tions automatiques minimales dans le cas d’incon-
sistance. Une fois que la consistance est établie
pour le système, une liste de déductions peut être
énumérée, ces déductions logiques seront appelées
les prédictions du système. Notre outil se nomme
Iggy et utilise le solveur clasp. Nous avons appli-
qué cette modélisation à plusieurs systèmes biolo-
giques, notamment chez l’humain. Nous détaillons,
dans ce manuscrit, son application dans la modé-
lisation du Myélome Multiple, qui nous a permis
de mettre en lumière des espèces clés dans le ré-
seau de régulation. Les prédictions de ces espèces
clés nous ont permit de discriminer des patients
ayant une meilleur survie. Dans une autre étude,
nous avons étendu Iggy pour développer un nou-
veau système MajS dont la finalité est de faire le lien
entre modélisation d’un réseau des gènes et méta-
bolisme.

Une deuxième contribution a été dans l’appren-

tissage des familles des réseau booléens (RBn).
Ce formalisme consiste à apprendre de familles de
RBs à partir d’une connaissance préliminaire de
régulation (ou prior knowledge network, PKN) en
la confrontant avec des données d’expression (de
gènes ou protéines) issues de multiples perturba-
tions expérimentales. Les familles de RBs seront
optimales car elles auront une taille minimale et
qu’elles expliqueront de façon optimale les obser-
vations obtenues à travers les multiples perturba-
tions. Le premier système conçu a été caspo, éga-
lement implémenté avec des programmes logiques.
Une extension de caspo a été conduite pour pro-
poser des expériences de perturbations pour ré-
duire la taille de la famille des RBs apprise. Plus
tard, nous avons proposé caspo-ts qui peut assimi-
ler des séries temporelles des données et qui pro-
pose des RBs dynamiques. caspo-ts a été appliqué
sur les données d’une défi internationale, nommé le
HPN-DREAM challenge, appliqué à des lignées cel-
lulaires du cancer du sein. L’objectif était de détermi-
ner des de mécanismes de régulations ou des fonc-
tions booléennes différentes qui s’expriment dans
des lignées cellulaires. En parallèle de ces travaux,
nous avons proposé une méthode (basé sur la pro-
grammation logique), pour générer de données de
pseudo-perturbations à partir de données expéri-
mentales pour des systèmes où il n’est pas pos-
sible de réaliser des perturbations pour des raisons
éthiques. Cette méthode a été utilisée pour analy-
ser des données issues de patients ayant développé
une Leucémie Myeloïde Aiguë, et pour discriminer
les patients ayant une meilleure réponse au traite-
ment employé. Nous sommes actuellement en train
d’adapter cette méthode pour l’appliquer à des don-
nées de single cell, dans une étude du développe-
ment embryonnaire chez l’humain.



Title: Modeling Biological Networks as Logic Programs

Keywords: Logic programming, regulatory networks, biological systems modeling

Abstract: In this manuscript it is proposed to ex-
plore two representations of a biological system us-
ing computational modeling. These representations
both gave birth to several methodological publica-
tions, and in some cases research projects in close
collaboration with biologists.

One is done through the sign-consistency mod-
eling. In this approach a regulatory network (signed
directed graph) is combined with a dataset of gene
expression observations, using a logic program.
This logic program, written in Answer Set Program-
ming, expresses a rule that has to be valid for each
species in the network, which relates the sign of a
network species with its direct predecessors influ-
ences and signs. This rule is tested in a global way,
through all the network species by using an effi-
cient solver, clasp. The sign-consistency modeling
framework we proposed is named Iggy. Iggy per-
forms as well automatic and optimal correction of
sign inconsistencies. The sign-consistency model-
ing framework has been applied to different biologi-
cal case studies. For example, the signaling pathway
of Hepatocyte Growth Factor, where some of the
computational predictions of our model were vali-
dated experimentally. A case-study well described in
this manuscript is the modeling of Multiple Myeloma
patients gene expression data. Our main results on
this system was to propose Multiple Myeloma mark-
ers, that is, species in the network, coupled with
our computational predictions, that allow to identify
patients having a better survival. Iggy has inspired
MajS, our last sign-consistency modeling framework
contribution. In this on-going research project we
plan to integrate gene regulatory and metabolic net-

work modeling.
A second modeling approach is learning

Boolean network families. In this framework, given
a regulatory network (also called Prior Knowledge
Network, PKN) and a set of network species ob-
servations upon multiple perturbations over the sys-
tem, our framework learns a family of Boolean Net-
works (BNs), compatible with the PKN topology,
that fits the perturbation data with minimal error.
The first system we conceived is named caspo. It
is also implemented using Answer Set Program-
ming. An extension of caspo was implemented, so
that new experimental designs (i.e. new experimen-
tal perturbations) can be proposed to decrease the
number of learned BNs. Later, we proposed a sys-
tem named caspo-ts, which deals with perturbation
time-series data, and the output of this system is a
family of dynamic BNs. caspo-ts has been applied
to the data of HPN-DREAM challenge, concerning
Breast cancer cell lines. Our objective was to iden-
tify the different BNs underlying the four Breast Can-
cer cell lines considered. In parallel, since multiple
perturbation data, essential for caspo or caspo-ts,
is sometimes hard to obtain in Human systems be-
cause of ethical reasons; we have begun a research
subject towards the extraction of multiple pseudo-
perturbations from non perturbed datasets, such
as proteomics or RNA-Seq datasets. This method
has been applied to discriminate Acute Myeloid
Leukemia patients having different treatment prog-
nosis. Currently, we are exploring to extract multi-
ple pseudo-perturbations from single cell data, in the
study of Human embryo development.
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