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Résumé en Français

Cette thèse est dédiée à l’étude des théorèmes de préservation en logique du premier ordre et leur re-
lativisation à des classes de structures finies. Les théorèmes de préservation font partie d’une famille de
résultats de la logique classique qui sont découverts durant la seconde moitié du XXème siècle, et sont
motivés par leur rôle de liant entre les propriétés syntaxiques des théories, et leur réalisation en termes
de classes de modèles. Ces résultats s’inscrivent donc dans la mouvance de la Model Theory qui perdure
aujourd’hui. L’exemple archétypique d’un tel théorème est celui de Łoś-Tarski [15, Corollary 3.2.5]. Ce
dernier fait correspondre l’ensemble des formules closes φ dites universelles à l’ensemble des formules
closes ψ qui sont décroissantes. Ces considérations théoriques trouvent un intérêt en informatique où la
terminaison de certains algorithmes (comme l’algorithme de Chase en bases de données) se réduisent à
des questions de définissabilité au premier ordre par l’application d’un théorème de préservation idoine.

Une autre raison pour laquelle ces théorèmes “simples,” car conséquences de la compacité de la logique
au premier ordre, sont encore étudiés en informatique est la suivante : les modèles en informatique sont
souvent supposés finis car représentables sur une machine. Or, la transposition de la Model Theory aux
modèles finis, ingénieusement nommée Finite Model Theory (théorie des modèles finis), plus adaptée aux
besoins de l’informatique théorique, s’est vite heurtée à des problèmes majeurs : les théorèmes qui sous-
tendent la première s’avèrent presque tous devenir faux une fois transposés dans la seconde. La théorie des
modèles finis a par conséquent eu recours à des méthodes combinatoires (jeux, localité, décompositions,
paramètres de densité) pour appréhender les phénomènes nouveaux qui apparaissent dans le cas fini. Au
cours de cet effort de formalisation, certains théorèmes de la théorie des modèles classique sont longtemps
restés dans un entre deux : si la preuve classique ne peux pas se traduire verbatim dans le cas fini, il n’est
pas impossible qu’une autre technique de preuve, potentiellement plus combinatoire, puisse être utilisée
pour le démontrer. Les théorèmes de préservation font office de cas d’école de théorèmes tombant dans
cette catégorie, puisque leur preuve classique est très courte, et repose essentiellement sur des arguments
de compacité (théorème qui ne relativise pas aux structures finies). Si certains ont vite été invalidés (le
théorème de Łoś-Tarski a été invalidé dans le cas fini en 1959 par Tait), d’autres se sont finalement vu
démontrés dans le cas fini (le théorème de préservation par homomorphismes a été démontré dans le cas
fini en 2008 par Rossman).

Ainsi, cette thèse s’inscrit dans la lignée des recherches en théorie des modèles finis qui tentent de carto-
graphier les théorèmes de préservation qui relativisent au cas fini. Cependant, plutôt que de se contenter
d’étudier quel théorème résiste à la traduction au cas fini, cette thèse suit le modèle inverse (déjà présent
dans d’autres travaux) : fixer un théorème de préservation, et cartographier les classes de modèles (finis)
pour lesquelles ce théorème relativise. Cette question est intéressante, car elle permet de mieux compren-
dre et d’affiner les outils de la théorie des modèles finis, mais aussi, car elle correspond à une approche
plus “pratique” de l’informatique : les modèles en informatique sont souvent contraints (ou modélisés avec
des contraintes), et cela correspond à restreindre l’étude à une sous-classe de modèles.

L’objet principal de cette thèse est la proposition d’un cade théorique basé sur la topologie pour déterminer
la relativisation des théorèmes de préservation sur des classes de structures finies. La première contribution
est la généralisation des schémas de preuve basés sur la localité de la logique au premier ordre, et la mise en
lumière du rôle joué par les formules existentielles locales. La seconde contribution est l’introduction des
espaces préspectraux logiquement présentés qui sont des espaces topologiques généralisant les arguments de
compacité sur lesquels reposent certains schémas de preuve. L’avantage de ces espaces est qu’ils possèdent
des propriétés de stabilité qui permettent par l’étude de la relativisation de théorèmes de préservation
par des méthodes compositionnelles. Une dernière contribution est l’étude d’un sous ensemble des espaces
préspectraux logiquement présentés, les espaces Nœthériens, pour lesquels une propriété de stabilité par
construction limite est démontrée.
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Preliminaries 1.
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1.2 How to Read this Thesis . 3
1.3 You Might Also Like... . . 5

Every good thesis in theoretical computer science starts with a small
introduction on the importance of theoretical knowledge in some rel-
evant practical system. This thesis will not pretend to do better, but
at least will start from a real-life experience.

1.1. SIANCE and Science

Figure 1.1.: The EIG logo.After the first year of my PhD, I took time to go and see for myself what
was the concrete, day-to-day application of databases, data ingestion,
ontology creation and software deployment. This experience was made
possible thanks to Etalab’s Entrepreneur d’Intérêt Général project,
and allowed me to work for the French “Autorité de Sûreté Nucléaire”
as a fullstack developer.1

1: I must put some emphasis on the
highly non-standard and fresh way
the EIG program was managed by
Etalab, and thank (again) Soizic Pén-
icaud for her amazing work. Unfor-
tunately, this initiative (along with
Etalab altogether) will be perman-
ently shut down from 2024 and re-
placed with a more “corporate” fund-
ing of startups, focusing on high-
impact projects rather than public
service and development of numerical
commons.

If you are wondering how this might be even remotely tied to the title
of this thesis, this is completely natural. The goal of this little section
is to illustrate in a concrete situation the kind of theoretical objects
that will be of interest in this manuscript. In particular, it should also
justify that the problems that are studied are…interesting.

How does a safety authority works? In full generality, a safety au-
thority is an organisation that will monitor the behaviour of a system.
The authority reports whether the given system satisfies correctness
properties, preferably in a quantitative and qualitative way. If possible,
the authority can report whether the system is likely to violate some
correctness property in the near future. Due to budgetary constraints,
the authority should be much cheaper to run than the monitored sys-
tem. The last mission of a safety authority is to build knowledge on
the system, in the form of guidelines, scenarios, and improved control
efficiency.

In the particular case of the Nuclear Safety Authority, the system con-
sists in everything that can emit radiations. This includes hospitals,
food factories, paper factories, dentists, and of course nuclear power
plants. The information on the state of the system is mainly obtained
via direct inspections (a team of inspectors goes on site), and “instruc-
tions” (data is given to the inspectors and is checked for consistency).
In both cases, the constant flux of incoming data (internal reports, val-
ues of some indicators) is a key component in the inspection work.

What is expected from computer scientists? Concretely, I was asked
to build with my co-worker (Pierre-Étienne Devineau) a service that
allows the inspectors to simplify their access to the “knowledge inside
the ASN.” This means improving the existing workflows (easy access
to some documents, aggregate statistics to prepare evaluations, etc.)
but also allowing completely new instruction procedures (that were

https://asn.fr
https://entrepreneur-interet-general.etalab.gouv.fr
https://entrepreneur-interet-general.etalab.gouv.fr
https://entrepreneur-interet-general.etalab.gouv.fr
https://www.wikidata.org/wiki/Q5276054
https://www.wikidata.org/wiki/Q5276054
https://asn.fr
https://fr.linkedin.com/in/pierre-etienne-devineau-a51a15140
https://asn.fr
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2: Note that this is partially done
in a human way by “remembering”
previous inspections, and talking to
coworkers at the coffee break.

3: How these views are constructed
range from simple “select the non-
null field” to a more complex onto-
logy driven construction such as “if
the inspection was made before this
date, and the inspected site was a
REP nuclear reactor, then select the
value of field X, otherwise use Y.”

4: For instance, could the same in-
dustrial site not be owned by two
different companies? Can a restaur-
ant be subject to an inspection? Can
a food factory be inspected? What
about a paper factory? A soccer
club? Legislation evolves, companies
merge, sites get reassigned, and tech-
niques change.

discarded because of the manpower needed to perform them). A com-
mon dream was to be able to cross-check every inspection report ever
written and discover previously unseen correlations between the em-
ployer/location/type of equipment and incident reports.2

Practically, the computer science part would be a three-step process:
ingest data, analyse data, and expose a query language for the data.
From a theoretical point of view, nothing has to be done; it suffices
to build a database, use the robust SQL language and ask the data-
scientist to add tags via suitable natural language processing. The ac-
tual work should be defining a robust pipeline architecture, continuous
integration and deployment, a well-defined archive mechanism, proper
documentation and upgrade plans, together with tutorials and present-
ations to the teams for which the product is designed.

What really happened? After 10 month of intermittent development,
the real core of SIANCE had emerged: we had built a complete pipeline
to cross-check data against several databases, and manually defined
ontologies with the inspectors of the ASN. This situation is easy to
explain a posteriori, but every discovery was made at the cost of a
disappointing pre-production launch.

Partial Data. This should be obvious to anyone that ever filled an
administrative form: most of the fields are left blank. This is a
minor inconvenience, but it basically means that one has to build
suitable database views to answer even basic queries3.

External Inconsistencies. This should also not be surprising. However,
this poses another level of inconsistencies when the primary keys
of one dataset are built using a secondary dataset that does not
guarantee consistency.

Internal Inconsistencies. This should be more surprising. It can be ex-
plained by the fact that some datasets are shared in the form of
Excel files, which do not enforce the given integrity constraints.
Conversely, some databases that were used enforced “strong” in-
tegrity constraints that would push users towards duplicating
data in the face of a poorly designed interface.

Constraint Evolution. I assumed that we had a notion of what a con-
sistent dataset would be, but it does not exist outside the collect-
ive wisdom of the inspectors. 4

Data History. Because the consistency constraints evolve, old data
would often be updated to fit the current state of knowledge. If a
company is split in two, then one would retroactively check which
part would have been concerned in previous inspections. This al-
lows historical data to be queried and not simply discarded.

Dreaming of verification. This is the paragraph where I pretend
that theoretical computer science is useful, so bear with me the minor
gaps between theory and practice. Given a complex pipeline trying
to address the problem, how does one statically check that it is well-
behaved? Here are some properties that we would like:

▶ The consolidated database is consistent throughout the run
▶ For every ingested document, a set of simple constraints hold

https://eig.etalab.gouv.fr/defis/siance/
https://asn.fr
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5: By hard, I mean checking whether
such a pipeline models a non-trivial
property is generally undecidable.

7: Even though this is obviously a
vain attempt, it is worth trying.

52 Goubault-Larrecq and Schmitz
(2016)
[23]: Demeri, Finkel, Goubault-
Larrecq, Schmitz and Schnoebelen
(2012), ‘Algorithmic Aspects of
WQO Theory (MPRI course)’
[45]: Goubault-Larrecq (2013), Non-
Hausdorff Topology and Domain
Theory

8: Or even preview without jumping,
using a recent version of the evince,
skim or sioyek. Anyway, it is a good
idea to look at the “go back to last
position” key binding on your pdf
viewer.

▶ Check that predictions are only run when some criterion is met

Even the most trivial pipelines of the form ingest, then consolidate,
then update, are hard to verify.5 The theoretical reader might have
some buzzwords in mind right now: ontology mediated query, consist-
ent answering over incomplete databases, schema mappings. These will
be presented in time. For now, this is the end of the short story, and
the retained solution was simple: horn clauses to complete databases,
represented via the all-mighty Excel Spreadsheet. These are simple to
write, easy to understand by non-expert users, can be model checked,
and above all, the result is explainable.

However, from this experience I learned that verification of systems
that dynamically update some kind of database is both necessary (as
designing such system is error-prone) and at the same time not possible
with the current tooling in a reasonable coding environment.6

6: For a data-scientist, this basically
means the Python programming lan-
guage.

1.2. How to Read this Thesis

This thesis aims at providing a theoretical background that might even-
tually be used to study data-centric systems such as SIANCE. Bear in
mind that there are no clear industrial strength solutions yet, and that
this thesis is first and foremost of theoretical nature. As a consequence,
even when algorithms are described, they remain far from any kind of
practical implementation.

Furthermore, this research work takes place at the crossroads of several
fields of computer science. This implies that most readers will, at some
point, see definitions coming from an area of computer science they are
not familiar with. To mitigate this, we will often (re-)introduce folklore
results, sometimes in a non-canonical fashion, so that nobody ever gets
lost.7

A daring wager. This thesis was co-supervised by Jean Goubault-
Larrecq and Sylvain Schmitz. This should already arise suspicions as
their only common paper52 is from 2016. However, both worked on the
MPRI course on well-quasi-orderings [23], and separately work on this
topic. However, we are going to bridge the “topological” enterprise of
Jean [45] together with the more “combinatorial” areas of computer
science that are well-quasi-orderings and database theory. This thesis
will be at the (surprising?) intersection of Finite Model Theory, Non
Hausdorff Topology, and Well-Quasi-Orderings.

Le fond et la forme. A lot of effort has been put in this document
to ensure that it is both readable, pedagogical, can be printed, and
leverages the benefits of the PDF file format. Non exhaustively, we will
now discuss and demonstrate some features that might make reading
this document more pleasant.

The use of the knowledge package allows the reader to immediately
jump8 to the definition of most of the terms used in this manuscript.
Concretely, one can go to the definition of a relational structure, a
topological space, or even a bad sequence. A complement of this for

https://eig.etalab.gouv.fr/defis/siance/
http://www.lsv.fr/~goubault/
http://www.lsv.fr/~goubault/
https://www.irif.fr/en/users/schmitz/index
https://www.wikidata.org/wiki/Q82288437
https://www.irif.fr/~colcombe/knowledge_en.html


4 1. Preliminaries

9: And of course, the import symbols
appear in a separate command index.

Proof Sketch. This is a side proof of
the proposition. ■

printed versions is the presence of an index at the end of the document
on page 265.

Because this is quite helpful, the use of the knowledge package was also
pushed into the mathematical definitions. For instance, it is possible
to click on the different symbols of the following equation to jump to
their corresponding definitions:9

J∃≥kr x.P (x) ∧Q(x)KFin(σ)

In parallel, the thesis template is based on the kaobook LATEX template,
which advocates for a two-third view, allowing to place comments,
figures, and references in a large left or right margin. This not only
simplifies the reading process, but also allows us to correctly cite all
the authors in place.

Because this thesis aims at being self-contained (even though this is
impossible), a lot of results are imported from the literature. To make
a clear distinction between those imported statements and newly intro-
duced ones, we will use the following convention: imported statements
will not use italic, and they will not be coloured. On the contrary,
newly introduced statements will use the italic shape, and will have
colours according to the “level” of the statement. Furthermore, we will
often use the margin to give proof sketches of results. All of this is
illustrated hereafter.

Definition 1.2.1. This is a foreign definition that we import.

Definition 1.2.2. This is a new definition.

Lemma 1.2.3. This is a new lemma.

Proof. This is a normal proof ■

Proposition 1.2.4. This is a new proposition.

Corollary 1.2.5. This is a new corollary.

Theorem 1.2.6. This is a new theorem.

Fact 1.2.7. This is a new fact.

Example 1.2.8. This is a new example.

https://www.irif.fr/~colcombe/knowledge_en.html
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10: You are currently reading this
one.

Figure 1.3.: The knowledge package

Exercise 1.2.9. This is a new exercise.

Finally, because some of the background knowledge needed does not fit
the narration of the document, we provide in appendix several “cheat-
sheets” that list definitions and folklore results on different topics.
These can be used in complement of the index and list of symbols.
The available cheatsheets are listed hereafter:

▶ Chapter A (Set Theory Cheat Sheet) on page 241.
▶ Chapter B (Order, Algebras, and Rings Cheat-Sheet) on page

245.
▶ Chapter C (Well-Quasi-Orderings Cheat Sheet) on page 249.
▶ Chapter D (Topology Cheat Sheet) on page 251.
▶ Chapter E (Logic Cheat Sheet) on page 257.
▶ Chapter F (Category Theory Cheat Sheet) on page 261.

However, the “cheatsheets” will not contain duplicates of the results
that are presented in the body of the manuscript, and therefore cannot
be read as separate entities.

As opposed to the “cheatsheets,” the body of the document is split in
Chapters that behave as self-contained entities, with their own biblio-
graphy, introduction, and concluding remarks.

The document contains three preliminary chapters: Chapter 1 (Pre-
liminaries),10 Chapter 2 (From Databases To First Order Logic and
Back), and Chapter 3 (Preservation Theorems for First Order Quer-
ies). These should ideally be read before the rest of the document and
in the recommended order.

The contributions are gathered in the following chapters: Chapter 4
(Locality and Preservation), Chapter 5 (A Local-to-Global Preserva-
tion Theorem), Chapter 6 (Logically Presented Spaces), Chapter 7
(Topology expanders and Noetherian Topologies), and Chapter 8 (In-
ductive Constructions). The reader is not forced to read those in a
particular ordering, and a few pages are dedicated to the interdepend-
encies and important results in each of these chapters (see page 63).
However, some chapters may not be readable before having understood
the preliminary chapters.

1.3. You Might Also Like...

I will now use the advertising space available in this document to talk
about some of the projects that I think deserve attention.

The Knowledge Package. As every Ph.D student, I spend too much
time refining my “tooling” and “writing setup.” While most of these
efforts lead to unreproducible scripts that are used only once, some of
the ideas were actually beneficial in writing this document, and may
even be usable by other human beings. Even though the original author
of the package may disagree about the following presentation, I believe
that the knowledge package of LATEX is a useful tool to write long doc-
uments. Abstractly, it provides a name resolution service, paired with

https://www.irif.fr/~colcombe/knowledge_en.html
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11: Yes, the knowledge package is a
LATEX DNS.

12: I like to call it knowledges.kl,
but the file is really a plain .tex doc-
ument.
13: I like to call this one
mathdefs.tex, because it con-
tains LATEX macros outside the
knowledge system.
14: This information is
outputted in a file called
name-of-the-document.diagnose.

custom commands that leverage this ability to call the same “entity”
using different names.11

Concretely, it allows us to tag parts of the document’s text (or maths
commands) as being “knowledges,” that can later on be referred to. As
a best practice, one creates two extra files along with its text document:
one is the DNS table for textual knowledges,12 and the other one is
the DNS table for mathematical knowledges.13

There are three main benefits to using such a setup:

▶ A poor-man’s debugger,14 telling you what notions are used,
whether you are using a notion that is not defined in your docu-
ment, or worse, that was defined several times.

▶ An easier way to create indexes.
▶ A document that is easier to read due to cross-references between

notions at the sentence level, rather than cross-referencing between
numbered blocks.

It may be particularly useful to use the knowledge-clustering program
to have a programmatic help when adding knowledges to a document.
Finally, for commands related to maths, I cannot recommend enough
the xparse package that allows the writer to design easy-to-use com-
mands. Hereafter you will find a short demonstration of the coding
style used to write this thesis.

%% -- in the knowledges.kl file --
\knowledge{notion,

index parent key=word orderings,
index key=subword,
index=subword ordering}

| subword embedding
| subword ordering
| word embedding
| Higman's word embedding
| embedding@word

%% -- in the mathdefs.tex file --
\NewDocumentCommand{\DiagFormula}{ O{\exists\AFrag} m }{

\kl[\DiagFormula]{\Delta_{#2}^{#1}}
}
\knowledge{\DiagFormula}{notion,

index name=commands,
index key=diagram formula,
index={$\DiagFormula{\AModel}$
-- diagram formula of

$\AModel$ in fragment $\Frag$}
}
%% -- in the body of the document
We can refer to the \kl{subword embedding},
and to the \kl(word){embedding}, and
they all mean the same thing as
\kl{Higman's word embedding}. It is also
possible to use $\DiagFormula{A}$
command, or to use $\DiagFormual[\EFO]{A}$ to
specify the optional argument.

https://www.irif.fr/~colcombe/knowledge_en.html
https://pypi.org/project/knowledge-clustering/
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[29]: Douéneau-Tabot, Lopez and
Prosperi (2021), ‘Recrutement et em-
ploi des docteurs dans les administra-
tions publiques’
[28]: Douéneau-Tabot and Lopez
(2022), ‘Rejoindre l’administration
publique après un doctorat’

15: https://github.com/AliaumeL/
akl

Some Thoughts About the PhD. This part is complete self-promotion,
and mainly targeting French citizens, so you can feel free to skip it and
go to the actual content of this thesis. For the readers that are inter-
ested however, a joint work with Gaëtan Douéneau-Tabot and Laurent
Prosperi on the insertion of PhDs inside the French administration (ex-
cluding teaching and research positions) is quite fun to look at [29]. As
a teaser, one over ten PhD students ends up being a civil servant that
does not teach nor does academic research. This raises a question: what
are they doing? [28]

The “akl” project. It may be a little early to advertise this project,
but it is mature enough to run on both Linux and Windows systems.
The AKL program15 allows PDF documents to (transparently) refer
to other PDF documents, and works out-of-the box for any PDF. It
was primarily designed to make the exploration of bibliographies en-
joyable.

Combined with the knowledge package, it allows us to write “wikipedia-
like” documents that refer to custom sections or results of other docu-
ments, which makes easier to create higher quality citations in research
papers.

https://github.com/AliaumeL/akl
https://github.com/AliaumeL/akl
https://gdoueneau.github.io/
https://laurentprosperi.info/fr/
https://laurentprosperi.info/fr/
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[17]: Codd (1970), ‘A relational
model of data for large shared data
banks’

1: This is not as great as it might
sound, as these spreadsheets do not
(easily) enforce database constraints,
do not prevent data corruption, do
not come with a reasonable query
language, do not allow for transac-
tional modifications, do not support
concurrent access, and the list goes
on forever…

From Databases To First Order
Logic and Back 2.

2.1 Real Databases and
Query Languages . . . . 11

2.2 First Order Logic . . . . 13
2.2.1 Choosing a Query Lan-

guage . . . . . . . . . . . . 14
2.3 Incompleteness in Data-

bases . . . . . . . . . . . . 17
2.3.1 Incomplete Databases

and Fragments . . . . . . 18
2.4 Discussion . . . . . . . . . 26

For anybody schooled in modern logic,
first-order logic can seem an entirely
natural object of study, and its discovery
inevitable.

William Ewald

Outline of the chapter

This chapter serves as an opinionated introduction to a key tech-
nical element of this thesis, namely first order logic. The introduc-
tion is motivated by its relationship to database theory, which is
used to provide a “computer science oriented” introduction to the
field.

Goals of the chapter

At the end of the chapter, I hope to have convinced the reader that
relational structures are a good abstraction for databases, and first
order logic can be used both as a query language and specification
language of database constraints. Specific semantic properties of
relational structures and syntactic fragments of first order logic
will also be pointed out as particularly relevant in practice.

Reading notes. This chapter introduces well known folklore results
about databases and can safely be skipped. Most of the technical con-
tent stems from a well established connection between databases and
(finite) model theory [31, 54, 68]. As a consequence, no definitions or
theorems are new in this chapter.

2.1. Real Databases and Query Languages

Most of the current digital databases are based on the so-called rela-
tional model proposed by Codd in [17]. In this model, the central ele-
ment is the data table, described by a fixed number of named columns,
where rows represent the data. From this point of view, most of the
world’s digital databases are relational1 because they are represented
as sheets in spreadsheets. A very simple example of a tabular repres-
entation of data in two spreadsheets is given in Figure 2.1. Although
no additional information is given, tables in Figure 2.1 are implicitly
connected via the columns ID and Student. In the relational model,
these connections can be specified: it is expected that every student
ID is unique, and that one cannot grade an exam of a non-existing
student.
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Figure 2.1.: Two spreadsheets rep-
resenting students and their grades
in different exams. The table with
columns ID, Name and Surname
represents a relation that we will
call HasName(id, name, surname),
while the second table repres-
ents a relation that we will call
HasGrade(exam, student, grade).
Note that some names are mis-
spelled on purpose in the tables.

ID Name Surname
1034 Pierre Jacques
1010 Piere Jacqes
1029 Frank Paul
1030 Jeanne Rosalie

Exam Student Grade
0 1034 10
1 1029 16
0 1027 11
1 1034 15

Figure 2.2.: Creation date of widely
used commercial and open-source
databases since 1970. Extracted from
the different websites and Wikipedia
pages of the projects.

1965
1970

1975
1980

1985
1990

1995
2000

2005
2010

2015
2020

2025

E. F. Codd
SQL

Oracle
Sybase

Microsoft SQL Server
Berkley DB

MySQL
Postgresql

Sqlite
Neptune

Redis
MongoDb

Cassandra

Couch DB
Neo4j

Big Table

• Relational Model
• Relational Databases
• Key-Value Databases

• NoSQL Databases
• Graph Databases

[13]: Chamberlin and Boyce (1974),
‘SEQUEL: A Structured English
Query Language’

2: The library’s primitives are so ob-
viously related to SQL that the lib-
rary Pandasql allows us to mix both
syntaxes.

3: This is actually blurred by
the newly introduced GraphQL lan-
guage.

[92]: Vianu (1997), ‘Databases and
finite-model theory’
4: For some applications, the rela-
tional model may not be the best ab-
straction. This is the case for “doc-
ument oriented databases,” or for
“geographic information systems.”

Together with the stored data, one needs a query language to retrieve
the desired information. The most famous query language is SQL, in-
troduced in 1974 by Chamberlin et al. [13]. The SQL language is there-
fore 48 years old at the time of writing this thesis. Note that SQL
coexists with other query languages. Tabular data stored in simple
text files is typically queried using AWK (introduced in 1977), while
data-scientists that use the Python programming language commonly
import the Pandas library to manipulate data.2

In the 21st century, so-called NoSQL databases were re-introduced as
a reaction to the hegemony of the relational model, where NoSQL has
to be read as “Not Only SQL.” These databases answer the issues
of scalability, distribution and highly nested structures of large data
warehouses that flourished between 2000 and 2010, which can be seen
in Figure 2.2. All of these models behave quite differently, and most
of the differences come from the set of operations that are allowed,
together with their respective expected cost.3 However, they all fall
into the umbrella of the term “database,” because they store structured
data that can then be queried.

In this thesis, the complexity issues together with the concrete data
presentation will essentially be ignored. As a consequence, most of
the aforementioned models will essentially look the same, and will all
be translated to the generic framework of “First-order finite model
theory,” from which relational databases take their roots [92].4

https://pypi.org/project/pandasql/
https://www.wikidata.org/wiki/Q25104949
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[32]: Ewald (2019), ‘The Emergence
of First-Order Logic’

We will often just write
{ (R1, n1), . . . , (Rk, nk) } for the
relational signature with symbols
R1, . . . , Rk, and arities n1, . . . , nk.

We will often use A instead of dom(A)

or A when it is clear from the con-
text that we are talking about the
domain. For instance, we will write
a ∈ A rather than a ∈ dom(A).
6: We do not wish to dwell on the
technicalities related to the notion
of classes and sets, and will gener-
ally assume that the cardinality of
the domains of the considered struc-
tures are all bounded by some car-
dinal κ. This will not be a problem
since we will either focus on finite
structures up to isomorphisms, or the
class of all structures, where the des-
cending Löwenheim-Skolem theorem
essentially shows that we can work
with countable structures without
getting worried.

2.2. First Order Logic

It is difficult to introduce a domain that is central to computer science
and mathematics. Logic is so crucial, and so deeply incorporated into
the curriculum of the modern day computer scientist, that it is easy to
forget that it is not as old as humanity itself. To counter this intuition,
I strongly suggest the reading of [32] for a historical contextualisa-
tion of the birth of the core concepts in today’s logic. As a first step
towards first-order logic, let us introduce the abstract mathematical
representation of databases.

Definition 2.2.1. A relational signature σ is a non-empty collection
R1, . . . , Rn of distinct symbols together with a map arity associating
to every symbol a non-zero natural number. When the collection of
symbols is finite, we say that σ is a finite relational signature.

Unless stated otherwise, signatures will always be assumed to be finite.
To model the example database of Figure 2.1 consisting of two tables,
one can define σ as two relations R1 and R2 of arity 3. In that sense,
translating from a database to a relational signature consists in creat-
ing a relation symbol per table, and defining its arity to be the number
of columns in the corresponding table. Now that we have defined the
abstract notion of “table headers,” let us introduce the analogue of a
database.

Definition 2.2.2. A relational structure A over a signature σ is a
non-empty5 5: It is not only “zerology”: empty

models really do change the theory.
set A = dom(A) together with relations RA ⊆ Ak for

every relation symbol R ∈ σ of arity k.

The relational structure is said to be finite whenever dom(A) is a
finite set.

Because most databases considered in computer science are finite, we
will give a particular name to the class6 of finite relational structures:
Fin(σ). However, nice mathematical theorems will in general consider
arbitrary structures (that is, finite or infinite), whose class we denote
by Struct(σ).

One can translate a database into a relational structure by considering
as domain A the set of all values appearing in the database, and placing
them in the corresponding relations. We provide in Figure 2.3 a graph-
ical representation of the relational structure shown in Figure 2.1.

As seen in the depiction from Figure 2.3, the specific column in which
a value appears is forgotten in the translation and seen as irrelevant.
This implicitly merges data from different tables and performs some
kind of “join” operation. This behaviour exhibits several advantages:
the mathematical description is simpler, and this naturally captures
the so-called “graph databases.”

Definition 2.2.3. Let σ
def
= {E } where arity(E) = 2. The class of
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Figure 2.3.: A graphical representa-
tion of the relational structure asso-
ciated with Figure 2.1. The relation
HasName is depicted using the blue
colour, and the relation HasGrade
is depicted using the red colour,
with tick and dashed edges. Rela-
tions are drawn as edges, together
with a number to help realise that
HasGrade(1034, 1, 16) is not a valid
relation, but HasGrade(1029, 1, 16) is.
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In a real database setting, the pro-
posed model is unsatisfactory be-
cause it lacks a way to talk about
constants. For instance, the number
10 that appears in Figure 2.3 should
be considered as a “constant” that
can be identified inside various rela-
tional structures. This issue will be-
come more apparent when talking
about the query language.

finite relational structures over σ is called the class of directed graphs
and written DiGraphs.

The restriction of DiGraphs to structures where the relation E is
symmetric and has no self-loop (i.e. E(a, a) never holds) is called
the class of undirected graphs FinGraphs.

Notice that mathematical structures can also be represented. In partic-
ular, the framework of relational structures and relational signatures is
flexible enough to encompass classical mathematical structures such as
the real numbers, together with more computer science oriented finite
structures representing databases.

Example 2.2.4. The field of real numbers can be described over the
signature { (+, 3), (×, 3), (≤, 2) }. The structure A with dom(A)

def
= R,

and relations defined via

▶ (x, y, z) ∈ +A ⇐⇒ (x+ y = z),
▶ (x, y, z) ∈ ×A ⇐⇒ (x× y = z),
▶ (x, y) ∈ ≤A ⇐⇒ (x ≤ y),

is an infinite (uncountable) relational structure.

One major issue in this setting is that it lacks a language to describe
integrity constraints. This is problematic because not every relational
structure is of interest: in mathematical terms, we want to add axioms.
It turns out that the language used to query relational structures can
also be used to specify constraints.

2.2.1. Choosing a Query Language

Up until this point, there was no particular reason to specify that we
are interested in “first order logic,” and in fact, the term “logic” did not
even appear apart from the title of the section. Note that we implicitly
assume that equality is a relation symbol that is interpreted as the
equality relation over the domain of the structure, unless explicitly
stated otherwise.
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7: This is also referred to as
Tarskian semantics.

In the upcoming Definition 2.2.5, we will use the notation x⃗ to denote
a tuple (x1, . . . , xn) of elements, for some n ∈ N. This notation will be
overloaded in several ways. First, we allow ourselves to index the tuples
with arbitrary sets. For instance, we will write x⃗ def

= (xa)a∈A, to denote
the function x⃗ : a 7→ xa. Furthermore, we will implicitly cast tuples x⃗
into sets by considering the set of elements in the tuple when necessary.
These notations will be particularly helpful when manipulating free
variables.

Definition 2.2.5. Let σ be a finite relational signature, and V be
a countable set of free variables. We define for every finite subset
x⃗ ⊆fin V the formulas with free variables in x⃗ inductively as follows:

φ(x⃗) ::= φ(x⃗′) ∧ φ(x⃗′′) when: x⃗ = x⃗′ ∪ x⃗′′

| R(ι(1), . . . , ι(n)) when: R ∈ σ, arity(R) = n, ι ∈ x⃗n

| ¬φ(x⃗)
| ∃y.φ(x⃗ ∪ { y })
| >

We call FO[σ] the collection of first order formulas, and omit σ when
the signature is irrelevant or clear from the context.

Furthermore, we define fv(φ) to be the minimal set x⃗ of free variables
needed to define φ.

A first order formula is said to be a closed formula or a first order
sentence, when it has no free variables. We often omit the empty set
and write φ instead of φ(∅). Now that we have a language to talk
about queries, it remains to provide a concrete execution model that
evaluates a query over a given database.7

Given a function f : A → B, we write f [a 7→ b] for the function f ′

defined by f ′(x) = b when x = a, and f ′(x) = f(x) otherwise.

Definition 2.2.6. The satisfaction relation |= is defined by induc-
tion on the formulas as follows: given A ∈ Struct(σ), x⃗ ⊆fin V,
υ : x⃗→ A, and φ ∈ FO[σ]

A,υ |= R(y⃗)
def⇐⇒ (υ(y1), . . . ,υ(yn)) ∈ RA

A,υ |= ψ1(y⃗) ∧ ψ2(z⃗)
def⇐⇒ A,υ |= ψ1(y⃗) and A,υ |= ψ2(z⃗)

A,υ |= ¬ψ(y⃗) def⇐⇒ A,υ 6|= ψ1(y⃗)

A,υ |= ∃z.ψ(y⃗z) def⇐⇒ there exists a ∈ A,A,υ[z 7→ a] |= ψ(y⃗z)

A,υ |= > always holds .

Fact 2.2.7. One can extend the language of first-order logic with
disjunction ψ1(x⃗) ∨ ψ2(y⃗)

def
= ¬(ψ1(x⃗) ∧ ψ2(y⃗)), universal quantific-

ation ∀y.ψ(x⃗y) def
= ¬∃y.¬ψ(x⃗y), “falsum” ⊥ def

= ¬>, and implication
ψ1(x⃗) ⇒ ψ2(y⃗)

def
= ¬a ∨ b¬ψ1(x⃗) ∨ ψ2(y⃗).
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8: This is called “views” in the data-
base world, and they are crucial in
real-life programs.

Note that we distinguish the syntax
and semantics of first order interpret-
ations, exactly as for first order for-
mulas.

Be careful that in the literature, “first
order interpretations” are more gen-
eral than what is described in Defin-
ition 2.2.9. We restricted our atten-
tion to first order interpretations
that are parameter free, do not copy
the input, do not restrict domain,
and do not quotient the domain of
their image.

Query Results

1034

Table 2.1.: The result of the query de-
scribed Example 2.2.11 run over the
database Figure 2.1.

Example 2.2.11 is not a real ex-
ample. Indeed, the formula contains
the term 10, which is a constant and
does not appear in the syntax of for-
mulas.

As promised, this query language can also be used to formalise the
axioms ensuring the integrity constraints.

Example 2.2.8. Following up on the example of Figure 2.1, one
could ask that every student is graded. This constraint is expressible
in FO as ∀s.∃e.∃g.HasGrade(e, s, g).

One of the great successes of the relational model is that queries can be
seen as building new relations.8 This allows us to nest queries. Given
a query φ(x⃗) ∈ FO[σ] and a relational structure A ∈ Struct(σ), one
can construct a new relational structure A′ ∈ Struct(σ ] { (S, |x⃗| }),
by simply defining SA′ def

= { a⃗ : A, x 7→ ax |= φ(x⃗) }. Let us generalise
this construction to define how first order queries can be leveraged to
build “first order programs,” taking relational structures as input, and
outputting relational structures.

Definition 2.2.9. Let σ and σ′ be two relational signatures. A
(simple) first order interpretation I is given by:

▶ a domain formula φdom(x) ∈ FO[σ]

▶ a collection of first-order formulas (φR)R∈σ′ , where φR(x⃗) ∈
FO[σ] and has |x⃗| = arity(R) free variables.

Definition 2.2.10. Let σ and σ′ be two relational signatures, let
I be a first order interpretation, and A ∈ Struct(σ). The image
I(A) is a relational structure with domain dom(IA) defined as { a ∈
dom(A) : A, x 7→ a |= φdom(x) }, and relations RI(A) defined as the
tuples of dom I(A) satisfying φR(x⃗).

In particular, any formula φ(x⃗) ∈ FO[σ] defines a first-order interpret-
ation with domain φdom(x)

def
= >, and a single relation.

Example 2.2.11. The following query selects elements x from Fig-
ure 2.1 such that x is the student ID of a student that had a grade
of 10 at one of his exams.

φ(x)
def
= ∃y.∃z.∃t.HasName(x, y, z) ∧ HasGrade(t, x, 10)

The result of the evaluation is depicted in Table 2.1.

Let us now introduce a simple but crucial first order interpretation that
is somehow canonical. It will serve both as an example, and will allow
“graph” reasoning on databases in technical developments. Informally,
the Gaifman graph of a relational structure is obtained by drawing it
as in Figure 2.3, and forgetting the labels on the edges: that is, two
elements are connected whenever they participate together in some
tuple of some relation of the structure. An example is depicted in
Figure 2.4.
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Figure 2.4.: The Gaifman graph of
the relational structure described in
Figure 2.3. Informally, we simply re-
moved any extra information on the
edges of the graphical representation.

9: Although one must be careful
about this statement!
[17]: Codd (1970), ‘A relational
model of data for large shared data
banks’

Definition 2.2.12. Let σ be a finite relational signature. The Gaif-
man graph first order interpretation Gaif(·) is defined via:

▶ φdom(x)
def
= >,

▶ φE(x, y)
def
=
∨

(R,n)∈σ ∃z1, . . . , zn.R(z1, . . . , zn) ∧
∨

1≤i,j≤n zi =

x ∧ zj = y.

Other choices of query languages. Now that we have a formal defin-
ition of first order logic, it is possible to compare it to other potential
choices of query languages. The first candidate should be SQL, that
was already mentioned. It is known that the two languages are equi-
expressive9 since [17].

2.3. Incompleteness in Databases

The goal of this section is to introduce problems that, once formalised
using first order logic, will have a direct connection with the title of this
thesis, namely preservation theorems. This will also be the occasion to
introduce useful fragments of first-order logic.

Before that, let us briefly recall that some decision problems are non-
trivial (and in fact, undecidable) when considering first order logic.
This will also be the occasion to illustrate the distinction that arises
when considering arbitrary models (Struct(σ)) or restricting our atten-
tion to finite models (Fin(σ)).

Satisfiability. One natural question that arises when considering a
database constraint φ ∈ FO[σ] is whether this constraint is satisfied
by at least one database. This should guide the user that writes the
constraints: it allows us to detect specification errors, but also to check
whether the given specification ensures some desired property.

One would typically add a minimal constraint φ that is easy to state
and to check, and then ask “do all databases satisfying φ also have the
extra property ψ?.” This specific query will be written φ |= ψ. Note
that φ |= ψ is the same as > |= φ ⇒ ψ, also written as |= φ ⇒ ψ, or
φ ∧ ¬ψ |= ⊥.
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Table 2.2.: Algorithmic properties of
the decision problem regarding the
entailment φ |= ψ, over Struct(σ) and
Fin(σ).

semi-decision co-semi-decision
Struct(σ) 3[43] 7[43]

Fin(σ) 7[91] 3(folklore)

10: To keep the focus on logic
and relational structures, we do not
focus on the notions of decidabil-
ity, semi-decidability, and co-semi-
decidability. Here, we can under-
stand semi-decidable as the existence
of an effective method that given
a formula φ and a formula ψ, an-
swers ’YES’ if φ |=Struct(σ) ψ, and
can fail to terminate, or answer any-
thing, if φ 6|=Struct(σ) ψ. A problem
is co-semi-decidable when its com-
plement is semi-decidable, and decid-
able when it is both semi-decidable
and co-semi-decidable.

11: This can happen because A

comes from an external untrusted
source, because of a bug in a program
managing the database, or because A

is obtained by “consolidation” of sev-
eral heterogeneous sources of inform-
ation.
12: That is, we represent an incom-
plete database as the collection of its
valid completions.
13: The naming convention may
be counter-intuitive, so let us spell
out what we mean by “completions.”
When A ⊆i B, we say that B

seen as a completion of B for the
induced substructure relation. The
same holds for the relation ⊆: if A ⊆
B, then B is a completion of A for
the substructure relation.
14: Note that in the literature, this
word is mostly used to refer to sub-
sets of FO[σ]. However, most of the
fragments enjoy extra properties that
we will actually need later on to de-
velop our theory of preservation the-
orems.
One could technically write σ to spe-
cify that we see it as a fragment
of FO[σ], but we find more pleasant
to only state F ⊆ FO[σ] to avoid
cluttered notations.
Assuming that x = y is a valid
formula is the natural continuation
of the hypothesis that the equality
relation is always in the signature:
it should always be possible to talk
about equality of datum.
In Definition 2.3.1, we use the term
α-renaming, but it will not be defined
in this document. Informally, it
consists in freely renaming bound
variables without introducing name
clashes.

It turns out that checking if φ |= ψ is undecidable, but (as prom-
ised) the nature of this roadblock differs in the finite case. Whether
φ |=Struct(σ) ψ is semi-decidable10 but not co-semi-decidable [43]. On
the contrary, when restricting our attention to finite models, φ |=Fin(σ)
ψ is co-semi-decidable, but not semi-decidable [91]. This is summarised
in Table 2.2, and illustrates the discrepancy between the two models.

Let us seize the opportunity to introduce a new notation connected to
|=: two formulas φ and ψ are equivalent on a class C, which is written
φ ≡C ψ whenever |=C (φ ⇐⇒ ψ) holds. One benefit of this notation
is that it allows us to concretely state over which class of models this
equivalence is considered, for instance φ ≡Fin(σ) ψ means that for all
A ∈ Fin(σ), A |= φ if and only if A |= ψ.

Recovering from bad states. Assuming that the given specification
φ is not absurd, it might be that a given database of interest A is
such that A 6|= φ.11 A key property that one wants to achieve in these
settings is to somehow recover from this bad state. This can be done in
two ways: one is to patch the model so that it satisfies the constraints,
the other is to patch the query evaluation procedure to incorporate a
notion of “invalid tuples.”

We will restrict our attention to a useful specialisation of this database
recovery setting, namely the case of “incomplete databases,” where the
problem is that some information is lacking in the model.

2.3.1. Incomplete Databases and Fragments

To represent “incompleteness” in databases, we will take the dual ap-
proach of describing how a database can be “completed.” This will be
done by describing which kind of maps between databases are con-
sidered as valid completions.12 Different choices of completion can be
chosen to model different real world situations, and we will restrict our
attention to the three simplest forms: induced substructures, substruc-
tures, and homomorphisms.13

In a setting where the database at hand is incomplete, it is natural
to adapt the query evaluation procedure to account for the potential
missing information. This is not what we will do in this section. Instead,
we will search syntactic criteria over sentences of FO[σ] that will imply
that the usual evaluation procedure is compatible with the missing
information.

It will be useful to refer to specific sets of sentences in FO[σ] as a whole
when interested in a particular semantic property (such as, allowing the
naïve evaluation to work). This is the motivation behind our definition
of a fragment of first order logic.14
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Figure 2.5.: Graphical representa-
tion of the extension of Figure 2.3 de-
scribed in Example 2.3.2. The extra
exam (number 2) is represented us-
ing a dotted box.

The extra assumptions are not prob-
lematic as one can always complete
a subset S ⊆ FO[σ] into the smallest
fragment containing S.

15: Stating that every student
should have a grade.

Definition 2.3.1. Let σ be a relational signature (potentially in-
finite). A fragment F of FO[σ] is a subset of FO[σ] that contains
the equality relation x = y, and that is stable under the following
operations:

1. Finite conjunction: φ,ψ ∈ F implies that φ ∧ ψ ∈ F.
2. Finite disjunction: φ,ψ ∈ F implies that φ ∨ ψ ∈ F.
3. Renaming: φ(x⃗) ∈ F implies that φ′(y⃗) ∈ F, for any α-renaming

φ′ of φ, and (arbitrary) renaming of x⃗ as y⃗ using variables in
V.

Induced Substructures. One way to think about incomplete data-
bases is to consider that some elements of the domain might be miss-
ing. Concretely, in our example shown in Figure 2.3, we have a student
(Marc Francis, with student id 1010) that has no grade. In this case,
a reasonable completion ensuring that the database constraint of Ex-
ample 2.2.815 holds, is to assume that there is a missing exam in our
system.

Example 2.3.2. One can complete the database Figure 2.3 by
adding an exam 2 and two relations:

▶ HasGrade(2, 1010, 10),
▶ HasGrade(2, 1030, 11).

After this addition, the database satisfies the constraint that every
student has a grade. A graphical representation is given in Fig-
ure 2.5.

Let us now provide a formal definition of what “adding missing ele-
ments” to our database means in terms of maps.

Definition 2.3.3. A database B is an extension of a database A

when there exists an injective map f : dom(A) → dom(B) such that
for every relation symbol R ∈ σ, every tuple a⃗ ∈ dom(A):

a⃗ ∈ RA if and only if f (⃗a) ∈ RB .
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16: Beware that universal quanti-
fication is not really in the syntax
of first order formulas, and arises
as the interaction between the neg-
ation and the existential quantifica-
tion. A formal definition will be given
in Definition 2.3.7.
We will often write QF without spe-
cifying over which signature.

In this example, we understand why
constants could be a useful addition
to the language. Indeed, the notion of
embedding allows us to replace every
10 by a 11 and claim that this is
the same database: in the relational
model, only relations count. Adding
constants, such as 10 to the query lan-
guage would account to the data that
is stored.

Similarly, we define universal formu-
las as negations of existential formu-
las.

We call the map f an embedding, and we also say that A is an
induced substructure of B. We use the special notation A ⊆i B for
the quasi-ordering that the induced substructure relation defines.

Queries using universal quantifiers will not play well with this notion
of completion: if there are missing elements, how can we say that “all
the elements” satisfy something?

It turns out that prohibiting the use of the universal quantification16

is sufficient to guarantee that the naïve evaluation algorithm works as
expected. Before proving this fact, let us first consider an easier subset
of formulas without any kind of quantification.

Definition 2.3.4. A first order formula φ ∈ FO[σ] is a quantifier
free formula whenever it does not contain universal quantifiers (∀x)
nor existential quantifiers (∃x). We write QF[σ] for the subset of
quantifier free formulas of FO[σ].

Fact 2.3.5. Let σ be a finite relational signature, let φ(x⃗) be a
quantifier free formula, let A,B ∈ Struct(σ), and let f : A → B be
an embedding.

Then, whenever υ : x⃗ → A is such that A,υ |= φ(x⃗), we have that
B, f ◦ υ |= φ(x⃗).

We illustrate in Example 2.3.6 how Fact 2.3.5 concretely applies in a
database setting.

Example 2.3.6. Let φ(s1, s2, e, g) be defined as the following query:

φ(s1, s2, e, g)
def
= HasGrade(e, s1, g) ∧ HasGrade(e, s2, g) .

This query asks whether the two students s1 and s2 had the same
grade g at a given exam e. Observe that in Figure 2.3, no two stu-
dents had the same grade at a given exam.

Assume that in some database A, there exists a quadruplet of ele-
ments (s1, s2, e, g) that satisfies φ. Then, for every embedding f : A →
B, the tuple (f(s1), f(s2), f(e), f(g)) satisfies φ.

Generalising Example 2.3.6 and Fact 2.3.5, one can ask “positive prop-
erties” stating the existence of some tuple of elements that satisfy a
given quantifier free formula. Concretely, we are defining the existen-
tial fragment of first order logic.

Definition 2.3.7. A first order formula is an existential formula
whenever it can be written using the restricted syntax: ∧, ∨, >,
⊥, ¬R(x⃗), R(x⃗), and ∃x. The collection of existential formulas is
written EFO[σ].
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17: first order sentences that are also
existential formulas

18: Beware that equi-expressiveness
can hide other parameters, such as
the minimal size of a sentence ex-
pressing a given property.
Formally, ∃QF is not a fragment.
However, every sentence φ in the
smallest fragment containing ∃QF is
equivalent to an ∃QF sentence. To
simplify notations and reasoning, we
will talk about ∃QF as a fragment.

In the Fact 2.3.10, the sentence ψA

is essentially stating the existence
of all the elements in dom(A) and
listing the relations (or lack thereof)
between these elements.

20: This will happen every time a
field is set as optional in a form.

21: Note that in classical model the-
ory textbooks, the notion of “sub-
structure” actually refers to what is
called induced substructure in this
thesis.

It is worth noting that the collection of existential sentences17 is as
expressive as the fragment of existential closure of quantifier free for-
mulas, that we write ∃QF.18 While it is true that Fact 2.3.5 generalises
to EFO, we will simply state its consequence on ∃QF, i.e., the sentences
in EFO, because it avoids the use of free variables.

Fact 2.3.8. Let σ be a finite relational signature, let φ ∈ ∃QF be an
existential sentence, and let A,B ∈ Struct(σ) be such that A ⊆i B.
Then, A |= φ implies B |= φ.

In general, Facts 2.3.5 and 2.3.8 state that a subset of formulas are
compatible with a given notion of completion. Let us formally define
this notion of compatibility, enabling us to later on compare these
notions of completions.

Definition 2.3.9. A first order sentence φ is preserved under a rela-
tion ≤ ∈ Struct(σ)× Struct(σ) if and only if for all A,B ∈ Struct(σ)
such that A ≤ B, A |= φ implies B |= φ.

Using Definition 2.3.9, we can restate Fact 2.3.8 as follows: “existential
sentences are preserved under extensions.” Furthermore, this is the
“correct” fragment of sentences because for every finite model A, there
exists an existential sentence that characterises its extensions.

Fact 2.3.10. Let σ be a finite relational signature, and A ∈ Fin(σ).
There exists a first order formula ψA((xa)a∈A) ∈ QF[σ] such that
the following are equivalent for all B ∈ Struct(σ) and ν : x⃗→ B.

1. B,ν |= ψA

2. (ν ◦ (a 7→ xa)) : A → B is an embedding of relational struc-
tures.

As a consequence, there exists a first order sentence θA ∈ EFO,19 19: Namely, θA = ∃x⃗.ψA.
such that the following are equivalent for all B ∈ Struct(σ):

1. B |= θA,
2. A ⊆i B.

Substructures. ‘Missing entries’ is a natural framework, which mo-
tivates the use of extensions of structures. However, this framework
fails to capture the most common case of incomplete data: databases
where some rows are only partially filled.20 Concretely, this means that
we may not know all the elements present in the database, and further-
more may even not know all the facts about the elements that we do
know about. Formally, this is the notion of a substructure.21

Definition 2.3.11. A database A is a substructure of a database B

when there exists an injective map f : dom(A) → dom(B) such that
for every relation symbol R ∈ σ, every tuple a⃗ ∈ RA, f (⃗a) ∈ RB. We
call such a map a substructure embedding, and write A ⊆ B when
such a map exists.
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Note that Example 2.3.12 builds a
model that is not an extension of Fig-
ure 2.3.

22: Formally, we allow formulas that
are built using ∧, ∨, >, ⊥, R(x⃗), and
x 6= y.

24: Ironically, this typically hap-
pens when the input form tries to
enforce uniqueness constraints, and
users just invent new identifiers to
get bypass the restriction and con-
tinue their day.

Continuing on our example Example 2.3.2, we can now find new ways
to “repair” the database to satisfy our constraint, without adding any
new exam!

Example 2.3.12. One can complete the database shown in Fig-
ure 2.3 by adding two relations:

▶ HasGrade(0, 1010, 11), and
▶ HasGrade(1, 1030, 11).

After this addition, the database satisfies the constraint that every
student has a grade.

Quite naturally, the quantifier free formulas and existential sentences
are now too powerful to be naïvely evaluated. For instance, the sen-
tence stating that “there exists a student that has no grade” holds
in Figure 2.3, but does not hold in the completion of Example 2.3.12,
even though this is an existential sentence.

We define PQF̸=[σ] for the subset of quantifier free formulas that do
not use the negation operator ¬, except when checking the inequality
of two variables via x 6= y, that is written ¬(x = y) in our syntax.22

Enriching these formulas by allowing the use of existential quantifiers,
we obtain the subset EPFO ̸=[σ], which is as expressive as ∃PQF ̸=[σ]

when restricted to first order sentences.

Preventing the use of negations allows us to state an analogue of the
preservation property described in Fact 2.3.8. As for EFO, an analogue
of Fact 2.3.10 holds for EPFO ̸=, showing how the fragment is large
enough to describe all the possible completions of a finite model.

Fact 2.3.13. Let φ be a first order sentence. If φ ∈ EPFO ̸=, then
it is preserved under ⊆.

Fact 2.3.14. Let σ be a finite relational signature, and A ∈ Fin(σ).
There exists a first order formula ψA((xa)a∈A) ∈ PQF ̸=[σ] such that
the following are equivalent for all B ∈ Struct(σ) and ν : x⃗→ B.

1. B,ν |= ψA

2. (ν ◦ (a 7→ xa)) : A → B is a substructure embedding of rela-
tional structures.

Furthermore, there exists a sentence θA ∈ EPFO ̸=[σ],2323: Namely, θA = ∃x⃗.ψA. such that
the following are equivalent for all B ∈ Struct(σ):

1. B |= θA
2. A ⊆ B.

Homomorphisms. While the notion of substructure already allowed
us to insert new relations to “complete” the databases, we argue that
one useful completion method is still missing. Whenever data is filled
in by human users (which happens quite often) there is a risk that
the same entity is given different names in the database.24 As a con-
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Note that Example 2.3.16 builds a
model that is neither an extension of
Figure 2.3, nor contains it as a sub-
structure.
Remark that because we lack con-
stants, we were already able to “re-
name” the stored data, even in the
case of extensions. However, it was
not possible to collapse several values
into a single one, due to the presence
of 6=.

25: Note that using “unique identi-
fiers” also becomes problematic in a
setting where data can be merged ar-
bitrarily.

sequence, a reasonable additional operation is to merge elements rather
than add new ones. Such an operation can be formally defined as a ho-
momorphism.

Definition 2.3.15. A homomorphism between two relational struc-
tures A and B is a map h : dom(A) → dom(B) such that for every
relation symbol R ∈ σ, and every tuple a⃗ ∈ RA, f (⃗a) ∈ RB.

We write A �h B when such a map exists.

Continuing with our running example of Examples 2.3.2 and 2.3.12,
let us illustrate how the ability to merge elements allows us to repair
our database.

Example 2.3.16. One can complete the database shown in Fig-
ure 2.3 by merging “Jacques” with its misspelled counterpart “Jac-
qes,” merging “1034” with the identifier “1010”, and merging “Pierre“
with its misspelled counterpart “Piere.”

After this modification, the database satisfies the constraint that
every student has a grade.

Following what was done for induced substructure and substructures,
we now want to characterise a suitable fragment of FO[σ] that corres-
ponds to this new notion of incompleteness. Because completions can
merge data, queries that use the non-equality test x 6= y are probably
badly behaved.25

We define PQF[σ] for the subset of quantifier free formulas that do not
use the negation operator ¬, nor the inequality x 6= y. As per usual, we
introduce EPFO[σ] for the fragment of FO[σ] obtained when allowing
to use existential quantifiers inside PQF formulas, and remark that
∃PQF[σ] is as expressive as the restriction of EPFO[σ] to sentences.
Sentences in EPFO[σ] are called existential positive sentences.

The following two results should not be surprising, as they state the
role of EPFO with respect to homomorphisms as analogue to EFO for
induced substructures and EPFO ̸= for substructures.

Fact 2.3.17. Let φ be a first order sentence. If φ ∈ EPFO, then it
is preserved under �h.

Definition 2.3.18 [14]. Let σ be a finite relational signature, and
A ∈ Fin(σ). There exists a first order formula ψA((xa)a∈A) ∈ PQF[σ]
such that the following are equivalent for all B ∈ Struct(σ) and
ν : x⃗→ B.

1. B,ν |= ψA

2. (ν◦ (a 7→ xa)) : A → B is a homomorphism of relational struc-
tures.

Furthermore, there exists a sentence θA ∈ EPFO[σ],26 26: Namely, θA = ∃x⃗.ψA.such that the
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[2]: Abiteboul, Hull and Vianu
(1995), Foundations of Databases

[83]: Rossman (2008), ‘Homomorph-
ism preservation theorems’

[79]: Pikhurko and Verbitsky (2005),
‘Descriptive complexity of finite
structures: Saving the quantifier
rank’
Recall that ∧, ∀, and ⊥ are not part
of the syntax of first order formu-
las. We deduce from Definition 2.3.19,
that rk(∀x.ψ) = rk(¬∃x.¬ψ) = 1 +

rk(ψ).

[83]: Rossman (2008), ‘Homomorph-
ism preservation theorems’

27: Which was the original definition
of tree depth in the literature.

following are equivalent for all B ∈ Struct(σ):

1. B |= θA
2. A �h B.

It turns out that PQF is exactly the fragment of “unions of conjunctive
queries” that plays a key role in database theory as corresponding to
the “SELECT-PROJECT-JOIN” SQL queries [2].

We will now spend a little more time explaining how Definition 2.3.18
introduces a nice complexity measure on finite relational structures.
To the best of my knowledge, it was first noticed by Rossman that
the formulas expressing the class of completions of a model can be
inspected to extract a complexity measure for the structure [83]. Prior
to the work of Rossman, an analysis of the quantifier rank needed to
distinguish finite structures was carried out in [79], but this analysis is
focused on separating finite structures, rather than describing embed-
dings.

Definition 2.3.19. The quantifier rank of a first order formula is
defined inductively as follows

rk(∃x.ψ) def
= 1 + rk(ψ)

rk(ψ1 ∨ ψ2)
def
= max(rk(ψ1), rk(ψ2))

rk(¬ψ) def
= rk(ψ)

rk(R(x⃗)) def
= 0

rk(>)
def
= 0 .

Using this notion of quantifier rank, we can now look at the minimal
quantifier rank that can be used to talk about a given (finite) structure.
We use as a definition of tree depth a consequence of two lemmas in
[83], because it highlights the role of diagram sentences.

Definition 2.3.20 [83, Lemmas 2.13 and 2.14]. Let σ be a finite
relational signature, and let A ∈ Fin(σ). The tree depth of A, written
td(A) is defined as the minimum of rk(ψ) among all sentences ψ ∈
EPFO[σ] such that B |= ψ if and only if A �h B for all B ∈

Struct(σ).

Beware that in Definition 2.3.20, it is necessary to talk about EPFO and
to avoid sentences in ∃PQF. The sentence ∃x.∃y.E1(x, y)∧ ∃z.E2(x, z)

is in EPFO and has quantifier rank 2, but any equivalent sentence in
∃PQF has quantifier rank at least 3.

This definition given in terms of logic can be translated in combinat-
orial terms.27 Beware that the combinatorial definition is stated over
undirected graphs, and only then transported to arbitrary structure
via the Gaifman graph construction.
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[78]: Nešetřil and Ossona de Mendez
(2012), Sparsity: Graphs, Structures,
and Algorithms

Definition 2.3.21 [78, Chapter 6]. The tree depth of a graph A ∈
FinGraphs can be computed inductively as follows:

td({ a }) = 1

td(A ] A′) = max(td(A), td(A′)) if A not connected
td(A) = min { td(A \ { a }) + 1: a ∈ A } otherwise

If σ is a finite relational signature, the tree depth of A ∈ Fin(σ) can
be computed as td(Gaif(A)).

This notion of tree depth, has numerous theoretical applications [78].
For an example of tree depth computation, we show in Figure 2.6 how
the computational description given in Definition 2.3.21 can be applied
to produce a “tree decomposition” of Figure 2.3.

Wrapping up. We have introduced three different ways to allow “data-
base repairs”, associated with different scenarios, that we illustrate in
Figure 2.7.
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Figure 2.6.: Computation of the tree-
depth of Figure 2.3. Every step re-
moves one node per connected com-
ponent, together with the relation
these nodes belongs to.
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Figure 2.7.: Examples and non ex-
amples of completions (with respect
to ⊆i,⊆ and �h) of a given model
with two binary relations − and →,
and one unary relation that colours
vertices in black or not.

⊆i,⊆,→

6⊆i, ⊆,→
6⊆i, 6⊆, →

2.4. Discussion

Certain Answers. The approach of restricting the logic to be well-
behaved with respect to the chosen notion of completion is not sound
in general. Indeed, we only obtain an under-approximation of the valid
answers when using the naïve evaluation, because of the presence of
database constraints. Concretely, the running example of the chapter
was to study completions (with respect to ⊆i,⊆,�h) of a given data-
base such that a constraint was satisfied. In particular, it can happen
that some sentence does not hold on the database, but must become
true in every valid completion.

This is the setting of certain answers. Given a relational structure A, a
formula φ(x⃗), and a type of morphisms over structures, one can build
the set

{ (υ : x⃗→ A) : ∀B, ∀h : A → B,B, h ◦ υ |= φ(x⃗) } .

These are the tuples that certainly satisfy the query, whatever data is
missing in the database. By considering certain answers over φ(x⃗)∧Σ,
where Σ is a fixed first order constraint, one obtains the answers over
every correct completion of the database.

Note that even though the original query φ belongs to a fragment F,
the new query φ ∧ Σ will not a priori.

Chase-like Algorithms. One of the known algorithms that can be
used to compute certain answers is known as the chase algorithm. As-
suming that the constraints are of the form Σ

def
= ∀x⃗.∃y⃗.ψ(x⃗) ⇒ θ(x⃗y),

where both ψ and θ are in PQF, the (pseudo)-algorithm proceeds as
follows:

1. Check if the current database A satisfies Σ.
2. If not, there exists a⃗ in the database such that A, x⃗ 7→ a⃗ |=

∀y⃗.ψ(x⃗) ∧ ¬θ(x⃗y).
3. We update the model A by merging it with a model of ψ(x⃗) ∧
θ(x⃗y).

4. Go back to step 1.
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[25]: Deutsch, Nash and Remmel
(2008), ‘The chase revisited’

Of course, this algorithm might not terminate, and there is a wide
variability on how to perform the different steps. We refer the reader
to [25] for a definition of the “core chase” and the notion of “chase-like”
algorithm.

Completeness of the Fragments. A natural question is whether the
provided fragments, which are guaranteed to be safely evaluated in the
absence of database constraints are the “largest possible ones.” This
will be answered in the next chapter.
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1: Namely, the notions of comple-
tion associated with induced sub-
structures, substructures, and homo-
morphisms.
2: One way, every sentence in the
given fragment can be evaluated
naïvely. The other way, the fact of
being a completion of a given model
is expressible in the given fragment,
provided that the model is finite.

3: We omitted lesser known variants
such as “dual Lyndon” or “strong
onto homomorphism” preservation
theorems for the purpose of a ped-
agogical introduction.
[15]: Chang and Keisler (1990),
Model Theory
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Outline of the chapter

We leverage the language of Chapter 2 (From Databases To First
Order Logic and Back) to introduce the main topic of this thesis
and its connection with practical problems.

Goals of the chapter

At the end of this chapter, I hope you will be convinced that the
relativisation of preservation theorems to classes of finite structures
(actual databases) is a non-trivial problem that is worth studying.

Chapter 2 was devoted to the introduction of first order formulas and
their semantics both in the finite and infinite case. We finished the
chapter by matching fragments of FO[σ] with different notions of com-
pletions.1 While these matches were justified by a two-way relation-
ship,2 a question remains: were the selected fragments “the largest
ones” for which a naïve evaluation procedure would yield correct an-
swers in the incomplete setting?

The typical answer to this last question takes the form of a “preser-
vation theorem” that asserts the maximal expressiveness of a given
fragment with respect to a notion of incomplete database. Historic-
ally, preservation theorems where studied during the 1950s by math-
ematicians in the field of Model Theory. We provide in Table 3.1 a
list of the three preservation theorems corresponding to our previous
notions of incompleteness, carefully selected3 from [15, Section 5.2]. As
an example, Table 3.1 asserts that every first order sentence that whose
naïve evaluation is compatible with embeddings can be rewritten as
an existential sentence.

Organisation of the chapter. First, in Section 3.1, we will precisely
define what a “preservation theorem” is beyond the list of examples
given in Table 3.1. This precise definition will actually take the form
of a generic result in Theorem 3.1.9.

Then, in Section 3.2, we will explore the relativisation of preservation
theorems to classes of structures C ⊆ Struct(σ), with a particular at-
tention for the class Fin(σ) of finite structures. We will see how the

Table 3.1.: Three classical preservation theorems. For a given quasi-ordering ≤ and fragment F, a preservation theorem reads
as follows: every first order sentence φ that is preserved under ≤ is equivalent to a first order sentence in the fragment F.

Preservation Theorem Quasi-Ordering ≤ Fragment F
Homomorphism Preservation Theorem �h EPFO
Tarski-Lyndon ⊆ EPFO ̸=

Łoś-Tarski ⊆i EFO
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4: Recall that a fragment of first-
order logic as a set F ⊆ FO, stable
under finite disjunctions, finite con-
junctions and renaming of free vari-
ables.

Remark that the notion of QF-
embedding can actually be replaced
by the one of EFO-embedding, be-
cause the maps that respects QF also
respects ∃QF by construction, and
therefore respect EFO.

Table 3.2.: Correspondence between
fragments and usual quasi-orderings.

∃F ≤F Order

EFO ≤QF ⊆i
EPFO ̸= ≤PQF ̸= ⊆
EPFO ≤PQF �h
FO ≤FO →e

tools of classical Model Theory cannot apply in the finite, and explore
a (tiny portion of) the tool set of Finite Model Theory.

Finally, in Section 3.3, we will bridge the notion of preservation the-
orem to more combinatorial and topological areas of computer science,
namely the theory of well-quasi-orderings, and the notion of topolo-
gical compactness.

3.1. Classical Preservation Theorems

The goal of this section is to move from a simple list of examples
(Table 3.1) to an actual definition of a “preservation theorem,” which
is the central notion of this document.

In Table 3.1, the column considering a fragment of first-order logic is
well understood.4 However, it is unclear how to generically define “well-
behaved” quasi orderings on Struct(σ). While those quasi-orderings
were introduced in Chapter 2 (From Databases To First Order Logic
and Back) in terms of morphisms of structures in a very simple and dir-
ect fashion, they actually come from a generic family of “embeddings”
associated with a given fragment.

Definition 3.1.1. Let A,B ∈ Struct(σ) be two structures, and
F be a fragment of FO. An F-embedding f : A →F B is a map
f : dom(A) → dom(B) such that for every formula φ(x⃗) ∈ F, every
valuation ν : x⃗→ A, A, ν |= φ(x⃗) implies B, f ◦ ν |= φ(x⃗).

Example 3.1.2. A QF-embedding f between A and B is an in-
jective map such that for every relation symbol R ∈ σ, for every
a⃗ ∈ Aarity(R), a⃗ ∈ RA if and only if f (⃗a) ∈ RB.

That is, a QF-embedding is a map witnessing that A is an induced
substructure of B.

The introduction of F-embeddings naturally leads to a quasi-order
over Struct(σ) by stating that A ≤F B holds if and only if there
exists an F-embedding from A to B. Following Example 3.1.2, one
notices that we actually have a clear correspondence between frag-
ments {EFO,EPFO ̸=,EPFO } and their associated quasi-orderings in
Table 3.1, which is witnessed by Table 3.2. We took the liberty of
adding to this presentation the largest fragment, that is FO[σ] itself.
This is meaningful because it demonstrates how the classical notion of
“elementary embedding” naturally arises in this setting.

The preservation theorems listed in Table 3.1 are somehow incompar-
able with the “guarantees” that were given in Facts 2.3.10 and 2.3.14
and Definition 2.3.18, and asserted that a finite incomplete database
was definable in these fragments. Let us restate, to be exhaustive, what
this former completeness statement looked like.
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A

φ

ψ

Figure 3.1.: A model A of a first order
sentence φ that is preserved under
≤F, and a sentence ψ ∈ ∃F in pale yel-
low that contains A and is contained
in φ.

We did not define what a constant
symbol is: it is a symbol s, and every
structure A should associate a unique
element of the domain to the sym-
bol s. In particular, this symbol can
be leveraged in the logic, for instance
stating that ∃x.E(x, s).

Definition 3.1.3. Let σ be a finite relational signature, F be a frag-
ment of FO[σ], and A ∈ Struct(σ). A diagram sentence for A is a
first order sentence ∆F

A ∈ ∃F such that for all B ∈ Struct(σ)

B |= ∆F
A if and only if A ≤F B .

We will refine the notion of diagram sentence to consider free vari-
ables (hence the name, diagram “formula”). This other definition will
only be used once in this manuscript, namely in the proof of The-
orem 6.3.46.

Definition 3.1.4. Let σ be a finite relational signature, F be a frag-
ment of FO[σ], and A ∈ Struct(σ). A diagram formula for A is a first
order formula ∆̊F

A((xa)a∈A) ∈ F such that for all B ∈ Struct(σ)

B,ν |= ∆̊F
A if and only if (ν ◦ (a 7→ xa)) : A →F B .

Lemma 3.1.5. Let F ∈ {QF,PQF̸=,PQF }. For every A ∈ Fin(σ),
there exists a corresponding diagram sentence ∆∃F

A ∈ ∃F, and dia-
gram formula ∆̊F

A ∈ F.

Proof. Combine Facts 2.3.10 and 2.3.14 and Definition 2.3.18. ■

We are going to provide a generic proof of the preservation theorems
listed in Table 3.1 by showing that for every fragment F of first-order
logic, sentences preserved under ≤F over Struct(σ) are equivalent to
sentences in ∃F.

To that end, our first step is to provide a weak separation result: if a
structure A satisfies a first order sentence φ that is preserved under
≤F, there exists a sentence ψ ∈ ∃F that lies “between” A and φ, which
is depicted in Figure 3.1.

Up to this point, none of the fundamental theorems of first order logic
were used. It is time to introduce one of the main tools of the classical
Model Theory: the compactness theorem of first order logic. Unsurpris-
ingly, the statement of Theorem 3.1.7 contains references to “theories,”
which we swiftly define hereafter.

Definition 3.1.6. A first order theory T is a collection of first or-
der sentences. A structure A satisfies a theory T, written A |= T
whenever A |= φ for all φ ∈ T.

One concludes from Definition 3.1.6 that, semantically, a first order
theory is an arbitrary conjunction of first order sentences. In general,
such an arbitrary conjunction is not a first order sentence, and the
following theorem states that, even though it is not, it behaves as a
“limit” of sentences.
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We state the lemma as “foreign” even
though we could not find a reference
providing the result with this level
of generality, probably because it is
folklore.

Theorem 3.1.7 [15, Corollary 1.2.12]. Let σ be a (potentially in-
finite, and potentially with constant symbols) relational signature.
The following properties are equivalent for a theory T:

1. There exists A ∈ Struct(σ) such that A |= T.
2. For all T′ ⊆fin T, there exists A ∈ Struct(σ) such that A |= T′.

This is called the compactness theorem of first order logic.

An equivalent formulation of the compactness theorem of first order
logic can be given in terms of consistency. A theory T is said to be
consistent whenever there exists A ∈ Struct(σ) such that A |= T. In this
setting, the compactness theorem of first order logic can be restated
as: for all theory T that is not consistent, there exists a finite subset
T′ ⊆fin T that is not consistent.

Leveraging this theorem, we can prove our separation result, that is a
simple generalisation of the first step in the proofs classical preserva-
tion theorems [15, Section 5.2].

Lemma 3.1.8. Let F be a fragment of FO, φ be a sentence preserved
under F-embeddings, and A be a countable model of φ. There exists
a sentence ψ ∈ ∃F such that A |= ψ and ψ |= φ.

Proof. This requires the exceptional addition of constants, which will
not appear in the rest of this manuscript. Namely, we add a constant
ca for all a ∈ dom(A). In this extended signature σ′ defined as σ plus
the constants (ca)a∈dom(A), one can build the following theory:

T def
= {ψ[x 7→ cυ(x)] : ψ(x⃗) ∈ F ∧ A,υ |= ψ(x⃗) }

That is, the theory composed of first order sentences over the signature
σ′ that are obtained by collecting the F formulas, and naming the
variables using the constants ca of the extended language. Notice that
we transformed a first order formula into a first order sentence in this
process using the constants.

Let us now argue that the theory T ∪ {¬φ } is inconsistent. Indeed,
whenever B |= T, we can build B̂ for the model B without the ad-
ditional constants. Because B |= ¬φ, which does not contain the
additional constants, B̂ |= ¬φ. Furthermore, the map h that sends
a ∈ dom(A) to the interpretation of the constant ca in B is well-defined
from A to B̂, is an F-embedding by construction. As a consequence,
A ≤F B̂ and B̂ |= φ. This is absurd.

Using the compactness theorem of first-order logic, there exists a finite
subset of T′ ⊆fin T such that T′∪{¬φ } is inconsistent. Let us write ψ def

=

∃x⃗.
∧
θ∈T′ θ[ca 7→ xa], i.e., the existential closure of the conjunction

of the formulas in T′, obtained by transforming back the constants
(ca)a∈dom(A) into distinct variables (xa)a∈dom(A).

Notice that A |= ψ. Furthermore, for all B such that B |= ψ, there
exists a valuation ν such that B,ν |=

∧
θ∈T ′ θ[ca 7→ xa]. In particular,
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Beware that Theorem 3.1.9 does not
provide any information on the equi-
valent sentence. In particular, para-
meters such as the quantifier rank
can vastly differ between the original
sentence and the equivalent one.

5: That is, sentences of the form
∀x⃗.∃y⃗.ψ(x⃗y) where ψ ∈ QF.

6: In particular, one cannot simply
use the relation ⊆i, as it does not put
any constraint on the domain of the
relational structures.

The knowledgable reader might no-
tice that sentences preserved under
unions of chains are precisely those
defining closed subsets in the d-
topology associated with the order-
ing A ≤ B whenever dom(A) ⊆
dom(B) and RA ⊆ RB for every re-
lation symbol R ∈ σ.

one can assign to the constant ca the element ν(xa) to obtain a struc-
ture B̂ in the language extended with constants, such that B̂ |= T ′.
Finally, B̂ |= φ, which implies that B |= φ since φ does not use these
additional constants in the first place.

We have proven that there exists a sentence ψ ∈ ∃F such that A |= ψ

and ψ |= φ. ■

Theorem 3.1.9. Let F be a fragment of FO. The F-preservation
theorem states that every sentence φ preserved under F-embeddings
is equivalent to an ∃F sentence over Struct(σ).

Proof. Let us consider for every countable model A of φ a sentence
ψA ∈ ∃F such that A |= ψA and ψA |= φ, as provided by Lemma 3.1.8.

Let us write T def
= {¬ψA : A |= φ }. It is clear that T ∪ {φ } is incon-

sistent, hence there exists a finite subset T ′ ⊆fin T such that T ′ ∪ {φ }
is inconsistent. Therefore, φ ≡

∨
ψA∈T ′ ψA. This last first order sen-

tence is in ∃F because of the equivalence (∃x⃗.ψ1(x⃗)) ∨ (∃y⃗.ψ2(y⃗)) ≡C
∃x⃗.∃y⃗.ψ1(x⃗) ∨ ψ2(y⃗) up to α-renaming, and because F is closed under
∨. ■

Notice that Theorem 3.1.9 does not provide a concrete characterisa-
tion of the F-embeddings. In order to claim that this result generalises
Table 3.1, it remains to prove that the preorders correspond to their re-
spective notions of F-embeddings. This was done for specific instances
in Table 3.2.

An interesting example of preservation theorem that may seem out of
the reach of Theorem 3.1.9 is the Chang-Łoś-Suszko Theorem. This pre-
servation theorem is also important as an illustration of preservation
theorems that have quantifier alternation, and is particularly meaning-
ful in the database setting because the ∀∃QF sentences5 model most
of the constraints that one can place on a database [25]. For instance,
the constraint in Example 2.2.8 was of this shape.

We will first formally state the Chang-Łoś-Suszko theorem, and then
explain how a simple reformulation puts it on the tracks of Theorem 3.1.9.
The Chang-Łoś-Suszko theorem considers “unions of chains” of models,
that need to be carefully formalised.6

Definition 3.1.10 ([15, p. 140]). Let σ be a relational signature, α
be an ordinal. A chain of models of length α is a family (Aβ)β<α
of relational structures of Struct(σ), such that dom(Aβ) ⊆ dom(Aγ),
and RAβ ⊆ RAγ for all γ ≤ β < α and for every relation R ∈ σ.

The union of a chain, written
⋃
β<α Aβ is the relational structure with

domain the union
⋃
β<α dom(Aβ), and relations R

∪
β<α Aβ defined

as the union
⋃
β<αR

Aβ .
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[86]: Sankaran, Adsul, Madan,
Kamath and Chakraborty (2012),
‘Preservation under substructures
modulo bounded cores’
We will have another viewpoint in
the conclusion of the thesis, were we
will be interested in the ability to talk
about free variables. This is meaning-
ful because a sentence preserved un-
der ≤∀QF corresponds to a preserva-
tion under ≤QF over “pointed struc-
tures.”

Theorem 3.1.11 [15, Theorem 5.2.6]. A sentence ϕ is said to be
preserved under unions of chains if

⋃
β<α Ai |= ϕ for every chain

of models (Aβ)β<α of length α such that Aβ |= ϕ for every β <

α. The Chang-Łoś-Suszko Theorem states that first-order sentences
preserved under unions of chains are equivalent to ∀∃QF sentences.

The reformulation that follows is heavily inspired by the results of
[86], but we restate the results together with its proof using the newly
introduced language to keep this document self-contained.

Lemma 3.1.12 [86, Theorem 2]. Let φ ∈ FO be a first order sen-
tence. The following are equivalent:

1. φ is preserved under unions of chains,
2. ¬φ is preserved under ≤∀QF.

Proof. Let us first check that if φ ∈ ∀∃QF, then it is preserved un-
der unions of chains. For that, consider a chain of models (Aβ)β<α
for some ordinal α, such that Aβ |= φ for every β < α. Let us
define A

def
=
⋃
β<α Aβ , and prove that A |= φ. By assumption, φ =

∀x1 . . . xk, ∃y1, . . . , yl, θ(x⃗, y⃗) where θ is quantifier-free.

Let a1, . . . , ak ∈ A, by definition of A there exists i1, . . . , ik < α such
that a1 ∈ Ai1 , . . . , ak ∈ Aik . In particular, all the elements belong
to Ai, where i def

= max { i1, . . . , ik }. Now, Ai |= φ, hence there exists
b1, . . . , bl ∈ Ai such that Ai, (xj 7→ aj , yj 7→ bj) |= θ(x⃗, y⃗). Because θ is
quantifier-free and Ai ⊆i A, we conclude that A, (xj 7→ aj , yj 7→ bj) |=
θ(x⃗, y⃗), and we have proven that for all a⃗ ∈ Ak, there exists b⃗ ∈ Al

such that θ is satisfied, that is, A |= φ.

Let φ be preserved under unions of chains. Thanks to the Chang-Łoś-
Suszko theorem, there exists ψ ∈ ∀∃QF such that φ ≡Struct(σ) ψ. There-
fore, ¬φ ≡Struct(σ) ¬ψ ∈ ∃∀QF. This entails that ¬φ is preserved under
≤∀QF.

Conversely, let φ be a sentence such that ¬φ is preserved under for
≤∀QF. Leveraging Theorem 3.1.9, there exists ψ ∈ ∃∀QF such that
¬φ ≡Struct(σ) ψ. As a consequence, φ ≡Struct(σ) ¬ψ ∈ ∀∃QF, which as
mentioned in the beginning of the proof, is preserved under unions of
chains. ■

This nice presentation of preservation theorems hides two key points
in database theory: the first one (that will not be considered in this
manuscript) is that queries have parameters, the second one is that
databases are finite structures, and therefore we need for the results to
hold on the class of finite relational structures (or subclasses thereof).

3.2. Preservation Theorems do not Relativise

Because this section studies the relativisation of preservation theor-
ems, let us first define what “relativisation” means in this context. Let
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[81]: Rosen (1995), ‘Finite model the-
ory and finite variable logics’
[82]: Rosen (2002), ‘Some aspects of
model theory and finite structures’

[25]: Deutsch, Nash and Remmel
(2008), ‘The chase revisited’

The following example is developed
using rudimentary tools on purpose.
We will have finer and finer explan-
ation for the failure of the EFO-
preservation theorem in this manu-
script, but it is always useful to have
a suboptimal proof using only basic
knowledge.

C ⊆ Struct(σ) be a class of structures. The F-preservation theorem
relativises to C when, for every sentence φ that is preserved under
≤F when restricted to relational structures in C, there exists a sen-
tence ψ ∈ ∃F such that ψ is equivalent to ψ when restricted to C, i.e.,
φ ≡C ψ.

One might think that, because C contains fewer models than Struct(σ),
preservation theorems always relativise. However, it is not the case for
most of the fragments introduced so far, as witnessed in Table 3.3.
As a matter of fact, understanding to what extent preservation theor-
ems can be leveraged in the finite is a complex problem [81, 82], that
remains an active field of study [22].

This study is partially motivated by the implications of such results.
For instance, the termination of the Chase has deep connection with
the Homomorphism Preservation Theorem [25].

Name Relativises to Fin(σ)
H.P.T. yes [83]
Tarski-Lyndon no [5, Theorem 10.2]
Łoś-Tarski no [22, 56, 90]
dual Lyndon no [4, 89]
strong onto homomorphism no [12]
Chang-Łoś-Suszko no [86]

Table 3.3.: Classical preservation the-
orems and their relativisations to the
finite case. We have taken the liberty
of adding other classical preservation
theorems to the list to better convey
the feeling that the Homomorphism
Preservation Theorem is an outlier.

Finite Model Theory strikes back. Let us discuss the negative results
of Table 3.3 in the light of a simple example. Given a quasi ordering
≤ over a set X and a subset E ⊆ X, we define ↓≤E as the set {m ∈
X : ∃m′ ∈ E,m ≤ m′ }, this is the downward closure of E in X with
respect to ≤.

We are now going to introduce the main source of counterexamples in
this manuscript: finite cycles. Let σ def

= { (E, 2) }, we define Cycles to be
the class of finite undirected cycles in Fin(σ). Furthermore, we write
Cn for the finite cycle with n vertices. Notice that Ci 6⊆i Cj whenever
i 6= j ≥ 3.

Example 3.2.1. The Łoś-Tarski Theorem does not relativise to
↓⊆i

Cycles.

Proof. The sentence φ stating that every vertex is connected to at least
2 other vertices is expressible in FO[σ] as follows:

φ
def
= ∀x, ∃y1y2, E(x, y1) ∧ E(x, y2) ∧ y1 6= y2 .

Observe that if A ⊆i B, A ∈ Cycles and B ∈ Cycles, then A = B.
Furthermore, if A |= φ and A ∈ ↓⊆i

Cycles, then A ∈ Cycles.

As a consequence, whenever B ⊆i A, B |= φ, and A ∈ ↓⊆i
Cycles, we

have B = A, hence A |= φ. The sentence φ is therefore preserved under
⊆i when restricted to the class ↓⊆i

Cycles.
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7: And actually in Fin(σ).

A “simple cycle” is also called a
chordless cycle.

Assume by contradiction that there exists an existential sentence ψ

such that ψ ≡↓⊆i
Cycles φ. Without loss of generality, one can assume

that ψ = ∃x⃗.θ(x⃗) where θ(x⃗) ∈ QF.

If A ∈ ↓⊆iCycles and A |= ψ, then there exists a substructure A′ ⊆i A
of size at most |x⃗| that satisfies ψ: it suffices to restrict the domain of
A to the witnesses of the existential quantifiers of ψ. Remark that A′

remains in the same class ↓⊆i
Cycles.

As a consequence, the ⊆i-minimal models of ψ are of bounded size
in ↓⊆i

Cycles, hence there can only be finitely many of them. This is
absurd, because Cn is a ⊆i-minimal model of φ for all n ∈ N. ■

While Example 3.2.1 is convincing, it remains unclear why the proof
of Theorem 3.1.9 does not work in the finite. As per usual in computer
science, the breaking change does not occur in the displayed proof,
but in one of its dependencies: the compactness theorem of first order
logic.

For a short illustration of the failure of the compactness theorem in the
case of C def

= ↓⊆i
Cycles, it suffices to consider the sentence ψn stating

that there exists more than n elements. The theory {ψn : n ∈ N } has
no model in C,7 but every finite subset has a model in C.

Because we lost the main tool that was used twice to prove The-
orem 3.1.9, one might now be surprised (but in the other direction
this time) that the Homomorphism Preservation Theorem relativises
to Fin(σ) in Table 3.3.

A new hope. There are numerous classes of structures for which
preservation theorems relativise. And a first simple example is to con-
sider classes C ⊆fin Fin(σ), i.e., finite classes of finite structures. Let
us sketch the proof that preservation theorems naturally relativise to
such classes.

Fact 3.2.2. Let σ be a finite relational signature, and C ⊆fin Fin(σ)
be a finite set of finite structures. Then, the Łoś-Tarski Theorem
relativises to C.

Proof. Let φ ∈ FO[σ] be preserved under ⊆i over C. Let S be the set
of models A ∈ C such that A |= φ.

Because C is finite, the sentence ψ
def
=
∨

A∈S ∆
EFO
A is an existential

sentence. Furthermore, if B |= φ, then B ∈ S, hence B |= ψ.

Conversely, if B |= ψ, there exists A ∈ S such that B |= ∆EFO
A . As a

consequence, A ⊆i B, and A |= φ, which implies that B |= φ since φ
is preserved under ⊆i. ■

The immediate consequence of Fact 3.2.2 is that whether a preserva-
tion theorem relativises or not to a given class C is a non-monotone
property: preservation theorems are true for Struct(σ), fail to relativ-
ise Fin(σ) most of the time, and do relativise for finite classes of finite
structures (at least for F ∈ {EFO,EPFO ̸=,EPFO }, where diagram sen-
tences exist).
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Tait [90]

Ajtai and Gurevich [4]

Ajtai and Gurevich [5]

Dawar and Sankaran [22]

Kuperberg [66]

Chen and Flum [16]

Ding [27]

Atserias, Dawar and Kolaitis [7]

Atserias, Dawar and Grohe [6]

Rossman [83]

Daligault, Rao and Thomassé [19]

Sankaran, Adsul and Chakraborty [84]

Negative relativisation Positive relativisation

Figure 3.2.: A short history of preservation results considering FO[σ]. Negative results are placed on the left-hand side of the
timeline, while positive results are placed on its right-hand side.

8: It is a minimal element for ≤F
over C.

Therefore, the landscape of relativisation will somehow look like an
onion, with layers of classes trying to balance the two opposing vari-
ances in the statement of a preservation theorem: the more models
you get, the less likely you are to be preserved under a given preorder,
but the more complicated it is to produce an equivalent sentence. On
that scale, preservation theorems over Struct(σ) hold because “it is
very hard to be preserved under ≤F,” while preservation theorems will
relativise to finite classes of finite structures because “it is very easy
to find equivalent sentences in ∃F.”

A duel of fates. The relativisation problem is non-trivial, and there
has been a vast literature dedicated to understand both positive and
negative results. We provide a brief and incomplete history of this
line of research in Figure 3.2. It is quite interesting to notice that the
authors of negative and positive examples are mostly disjoint, which
can be explained by the difference in the required tool sets.

We will not focus too much on the details of Figure 3.2, because the
specific statements will be introduced in a call-by-need fashion in the
rest of the document.

Typical proof of non-relativisation. Let us go back to our first “simple
proof” of non-relativisation that was done in Example 3.2.1. This is a
prototypical example that will help us introduce the notions leveraged
in the literature.

A key ingredient in Example 3.2.1 was the notion of “minimal model”
of a given sentence φ over a class C, that is, the models A ∈ C such
that A |= φ and such that for all B ≤F A, if B |= φ, then A ≤F B. We
say that such a model is a F-minimal model of φ.8
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9: Beware that this set could be
empty even though JφKC is not, i.e., φ
may not have minimal elements. This
will however not happen for reason-
able quasi-orders on Fin(σ).

Item 1 is another way of stating the
equivalence φ ≡C ψ.
It is necessary to consider finiteness
up to the equivalence relation in
Item 2, as the fragment F def

= {>,⊥}
will immediately illustrate.

[83]: Rossman (2008), ‘Homomorph-
ism preservation theorems’

10: We define the upward closure of
a subset S ⊆ X with respect to a
quasi-order ≤ similarly as the down-
ward closure via: ↑≤S

def
= {m′ ∈

X : ∃m ∈ S.m ≤ m′ }.

Typically, sentences in ∃F will be described using finitely many of those
F-minimal models, which provides a semantic counterpart to the oth-
erwise syntactic presentation of the fragments.

To have a better grasp on the objects at hand, let us introduce the nota-
tion JφKC to represent the collection of A ∈ C such that A |= φ. Using
this notation, the set of ≤F-minimal models is simply min≤FJφKC .9. Let
us also say that a subset S ⊆ C is first order definable whenever there
exists a sentence φ ∈ FO[σ] such that S = JφKC .

A folklore result that is leveraged throughout both the positive and
negative relativisation proofs is the following semantic characterisa-
tion.

Lemma 3.2.3 (folklore). Let σ be a finite relational signature, F ∈
{EFO,EPFO ̸=,EPFO }, and C ⊆ Fin(σ) such that C = ↓≤FC. Then,

for all φ ∈ FO[σ] the following are equivalent:

1. There exists ψ ∈ ∃F such that JψKC = JφKC ,
2. The set min≤FJφKC of ≤F-minimal models for φ is finite up to

≤F-equivalence.

Furthermore, Item 2 implies Item 1 even when C is not downwards
closed.

In the light of Lemma 3.2.3, a typical proof of non-relativisation starts
by considering a class C of finite structures that is downwards closed,
i.e., such that C = ↓≤FC. This is precisely the reason why ↓⊆iCycles
was considered in Example 3.2.1.

Beware that in Lemma 3.2.3 the hypothesis that C is downwards closed
is necessary for the implication Item 1 ⇒ Item 2 to hold. This is
illustrated in the following example.

Example 3.2.4. The sentence > is an existential sentence that has
infinitely many non-equivalent ⊆i-minimal models in Cycles.

Because the orderings ⊆i, ⊆, and �h are abundantly used in the
literature, specific names for their respective notions of “downwards
closed classes.” A class C that is downwards closed for �h is called
co-homomorphism closed in [83, Section 7.1.2 on page 50]. A class C
that is downwards closed for ⊆ is called monotone. Finally, a class C
that is downwards closed for ⊆i is called hereditary.

The next step to disprove relativisation over a given subclass C is to
produce a sentence φ ∈ FO[σ] such that JφKC has infinitely many non-
equivalent minimal models, but is preserved under ≤F. In terms of
subsets, this means finding a first order sentence φ such that JφKC is
upwards closed: ↑≤FJφKC = JφKC .10

Concretely, this search focuses on finding large subsets S of structures
such that ∀A 6= A′ ∈ S, A 6≤F A′, and A′ 6≤F A. This kind of subsets is
commonly known as an antichain for ≤F. We will often use the notation
a ⊥≤ b as a shorthand for ¬(a ≤ b) ∧ ¬(b ≤ a).
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[90]: Tait (1959), ‘A counterexample
to a conjecture of Scott and Suppes’

11: Which is by now a recurrent
source of counter examples.

12: We have used x = y ∨ y = x+ 1

as a shorthand notation for the sen-
tence ∀z.(x ≤ z ≤ y) ⇒ (z = y ∨ z =

x). Similarly, we used minx to de-
note ∀z.x ≤ z, and max y to denote
∀z.z ≤ y.
13: Because Fin(σ) is downwards
closed for ⊆i inside Struct(σ).
14: We write ↑⊆i

S for the upward
closure of S with respect to ⊆i,
but did not specify in which “super-
set” the upward closure is considered.
Here, we implicitly consider the up-
ward closure with respect to ⊆i in-
side the class Fin(σ).

15: This will be the case in Subsec-
tion 4.3.1.

[16]: Chen and Flum (2021), ‘Forbid-
den Induced Subgraphs and the Łoś-
Tarski Theorem’
[66]: Kuperberg (2021), ‘Positive
First-order Logic on Words’

Example 3.2.5. Whenever i 6= j ≥ 3, Ci ⊥⊆i
Cj .

Let us provide a complete example of this technique by restating the
original non-relativisation result of [90] where the different steps are
clearly highlighted.

Theorem 3.2.6 [90]. Let σ be the finite relational signature com-
posed by two binary relation symbols (R1, 2), (R2, 2). The Łoś-
Tarski Theorem does not relativise to Fin(σ).

Proof Scheme. We start by an informal construction, that you can
skip if you don’t like informal introductions. Let Ln be a finite total
ordering with n elements, and LinOrd be the collection of such linear
orderings. We will turn Ln into a cycle11 for the relation R2 by defining
R2 as the successor-or-equal relation associated with ≤, plus the edge
connecting the maximal element of Ln with the least element of Ln.

Formally, let us define the FO-interpretation I : LinOrd → Fin(σ) with
domain φdom(x)

def
= >, φR1

(x, y)
def
= x ≤ y, and φR2

(x, y)
def
= (x =

y) ∨ (y = x+ 1) ∨ (min y ∧ maxx).12

It is immediate that the image Im(I) of LinOrd is an infinite antichain
for ⊆i. Leveraging Lemma 3.2.3,13 it suffices to propose a first order
sentence φ ∈ FO[σ] such that ↑⊆i

Im(I) = JφKFin(σ) to conclude the
desired non-relativisation.14

A structure A ∈ Fin(σ) contains I(Ln) for some n as an induced sub-
structure if and only if there exists (x, y) ∈ A, such that R1 defines a
total ordering ≤ between x and y, R2(y, x) holds in A, and R2 is the
successor-or-equal relation for element between x and y, except for the
pair (x, y). All of this is expressible in FO[σ]. ■

Theorem 3.2.6 serves as an illustration of a more general proof scheme,
that has been instantiated with various levels of technicality: the corres-
pondence between a semantic characterisation and a first order defin-
able subset may be highly non-trivial.15

Furthermore, the technique can be generalised to not only obtain non-
relativisation results, but also obtain undecidability properties [16, 66].
One way to obtain such theorems is to encode a grid-like structure
instead of cycles, where the runs of a Turing machine can be encoded.
In this setting, deciding whether a sentence φ is equivalent to a sen-
tence ψ in the desired fragment ∃F amounts to checking the emptiness
of JφKFin(σ), which corresponds to the Turing machine not having a
finite run. This paragraph is purposely vague, because such techniques
will be explained and developed in Chapter 4 (Locality and Preserva-
tion).
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[83]: Rossman (2008), ‘Homomorph-
ism preservation theorems’

Typical proof of relativisation. Let us now turn our attention to the
positive side of Figure 3.2. The typical proof in these case leverages
the semantic characterisation using minimal models of Lemma 3.2.3,
but also the expressiveness of the fragments in the finite described by
Lemma 3.1.5.

Concretely, one proves that every first order sentence φ that is pre-
served under F-embeddings has the semantic property of having fi-
nitely many non ≤F-equivalent minimal models. Then, an equivalent
sentence in ∃F is obtained as follows:

φ ≡
∨

A∈min≤F JφKC
∆∃F

A .

Example 3.2.7. Let us define Paths to be the collection of finite un-
directed paths, and Pn to be a finite undirected path with n vertices
for n ≥ 1. Then, the Łoś-Tarski Theorem relativises to Paths.

Proof. Notice that (Paths,⊆i) is order-isomorphic to (N,≤). We use
the proof scheme mentioned above: a sentence φ has at most one min-
imal model for ⊆i because all paths are comparable. ■

Now, the big question is of a combinatorial nature: how does one con-
trol the shape/number of ≤F-minimal models of a given first order
sentence? There are three main answers in the literature:

▶ Understand the combinatorial nature of ≤F (for a degenerate
example, ⊆i on Paths which was illustrated in Example 3.2.7)
[19, 27].

▶ Understand the combinatorial nature of subsets definable FO[σ]

(for a degenerate example, FO[σ] on finite classes of finite struc-
tures, which was illustrated in Fact 3.2.2) [6, 7].

▶ Understand the interplay between ≤F and FO[σ] [83].

The typical combinatorial tool will be the notion of well-quasi-ordering
which will be explored in Chapter 6 (Logically Presented Spaces), while
the logic approach will usually leverage of the Gaifman Locality The-
orem and will be explored in Chapter 4 (Locality and Preservation).
For completeness, we also list the proof scheme developed by Rossman
that lies at the frontier of the two extreme approaches. This interplay
is materialised by an attention to the quantifier rank of the involved
formulas.

One of the main ideas of [83] is to take a dual point of view and trans-
form the existence of F-embeddings between structures into inclusion
of their theories. This is materialised by the following Lemma 3.2.8,
which then allows us to “stratify” embeddings.

For that, let us associate a theory to every structure as follows Th(A)
is defined as the set of all first order sentences φ ∈ FO[σ] such that
A |= φ.

Lemma 3.2.8. Let σ be a finite relational signature, F a fragment
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16: Note that the existence of hi
as a function relies on the fact that
x1 = x2 is expressible in every
first order fragment. Otherwise, one
would simply obtain a correspond-
ence which is not enough to conclude.

17: We use the fact that we can ar-
bitrarily rename free variables of for-
mulas in F. Indeed, it may be that
υ′(y1) = υ′(y2) = a for some y1 6=
y2 ∈ y⃗ and a ∈ A, in which case we
are introducing a name clash by map-
ping both y1 and y2 to xa.

of FO[σ], and A,B ∈ Fin(σ). Then,

A ≤F B ⇐⇒ Th(A) ∩ ∃F ⊆ Th(B) ∩ ∃F

Proof. The only hard part is going from a theory inclusion to build an
embedding. Let x⃗ def

= (xa)a∈A, and υ : xa 7→ a. Because F is countable,
let us enumerate its formulas (ϕi(y⃗i))i∈N ∈ FN such that y⃗i ⊆ x⃗ and
such that A,υ |= ϕi. Now, consider ψi

def
= ∃x⃗.

∧
j≤i ϕi. By definition,

ψi ∈ ∃F, and A |= ψi. Hence, ψi ∈ Th(A) ∩ ∃F.

As a consequence, B |= ψi, and this provides a map16 hi : A → B,
that sends the existential witnesses of ψi in A to their counterpart in
B, and sends every other point of A to some element in B (this is
possible because B is non-empty).

Now, there are but finitely many maps from A to B. As a consequence,
there exists i ∈ N such that hi = hj for infinitely many j ∈ N. Let
us prove that hi is an F-embedding. Let θ(y⃗) in F, and υ′ : y⃗ → A be
such that A,υ′ |= θ(y⃗). Because free variables in formulas of F can
be renamed, the formula θ′

def
= θ[y 7→ xυ′(y)] belongs to F.17 Then,

A,υ |= θ′, whose free variables are in x⃗. As a consequence, there exists
k ∈ N such that ϕk = θ′(x⃗). Furthermore, there exists a j > k such that
hi = hj . By construction of hj , B, hj ◦ υ |= ϕk. Therefore, B, hi ◦ υ |=
θ[y 7→ xυ′(y)], and we conclude that B, hi ◦υ′ |= θ(y⃗). We have proven
that hi is a F-embedding.

We have proven that A ≤F B. ■

Lemma 3.2.8 allows us to refine the ordering ≤F by considering theories
up to a certain quantifier rank. Let us write (F)rk≤q for the restriction
of F to first order formulas of quantifier rank at most q.

This leads to the definition of A ≤F
q B as Th(A)∩(∃F)rk≤q ⊆ Th(B)∩

(∃F)rk≤q, which is meaningful because of the following remark.

Lemma 3.2.9. Let σ be a finite relational signature, C ⊆ Fin(σ) be a
class of finite structures, F be a fragment of FO[σ], a quantifier rank
q ∈ N, and φ be a first order sentence. The following are equivalent:

▶ The sentence φ is equivalent over C a finite positive Boolean
combination of sentences in (∃F)rk≤q,

▶ The sentence φ is preserved under ≤F
q over C.

Proof. If φ is equivalent to a sentence in (∃F)rk≤q, then in particular
it is preserved under ≤F

q.

Conversely, assume that φ is preserved under ≤F
q. Let A ∈ C such that

A |= φ. Notice that (∃F)rk≤q contains finitely many non-equivalent
sentences. Let us write ψA for the (finite) conjunction of a choice
of representatives of the equivalence classes of Th(A) ∩ (∃F)rk≤q. By
construction, ψA is a positive Boolean combination of sentences in
(∃F)rk≤q. We argue that φ ≡C

∨
A|=φ ψA, and that the disjunction is

finite. The latter holds because there are finitely many non-equivalent
sentences in (∃F)rk≤q, hence finitely many non-equivalent conjunctions
of finitely many sentences in (∃F)rk≤q. Furthermore, if A |= φ, then
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[83]: Rossman (2008), ‘Homomorph-
ism preservation theorems’

A B

A′ B′

≤F
q

≤F ≤F

≤FO
q′

Figure 3.3.: The combinatorial
lemma of Rossman leading to
the Homomorphism Preservation
Theorem

In the original paper [83, Corollary
5.14], the lemma is stated using the
equivalence relations induced by ≤F,
≤Fq , and ≤FO

q rather than the order-
ings themselves. However, it immedi-
ately implies Lemma 3.2.10.

x0 x1 · · · xi · · · xj · · ·

≤

Figure 3.4.: Graphical representation
of an increasing pair in a good se-
quence.

A |= ψA by construction. Lastly, if B |= ψA for some A |= φ, then
Th(A)∩ (∃F)rk≤q ⊆ Th(B)∩ (∃F)rk≤q, and B |= φ. We have effectively
rewritten φ as a finite positive Boolean combination of sentences in
(∃F)rk≤q. ■

We now have the necessary tools to understand the main combinatorial
lemma from [83] that relates ≤F and the notion of quantifier rank in
the specific case of F def

= EPFO.

Lemma 3.2.10 [83, Corollary 5.14]. Let σ be a finite relational
signature, and q′ ∈ N. There exists a q ∈ N, such that for all A,B ∈
Fin(σ) satisfying A ≤EPFO

q B, there exists A′,B′ ∈ Fin(σ) such that:

1. A ≤EPFO A′,
2. B′ ≤EPFO B,
3. A′ ≤FO

q′ B′.

A graphical depiction of Lemma 3.2.10 is given in Figure 3.3. No-
tice that it implies the relativisation of the Homomorphism Preser-
vation Theorem to Fin(σ). Indeed, let φ be a first order sentence
that is preserved under �h; since φ has a given quantifier rank q′

def
=

rk(φ), one can leverage Lemma 3.2.10 to conclude that φ is preserved
under ≤EPFO

rk≤q: hence equivalent to some EPFOrk≤q sentence by
Lemma 3.2.9.

All of these three approaches are an invitation to a formalisation and
generalisation. This is what we will try to explore in the upcoming
section.

3.3. Order and Topology

This section connects the study of typical proofs carried out in Section
3.1 (Classical Preservation Theorems) and Section 3.2 (Preservation
Theorems do not Relativise) to well established fields of computer sci-
ence and mathematics: well-quasi-orderings and Noetherian spaces.

We will start by exploring the proof schemes that were described when
dealing with classes of finite structures, and connect the combinatorial
properties of JφK with the notion of well-quasi-order.

Later, we will explore the meaning of the compactness theorem of first
order logic in classes of structures C ⊆ Struct(σ), which will lead us
towards the language of topology.

3.3.1. The Finite Case: Well Quasi Orderings

Because the typical study carried out to understand whether a given
preservation theorem relativises to a given class uses so-called “minimal
models”, we can ask ourselves what kind of properties this enforces on
the ordering ≤F. We argue that this place us in a setting that is very
similar to the one of well-quasi-orders that we introduce hereafter.
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Figure 3.5.: Every infinite sequence
in N2 with the pointwise ordering is
good. We describe an example of a
bad sequence in N2 and colour in or-
ange the regions of N2 that are forbid-
den if one wants to continue building
a bad sequence.

18: For instance, the sequence of
cycles for ⊆i.

Definition 3.3.1. Let (P,≤) be a quasi-order. A sequence (xn)n∈N ∈
PN is good whenever there exists i < j such that xi ≤ xj .

A quasi-ordered set (P,≤) is well-quasi-ordered if every sequence
(xn)n∈N of elements in P is good.

By calling a sequence bad whenever it is not good, well-quasi-orderings
are equivalently defined as having no infinite bad sequences.

Example 3.3.2. The set N2, equipped with the pointwise ordering,
is a well-quasi-order. This is illustrated in Figure 3.5, where we give
a feel of why one cannot indefinitely choose elements that are not
above the previous ones in N2.

The theory of well-quasi-orders (abbreviated as wqo as of now), is a
slight restriction of the maybe more familiar notion of well-founded
orderings. When dealing with quasi-orders, it is not only important
to control the decreasing sequences, but also to control sequences
of elements that are incomparable, that is, antichains. The following
Lemma 3.3.3 precisely states this connection.

Lemma 3.3.3. Let (P,≤) be a quasi-ordered set. The following are
equivalent:

1. (P,≤) is a well-quasi-ordering,
2. The following infinite sequences do not occur in P : infinite

antichains, and infinite decreasing sequences.

There is an immediate connection between Lemma 3.3.3 and the proof
schemes to study the relativisation of preservation theorems to classes
of finite structures. Recall that a key ingredient was the study of in-
finite antichains18 and answering the question of whether or not such
antichains were definable.

We can actually get closer to our original interests by leveraging an-
other characterisation of well-quasi-orders in terms of upwards closed
sets.

Lemma 3.3.4. Let (P,≤) be a quasi-order. The following are equi-
valent:

1. (P,≤) is a wqo,
2. For all upwards closed subsets H of P , there exists S ⊆fin H

such that ↑≤S = H.

The above Lemma 3.3.4 is almost the statement that we used when
studying preservation theorems via Lemma 3.2.3: sentences in ∃F as
those being described via finitely many minimal models!

We have now a first “logic-free” way to prove the relativisation of pre-
servation theorems: prove that the class (C,≤F) is a well-quasi-order.
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[19]: Daligault, Rao and Thomassé
(2010), ‘Well-Quasi-Order of Relabel
Functions’
[59]: Higman (1952), ‘Ordering by di-
visibility in abstract algebras’
[64]: Křı́ž and Thomas (1990), ‘On
well-quasi-ordering finite structures
with labels’
[65]: Kruskal (1972), ‘The theory of
well-quasi-ordering: A frequently dis-
covered concept’
[1]: Abdulla, Čerāns, Jonsson and
Tsay (1996), ‘General decidability
theorems for infinite-state systems’
[35]: Finkel and Schnoebelen (2001),
‘Well-structured transition systems
everywhere!’
[53]: Goubault-Larrecq, Seisenberger,
Selivanov and Weiermann (2016),
‘Well Quasi-Orders in Computer Sci-
ence (Dagstuhl Seminar 16031)’
19: Because the lemma only
provides a sufficient condition, it
cannot be used to explain negative
relativisation results.
[27]: Ding (1992), ‘Subgraphs and
well-quasi-ordering’
20: For better compatibility with un-
ary predicates, we consider “labels”
rather than “colours” but the two are
as expressive.

1 2 3 4 5 6 7 8

1 2 3 4 5 6

Figure 3.6.: Illustration of the im-
possibility to embed a path with 6
vertices into a path with 8 vertices
when their endpoints are coloured.
To build an embedding, one must
send 1 and 6 of P6 to the endpoints of
P8, and this leads to a contradiction
because there will be at least one pair
of consecutive nodes in P6 that are
not consecutive in P8. We coloured
the endpoints in blue, a potential em-
bedding in thick red, and the contra-
diction arises from the presence/ab-
sence of the thick dashed yellow arcs.

Lemma 3.3.5 (folklore). Let σ be a finite relational signature, F ∈
{EFO,EPFO ̸=,EPFO }, and C ⊆ Fin(σ) be such that (C,≤F) is wqo.

Then, the F-preservation theorem relativises to C.

Proof. Let φ ∈ FO[σ] be preserved under ≤F over C. This precisely
means that JφKC is upwards closed in C. Because C is a wqo, there
exists S ⊆fin C such that JφKC = ↑≤FS. Then, Lemma 3.2.3 provides a
ψ ∈ ∃F such that JψKC = JφKC , and we have concluded. ■

Let us briefly place well-quasi-orderings in a historical context before
continuing our journey. As a combinatorial tool, well-quasi-orderings
appear frequently in varying fields of computer science, ranging from
graph theory to number theory [19, 59, 64, 65]. Well-quasi-orderings
have also been highly successful in proving the termination of verific-
ation algorithms, where one of their critical application is to the veri-
fication of infinite state transition systems, via the study of so-called
Well-Structured Transition Systems (WSTS) [1, 35, 53].

Classes of models that are wqo. Let us now explore to which extent
Lemma 3.3.5 explains the successes in proving the relativisation of
preservation theorems in the finite.19

Remark that for ≤ ∈ { ⊆i,⊆ }, the set (C,≤) is well-founded as soon
as C ⊆ Fin(σ). Therefore, the question of being a wqo boils down to
the behaviour of antichains for these quasi-orders.

The specific case of finite graphs has been investigated by Ding already
in 1992, where he provided a characterisation of monotone classes of
graphs that are wqo for ⊆i (resp. ⊆) [27, Theorem 2.7]. However, the
provided characterisation in terms of forbidden subgraphs does not
work in the presence of colours or directed edges, and fails a fortiori
for general relational structures.

Let us formally define what we mean by “colouring” structures.20 Let
σ be a finite relational signature, L be a finite set of labels, and C ∈
Struct(σ) be a class of structures. One can build the class Lab(L, C) of
structures in C labelled by elements in L as a subset of Struct(σ ] L)
obtained by freely assigning the unary predicates in L to elements in
structures of C.

Example 3.3.6. The class Paths of finite paths is wqo for ⊆i, but
Lab(L,Paths) is not as soon as |L| ≥ 1.

Proof. The class (Paths,⊆i) is isomorphic to (N,≤) which is wqo. How-
ever, the sequence of paths with labelled endpoints is an infinite anti-
chain for ⊆i in Lab({B },Paths), as explained in Figure 3.6. ■

In order to talk about signatures beyond finite graphs and unary pre-
dicates, let us leverage the notion of tree-depth that was already men-
tioned when defining ⊆i in Definition 2.3.20.
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[27]: Ding (1992), ‘Subgraphs and
well-quasi-ordering’

There is a slight overloading of nota-
tions when talking about monotone
classes of finite undirected graphs. In
graph theory, a subgraph of an un-
directed graph cannot be a directed
graph, while our definition of finite
graphs as elements in Fin({ (E, 2) })
allows such behaviour. Hence, a
monotone class of finite graphs must
be empty using our definition, which
is avoided by the common definition
of a monotone class of undirected
graphs as the restriction of a mono-
tone class of directed graphs to those
that are undirected. Note that there
was no confusion about hereditary
classes of undirected graphs, as a in-
duced substructure of an undirected
graph is undirected too.

The formal proof of Lemma 3.3.10
does not fit in the margin. The only
difficult implication in Lemma 3.3.10
is to go from an unbounded tree-
depth to an antichain for ⊆. The idea
is that for a monotone class of struc-
tures with relations of arity at most k,
one can prove by induction on n that
a structure with tree-depth at least
k×n must contain some sort of long
“path of cliques,” as a substructure
for a good definition of “path” and
“clique.” Adding colours automatic-
ally leads to an infinite antichain.

[19]: Daligault, Rao and Thomassé
(2010), ‘Well-Quasi-Order of Relabel
Functions’

Definition 3.3.7. Let σ be a finite relational signature. A class
C ⊆ Fin(σ) of structures has bounded tree-depth if and only if there
exists m ∈ N such that td(A) ≤ m for all A in C.

A first result present in Figure 3.2 is [27, Theorem 2.6], that character-
ises monotone classes of finite graphs that are well-quasi-ordered for
⊆ and ⊆i, when allowing colourings. We restate the theorem in terms
of classes of finite structures which is an immediate generalisation.

Let σ be a finite relational signature, L be a non-empty finite set
of labels, and C be a monotone class of finite structures. Then, the
following are equivalent:

Theorem 3.3.8 [27, Theorem 2.6]. The following are equivalent for
a monotone class C of finite undirected graphs.

1. C has bounded tree depth,
2. (Lab(L, C),⊆) is wqo,
3. (Lab(L, C),⊆i) is wqo.

While Theorem 3.3.8 only considers classes of undirected graphs, it can
be lifted to monotone classes of finite structures over a finite relational
signature, because of the lemma in [27, Lemma 2.5].

Fact 3.3.9. Let σ be a finite relational signature, let C ⊆ Fin(σ) be
a class of finite structures, and L be a finite set of labels. If C has
bounded tree-depth, then (Lab(L, C),⊆i) is a well-quasi-order.

We do not know if the following lemma is really folklore, but it is
not really difficult to prove. However, at is it not central to the study
carried out in this manuscript, we only give a brief intuition of the
proof in the margin.

Lemma 3.3.10. Let σ be a finite relational signature, let C ⊆ Fin(σ)
be a hereditary class of finite structures, and L be a finite set of labels
with |L| ≥ 1. The following are equivalent:

▶ C has bounded tree depth,
▶ (Lab(L, C),⊆) is wqo,
▶ (Lab(L, C),⊆i) is wqo.

This only studies monotone classes of structures, but recent results
on hereditary classes have been provided by [19, Theorem 3], that
provides a criterion for tree-generated classes of graphs to be wqo with
respect to ⊆i. These results that connect the property of being wqo to
structural properties of the class of graph (having bounded something)
are recapitulated in Figure 3.7. This illustrates how the wqo approach
quickly reaches its limits: while structural properties such as having
bounded clique-width, or bounded tree-width are ordinarily indicators
of a favourable ground for finite model theory to thrive, only degenerate
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Figure 3.7.: Classes of (coloured)
graphs that are structurally simple
thanks to having tree decompositions
of a specific shape. In green, the
classes that are known to be well-
quasi-ordered for ⊆i.
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In its usual formulations with “col-
ourings,” the conjecture is formu-
lated as the equivalence between be-
ing ∞-wqo and being “2-wqo.”

versions of these tree decompositions imply a property of well-quasi-
ordering.

Another structural approach to the complexity of graph classes is the
research program started by Nešetřil and Ossona de Mendez that stud-
ies the “sparsity” of the graph classes, with a taxonomy described in
Figure 3.8. In this classification too, the realm of wqo is limited to a
tiny subset of the classes of graphs that are considered as “simple.”

Let us conclude this introduction to well-quasi-orderings by a useful
definition that leads to two (unsolved) conjectures.

Definition 3.3.11. Let σ be a finite relational signature, and C ⊆
Fin(σ). The class C is ∞-wqo for ⊆i if and only if (Lab(L, C),⊆i) is
wqo for all finite L.

Conjecture 3.3.12 (Pouzet’s Conjecture). A class C of finite graphs
is ∞-wqo if and only if (Lab({P }, C),⊆i) is wqo, where P is an ar-
bitrary symbol.

There are good reasons for me to believe that the above conjecture can
be strengthened by considering classes of structures, and explicitly en-
coding the infinite antichain of Cycles. The conjecture is due to Sylvain
Schmitz.

Conjecture 3.3.13 (Sylvain’s Conjecture). Let σ be a finite rela-
tional signature, and C ⊆ Fin(σ). The class C is not ∞-wqo if and
only if there exists an infinite subset S ⊆ Cycles, a finite set L, and a
first order interpretation I : Lab(L, C) ↠ S such that I is monotone.
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Tree Depth

Bounded
Tree Width Figure 3.8.: What is known for wqo

and preservation theorems with re-
spect to the usual sparse classes that
are hereditary. Beware that sparse
“classes” depicted here are collections
of classes of graphs. Arrows repres-
ent strict collection inclusion. Collec-
tions that are in the lower green rect-
angle contain classes that are well-
quasi-ordered for ⊆i, and the others
contain at least one class of graphs
that is not well-quasi-ordered for ⊆i.
Under the extra assumption that the
classes are stable under disjoint uni-
ons, all the sparsity properties im-
ply the relativisation of the Homo-
morphism Preservation Theorem [7,
20], and having bounded degree im-
plies that the relativisation of the
Łoś-Tarski Theorem [6].

We warn the reader that the topolo-
gical approach will not provide more
information than the one using well-
quasi-orders at the end of this sec-
tion. However, we will gain intuitions
and a better vocabulary to go beyond
what was done using wqos.

3.3.2. The Infinite Case: Compactness.

Because of the limitations of “completely ignoring the logic” that the
study of wqos imply, let us explore a different approach and try to get
back the main tool that was missing and ask the following question:
when does the compactness theorem of first order logic relativise to
classes of finite structures?

To that end, let us first define the notion of compactness, for which we
need to introduce a few notions of basic topology.

Definition 3.3.14. A topological space is a pair (X, τ) where τ ⊆
P(X), τ is stable under finite intersections and τ is stable under
arbitrary unions.

In particular, τ must contain both ∅ and X, the first one being the
empty union, and the second one being the empty intersection inside
the complete lattice P(X).

In a topological space (X, τ), the elements of τ are called open subsets
while their complements are said to be closed subsets.
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21: Recall that we assume suitable
cardinality restrictions so that the
class is actually a set, and so is its
powerset.
22: That is, the set of JφKC where φ
ranges over sentences of FO[σ].
23: Which is therefore a coarser to-
pology

24: When τ is obtained by only con-
sidering arbitrary unions of elements
in B, we say that B is a basis of τ.
But this will not play a role in this
document.

25: This is the topological transla-
tion of Lemma 3.2.8.

Perhaps the most striking difference between topological spaces and
the previously encountered algebraic structures such as quasi-ordered
sets, is the former’s “second order” nature. However, this is particularly
adapted to the study of first order logic, as a first order sentence defines
a subset of C via the map φ 7→ JφKC .

From a logic to a topology. It is tempting to define over a class21

C ⊆ Struct(σ) a topology defined as τ
def
= JFO[σ]KC .22 This would be

the “definable topology.” Similarly, one could define, given a fragment
F the topology JFKC that contains fewer open subsets.23

However, the above paragraph is nonsensical, as none of the claimed
topologies are actual topologies. While it is true that JFO[σ]KC is closed
under finite intersections, finite unions, contains C and contains ∅, this
set is in general not closed under arbitrary unions.

This is a common problem when defining a topology over a given set,
which we tackle as follows. For every set X and collection of subsets
B ⊆ P(X), one can construct the topology generated by B as the smal-
lest topology on X containing B, which we write 〈B〉topo. This topology
coincides with the one containing arbitrary unions of finite intersec-
tions of subsets in B. We say that B is a subbasis of τ when τ is the
topology generated by B.24

Let us provide an example of topological space obtained through a
subbasis that may be more familiar to the reader.

Example 3.3.15. The set R of real numbers has a natural topology
generated by the open intervals ]a,b[ for a < b ∈ R.

In this topology, the interval [a,b] is a closed subset, and the interval
]a,b[ is an open subset. Furthermore, both ]a,b] and [a,b[ are neither
closed subsets nor open subsets.

Now that we have given an example of a topology with a definition that
does not come from a logic, let us settle on our next task: associating
topological spaces to fragments of FO[σ].

Definition 3.3.16. Let σ be a finite relational signature, C be a
class of finite structures, and F be a fragment of FO[σ]. We write
〈∃F〉topo for the topology generated by the sets JφKC , where φ ranges
over elements of ∃F.

The space (C, 〈∃F〉topo) is therefore a topological space.

Remark that, a priori, the topology 〈∃F〉topo carries more informa-
tion than the simple quasi-ordering ≤F. In this setting, a sentence
φ is preserved under F-embeddings whenever it defines an open sub-
set:25

Remark 3.3.17. Let σ be a finite relational signature, C ⊆ Fin(σ),
F be a fragment of FO[σ], and φ ∈ FO[σ]. Then, the following are
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We do not talk about sequences at
all in this manuscript, therefore the
following definition of compactness
might not be the one that the reader
is used to.

0 1

Figure 3.9.: Covering the unit inter-
val [0,1] using open intervals of the
form ]a,b[ with a < b.

26: See Lemma D.8.3 p. 255
27: One other proof might be more
to the liking of order theoreticians
since it connects the notion of com-
pactness to the existence of least up-
per bounds.

equivalent:

1. φ is preserved under F-embeddings,
2. JφKC is an open subset of (C, 〈∃F〉topo).

It may help to think about the closed subsets in the topological space
(Struct(σ), 〈FO〉topo): these are obtained as complements of open sub-
sets, that is, arbitrary intersections of finite unions of subsets of the
form JφK. In other words, the closed subsets of this topological spaces
are precisely the subclasses of structures that can be described by first
order theories, i.e., that have a first order axiomatisation.

Compactness in topological spaces. One of the central topological
properties that will arise in this thesis is the notion of “compactness.”
Informally, this is the topological generalisation of a finite subset in
the following sense: if union

⋃
i∈N Si contains a finite set S, then there

exists n ∈ N such that S is included in the finite union
⋃
i<n Si.

Definition 3.3.18. An open cover of a subset E in a topological
space (X, τ) is a family (Ui)i∈I in τI such that E ⊆

⋃
i∈I Ui.

Example 3.3.19. The collection of open intervals (]− n,n[)n∈N is
an open cover of R in its usual topology.

Definition 3.3.20. A subset K of a topological space (X, τ) is com-
pact when for every open cover (Ui)i∈I of K, there exists a finite
subset J ⊆fin I such that K is covered by (Uj)j∈J .

We say that (X, τ) is compact when X is a compact subset of X.

Let us reuse our nice topology on R to have the first proof of compact-
ness. This will illustrate the main technicalities that we face during
those proofs.

Example 3.3.21. The set R with its usual topology (given in Ex-
ample 3.3.15) is not compact, but [0,1] is a compact subset of R.

Proof. The sequence (]− n,n[)n∈N is an open cover of R. Assume by
contradiction that there exists I ⊆fin N is such that (]− n,n[)n∈I is a
finite subcover of R. The element max(I) belongs to R but is not in⋃
n∈I ]− n,n[.

There are several proofs that [0,1] is compact. The canonical way would
be to use the notion of convergence, which does not fit well with the
presentation of topological spaces we gave by avoiding the notion of
convergence altogether. Let us provide a quick proof that only uses the
Nested Intervals Theorem26, and provide yet another proof leveraging
Alexander’s subbase lemma later on.27
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28: Notice that Ui is an open subset,
which may not be an open interval.
Furthermore, the sequence is indexed
by a set I that might not be N.

29: This is the topology generated
by the open intervals ]a,b[ with a < b.

30: This lemma requires a non-trivial
proof and uses the axiom of choice.
Be aware that it is “overpowered” to
simply prove the compactness of the
unit interval.

Assume by contradiction that [0,1] is not compact. In particular, there
exists an open cover (Ui)i∈I of [0,1] that has no finite subcover.28

Notice that [0,1] = [0,1/2] ∪ [1/2,0]. At least one of them cannot be
covered by finitely many elements in (Ui)i∈I . Let us call this subset F1,
which is a closed subset, of the form [a,b] with b − a = 2−1. One can
continue the process of dividing this closed interval in two to obtain a
sequence (Fn)n≥1 with the following properties:

▶ For all n ≥ 1, Fn is not covered by finitely many elements in
(Ui)i∈I .

▶ (Fn)n≥1 is a decreasing sequence of closed intervals,
▶ For all n ≥ 1, Fn has length 2−n.

Now, using the Nested Intervals Theorem, there exists x ∈
⋂
n≥1 Fn. In

particular, x ∈ [0,1], and therefore there exists i ∈ I such that x ∈ Ui.
By definition of the topology on R,29 there exists a < b ∈ R such that
x ∈ ]a,b[ ⊆ Ui. Because R is Archimedean, there exists n ≥ 1 such that
2−n < b−a. Therefore, x ∈ Fn+1 ⊆ ]a,b[ ⊆ Ui. This is absurd, because
we have provided a finite subcover of Fn using exactly one element in
(Ui)i∈I . ■

The proof of Example 3.3.21 used non elementary properties of the
space of real numbers to overcome several issues. The first one was the
presence of an arbitrarily large set of indices I, which was circumvented
through the definition of an actual N-indexed sequence of subsets. The
second problem was the uncontrolled shape of open subsets that are
unions of finite intersections of open intervals. This was tackled by
selecting a specific point x, allowing us to only talk about the subbasis
of the topology later on.

Let us now introduce a technical tool to avoid the complexities of
Example 3.3.21 in more involved cases: Alexander’s subbase lemma
reduces the compactness of a given subset as a property that only
depends on a given subbasis30.

Lemma 3.3.22 [45, Thm. 4.4.29]. Let (X, τ) be a topological space,
B be a subbase of τ, and S be a subset of X. Then, the following
are equivalent:

1. S is compact in X,
2. For any family (Ui)i∈I of open subsets in B that covers S,

there exists a finite subset J ⊆fin I such that (Ui)i∈J covers S.

This is called Alexander’s subbase lemma.

Let us demonstrate how Alexander’s subbase lemma simplifies the
proof of Example 3.3.21. While it is impossible to avoid using proper-
ties of the real line concerning the existence of infimum and supremum,
the following proof does not require deep theorems and the only ori-
ginality is in its choice of subbasis.

Example 3.3.23. The subset [0,1] is compact in R.
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31: Otherwise, the open subset does
not intersect [0,1] and can be safely
discarded, or contains [0,1], and we
have extracted a finite subcover.
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Figure 3.10.: Illustrating the con-
struction of a, b and x in the proof
of Example 3.3.23.

The theorem is actually an equival-
ence: stating that the space Struct(σ)
is compact directly implies the com-
pactness of first order logic. There-
fore, Theorem 3.3.24 should rather
be understood as a formalisation that
the “compactness of first order logic”
really is a reformulation of the (more
general) notion of topological com-
pactness.
32: Formally, we consider subsets of
Struct(σ) that are definable in FO[σ].

Proof. Let (Ui)i∈I be an open cover of [0,1]. Using Alexander’s subbase
lemma, one can assume without loss of generality that Ui = ]ai,bi[ with
ai < bi. One can even go further and assume that Ui = ] − ∞,bi[ or
Ui = ]ai,+∞[ since this is also a subbase of the topology.

Let us write I− for the collection of i ∈ I such that Ui is of the form
]−∞,bi[, and I+ for the collection of i ∈ I such that Ui is of the form
]ai, +∞[. Without loss of generality, one can assume that 0 < ai < 1

when i ∈ I+ and 0 < bi < 1 when i ∈ I−.31

Consider b def
= sup { bi : i ∈ I− }, and a

def
= inf { ai : i ∈ I+ }. This con-

struction is depicted in Figure 3.10, where the drawing should already
convince you that the proof is finished. We claim that a < b, which
immediately entails (by definition of the supremum and infimum) the
existence of k ∈ I− and l ∈ I+ such that [0,1] ⊆ Uk ∪Ul, i.e., of a finite
subcover (of size two).

Assume by contradiction that a ≥ b. There is a point x ∈ [b,a] ⊆ [0,1].
This point must be covered by Ui for some i ∈ I. If i ∈ I+, this
contradicts the definition of a as an infimum. If i ∈ I−, this contradicts
the definition of b as a supremum. ■

Now that we are acclimated to the notion of open cover, compactness
and the technical tool of Alexander’s subbase lemma, we are ready to
recast the compactness theorem of first order logic into this topological
setting.

Theorem 3.3.24. Let σ be a relational signature. The topological
space (Struct(σ), 〈FO[σ]〉topo) is compact.

Proof. Thanks to Alexander’s subbase lemma, it suffices to consider
an open cover of Struct(σ) using first order sentences.32 Let (φi)i∈I
be a sequence of first order sentences such that Struct(σ) ⊆

⋃
i∈IJφiK.

In particular, the theory T def
= {¬φi : i ∈ I } has no model. Thanks

to the compactness theorem of first order logic, there exists a finite
subset J ⊆fin I such that {¬φi : i ∈ J } has no model. This proves
that Struct(σ) ⊆

⋃
i∈JJφiK, which is a finite subcover. ■

Preservation theorems and Noetherian Spaces. Let us now explore
how the topological compactness can be leveraged to prove relativisa-
tion of preservation theorems to classes of structures.

The idea will be to replace the extra conditions placed on combinat-
orial lemmas using minimal models (see Lemma 3.2.3) by topological
properties of the class of structures. At this point, we have reached
a level of abstraction that makes the following Lemma 3.3.25 almost
trivial.

Lemma 3.3.25. Let σ be a finite relational signature, C ⊆ Struct(σ),
F be a fragment of FO[σ], and φ ∈ FO[σ] be such that JφKC is a
compact open subset of (C, 〈∃F〉topo). Then, there exists a sentence
ψ ∈ ∃F such that φ ≡C ψ.
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33: That is, being a hereditary
class, a monotone class or a co-
homomorphism closed class of struc-
tures.

34: We redirect the reader to Fig-
ure 3.11 for a short reminder on the
usual properties of rings.

Proof. Because JφKC is an open subset and ∃F is a subbasis stable
under finite intersections, there exists a sequence (ψi)i∈I of sentences
in ∃F such that JφKC =

⋃
i∈I

JψiKC .

Because JφKC is compact, there exists a finite subset J ⊆fin I such
that (ψi)i∈J defines an open cover of JφiKC . In particular, we have
φ ≡C

∨
i∈J ψi, the latter being an ∃F sentence. ■

Because Remark 3.3.17 translates “φ is preserved under F-embeddings”
into “φ is an open subset of 〈∃F〉topo”, Lemma 3.3.25 can be applied to
prove relativisation as soon as one controls the compactness of open
subsets that can be defined in Struct(σ) using first order sentences.

In particular, the collection of the subsets that are both open and
compact will be at the heart of our investigations.

Definition 3.3.26. Given a topological space (X, τ), we write K◦(X)
for the set of compact open subsets of X.

As in the case of well-quasi-orderings, a working technique is to for-
get that the subset was definable, and ask for the compactness of all
subsets.

Definition 3.3.27 [45, Definition 9.7.1, Proposition 9.7.7]. A space
(X, τ) is Noetherian whenever every subset of X is compact.

Equivalently, a space (X, τ) is Noetherian whenever K◦(X) = τ.

We immediately obtain the variant of Lemma 3.3.5 in this topological
setting, stating that Noetherian spaces induce preservation theorems.
While it does not seem to appear in the literature, it is an immediate
consequence of known results hence appears as an external result.

Lemma 3.3.28. Let σ be a finite relational signature, F be a frag-
ment of FO[σ], and C ⊆ Fin(σ) such that (C, 〈∃F〉topo) is Noetherian.
Then, the F-preservation theorem relativises to C.

Proof. Let φ ∈ FO[σ] be preserved under ≤F over C. This precisely
means that JφKC is an open subset via Remark 3.3.17. Because the
latter is Noetherian, JφKC is also compact. Leveraging Lemma 3.3.25,
there exists ψ ∈ ∃F such that φ ≡C ψ, and we have concluded. ■

We saw in the case of wqos that the assumption was not a reasonable
one in most cases. There is some hope that Lemma 3.3.28 applies more
broadly because it does not require structural properties such as being
downwards closed for a suitable quasi order.33 This illusion will not
resist a historical perspective on Noetherian spaces.
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Euclidian Ring

Principal Ring

Noetherian Ring

(Z,+,×)

(R,+,×)(C[X],+,×)

(C[X,Y ],+,×)

(R[X1, . . . , Xn],+,×)

(Q[
√
−19],+,×)

“An ideal is a subset closed under sums, and absorbant for products.”

“The spectrum of a Noetherian Ring is a Noetherian space.”

Chains of ideals
have a largest
element / every
ideal is finitely
generated.

Every ideal is gen-
erated by a single
element

One can perform
Euclidian divi-
sion

Figure 3.11.: Strict property inclu-
sion for the usual notion of (commut-
ative) ring. We refer the reader to Ap-
pendix B for a brief overview of ring
properties.

[44]: Goubault-Larrecq (2010), ‘No-
etherian Spaces in Verification’

35: That is, the powerset of a Noeth-
erian space is a Noetherian space in
a suitable topology.
[45]: Goubault-Larrecq (2013), Non-
Hausdorff Topology and Domain
Theory
[80]: Rado (1954), ‘Partial well-
ordering of sets of vectors’
[75]: Milner (1985), ‘Basic wqo-and
bqo-theory’
[60]: Hrushovski, Ouaknine, Pouly
and Worrell (2018), ‘Polynomial In-
variants for Affine Programs’

36: See Definition D.2.1 p. 252

Noetherian spaces and verification. Noetherian spaces arise from
the corresponding notion of Noetherian Ring in classical algebra,34

the idea to use them in the verification of transition system is mostly
due to [44].

In the mindset of verifying infinite state transition systems, Noetherian
spaces are seen as a topological generalisation of well-quasi-orderings,
that solves two orthogonal limitations of the latter.

▶ The first one is that Noetherian spaces are stable under the
powerset construction35 [45, Exercise 9.7.14], which fails for wqos
[80], and drove the introduction of a restriction of wqos called
better quasi orders [75].

▶ The second property is the ability to consider state spaces that do
not have interesting quasi-ordering, such as sets of complex vec-
tors Cn. Typical verification tools try to leverage polynomial in-
variants of such systems [60], where a natural topological present-
ation arises in the shape of the Zariski topology …which is No-
etherian precisely because C[X1, . . . , Xn] is a Noetherian ring.

With this brief historical explanation, let us revisit the relativisation of
Łoś-Tarski to the class Cycles of finite cycles using the topological tools
that we developed. This will partially answer a natural question that
was left untouched: what does it mean for a topology to generalise a
quasi-order? Answering this question will in fact demonstrate how No-
etherian spaces are as limited as wqos when talking about preservation
theorems.

Example 3.3.29. Every first order sentence that excludes finitely
many cycles is equivalent (over Cycles) to an existential sentence.

Proof. Recall that Cycles forms an infinite antichain for ⊆i. As a con-
sequence, every subset is upwards closed, (Cycles,⊆i) is not a wqo, and
techniques based on minimal models will not really help us here.

However, one can place over Cycles the topology composed of co-finite
subsets of Cycles, i.e., the co-finite topology36.
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37: Hint: consider the upward clos-
ure of Pn for a sufficiently large n.

38: That is, the Lemma 3.3.28 that
states the relativisation of the F-
preservation theorem whenever the
space is Noetherian.
39: This is the topological analogue
of Lemma 3.2.8!

This topology is Noetherian almost by definition. And in particular,
every first order sentence that excludes finitely many cycles defines a
compact open subset of Cycles with the co-finite topology.

It is an easy check that every co-finite subset of Cycles can be described
as an existential sentence.37 As a consequence, every first order sen-
tence that excludes finitely many cycles is equivalent (over Cycles) to
an existential sentence. ■

Example 3.3.29 was an excuse to introduce a Noetherian topology that
does not come from a logic or an ordering. In fact, it will also serve
as an example of the connection between Noetherian topologies and
well-quasi-orderings.

Given a topology τ over a set X, one can construct the specialisation
preorder ≤τ over τ by defining:

x ≤τ y ⇐⇒ ∀U ∈ τ, x ∈ U ⇒ y ∈ U . (3.1)

The topology of Example 3.3.29 generalises the quasi-order ⊆i in the
sense that ⊆i is the specialisation preorder of the co-finite topology
over Cycles.

Notice that the topology 〈EFO〉topo also has ⊆i for specialisation pre-
order over Cycles. This is a general pattern: a lot of topologies encode
the same preorder. Let us briefly clarify the situation hereafter:

Lemma 3.3.30. Let X be a set, and ≤ be a quasi-order on X. The
collection of topologies over X with ≤ as specialisation preorder

1. Is a non-empty complete lattice for inclusion.
2. Has a maximum for inclusion: the Alexandroff topology that

we write Alex(≤), and is obtained by collecting the ≤-upwards
closed subsets of X.

3. Has a minimum for inclusion: the Upper topology that we write
Upper(≤), and is generated by the sets X \ ↓≤x when x ∈ X.

Using the vocabulary of Lemma 3.3.30, one can better understand the
difference between the co-finite topology over Cycles and the topology
〈EFO〉topo. The former is the Upper topology of ⊆i and is Noetherian,
while the latter is the Alexandroff topology associated with ⊆i and is
not Noetherian.

It is known that ≤ is a wqo if and only if Alex(≤) is Noetherian [45, Pro-
position 9.7.17]. Since the connection38 between preservation theorems
and Noetherian spaces leverages 〈∃F〉topo, which precisely generates the
Alexandroff topology of ≤F,39 we are no better off using Noetherian
spaces rather than well-quasi-orderings.

The angry reader might think that all of this subsection on Noetherian
spaces and topologies is therefore unnecessary and has been a waste of
time. This is only true up to Chapter 6 (Logically Presented Spaces),
where we leverage the intimate conviction that compactness is the real
key to understand preservation theorems in a more meaningful way. In
the meantime, it will make the plan of this manuscript readable.
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40: That is, A ] B ∈ C for all A ∈ C
and B ∈ Fin(σ)

41: There exists d ∈ N such that the
maximal degree of vertices Gaif(A) is
bounded by d for all A in C.

3.4. Discussion

State of the art. Because the chapter was focused on giving a general
definition for preservation theorems, and illustrating the various proof
scheme associated with their relativisation, space was lacking for a
“big picture” overview of what preservation theorems are known to
relativise (or not).

As already mentioned, most preservation theorems (except for the Ho-
momorphism Preservation Theorem) do not relativise to Fin(σ) (see
Table 3.3). The actual statement of [83] is that the Homomorphism Pre-
servation Theorem relativises to every co-homomorphism closed subset
of Fin(σ). An orthogonal result [7] later refined [20] states that the Ho-
momorphism Preservation Theorem relativises to monotone classes of
finite structures C ⊆ Fin(σ) such that C is closed under disjoint uni-
ons40 and nowhere dense [20, Theorem 9].

For induced substructures, the landscape is a bit darker. It is known
that the Łoś-Tarski theorem relativises to hereditary classes C ⊆ Fin(σ)
that are closed under disjoint unions and have bounded degree41 [6,
Theorem 6]. The result can be extended to the class of all finite struc-
tures of tree width less than k ∈ N [6, Theorem 8], but it fails for
some class of planar graphs even though it has bounded tree width, is
monotone and closed under disjoint unions [6, Section 6].

The study of classes of graphs (or structures) that are well-quasi-
ordered for ⊆i or �h provide orthogonal results. For instance, the
class of structures of tree-depth bounded by 2 is hereditary, closed un-
der disjoint union, but contains structures of unbounded degree: we
have seen that this implies the relativisation of the Łoś-Tarski The-
orem, and clearly escapes the combinatorial results of the previous
paragraph. Similarly, the Homomorphism Preservation Theorem (trivi-
ally) relativises to the class of cliques, that is not sparse.

This summary should give the intuition of a landscape with a structure
that is not well understood. Recall that the relativisation of a preser-
vation theorem is not a property that transfers to arbitrary subsets
(even assuming that those are suitably closed under substructures and
disjoint unions), while all the aforementioned properties are, except for
the full class of structures with bounded tree width.

Other logics. We have chosen to focus on the queries written in first
order logic, but it is not a requirement to talk about preservation
theorems. For instance, Datalog and first-order logics with infinite dis-
junctions are encountered in the literature [81] and [7, Section 7]. We
argue that the topological presentation of preservation theorems given
in Chapter 6 (Logically Presented Spaces) is (almost) agnostic to the
underlying notion of logic, and that the other chapters are either fo-
cused on the locality of first order logic, or the study of Noetherian
spaces, hence do not apply to other kind of logical frameworks. This
explains the opinionated presentation of preservation theorems that
has been given.

However, there are interesting questions that are being answered as this
manuscript is getting written. For instance, when restricting fragments
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[10]: Bova and Chen (2019), ‘How
Many Variables are Needed to Ex-
press an Existential Positive Query?’

[61]: Johnstone (1982), Stone Spaces
[26]: Dickmann, Schwartz and Tressl
(2019), Spectral Spaces

of first-order logic that are not built using the notion of quantifier rank,
but by restricting the number of used variables [10].

Stone Duality. It is worth noting that the short introduction to to-
pology and its relationship with logic does come from a long line of
results and is not anecdotal in any way. We redirect the reader to
the book of [61], or a dedicated chapter in the more recent book [26,
Chapter 3]. While it is a comparative advantage to know some of this
theory, it is not necessary to understand the technical developments
in this manuscript.

Sequential Compactness. Even though the real line was used to il-
lustrate the basic notions of compactness, we chose to avoid the notion
of converging sequences. Most (if not all) of the spaces present in this
thesis will have a countable set of open subsets, and the definition
of compactness via converging sequences or open covers will coincide.
However, the theorems of Chapter 6 can be applied to general topolo-
gical spaces, where the two notions may differ.
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Layout of the Contributions. We provide hereafter a layout of the manuscript that may be helpful
to skim the document, and prevents from reading the chapters in an order that does not respect the
dependencies. Even though every chapter is self-contained enough to be printed and read independently
of the others, the reading process will be smoother if one follows the inter-chapter dependencies.

The Hasse diagram of the inter-chapter dependencies is represented in bold directed arrows. Because the
document tries to not repeat itself, there are also weak bidirectional interaction between chapters that are
represented in dashed arrows. Furthermore, we selected for each chapter definitions and theorems that
are both crucial and representative of the chapter’s technical content. We also distinguished introduction
chapters (with squared corners), that will be more theoretical, from application chapters (with rounded
corners) that have more practical considerations. Finally, we made a separation between chapters that
will mostly employ topological tools (Chapters 6 to 8) and those that will focus on the locality of first
order logic (Chapters 4 to 5).

On the background layer of the diagram, one can also find boxes that group results and chapters together,
following the three separate paths from this page to the conclusion: these correspond to the three published
paper this manuscript is based upon, for which the references are placed inside stars with an orange
background. Beware that the definitions and theorems presented in this manuscript can be formulated
in a way that does not correspond to the associated paper. This is because the chosen ordering (from
Chapter 4 to Chapter 8) does not respect the chronological ordering of the papers, that would lead to
the sequence: 6–4–5–7–8. Moreover, the order of publication of the chapters does not reflect the order in
which the main ideas were developed, which would most likely lead to the sequence: 6–7–5–4–8.

TopologyLocality

here

Chapter 4 Chapter 6 Chapter 7

Chapter 5 Chapter 8

Chapter 9
(conclusion)

Theorem 4.2.2

Theorem 4.3.21

Theorem 5.1.2

Theorem 5.1.5

Definition 6.1.11

Theorem 6.3.13

Theorem 6.3.44

Definition 7.2.17

Theorem 7.2.33

Definition 8.2.17

Theorem 8.2.33
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Content of the Chapters. Let us now give a brief description of each chapter, together with a justifica-
tion of the distinguished definitions and results that were selected in the layout of the manuscript.

In Chapter 4 (Locality and Preservation), we try pushing the existing approaches to proving the relativ-
isation of preservation theorems in the finite to the extreme. This means understanding how the locality
of first-order logic can play a role when the compactness theorem fails. Because this chapter focuses on the
existing tools, no interesting new definition is distinguished. However, two main results are obtained:

1. In Theorem 4.2.2, we introduce a positive variant of the Gaifman normal form, and prove that it is
equivalent (over any class of structures) to the fragment of existential local sentences.
This theorem has its own interest as a new variation around Gaifman locality. However, it is distin-
guished because it provides an intuition on the proof schemes developed when studying relativisation
properties: half of the work is often to remove negations from a Gaifman normal form, which pre-
cisely corresponds to building an existential local sentence. Only then, in a second proof, one moves
from an existential local sentence (in ∃FOLoc) to a sentence of the desired fragment (in ∃F).

2. In Theorem 4.3.21, we prove that there exists a first order sentence φ ∈ FO[σ] that is preserved
under FOLoc-embeddings over Fin(σ), but that is not equivalent to an ∃FOLoc sentence.
This result has two sides. On the one hand, it continues the long tradition of non-relativisation proofs
in the finite, by treating the case of the FOLoc-preservation theorem. On the other hand, it means
that Theorem 4.2.2 is not enough to explain why some relativisations occur in the finite, and more
precisely, that the following line of reasoning does not hold: a sentence φ that is preserved under
QF-embeddings is a fortiori preserved under FOLoc-embeddings, hence equivalent to an existential
local sentence, and an existential local sentence preserved under QF-embeddings must be equivalent
to an existential sentence.

In Chapter 5 (A Local-to-Global Preservation Theorem), we will continue the study of preservation
theorems via locality that started with Chapter 4 (Locality and Preservation). While the latter left a
bittersweet aftertaste, the goal here is to demonstrate that, in one specific configuration, one can leverage
the locality of first order logic to prove that the Łoś-Tarski Theorem relativises to a class C of finite
structures.

1. In Theorem 5.1.2, we prove that under mild assumptions on a class C ⊆ Fin(σ), the Łoś-Tarski
Theorem relativises to C if and only if it locally relativises to C (for a suitable definition of “locally
satisfying a property” that we leave out in this high level description).
This theorem is a way to leverage the knowledge gained on existential local sentences in the previous
chapter to provide a suitable explanation of some relativisation results in the literature (for instance,
[6]). Interestingly enough, the proof of Theorem 5.1.2 almost follows the one that was invalidated
by Theorem 4.3.21, at the price of extra assumptions and a deeper understanding of the induced
substructure ordering.

2. In Theorem 5.1.5, we illustrate how Theorem 5.1.2 actually leads to new relativisation results for
the Łoś-Tarski Theorem.
While this theorem is simply a collection of examples showing the strict implication of properties, it
is distinguished because it proves the validity of the “local approach” to relativisation results. The
result is powerful enough to go way beyond what is known in the literature for hereditary classes
of finite structures closed under disjoint unions.
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In Chapter 6 (Logically Presented Spaces), we introduce an algebraic and topological approach to preser-
vation theorems, by pairing the definability notions from logic together with the topological notions of No-
etherian spaces. This sparks the study of triples (X, τ,B) where τ is a topology and B a Boolean subalgebra
of P(X). The main motivation for this abstract study is to find a way around the non-compositionality
of preservation theorems and the complexity of proving their relativisation.

1. In Definition 6.1.11, we provide the topological counterpart to preservation theorems, namely logic-
ally presented pre-spectral spaces (abbreviated as lpps).
This definition is distinguished because it provides a new way to think about preservation theorems
in terms of topological compactness, in a way that connects them more clearly to Noetherian spaces
(which was already done in the introduction), but also to more exotic spaces, such as spectral spaces.
Furthermore, it abstracts the considered logic(s) as a Boolean subalgebra of the class of structures
considered, opening the door to the study of non-FO preservation theorems, without any change in
definitions.

2. In Theorem 6.3.13, we prove that the product of two such spaces remains an lpps.
This result is distinguished because it is a first non-trivial compositional result about lpps (and
therefore preservation theorems). Furthermore, with a bit of work, one compositionally obtains
classes that are out of reach from the local approach advocated in Chapters 4 and 5.

3. In Theorem 6.3.44, we go beyond simple products and tackle the case of coloured classes of structures.
Namely, we prove that if C is a ∞-wqo, and X is a lpps, then C ⋊F X is a lpps.
This result is distinguished because it pushes the proof scheme of Theorem 6.3.13 to its limits and
provide a truly powerful compositional technique. Furthermore, it is important to notice that it
provides a positive answer to the lpps-variant of a conjecture by Pouzet, asking whether ∞-wqo
(that is, being wqo for any colouring with finitely many colours) implies “wqo-wqo” (that is, being
wqo when coloured by any wqo).

In Chapter 7 (Topology expanders and Noetherian Topologies), we try to understand what makes the
limit constructions of lpps so complicated. In the continuity of the algebraic and topological approach
that started in “Chapter 6 (Logically Presented Spaces)”, we want to provide a systematic way to produce
limits of pre-spectral spaces. It turns out that the question is already non-trivial when restricted to the
subclass of Noetherian spaces, and this chapter focuses on this simpler setting.

1. In Definition 7.2.17, we define topology expanders as “well-behaved topology constructor.”
This definition is distinguished because it is an abstraction that captures all the examples and non-
examples of limit constructions in Noetherian spaces that I know of. Furthermore, the interesting
part of the definition is side-stepping from the study of inductive construction of spaces, to inductive
constructions of a topology over a given (fixed) space. This change of perspective is what makes the
definition sound, and gives such a flexibility to topology expanders.

2. In Theorem 7.2.33, we prove that the least fixed point of a topology expander is always Noetherian.
This theorem is distinguished because it demonstrates the correctness of Definition 7.2.17. Further-
more, its proof “generalises” as much as possible what is known as the topological minimal bad
sequence argument (a “meta” proof scheme that usually has to be instantiated whenever a new res-
ult is needed), and wraps it into a theorem with a simple interface: all that is needed is a topology
expander.
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In Chapter 8 (Inductive Constructions), we will leverage the master Theorem 7.2.33 from Chapter 7 (To-
pology expanders and Noetherian Topologies) to construct families of Noetherian spaces, and in particular
recover the known Noetherian topologies over finite words, finite trees, infinite words, ordinal length words
using Theorem 7.2.33. Furthermore, we will provide a generic way to build a topology expander from a
suitable endofunctor, effectively answering to the original question of inductively defined spaces (and not
only topologies).

1. In Definition 8.2.17, we define the divisibility expander associated with a (suitable) analytic functor
over Set.
This definition is distinguished because it bridges the framework developed in Chapter 7 (Topo-
logy expanders and Noetherian Topologies), with the original motivation of inductively defining
Noetherian spaces.

2. In Theorem 8.2.33, we prove that the divisibility expander not only leads to the correct limit topology
on selected examples, but is a (correct) topological generalisation of a whole theory over wqos.
Namely, we prove a tight correspondence between the divisibility ordering over an inductively defined
wqo, and the divisibility topology obtained as the least fixed point of the associated divisibility
expander.
This result is distinguished because it grounds the framework of topology expanders: it correctly
generalises what can be done over wqos. Furthermore, it provides an answer to a “lack of canonicity”
that arises from the topological setting: over finite words, there is no finest topology that is Noeth-
erian, but our framework provides one that is naturally derived from the inductive definition, and
correctly generalises the subword ordering. In this specific example, it provides a justification as to
why the subword topology can be called “the topological generalisation of” the subword ordering.
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Outline of the chapter

The goal of this chapter is to push the existing approaches to prov-
ing the relativisation of preservation theorems in the finite to the
extreme. This means understanding how the locality of first-order
logic can play a role when the compactness theorem fails.

Goals of the chapter

At the end of this chapter, I hope you will be convinced that there
is a deep connection between locality and preservation under ex-
tensions, that is embodied by the fragment of existential local sen-
tences.

Genesis. This chapter is stating results that are mostly coming from
[71]. This research started during the pandemic, by looking at a paper
from Atserias, Dawar and Grohe studying the relativisation of the Łoś-
Tarski Theorem to classes of finite structures with bounded degree [6,
Theorem 4.3]. The technical proof was mysterious, but made apparent
the need for a construction using disjoint unions of structures, the pref-
erence for hereditary classes, and some kind of elimination of negations
in the Gaifman normal form. This started the search for a positive vari-
ant of the Gaifman normal form, with the hope that the original proof
of Atserias, Dawar and Grohe could be factorised as follows:

1. first order sentences that are preserved under extensions can be
put in positive Gaifman normal form, and

2. first order sentences in positive Gaifman normal form that are
preserved under extensions (on well-behaved classes of finite struc-
tures) are equivalent to existential sentences (over the same class).

The benefits from this separation of concerns between a locality argu-
ment (item 1) and a combinatorial argument (item 2) would be mul-
tiple. We expected that the two lemmas/theorems should have simpler
(or at least clearer proofs), and that both lemmas could be generalised
to obtain the relativisation of the Łoś-Tarski theorem to new classes
of structures that are “less well-behaved.”

Even though an existential Gaifman normal form had already been
introduced [55], it did not correspond to my needs to factor out the
proof of Atserias, Dawar and Grohe. It was hinted in [87] that the
fragment corresponding to the notion of “positive” Gaifman normal
form should be existential local sentences, but the formal statement
was lacking.

Eventually, the equivalence between existential local sentences and the
positive Gaifman normal form (see Theorem 4.2.2) was proven in [71].
This reignited the hope to find a generic “localisation procedure” for
preservation theorems. Unfortunately, the proof techniques employed
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Figure 4.1.: Comparison of the ex-
pressiveness of different fragments
of FO[σ] over general structures.
Local forms correspond to variants
of the Gaifman normal form, while
syntactic fragments correspond to
restrictions on the syntax of sen-
tences. Finally, “semantic preserva-
tion” correspond to the kind of
embeddings that characterises the
fragment through a preservation
theorem. Dashed boxes correspond
to the notions introduced in this
chapter, double ended arrows repres-
ent equivalence, while single headed
arrows represent strict implication
of properties. For instance, having
an existential Gaifman normal form
strictly implies having a positive
Gaifman normal form, which strictly
implies having a Gaifman normal
form, the latter being always true.
Similarly, preservation under exten-
sions strictly implies preservation un-
der local elementary embeddings. Fi-
nally, notice that being equivalent
to an existential sentence strictly im-
plies having an equivalent existential
Gaifman normal form, which is the
only strict implication in terms of ho-
rizontal boxes.
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[66]: Kuperberg (2021), ‘Positive
First-order Logic on Words’
1: and providing undecidability of
the associated decision problem

[68]: Libkin (2012), Elements of finite
model theory

by [66] to prove that Lyndon’s Positivity Theorem fails for finite words1

can be generalised to conclude that Item 1 cannot be proven without
extra assumptions, which put the research program to a (temporary)
stop.

Contributions. The main contribution of this chapter is the corres-
pondence between existential local sentences and the positive Gaifman
normal form stated in Theorem 4.2.2, together with the light shed on
the central role of the class of existential local sentences in preservation
theorems, as shown in Figure 4.1. The role of disjoint unions in the
original proof of [6] is The presence of existential local sentences, for
which the quasi-order ≤F property is that their set of models is closed
under disjoint unions, justifies the presence of disjoint unions in [6].

The second main contribution is the quantitative study of the relativ-
isation of Figure 4.1 in the finite, via a parametrised family of quasi-
orders ⇛r,k

q . In particular, we prove that relativisation fails in non-
trivial cases, except for one…That is the core of Chapter 5 (A Local-to-
Global Preservation Theorem). The failure results are accompanied by
undecidability properties, definitely closing the door to a generic fac-
torisation of the proofs into a first part using a positive locality result,
and a second part relying on combinatorics of the local neighbourhoods
of the considered structures.

We start the chapter with a gentle (and self contained) introduction to
the locality of first-order logic in Section 4.1. The curious reader might
look at the logic cheatsheet in Chapter E (Logic Cheat Sheet). Most of
this section can be found (in some way) in a classical book on the sub-
ject such as [68]. The added value of this section is the introduction
of notations that will be handy throughout the document, together
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2: Understand, Feferman-Vaught
like theorems
3: To the best of my knowledge, this
is the first time such a presentation
has been written down formally.

4: See Definition 2.2.12 p. 17

a1

a2

a3

a4

a5

a6

a7

a8

Figure 4.2.: A finite graph with two
selected nodes (in red ■), two nodes
at shortest path distance 1 of the se-
lected nodes (in orange ■), and two
nodes at shortest path distance 2 of
the selected nodes (in blue ■).

Table 4.1.: The different neighbour-
hoods around the two selected points
a7, a3 in the graph G described in
Figure 4.2.

r NG(a7a3, r)

0 { a7, a3 }
1 { a7, a3, a4, a5, a6 }
2 { a7, a3, a4, a5, a6, a1, a2 }

Table 4.2.: The list of 2-local neigh-
bourhoods collected in Local(G, 2, 1),
where the graph G described in Fig-
ure 4.2.

Neighbourhoods

{ a3, a4, a6, a8 }
{ a1, a2, a4, a5, a7 }
{ a1, a2, a3, a4, a5, a6, a8 }
{ a1, a2, a3, a4, a5, a6, a7, a8 }
{ a1, a2, a3, a4, a5, a6, a7 }

with the direct connection with preservation theorems, namely via Ex-
ample 4.1.16.

In Section 4.2, we refine our understanding of the locality of first-order
logic to study the connection between existential local sentences, and
a positive version of the Gaifman normal form, culminating at The-
orem 4.2.2. Aside from the main theorem, we also use an elegant form-
alisation of the compositional techniques for first-order logic2 in terms
of “typed formulas”, based on discussions with Thomas Colcombet.3
This formalism will be of particular use when studying the composition
of preservation theorems in Chapter 6 (Logically Presented Spaces).

In Section 4.3, we study the preservation theorem associated with ex-
istential local sentences, which provides in Figure 4.1 an intermediate
“order free” layer between the Łoś-Tarski Theorem and arbitrary for-
mulas. However, this preservation theorem does not relativise to the
finite (see Theorem 4.3.21), which puts a stop to our original idea of a
“localisation procedure.” However, a meticulous study of the paramet-
rised version of the FOLoc-preservation theorem in the finite will open
the door to a relativisation in a very specific case, which is at the heart
of Chapter 5 (A Local-to-Global Preservation Theorem).

4.1. Locality of first order logic

Recall that the Gaifman graph4 Gaif(A) of a relational structure A

over a finite relational signature σ has vertices A and an edge (a, b)

whenever both a and b appear in a relation of A. For an example, see
Figure 2.1 and Figure 2.3.

Definition 4.1.1. Let G be an undirected graph. The shortest path
distance dspd(a, b) between two nodes (a, b) ∈ G is the minimum
length of a path from a to b in G, and +∞ if such a path does not
exist.

This notion of distance can be lifted to relational structures by defining
for a structure A the distance dA(a, b) as the distance dspd(a, b) in the
Gaifman graph Gaif(A) of A. This notion of distance allows us to
define “closed balls” inside graphs and structures, that are described
by a centre a and a radius r > 0. Formally, the r-local neighbourhood
of an element a ∈ A, written NA(a, r), is the set { b ∈ A : dA(a, b) ≤ r }
of elements of A that are at distance at most r from a. We generalise
the notion to tuples a⃗ of elements by letting NA(⃗a, r)

def
=
⋃
a∈a⃗NA(a, r).

For a graphical representation, see Figure 4.2 and Table 4.1. Beware
that this union is not required to be disjoint.

Slightly abusing notations, we identify the set NA(⃗a, r) of dom(A) with
the corresponding induced substructure of A, so that NA(⃗a, r) ⊆i
A. To describe the local behaviour of a given structure at a given
radius r using tuples of at most k elements, one can build the set
Local(A, r, k) defined as {NA(⃗a, r) : a⃗ ∈ Ak }. For instance, we have
computed Local(G, 2, 1) for the graph G of Figure 4.2 in Table 4.2. We
will also write Local(C, r, k) for the set

⋃
A∈C Local(A, r, k).

https://www.wikidata.org/wiki/Q29021756
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Figure 4.3.: Local neighbourhoods
Local(G, r, 1) of cycles C3, C4, C6

and C8, computed for r ∈ { 1, 2, 3 }.
Notice that Local(Cn, r, 1) is a
singleton for all n ≥ 3, r ≥ 1.

C3 C4 C6 C8

Local(G, 3, 1)

Local(G, 2, 1)

Local(G, 1, 1)

First, let us notice that if A is a finite structure and the parameters
k and r are large enough, one can always find the structure A inside
Local(A, r, k). Let us briefly note that A can either be obtained using
r = 0 and k = |A|, or using r = |A| and k equal to the number of
connected components in Gaif(A), i.e., A ∈ Local(A, 0, |A|) and A ∈
Local(A, |A|, k) where k is the number of connected components in

Gaif(A). While this is not yet of importance, we will see later on that
this has an impact in terms of the expressiveness of (local) first order
sentences.

Let us illustrate how this local behaviour applies to various classes of
structures. For that, we recall that Cn is a finite undirected simple
cycle with n vertices, Pn is a finite undirected path with n vertices,
and their collection is respectively written Cycles and Paths. To add
new examples in terms of undirected graphs, we write Kn to denote an
undirected clique of n vertices, and collect the cliques in a set Cliques.

Example 4.1.2. Let n > 3, r > 0 and k > 0. Then, Local(Cn, r, k)
contains a cycle if and only if (2r + 1)× k ≥ n.

Example 4.1.3. Let r > 0 and k > 0, and m,n > (2r + 1) × k.
Then, Local(Cm, r, k) = Local(Cn, r, k).

Example 4.1.4. Let r > 0 and k > 0, and m > n > 0. Then, the
sets Local(Km, r, k) and Local(Kn, r, k) are disjoint.

Example 4.1.4 shows that even though cliques exhibit very regular
behaviours in terms of neighbourhoods, our approach to locality (that
considers the local neighbourhoods inside the structures) separates all
cliques even with fixed parameters. This should be understood as the
fact that local neighbourhoods over approximates the complexity of
the structures. To further demonstrate this fact, remark that the class
of cliques is in (quantifier-free definable) bijection with the class of
independent sets. Let us write, In for the (undirected) graph with n
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5: Which while non-trivial, has been
studied in terms of differential games,
see [38].

Figure 4.4.: Illustration of the 2-local
neighbourhood of a point inside a
grid. On this picture, one can un-
derstand that the first order formula
∀y.E(x, y) holds at a given point x 7→
a if and only if the 2-local neighbour-
hood of a is a grid.

vertices and no edges. While independent sets have the same first-order
complexity as cliques, their neighbourhoods behave quite differently as
shown below.

Example 4.1.5. Let r > 0 and k > 0, and m > n > 0. Then, the
local behaviours satisfy Local(Im, r, k) ⊇ Local(In, r, k).

Rather than changing the definition of locality so that cliques and
independent sets have the same local behaviour,5 let us take the more
pragmatic approach of restricting our attention to a so-called “local”
fragment of first order logic.

Definition 4.1.6. A first-order formula φ(x⃗) is an r-local formula if
its evaluation over a structure A and a tuple a⃗ ∈ A only depends on
the r-local neighbourhood of a⃗ in A. Formally, given C ⊆ Struct(σ),
a first-order formula φ(x⃗) is r-local if and only if the following holds:

∀A ∈ C, ∀υ : x⃗→ A,A,υ |= φ if and only if NA(υ(x⃗), r),υ |= φ .

In order to gain a little intuition about what r-local formulas can
express, let us provide examples and non-examples of local formulas.

Example 4.1.7. Let Grids be the class of finite grids. Then, the
formula ∀y.E(x, y) is a 2-local formula around x over Grids.

Example 4.1.8. The ∃y.R(x, y) is a 1-local formula, while ∀y.R(x, y)
is not a local formula. Any r-local sentence (formula with no free
variables) is equivalent to either > or ⊥.

In the particular case of r = 0, r-local formulas are equivalent to quan-
tifier free formulas. As a general rule, one can always syntactically
ensure that a given formula is r-local, by suitably restricting its quan-
tifiers. Indeed, one can define for any fixed r the predicate d (a, b) ≤ r

in FO, whose semantic is that A,υ |= d (a, b) ≤ r if and only if
dA(a, b) ≤ r, using log2dre quantifiers. As a consequence, whenever
σ is a finite relational signature, one can construct the first order for-
mula y ∈ N (x⃗, r), such that for all (A,υ), A,υ |= y ∈ N (x⃗, r) if and
only if υ(y) ∈ NA(υ(x⃗), r).

Definition 4.1.9. Let σ be a finite relational signature and r ≥ 0.
Then given φ with free variables included in x⃗, one defines |φ|rx⃗
inductively as follows:

▶ |∃y.φ|rx⃗
def
= ∃y ∈ N (x⃗, r).|φ|rx⃗;

▶ |φ ∧ ψ|rx⃗
def
= |φ|rx⃗ ∧ |φ|rx⃗;

▶ |¬φ|rx⃗
def
= ¬|φ|rx⃗;

▶ |R(y⃗)|rx⃗
def
= R(y⃗).
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Because every quantifier in a trans-
formed formula is guarded, one might
think that 1-local formulas are re-
lated to the guarded fragment of first
order logic. However, the two frag-
ments differ, because ∀y ∈ N (x⃗, r)

unfolds to ∀y ∈
∪
x∈x⃗N (x, r) while

extensions of the guarded fragment
consider only quantifications of the
form ∀y ∈

∩
x∈x⃗N (x, r), which is a

stronger syntactic restriction.

Example 4.1.13 uses the fact that
basic local sentences are compatible
with disjoint unions of structures.
This will actually be a complete de-
scription of their specialisation pre-
order over Fin(σ), as we will prove in
Proposition 4.3.10.

It is an easy check that for all φ(x⃗) ∈ FO, for all (A,υ), one has A,υ |=
|φ|rx⃗ if and only if NA(υ(x⃗), r),υ |= φ(x⃗). As a consequence, whenever
φ(x⃗) is a r-local formula, then |φ|rx⃗ is equivalent to φ. However, the
transformation may increase the quantifier rank, as the subformula
y ∈ N (x⃗, r) has a non-zero quantifier rank (if r > 1).

Example 4.1.10. Let φ def
= ∃x.∀y.E(x, y). Then,

|φ|8z = ∃x ∈ N (z, 8).∀y ∈ N (z, 8).E(x, y) .

We are almost ready to state the main theorem of this section, namely
the locality of first order logic, a combinatorial tool that will be used
to replace compactness arguments when dealing with classes of finite
structures. Notice that Example 4.1.8 hints at a major issue when
attempting to decompose first order sentences into local ones: locality
only makes sense when free variables are involved.

To tackle this issue, let us introduce the notion of basic local sentences
due to Gaifman. For that, let us write indepN (x⃗,r) as a shorthand
for the formula

∧
1≤i ̸=j≤|x⃗| N (xi, r) ∩ N (xj , r) = ∅, which is easily

expressed using the predicates d (xi, xj) > 2r. This formula expresses
the fact that the vector x⃗ is composed of points that are “far enough”
from each other.

Using this construction, let us now define a variant of the existential
quantifier that includes a notion of repetition and distance: we define
∃≥nr x.ψ(x) as a notation for ∃x1, . . . , xn.indepN (x⃗,r) ∧

∧n
i=1 ψ(xi). In

plain English, this states that there exists n points, whose r-local neigh-
bourhoods do not intersect, and such that each of these points satisfies
ψ.

Definition 4.1.11 [37]. An r-basic local first order sentence is of
the form ∃≥nr x.ψ(x), where ψ(x) is an r-local formula with a single
free variable x.

Example 4.1.12. Let σ def
= { (E, 2) }. The sentence stating that one

can find two disjoint 2-local neighbourhoods N1, N2 and two points
x1 ∈ N1, x2 ∈ N2 such that N1 = NN1(x1, 1) and N2 = NN2(x2, 1),
is a basic local first order sentence that can be written:

∃≥2
2 x.∀y ∈ N (x, 2).E(x, y) .

Example 4.1.13. The sentence ∀x.∀y.E(x, y) cannot be rewritten
as a basic local sentence.

Proof Hint. Notice that if φ is a basic local sentence and A |= φ, then
for all B ∈ Struct(σ), A ]B |= φ. ■
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One can also restate the Gaifman
Locality Theorem as the fact that
every first order formula has a Gaif-
man normal form.

Beware that the “converse” of Corol-
lary 4.1.15 is not true. This is be-
cause the local neighbourhoods of a
structure can have arbitrary size, and
might not be first-order definable at a
given r, k ≥ 0. Formally, there exists
a pair of structures A,B such that A

and B satisfy the same sentences but
do not have the same local neighbour-
hoods.

The celebrated Gaifman Locality Theorem states the locality of first
order logic: the evaluation of a first-order formula only depends on the
first-order properties of the local neighbourhoods of that structure,
which we formally restate below.

Theorem 4.1.14 ([37]). Every first order formula is equivalent to
a Boolean combination of basic local sentences and local formulas.

This is the Gaifman Locality Theorem.

Even though Theorem 4.1.14 does not prove the uniqueness of the
Boolean combination of basic local sentences and local formulas, it is
usually said that such sentences are in Gaifman normal form (although,
this is not a normal form).

One can add restrictions on the shape of basic local sentences and local
formulas to build variants of the Gaifman normal form. Some examples
can be found in the leftmost column of Figure 4.1.

Corollary 4.1.15. For all sentences ϕ ∈ FO[σ], there exists r, k ≥ 0

such that for all structures A,B ∈ Struct(σ), if Local(A, r, k) =

Local(B, r, k), then A |= ϕ if and only if B |= ϕ.

Notice that one can extend Corollary 4.1.15 by considering first-order
formulas with free variables, which requires to extend the construction
of r-local neighbourhoods to structures with a valuation. In order to
keep the notations simple and because such case will not appear, we
will restrict ourselves to the current phrasing of Corollary 4.1.15.

Let us illustrate how the locality of first-order logic can be used to
prove the relativisation of preservation theorems to classes of finite
structures. Recall that Cycles is the class of undirected finite cycles.

Example 4.1.16. The Łoś-Tarski Theorem relativises to Cycles.

Proof. Let ϕ ∈ FO be a sentence preserved under extensions over
Cycles. Thanks to Corollary 4.1.15, there exists r, k ≥ 0 such that
whether A |= ϕ holds is determined by Local(A, r, k). Recall from Ex-
ample 4.1.3 that if m,n > 2r × k, then the local neighbourhoods of
the two cycles are identical, i.e., Local(Cn, r, k) = Local(Cm, r, k). Let
us build the equivalent existential sentence by case analysis, using the
diagram sentences ∆EFO

A that exists for EFO thanks to Lemma 3.1.5.

▶ If there exists n > 2r × k such that Cn |= ϕ. Then for all n >
2r × k, Cn |= ϕ. Hence, ϕ is equivalent over Cycles to∨

Cn|=ϕ∧n≤2r×k

∆EFO
Cn

∨ ∃≥2r×k+1
0 x.> .

▶ Otherwise, for all n > 2r × k, Cn |= ¬ϕ. Hence, ϕ is equivalent
over Cycles to ∨

Cn|=ϕ∧n≤2r×k

∆EFO
Cn

■
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[6]: Atserias, Dawar and Grohe
(2008), ‘Preservation under exten-
sions on well-behaved finite struc-
tures’
[7]: Atserias, Dawar and Kolaitis
(2006), ‘On preservation under homo-
morphisms and unions of conjunctive
queries’
[20]: Dawar (2010), ‘Homomorphism
preservation on quasi-wide classes’
[57]: Harwath, Heimberg and Sch-
weikardt (2015), ‘Preservation and
decomposition theorems for bounded
degree structures’

6: We similarly define univer-
sal local sentences as sentences in
∀FOLoc, that are also the negations
of existential local sentences.
7: As for ∃QF, the set of existen-
tial local sentences does not form
a fragment of first order logic. We
implicitly equate ∃FOLoc with the
smallest fragment. This is valid be-
cause every sentence in the closure
of ∃FOLoc is equivalent to some sen-
tence in ∃FOLoc.

The technique presented is far from being an ad-hoc one, as it was
already discussed in Chapter 3 (Preservation Theorems for First Order
Queries). However, let us notice that we avoided the study of minimal
models and the corresponding Lemma 3.2.3: here there are infinitely
many non-equivalent minimal models! Note that using locality to study
the combinatorial properties of minimal models is at the core of nu-
merous proofs of relativisation [6, 7, 20, 57].

Quite noticeably, Rossman’s proof of the relativisation of the Homo-
morphism Preservation Theorem to the finite does not explicitly use
Theorem 4.1.14, and builds upon custom Ehrenfeuch-Fraïsé games
[83].

4.2. A Positive Locality Theorem

The astute reader might recall from Chapter 3 (Preservation Theorems
for First Order Queries) and particularly in Section 3.1 that whenever
a fragment of first order logic is given, a corresponding notion of em-
bedding can be defined, and one has a corresponding preservation the-
orem.

Let us follow this pattern and write FOLoc for the fragment of local
formulas, and FOLocr for the fragment of r-local formulas. Specialising
Definition 3.1.1, let us define an r-local elementary embedding to be
a map h : A → B such that for all ϕ ∈ FOLocr, A,υ |= ϕ implies
A, h◦υ |= ϕ. Similarly, a local elementary embedding is a map preserving
FOLoc. Thanks to Theorem 3.1.9, every first order sentence preserved
under local elementary embedding is equivalent over Struct(σ) to an
existential local sentence, that is, a sentence in ∃FOLoc. Concretely,
a sentence ϕ ∈ ∃FOLoc is of the form ∃x⃗.ψ(x⃗) where ψ is a local
formula67.

The local elementary embeddings are the “local” counterpart to the
usual notion of elementary embedding in Model Theory: a map h : A →
B is an elementary embedding if and only if for all φ(x⃗) ∈ FO[σ],
υ : x⃗→ A, A,υ |= φ(x⃗) implies that B, h ◦ υ |= φ(x⃗). By construction,
elementary embeddings are the F-embeddings where F is choosen to be
the full collection of first order formulas FO. In particular, every first
order sentence is preserved under elementary embeddings.

In order to be able to refer to the specialisation of Theorem 3.1.9 in the
case of existential local sentences, let us write the corollary hereafter.

Corollary 4.2.1. Let φ be a sentence in FO[σ]. The following prop-
erties are equivalent over the class Struct(σ) of all structures.

1. φ is equivalent to an existential local sentence.
2. φ is preserved under local elementary embeddings.

The similarity between Corollary 4.2.1 and Theorem 4.1.14 is not a
coincidence. However, it is not yet clear to see how the two relate,
since one talks about existential local sentences and the other one
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Table 4.3.: Variations around locality and sentences in first order logic.

Name Shape Hypothesis
Existential local ∃x⃗.ψ(x⃗) ψ r-local formula

Almost basic local ∃x⃗.indepN (x⃗,r) ∧ ψ(x⃗) ψ r-local formula
Asymmetric basic local ∃x⃗.indepN (x⃗,r) ∧

∧
i ψi(xi) (ψi)1≤i≤|x⃗| r-local formulas

Basic local ∃x⃗.indepN (x⃗,r) ∧
∧
i ψ(xi) ψ r-local formula

[87]: Schwentick and Barthelmann
(1999), ‘Local normal forms for first-
order logic with applications to
games and automata’

[55]: Grohe and Wöhrle (2004), ‘An
existential locality theorem’

considers the more constrained basic local sentences. Let us state the
main theorem of this section.

Theorem 4.2.2. Let C ⊆ Struct(σ) be a class of structures and
φ ∈ FO[σ] be a first-order sentence. Then, the following properties
are equivalent:

1. φ is equivalent over C to an existential local sentence
2. φ is equivalent over C to a positive Boolean combination of

basic local sentences, which we call a positive Gaifman normal
form.

As a consequence of Theorems 4.1.14 and 4.2.2, every first-order sen-
tence is equivalent to a finite conjunction of implications of the form
ψi ⇒ φi where both ψi and φi are existential local sentences. Notice
that this can be seen as a variation of the normal form proposed by [87],
who proved that every first order sentence is equivalent to a sentence
of the shape ∃x⃗.∀y.ψ(x, y) where ψ is a local formula. From this point
of view, the preservation under local elementary embeddings “removes
the need for universal quantifications.”

The rest of this section is devoted to proving Theorem 4.2.2, through
a gradual understanding of the expressive power of local formulas. As
basic local sentences form a subset of existential local sentences, the
only difficulty is converting an existential local sentence into a positive
Boolean combination of basic local sentences. We split this transforma-
tion into intermediate syntactic steps as described in Table 4.3. These
intermediate steps are motivated as follows:

▶ Translating from existential local sentences to almost basic local
sentences amounts to “separating” the variables into disjoint
neighbourhoods;

▶ Translating from almost basic local sentences to asymmetric ba-
sic local sentences amounts to “separating” the properties checked
on the variable, based on the fact that they are far away;

▶ Translating from asymmetric basic local sentences to basic local
sentences amounts to “uniformizing” the local properties so that
the same one is asked for every variable.

Exploring Table 4.3 might seem daunting, but the introduced frag-
ments arise quite naturally. For instance, asymmetric basic local sen-
tences were already introduced by Grohe and Wöhrle in order to con-
struct an existential Gaifman normal form see [55, Theorem 6]. Because
they have similar definitions, we will first help the reader distinguish
their respective “expressive power” in Figure 4.5.
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Existential local Almost basic local

Asymmetric basic localBasic local

Figure 4.5.: Strict inclusions between
the different set of local sentences de-
scribed in Table 4.3. Witnessed by ex-
amples Examples 4.2.5 to 4.2.7.

Beware that in [55], “existential local sentences” do not refer to the
existential closure of a local sentence, but to what is defined here as an
existential basic local sentence. We take the time to introduce existen-
tial basic local sentences because of an analogue to Theorem 4.2.2 has
been proven by Grohe and Wöhrle, which we restate in Theorem 4.2.4.
Please note however that Theorem 4.2.4 is not an equivalence, and
it is unclear whether it could be used to prove Theorem 4.2.2 (and
vice-versa).

Definition 4.2.3 [55, Section 3]. Let σ be a finite relational signa-
ture. A first order sentence φ ∈ FO[σ] is an existential Basic local
sentence when it is of the form ∃≥kr x.ψ(x) where ψ is an existential
formula that is also r-local. I.e., φ is of the form:

∃x⃗.indepN (x⃗,r) ∧
∧
i

ψ(xi) .

Theorem 4.2.4 [55, Theorem 2]. Let σ be a finite relational signa-
ture. Every existential sentence φ ∈ FO[σ] is equivalent to a positive
Boolean combination of existential basic local sentences.

Such a positive Boolean combination of existential basic local sen-
tences is called an existential Gaifman normal form of φ.

Example 4.2.5. Let C be the class of coloured graphs, let r ≥ 2.
Let ψ(x) def

= ∀x ∈ N (x, r).green(x) and θ(x)
def
= ∀x ∈ N (x, r).blue(x).

The sentence

∃x1, x2.indepN (x⃗,r) ∧ ψ(x1) ∧ θ(x2)

is asymmetric basic local but not basic local.

Example 4.2.6. Let C be the class of coloured graphs, let r ≥ 2.
Let ψ(x) def

= ∀x ∈ N (x, r).green(x) and θ(x)
def
= ∀x ∈ N (x, r).blue(x).

The sentence

∃x1, x2.indepN (x⃗,r) ∧ (ψ(x1) ∧ ψ(x2)) ∨ (θ(x1) ∧ θ(x2))

is almost basic local but not asymmetric basic local.

Example 4.2.7. Let C be the class of coloured graphs, let r ≥ 2.
Let ψ(x) def

= ∀x ∈ N (x, r).green(x) and θ(x)
def
= ∀x ∈ N (x, r).blue(x).

The sentence

∃x1, x2.∀y ∈ N (x1x2, r).(E(x1, y) ∧ θ(y)) ⇐⇒ (E(x2, y) ∧ ψ(y))

is existential local but not almost basic local.
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8: Which holds in any given met-
ric space, but is stated inside a given
structure for clarity.

0

1

Figure 4.6.: Input (slide 0) and
output (slide 1) of Lemma 4.2.8.
Black nodes are the input vector a⃗,
with their r-neighbourhoods repres-
ented as dashed circles. Square blue
nodes represent the output vector
b⃗ with their R-neighbourhoods rep-
resented as green circles, and 3R-
neighbourhoods represented as light-
green circles.

Remark that Theorem 4.2.2 claims that positive Boolean combinations
of existential local sentences are as expressive as positive Boolean com-
binations of basic local sentences, hence that the “hierarchy” of local
variations introduced Table 4.3 and depicted in Figure 4.5 collapses
when considering their closure under finite disjunctions and finite con-
junctions.

As noticed in the above examples, the variation of expressive power
essentially depend on the repartition of the local neighbourhoods in
a given structure. To perform the combinatorial study of “possible
overlaps” of neighbourhoods, we first prove the following lemma.8 We
encourage the reader to look at Figure 4.6 while reading Lemma 4.2.8
to understand the basic idea, which is to turn a tuple of points a⃗,
into a tuple b⃗ of points that are guaranteed to have non-intersecting
neighbourhoods.

Lemma 4.2.8. For every k, r ≥ 0, for every structure A ∈ Struct(σ)
and vector a⃗ ∈ A≤k, there exists a vector b⃗ ∈ A≤k and a radius
r ≤ R ≤ 4kr such that:

1. The R-local neighbourhood of b⃗ contains the r-local neighbour-
hood of a⃗: NA(⃗a, r) ⊆ NA(⃗b,R),

2. The R-local neighbourhoods of elements in b⃗ are not intersect-
ing: ∀b 6= b′ ∈ b⃗,NA(b, 3R) ∩ NA(b

′, 3R) = ∅.

Proof. We proceed by induction over k.

▶ When k ≤ 1 it suffices to take R def
= r and for every vector a⃗ ∈ A≤k

build b⃗
def
= a⃗ and notice that NA(⃗a, r) = NA(⃗b,R).

▶ When k ≥ 2, we proceed by a simple case analysis
1. Either the balls NA(a, 3r) are pairwise disjoint when a ranges

over a⃗; in which case it suffices to consider b⃗ def
= a⃗ and R def

= r

to conclude.
2. Or at least two of the balls NA(a, 3r) intersect when a ranges

over a⃗, and we can assume without loss of generality that
the neighbourhoods of a1 and a2 at radius 3r intersect.
Let us consider c ∈ NA(a1, 3r) ∩ NA(a2, 3r). Define c⃗

def
=

(c, a3, . . . , ak), this vector is of size 1 when k = 2.
Because d(a1, c) ≤ 3r and d(a2, c) ≤ 3r, NA(a1a2, r) ⊆
NA(c, 4r).
By induction hypothesis, there exists a radius 4r ≤ R ≤
4k−1(4r) and a vector b⃗ ∈ A≤k−1 such that NA(c⃗, 4r) ⊆
NA(⃗b,R) and ∀b 6= b′ ∈ b⃗,NA(b, 3R) ∩NA(b

′, 3R) = ∅.
Since NA(⃗a, r) ⊆ NA(c⃗, 4r) and r ≤ 4r ≤ R ≤ 4kr, the
statement holds. ■

4.2.1. From Existential Local Sentences to Asymmetric
Basic Local Sentences

In this section, we will do a first step towards proving Theorem 4.2.2
by showing that existential local sentences are equivalent to disjunc-
tions of asymmetric basic local sentences. This transformation is split
into two; in Lemma 4.2.9 on the following page, we perform the first
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This proves that even though exist-
ential local sentences and almost ba-
sic local sentences do not have the
same expressive power, disjunctions
of such sentences are equi-expressive.
[33]: Feferman and Vaught (1959),
‘The first order properties of
products of algebraic systems’
[74]: Makowsky (2004), ‘Algorithmic
uses of the Feferman–Vaught
Theorem’
9: For instance, a disjoint union of
neighbourhoods.
10: Typically, the connected com-
ponents of a disjoint union.

step of conversion by rewriting existential local sentences into almost
basic local sentences, leveraging the study of neighbourhoods intersec-
tions done in Lemma 4.2.8. In Lemma 4.2.20 on page 83, we continue
by transforming an almost basic local sentence into a disjunction of
asymmetric basic local sentences. The second step is more involved
and relies on the Feferman-Vaught technique, which is a very conveni-
ent tool in finite model theory that will also come in handy in Chapter
6 (Logically Presented Spaces).

Lemma 4.2.9. Let σ be a finite relational signature, and φ(x⃗) be
an r-local formula. There exist 1 ≤ n ≤ 4|x⃗|r and ψ1, . . . , ψn almost
basic local sentences such that ∃x⃗.φ(x⃗) is equivalent to the disjunction∨

1≤i≤n ψi over Struct(σ).

Proof. Let us define ∆
def
= { (k,R) : 0 ≤ k ≤ |x⃗| ∧ r ≤ R ≤ 4|x⃗|r }, and

for each (k,R) ∈ ∆,

ψ(k,R)
def
= ∃b1, . . . , bk.indepN (⃗b,R) ∧ ∃x⃗ ∈ N (⃗b,R).φ(x⃗) (4.1)

To conclude it suffices to prove that ∃x⃗.φ(x⃗) is equivalent to

Ψ
def
=

∨
(k,R)∈∆

ψ(k,R) .

▶ Assume that A ∈ Struct(σ) satisfies ∃x⃗.φ(x⃗). Then there exists
a⃗ ∈ A|x⃗| such that NA(⃗a, r) |= ∃x⃗.φ(x⃗) since φ is r-local around
x⃗. Using Lemma 4.2.8, there exists a size 0 ≤ k ≤ |⃗a| a radius r ≤
R ≤ 4|⃗a|r, and a vector b⃗ ∈ Ak such that NA(⃗a, r) ⊆ NA(⃗b,R)

and the balls of radius 3R around the points of b⃗ do not intersect.
In particular,

⊎
b∈⃗bNA(b,R) |= ∃x⃗.φ(x⃗) since witnesses in NA(⃗a, r)

can still be found and φ is r-local. This proves that A |= ψ(k,R)

hence that A |= Ψ.
▶ Assume that A ∈ Struct(σ) satisfies Ψ. Then there exists (k,R)

such that A |= ψk,R thus proving that there exists b⃗ ∈ Ak such
that

⊎
b∈⃗bNA(b,R) |= ∃x⃗.φ(x⃗). Since r ≤ R and φ is r-local this

proves A |= ∃x⃗.φ(x⃗). ■

Transforming almost basic local sentences into positive Boolean com-
bination of asymmetric basic local sentences requires a bit more work,
and typically leverages what is known as Feferman-Vaught style com-
positional techniques [33, 74]. This technique/meta-theorem reduces
the evaluation of a sentence over a complex structure,9 into an evalu-
ation of (more-complex) sentences on simpler parts.10 It is quite clear
how such theorems will transform almost basic local sentences into
positive Boolean combinations of asymmetric basic local sentences.

We present hereafter a suitably adapted version of the Feferman-Vaught
technique, following a syntactic proof due to Thomas Colcombet. This
syntactic proof avoids most of the problems arising from semantic ones,
and is general enough so that it can be reused later when studying com-
positional properties of preservation theorems in Chapter 6 (Logically
Presented Spaces).

https://www.wikidata.org/wiki/Q29021756
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Figure 4.7.: The proof scheme of
Lemma 4.2.20.

11: That was defined inductively in
Definition 2.2.6.

12: This typed logic can actually
be encoded in a subset of MSO, by
considering types as (set) free vari-
ables that partition the structure. In
this setting, ∃x : T.ψ corresponds
to the MSO formula ∃x.x ∈ T ∧ ψ.
However, we prefer the syntactic ap-
proach because it makes the proof of
Lemma 4.2.19 easier to follow.

The rough idea of the syntactic approach is to use a stricter language of
“typed formulas” (Definition 4.2.10) to keep track of where variables
are taken inside a complex structure. One can transform usual sen-
tences into typed formulas preserving the semantics (Definition 4.2.14
and Lemma 4.2.17), and conversely discard the type annotations to
turn a typed formula into a regular one. The main advantage of typed
formulas is that they are easily rewritten into “monotyped formulas”
(Lemma 4.2.19). Because types keep track of the components of a struc-
ture, this proves that one can transform a formula into a positive
Boolean combination of formulas that only consider one connected
component. A graphical representation of the proof scheme is given in
Figure 4.7.

Definition 4.2.10. Let T be a non-empty set, and σ be a relational
signature. The T-typed formulas are defined inductively as follows:

τ :=x : T when T ∈ T
| R(x1 : T, . . . , xn : T ) when R ∈ σ, T ∈ T
| ∃x : T.τ when T ∈ T
| ∀x : T.τ when T ∈ T
| τ ∧ τ | τ ∨ τ | ¬τ | >

In this new language of T-typed formulas, a relation can only be in-
troduced using variables of the same type T ∈ T, as shown in Ex-
ample 4.2.11.

Example 4.2.11. The formula ∃z : T2.R(x : T1, y : T1) ∧ P (z : T3)

is a typed formula. While ∃z : T2.R(x : T1, z : T2) is not a typed
formula.

Let us now define the semantics associated with T-typed formulas. The
idea is to follow the usual evaluation of first order sentences11 with
added “runtime type checking” when evaluating existential quantifiers.
To perform (at runtime) that a variable x : T is correctly typed, we
define the evaluation over typed structures, namely structures A ∈
Struct(σ) together with a function ρ : A → T.12

Definition 4.2.12. The T-typed satisfaction relation |=T is defined
by induction on the T-typed formulas follows: given A ∈ Struct(σ),



80 4. Locality and Preservation

x⃗ ⊆fin V, υ : x⃗→ A, ρ : A → T, and φ ∈ FO[σ]

A, ρ,υ |=T R(y1 : T, . . . , yn : T )
def⇐⇒ ρ(y1) = · · · = ρ(yn) = T and

(υ(y1), . . . ,υ(yn)) ∈ RA

A, ρ,υ |=T ψ1(y⃗) ∧ ψ2(z⃗)
def⇐⇒ A, ρ,υ |=T ψ1(y⃗) and

A, ρ,υ |=T ψ2(z⃗)

A, ρ,υ |=T ¬ψ(y⃗) def⇐⇒ A, ρ,υ 6|=T ψ1(y⃗)

A, ρ,υ |=T ∃z : T.ψ(y⃗z) def⇐⇒ there exists a ∈ A,

such that ρ(a) = T, and
A, ρ,υ[z 7→ a] |=T ψ(y⃗z)

A, ρ,υ |=T > def⇐⇒ always .

One can convert a typed formula into an untyped one by removing all
type annotations, which we write UT(ψ). In general, this conversion
is “lossy,” but let us remark that, when we restrict our attention to a
universe with a single type T , the T-typed satisfiability and the usual
notion of satisfiability coincide.

Lemma 4.2.13. For all A ∈ Fin(σ), for all sets T, for all ρ maps
every element to a single type T ∈ T, for all T-typed formulas ψ where
all variables have the same type T , the following are equivalent:

1. A, ρ,υ |=T ψ

2. A,υ |= UT(ψ).

Proof. We prove the result by induction on the formula ψ. Because
the two semantics have the same definition except for the case of the
existential quantification, we only treat this specific case.

Assume that ψ = ∃x : T ′.θ. Because every variable in ψ has type T ,
we conclude that T = T ′. Furthermore, we know that ρ(a) = T for all
a ∈ A. Now, remark that one can use the induction hypothesis on A,
ρ, υ[z 7→ a], and θ for all a ∈ A.

A, ρ,υ |=T ∃z : T.θ(y⃗z) def⇐⇒ there exists a ∈ A,

such that ρ(a) = T, and
A, ρ,υ[z 7→ a] |=T θ(y⃗z)

⇐⇒ there exists a ∈ A,

A, ρ,υ[z 7→ a] |=T θ(y⃗z)

⇐⇒ there exists a ∈ A,

A,υ[z 7→ a] |= UT(θ(y⃗z))
def⇐⇒ A,υ |= ∃z.UT(θ(y⃗z))

⇐⇒ A,υ |= UT(∃z : T.θ(y⃗z)) . ■

Lemma 4.2.13 proves that it is possible to erase typing annotation of
monotyped formulas, that is formulas using a single type T . Let us now
provide a way to go the other direction and add type annotations to an
untyped formula. This conversion will use T-typing environments Γ , the
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Beware that we must assume that T
is finite for the conversion below to
be well-defined. This is not a prob-
lem for this section, but will be-
come an obstacle when applying the
Feferman-Vaught technique to linear
orderings in Lemma 6.3.35.

Notice that Definition 4.2.14 not only
adds types, but also performs a kind
of “partial evaluation,” by statically
replacing relations with ⊥ whenever
there is a type mismatch.

In Lemma 4.2.17, the hypothesis
that Γ(x) = ρ(υ(x)) ensures that
the “static type” corresponds to the
“runtime type” of the variable, which
is a compatibility condition between
Γ and ρ. This condition is crucially
used when comparing the typed and
untyped existential quantifications.
On the other hand, the condition re-
garding distances is there to justify
that the conversion is sound when it
replaces R(y1, . . . , yn) by ⊥ in case
of a type mismatch.

static counterpart to the “runtime environment” ρ, that is, functions
from (finite subsets of) free variables to T.

Definition 4.2.14. Let T be a non-empty finite set, ψ be a first-
order formula, and Γ be a typing environment. We define the T-typed
formula convT(Γ , ψ) by induction on ψ as follows:

1. convT(Γ , ∃x.ψ) def
=
∨
T∈T ∃x : T.convT(Γ [x 7→ T ], ψ),

2. convT(Γ , ψ1 ∨ ψ2)
def
= convT(Γ , ψ1) ∨ convT(Γ , ψ2),

3. convT(Γ ,¬ψ) def
= ¬convT(Γ , ψ),

4. convT(Γ ,>)
def
= >,

5. convT(Γ , R(y1, . . . , yn))
def
= R(y1 : Γ(y1), . . . , yn : Γ(yn)) when

Γ(y1) = · · · = Γ(yn), and ⊥ otherwise.

We illustrate an example of conversion in Example 4.2.15, where we
highlight that atomic formulas containing different types are mapped
to ⊥, which may change the semantics. The purpose of Lemma 4.2.17
is to show that a simple restriction on the choice of typing environment
ensures that the translation is faithful.

Example 4.2.15. Let φ(x, y) def
= ∃z.E(x, z)∧E(y, z), T def

= {T1, T2 },
and Γ be such that Γ(x) = T1 6= T2 = Γ(y). Then,

convT(Γ , φ) = ∨

{
∃z : T1.E(x : T1, z : T1) ∧ ⊥
∃z : T2.⊥ ∧ E(y : T2, z : T2)

.

Note that for all A ∈ Struct(σ), υ : {x, y } → A, and ρ : A → T,
A, ρ,υ 6|=T convT(Γ , φ). This proves that convT(Γ , φ) is not satis-
fiable, even though φ was satisfiable.

Because it is going to be crucial later on, let us highlight right now
that the conversion convT(Γ , φ) does not create new free variables, and
assigns the “correct” type to the free variables of φ.

Fact 4.2.16. Let φ(x⃗) ∈ FO[σ] be a first order formula, T be a non-
empty finite set of types, and Γ be a T-typing environment. Then,
convT(Γ , φ) has free variables x⃗, the type of x⃗ is precisely Γ(x), and
the quantifier rank of UT(convT(Γ , φ)) is at most the quantifier rank
of φ.

Lemma 4.2.17. Let σ be a relational signature, T be a non-empty
finite set, and ψ(x⃗) be a first-order formula. For all T-typing environ-
ments Γ , for all A ∈ Struct(σ), for all ρ : A → T, for all υ : x⃗ → A,
such that dA(a, b) ≤ 1 implies ρ(a) = ρ(b) for all a, b ∈ A, and
Γ(x) = ρ(υ(x)) for all x ∈ x⃗, the following are equivalent:

▶ A,υ |= ψ,
▶ A, ρ,υ |=T convT(Γ , ψ).

Proof. We prove the result by induction on the (untyped) formula ψ.
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The case of disjunction, negation, and the formula > are immediate,
and we focus on the two difficult cases: the base case of a relation
R(y1, . . . , yn) and the existential quantification.

For the base case, let ψ = R(y1, . . . , yn). Assume that A,υ |= ψ. Then,
dA(υ(yi),υ(yj)) ≤ 1 for all 1 ≤ i, j ≤ n. In particular, there exists
T ∈ T such that T = Γ(yi) = ρ(υ(yi)) = ρ(υ(yj)) = Γ(yj) for all
1 ≤ i, j ≤ n. Therefore, convT(Γ , ψ) = R(y1 : T, . . . , yn : T ). Finally,
A, ρ,υ |=T R(y1 : T, . . . , yn : T ), because (υ(y1), . . . ,υ(yn)) ∈ RA.

Conversely, assume that A, ρ,υ |=T convT(Γ , ψ). Then, convT(Γ , ψ) 6=
⊥, and in particular there exists a type T ∈ T such that Γ(y1) = · · · =
T (yn) = T , and convT(Γ , ψ) = R(y1 : T, . . . , yn : T ). By definition of
the typed satisfaction relation, this means that (υ(y1), . . . ,υ(yn)) ∈
RA, and therefore that A,υ |= ψ.

Let us now focus on the case of the existential quantification. That is,
we assume that ψ = ∃y.θ(x⃗, y). In this case, we have that

convT(Γ , ψ) =
∨
T∈T

∃y : T.convT(Γ [y 7→ T ], θ) .

Remark that for all a ∈ A, one can apply the induction hypothesis on
the formula θ, with υ[y 7→ a], ρ, and Γ [y 7→ ρ(a)], to conclude that(
A, ρ,υ[y 7→ a] |=T convT(Γ [y 7→ ρ(a)], θ)

)
⇐⇒ (A,υ[y 7→ a] |= θ) .

Now, we obtained the desired equivalence as follows:

A, ρ,υ |=T convT(Γ , ψ) ⇐⇒ ∃T ∈ T, ∃a ∈ A,

ρ(a) = T, and
A, ρ,υ[y 7→ a] |=T convT(Γ [y 7→ T ], θ)

⇐⇒ ∃a ∈ A,

A, ρ,υ[y 7→ a] |=T convT(Γ [y 7→ ρ(a)], θ)

⇐⇒ ∃a ∈ A,

A,υ[y 7→ a] |= θ

⇐⇒ A,υ |= ∃y.θ
⇐⇒ A,υ |= ψ . ■

Corollary 4.2.18. Let σ be a relational signature, r > 0, x⃗ =

(x1, . . . , xn) be a finite tuple of variables. Let us define T to be the set
{T1, . . . , Tn }. For all models A ∈ Struct(σ) and valuation υ : x⃗→ A

such that A,υ |= indepN (x⃗,r), for all ψ(x⃗) ∈ FO[σ], the following
are equivalent

1. NA(υ(x⃗), r),υ |= ψ(x⃗)

2. NA(υ(x⃗), r), ρ,υ |=T convT(xi 7→ Ti, ψ(x⃗)).

Where ρ maps a ∈ NA(υ(x⃗), r) to Ti, where 1 ≤ i ≤ n is such that
a ∈ NA(υ(xi), r).

Now that we have studied the translation between ordinary formulas
and typed ones, let us prove the main structural property of typed
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When we say that ψ and φ are equi-
valent typed formulas, we mean that
both have the same set x⃗ of free vari-
ables, and that for all A ∈ Struct(σ),
for all ρ : A → T, for all υ : x⃗ → A,
A, ρ, υ |=T φ if and only if A, ρ, υ |=T

ψ.

13: This is because a sentence that
does not use the type T cannot con-
tain the variable x of type T , and its
evaluation does not depend on the
value given to x.

formulas that is the reason for their introduction in the first place: one
can separate types.

Lemma 4.2.19. Let σ be a relational signature, and let T be a
set. Every T-typed formula is equivalent over Struct(σ) to a positive
Boolean combination of monotyped formulas, i.e., formulas using a
single type T ∈ T.

Furthermore, the quantifier rank of the formulas obtained in the pro-
cess is bounded by the original quantifier rank of the typed formula.

Proof Sketch. We prove the result by induction on the typed formula.
The cases of disjunction, negation, and > are easily handled by in-
duction. Furthermore, for the base case of relational symbols, a typed
formula R(y1 : T, . . . , yn : T ) is always a monotyped formula by defin-
ition. As a consequence, the only interesting case is the existential
quantification.

Let ψ = ∃x : T.θ. By induction hypothesis, θ can be rewritten as
a finite positive Boolean combination of monotyped formulas. Notice
that ∃x : T.(θ1 ∧ θ2) is equivalent to (∃x : T.θ1) ∧ θ2 whenever θ2
does not contain the type T . Similarly, ∃x : T.(θ1 ∨ θ2) is equivalent to
(∃x : T.θ1) ∨ θ2 whenever θ2 does not contain the type T .13

As a consequence, ψ is equivalent to a positive Boolean combination of
monotyped formulas, where the ∃x : T. quantification is applied to the
monotyped formulas with type T , and the others are left untouched.

■

Now, we are ready to state the first conversion lemma, that transforms
an existential local sentence into a positive Boolean combination of
asymmetric basic local sentences. This is done by following the proof
scheme of Figure 4.7, which starts by “typing” the local formula inside
the existential local sentence, uses the combinatorial tools developed on
typed sentences to provide monotyped formulas, which are then turned
into regular untyped formulas by erasing the type annotations.

Lemma 4.2.20. Every almost basic local sentence is equivalent to
a finite disjunction of asymmetric basic local sentences.

Proof. Let r > 0. Let φ def
= ∃x⃗.indepN (x⃗,r)∧ψ(x⃗), where ψ is a r-local

formula around x⃗, and let T def
= {Tx : x ∈ x⃗ }.

Let A ∈ Struct(σ), and υ : x⃗ → A such that A,υ |= indepN (x⃗,r). Let
ρ : NA(υ(x⃗), r) → T that associates with a the unique Tx such that
a ∈ NA(υ(x), r). Thanks to Corollary 4.2.18, we obtain the following
equivalence:

(NA(υ(x⃗), r),υ |= ψ(x⃗))

⇐⇒
(
NA(υ(x⃗), r), ρ,υ |=T convT(x 7→ Tx, ψ(x⃗))

) (4.2)

We are now going to use Lemma 4.2.19 to rewrite the T-typed formula
convT(x 7→ Tx, ψ(x⃗)) into a positive Boolean combination of mono-
typed formulas. Because every free variable of ψ is assigned a different
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14: i.e., for existential 0-local sen-
tences.

type in Γ , and the “type conversion” convT(, ) respects this property
(see Fact 4.2.16), these monotyped formulas have at most one free vari-
able! It is now possible to write:

convT(x 7→ Tx, ψ(x⃗)) ≡
n∨
i=1

∧
x∈x⃗

τn,x(x : Tx) (4.3)

By definition, ψi,x
def
= |UT(τi,x(x : Tx))|rx is an r-local formula around

its single free variable x.

To conclude, it suffices to prove that ∃x⃗.indepN (x⃗,r) ∧ ψ(x⃗) is equi-
valent over Struct(σ) to the following disjunction of asymmetric basic
local sentences:

n∨
i=1

∃x⃗.indepN (x⃗,r) ∧
∧
x∈x⃗

ψi,x(x) .

To obtain such an equivalence, let us fix x⃗ such that A,υ |= indepN (x⃗,r)

and combine the results gathered so far as follows:

A,υ |= ψ(x⃗)

⇐⇒ NA(υ(x⃗), r),υ |= ψ(x⃗) r-local
⇐⇒ NA(υ(x⃗), r), ρ,υ |=T convT(x 7→ Tx, ψ(x⃗)) (4.2)

⇐⇒ NA(υ(x⃗), r), ρ,υ |=T
n∨
i=1

∧
x∈x⃗

τi,x(x : Tx) (4.3)

⇐⇒
n∨
i=1

∧
x∈x⃗

(
NA(υ(x⃗), r), ρ,υ |=T τi,x(x : Tx)

)
(|=T)

⇐⇒
n∨
i=1

∧
x∈x⃗

(
NA(υ(x), r), ρ,υ |=T τi,x(x : Tx)

)
(|=T)

⇐⇒
n∨
i=1

∧
x∈x⃗

(NA(υ(x), r),υ |= UT(τi,x(x : Tx))) (4.2.13)

⇐⇒
n∨
i=1

∧
x∈x⃗

(
A,υ |= |UT(τi,x(x : Tx))|rx

)
(|·|)

⇐⇒
n∨
i=1

∧
x∈x⃗

(A,υ |= ψi,x) (ψi,x)

⇐⇒
n∨
i=1

[
A,υ |=

(∧
x∈x⃗

ψi,x

)]
(|=)

We conclude by noticing that A |= ∃x⃗.indepN (x⃗,r) ∧ ψ(x⃗) if and
only if there exists υ such that A,υ |= indepN (x⃗,r), and A,υ |= ψ,
which is equivalent to stating that A,υ |= indepN (x⃗,r), and that
there exists 1 ≤ i ≤ n, such that A,υ |=

∧
x∈x⃗ ψi,x(x). Hence, A |=

∃x⃗.indepN (x⃗,r) ∧ ψ(x⃗) if and only if A |=
∨

1≤i≤n ∃x⃗.indepN (x⃗,r) ∧∧
x∈x⃗ ψi,x(x). ■

The combination of Lemma 4.2.20 and Lemma 4.2.9 states that every
existential local sentence is equivalent to a finite disjunction of asym-
metric basic local sentences. This was previously known for existential
sentences14 as a consequence of the existential Gaifman normal form
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introduced in [55, Theorem 6].

4.2.2. From Asymmetric Basic Local to Basic Local
Sentences

In order to prove that every existential local sentence is equivalent to a
positive Boolean combination of basic local sentences (Theorem 4.2.2),
it suffices to prove it for asymmetric basic local sentences thanks to
Lemmas 4.2.9 and 4.2.20. This setting is a generalisation of [55, Lemma
4] that deals with existential sentences.

Removing variables. The first step of our construction is to notice
that if a local property appears frequently in a structure, then it can
be selected independently of other local properties. This was already
noticed in [55] and is a fairly standard argument. To make the above
statement precise, let us first formally define how to remove a local
property from an asymmetric basic local sentence.

Definition 4.2.21. Let φ def
= ∃x⃗.indepN (x⃗,r) ∧

∧
x∈x⃗ ψx(x) be an

asymmetric basic local sentence. For each x ∈ x⃗, the sentence φ / x

is defined as ∃y⃗.indepN (y⃗,r) ∧
∧
y∈y⃗ ψy(y) , where y⃗ def

= x⃗ \ {x }.

Example 4.2.22. Let ψ1 and ψ2 be two r-local formulas, and
φ

def
= ∃x1, x2.indepN (x1x2,r) ∧ ψ1(x1) ∧ ψ2(x2). Then, φ / x1 =

∃x2.ψ2(x2), and φ / x2 = ∃x1.ψ1(x1).

It is immediate that the sentences obtained by removing a local prop-
erty to check are weaker than the original sentence. Let us state this
fact formally so that we can refer to it later on.

Fact 4.2.23. Let φ be an asymmetric basic local sentence with
existential variables x⃗. Let A ∈ Struct(σ) such that A |= φ. Then,
A |= φ / x for all x ∈ x⃗.

We now have all the tools needed to formally state what was hinted at
earlier: frequent properties can be checked independently of the rest
in an asymmetric basic local sentence. We restate the proof of the
following result for readability.

Lemma 4.2.24 [55, Step 1 of Lemma 4]. Let φ be an asymmetric
basic local sentence of the following form:

∃x1, . . . , xk.indepN (x⃗,r) ∧
∧
x∈x⃗

ψx(x) .

Let A ∈ Struct(σ) and x ∈ x⃗ be such that A |= φ / x and A |=
∃≥k2r y.ψx(y). Then, A |= φ.
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Proof. Let us write z⃗ def
= x⃗ \ {x }. Because A |= φ / x, there exists a

valuation υ : z⃗ → A, such that the points in υ(z⃗) have non-intersecting
r-neighbourhoods in A, and NA(υ(y), r),υ |= ψy(y) for all y ∈ z⃗. As a
consequence, we only need to find a point a ∈ A such that NA(a, r) ∩
NA(υ(z⃗), r) = ∅ and A, y 7→ a |= ψx(y) to conclude that A |= φ.

Because A |= ∃≥k2r y.ψx(y), there exists k points a1, . . . , ak = a⃗ in A

whose 2r-neighbourhoods do not intersect, and such that A, y 7→ ai |=
ψx(y) for all 1 ≤ i ≤ k. Let us show that at least one of them is far
from υ(z⃗).

Assume by contradiction that for all a ∈ a⃗, the point a is “too close”
to the vector υ(z⃗), that is, NA(a, r) ∩ NA(υ(z⃗), r) 6= ∅. Since |⃗a| = k

and |υ(z⃗)| = k − 1, there exists a pair of points a1 6= a2 ∈ a⃗ and one
variable y ∈ z⃗ such that, NA(a1, r) ∩ NA(υ(y), r) 6= ∅ and NA(a2, r) ∩
NA(υ(y), r) 6= ∅. As a consequence, υ(y) ∈ NA(a1, 2r) ∩ NA(a2, 2r),
and this contradicts the assumption on the vector a⃗. ■

Let us now take a step back and explain the proof scheme that we
will employ in the upcoming Lemma 4.2.38 that rewrites asymmetric
basic local sentences into positive Boolean combination of basic local
sentences. The proof will be done by induction on the number of outer
existential quantifiers as follows: given an asymmetric basic local sen-
tence φ with outer existentially quantified variables x⃗, we will define
φ′ def

=
∨
x∈x⃗

[
φ / x ∧ ∃≥k2r y.ψx(y)

]
. Thanks to Fact 4.2.23, φ′ ⇒ φ, and

we can leverage the induction hypothesis to rewrite φ / x as a positive
Boolean combination of basic local sentences. To conclude, it suffices
to rewrite φ ∧ ¬φ′ as a positive Boolean combination of basic local
sentences, which is easier because its models have a peculiar property:
for all A |= φ ∧ ¬φ′, the set W def

= { a ∈ A : ∃x ∈ x⃗.A, x 7→ a |= ψx(x) }
is sparse, in that it is not possible to find more than k(k− 1) points in
W whose 2r-neighbourhoods do not intersect.

For clarity, let us call r-local formulas with exactly one free variable
r-local properties.

Fact 4.2.25. Let k, r > 0, ψ1(x), . . . , ψk(x) be r-local properties,
and A be such that for all 1 ≤ i ≤ k, A 6|= ∃≥k2r x.ψi(x). Then, the
set W def

= { a ∈ A : ∃x ∈ x⃗.A, x 7→ a |= ψx(x) } has the following
property:

∀a⃗ ∈ Ak(k−1)+1,

∃1 ≤ l 6= p ≤ k(k − 1) + 1,

NA(al, 2r) ∩ NA(ap, 2r) 6= ∅ .

Abstractly, we will therefore be interested, given a finite (non-empty)
set Pr of r-local properties, in the possible ways that the set W def

=

{ a ∈ A : A, x 7→ a |=
∨
p∈Pr

p(x) } can be found in a structure A ∈
Struct(σ) where |W | is guaranteed to be bounded by some K (thanks
to Fact 4.2.25). Intuitively, there are only finitely many possible ways
that a structure A can represent a given set of witnesses W , and the
rest of this section is devoted to formally proving this intuition.
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Figure 4.8.: An example of relational
structure G in the first frame,
and associated template graph
G2
{ψ1,ψ2 }(G) in the last frame.

Black directed arrows represent
the relation E(x, y), while the red
colour represents the relation P (x).
Nodes are coloured in green when
they satisfy ψ1, and in violet when
they satisfy ψ2 of Example 4.2.27.
The labelled edges of the template
graph are represented by orange
bidirectional arrows labelled with
the distance d.

Template Graphs. In order to represent sets of witnesses and their
local relationship inside a given structure, we propose the following
abstraction.

Definition 4.2.26. Let r,R ≥ 0, A ∈ Struct(σ), and Pr be a non-
empty finite set of r-local properties. The (R,Pr)-template graph
GRPr

(A) of A is an edge-labelled coloured graph whose vertices are the
elements of A that satisfy at least one property in Pr. It has labelled
edges (u, v, dA(u, v)) whenever dA(u, v) ≤ R, and each vertex a is
coloured by the set of qr(x) ∈ Pr such that A, x 7→ a |= qr(x).

In a template graph, an edge has exactly one label, but a vertex can
have multiple colours. We write propsPr (v) for the collection of r-local
properties that colour the vertex v, which happens to always be non-
empty.

Example 4.2.27. Let σ
def
= { (E, 2); (P, 1) }, r = R = 2, ψ1(x)

def
=

∃y ∈ N (x, 2).E(x, y) ∧ P (y), and ψ2(x)
def
= ∀y ∈ N (x, 2).¬P (y). Let

P2
def
= {ψ1, ψ2 }. Let G be the relational structure in the first frame of

Figure 4.8. Then, the associated template graph G2
P2
(G) is described

in the last frame of Figure 4.8.

Because we will be interested in structures where the set of witnesses to
the local properties is sparse, we will restrict our attention to template
graphs that have a bounded number of vertices.

Definition 4.2.28. Let K ∈ N, R, r > 0, and Pr be a finite set of
r-local properties. Let us define GraphsPr

R (K) to be the set of (R,Pr)-
template graphs having at most K vertices.

Given a structure A, checking whether it satisfies some asymmetric
basic local sentence amounts to computing the associated template
graph and finding a tuple of vertices that have the right colouring
and respect the distances imposed by the sentence. Therefore, one can
collect, given an asymmetric basic local sentence φ the template graphs
of models of φ. Notice that given a template graph of a model of φ,
one “add new local properties” while remaining a witness that φ holds.
This is the motivation for the following definition.

Definition 4.2.29. Let K ∈ N, R, r > 0, and Pr be a finite set of
r-local properties. We order template graphs G,G′ ∈ GraphsPr

R (K)

using G ≤ G′ if and only if there exists a embedding h : G → G′

between the underlying graphs respecting the edge labels, and such
that propsPr (v) ⊆ propsPr (h(v)) for all v ∈ G.

Given a structure A and a tuple a⃗ ∈ A, we can build the template
graph GPr

R (A) intersected with the vertex set a⃗. This is GPr

R (A, a⃗).



88 4. Locality and Preservation

1

2

3

3

1
Figure 4.9.: A template graph (be-
low) that is represented inside a big-
ger graph (above).

Definition 4.2.30. Let A be a structure. A template graph G is
represented by a vector a⃗ ∈ A whenever G ≤ GPr

R (A, a⃗).

We refer to Figure 4.9 for an example of a template graph represented
by a given vector. Let us put emphasis on the fact that we are allowed
to add vertices and properties when representing a graph.

Our first lemma after that long series of definitions is that template
graphs can be represented in first-order logic via a kind of diagram
sentence. That is, there is a local formula checking whether a given
template graph can be represented using some tuple in a given neigh-
bourhood of a structure.

Because the collection of template graphs of bounded size is finite,
we can build a sentence stating that we contain at least one of these
patterns.

Lemma 4.2.31. Let K,R, r > 0, Pr be a finite set of r-local prop-
erties, and G ∈ GraphsKR (Pr). There exists an (r +R)-local formula
DiagramPr,R

G (x) such that, for all A ∈ Struct(σ), and for all a ∈ A

the following are equivalent:

1. A, x 7→ a |= DiagramPr,R
G (x);

2. ∃⃗b ∈ NA(a,R), G ≤ GPr

R (A, b⃗), and NA(⃗b, r) ⊆ NA(a,R).

Proof. Let us define the formula as follows:

DiagramPr,R
G (x)

def
=∃v1, . . . , vV(G) ∈ N (x,R).∧

(vi,vj ,h)∈E(G)

d(vi, vj) = h

∧
∧

vi∈V(G)

∧
p∈propsPr (vi)

p(vi)

∧
∧

vi∈V(G)

N (vi, r) ⊆ N (x,R) .

It is immediate that this is an (R + r)-local formula, moreover, the
stated equivalence holds by definition. ■

It may be time to reflect on what has been done so far. Recall that
we are trying to provide a combinatorial description of the ways in
which witnesses of an asymmetric basic local sentence can be found
in a structure, provided that these witnesses are “sparse.” We built
template graphs to abstract the relationship between these witnesses
inside real structures, and designed ways to talk about these templates
using local formulas. The only remaining problem is that basic local
sentences can only count the repetition of some local pattern, and a
template graph can be composed of different connected components.
We can tackle this problem by studying how the template graph of a
union of a tuple a⃗⃗b of points can be obtained by combining the template
graphs of a⃗ and b⃗, building towards an inductive construction of the
template graphs.
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In general, it is not immediately clear how GPr

R (A, a⃗) and GPr

R (A, b⃗)

can be used to recover the template graph GPr

R (A, a⃗⃗b). However, the
construction is quite simple if we assume that a⃗ and b⃗ are “far enough”
apart.

Fact 4.2.32. Let r,R > 0, Pr be a non-empty finite set of r-local
properties, A ∈ Struct(σ), and a⃗, b⃗ be vectors of elements of A, such
that NA(⃗a,R) and NA(⃗b,R) do not intersect. Then,

GPr

R (A, a⃗⃗b) = GPr

R (A, a⃗) ] GPr

R (A, b⃗) .

The problem is now to state (using local formulas) that the template
graphs that we extract in a given structure are far enough apart, so
that we can use Fact 4.2.32 later on. To that end, let us introduce a
sentence that does exactly this check in Definition 4.2.33. We will prove
that this definition has the intended semantics, in Lemma 4.2.34.

Definition 4.2.33. Let r,R > 0, and Pr be a non-empty finite set
of r-local properties. Let us define the security cylinder formula as
the following max(3R,R+ r)-local formula:

SecurityPr

R (x)
def
= ∀y ∈ N (x, 3R). ∨

p∈Pr

p(y)

⇒ N (y, r) ⊆ N (x,R) .

Lemma 4.2.34. Let R, r > 0, Pr be a non-empty finite set of r-local
properties, and G ∈ GraphsKPr

(R). The following implication holds
over Struct(σ):(

DiagramPr,R
G (x) ∧ SecurityPr

R (y) ∧ d (x, y) ≤ 2R
)
⇒ DiagramPr,R

G (y)

Proof. Let A ∈ Struct(σ) and υ : {x, y } → A be a valuation such that
A,υ |= DiagramPr,R

G (x) ∧ SecurityPr

R (y) ∧ d (x, y) ≤ 2R.

By Lemma 4.2.31, there exists a vector b⃗ ∈ NA(υ(x), R) such that
G ≤ GPr

R (A, b⃗), and NA(⃗b, r) ⊆ NA(υ(x), R).

In particular, every point of b⃗ satisfies at least one property p ∈ Pr. As
dA(υ(x),υ(y)) ≤ 2R, b⃗ ∈ NA(υ(y), 3R).

Because, A,υ |= SecurityPr

R (y), we conclude that NA(⃗b, r) ⊆ NA(υ(y), R).

Using Lemma 4.2.31, this time in the converse direction, we conclude
that A,υ |= DiagramPr,R

G (y). ■

Putting it all together. We have partially solved the problem of the
local presence of template graphs in a given structure, but basic local
sentences have another restriction: we can only ask for the repetition of
the same local property. Therefore, we have to “encode” the presence
of some template graph as the repetition of identical local properties.
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It is not strictly necessary to use
Pfin(∆) in the Definition 4.2.35 be-
cause the latter is finite, but the nota-
tion puts emphasis on the fact that
everyting we manipulate is finite.

The pattern {S } + M ′ may have
several matches in Definition 4.2.37,
however we claim that the order in
which the sets S are selected does not
change the output of obt.

To that end, we will consider finite multisets of template graphs. The
collection of finite multisets with at most p elements over a set X is
written M⋄

p(X) and is a subset of functions M : X → N with finite
support, and such that

∑
x∈XM(x) ≤ p. We identify { a } with the

finite multiset M that maps a to 1 and every other element to 0, and
write M1 +M2 for the pointwise addition of the two multisets.

Definition 4.2.35. Let R, r, k, p > 0, Pr be a finite non-empty set
of r-local properties, ∆ ⊆ GraphskPr

(R), and M ∈ M⋄
p(Pfin(∆)) be a

finite multiset with at most p elements. We define

ΘMR
def
=

∧
S∈Pfin(∆)

∃≥M(S)
3R x,SecurityPr

R (x)

∧
∧
G∈S

DiagramPr,R
G (x)∧

∧
∧

G′∈∆\S

¬DiagramPr,R
G′ (x) .

Remark 4.2.36. The sentence ΘMR is a conjunction of basic local
sentences.

The intuition behind Definition 4.2.35 is that we want to find enough
witnesses of the subsets S ⊆ ∆, in completely independent areas of the
structure.

Imagine that a structure satisfies ΘMR for some multiset, then it must
represent certain template graphs. Let us formally describe this set.

Definition 4.2.37. Let R, r, k, p > 0, Pr be a finite non-empty set
of r-local properties, ∆ ⊆ GraphskPr

(R), and M ∈ M⋄
p(Pfin(∆)) be a

finite multiset with at most p elements. The set obt(M) of graphs
obtainable from M is defined inductively as follows:

▶ obt(∅) def
= ∅, and

▶ obt({S } +M ′) is defined as the collection of graphs G, G′,
and G ]G′ for G ∈ S, and G′ ∈ obt(M ′).

The next lemma finishes the conversion from existential local sentences
to sentences in positive Gaifman normal form. The main technicality is
proving that Definition 4.2.37 correctly represents the template graphs
that are found inside the structures.

Lemma 4.2.38. Every asymmetric basic local sentence is equivalent
to a positive Boolean combination of basic local sentences.

Proof. Let φ be of the form ∃x1, . . . , xk.indepN (x⃗,r) ∧
∧k
i=1 ψi(xi)

where (ψi)1≤i≤k is a sequence of r-local formulas. We prove by in-
duction over k that φ is equivalent to a positive Boolean combination
of basic local sentences. When k ≤ 1, φ is already a basic local sentence
hence we assume k ≥ 2.
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That is, MV is the collection of
multisets from which one can obtain
a template graph that can then be
used as a witness that A |= φ.

15: It suffices to consider a set
c⃗ of maximal size W with non-
intersecting 2r-neighbourhoods. We
know that |⃗c| ≤ k(k−1), and that for
all a ∈ W , NA(a, 2r) ∩ NA(c⃗, 2r) 6=
∅. As a consequence, NA(a, 2r) ⊆
NA(c⃗, 6r).

16: Let us briefly sketch why in
the margin. For every S ∈ Pfin(∆),
either S 6∈ M

b⃗
, and there is noth-

ing to check, or S ∈ M
b⃗
, and we

have proven that there exists pre-
cisely enough points in b⃗ for which
Sb = S, and with non-intersecting
3R-neighbourhoods. Notice that by
definition of Sb, the only template
graphs that occur in the neighbour-
hood of b are precisely those in Sb.
The only property left to check is
that b has a proper security cylin-
der, but this is precisely how the vec-
tor b⃗ was constructed: every template
graph is in the 6r-neighbourhood of
some c ∈ c⃗, which is itself included in
the R-neighbourhood of some b ∈ b⃗.

For 1 ≤ i ≤ k, we apply the induction hypothesis on φ / xi, which
has fewer existentially quantified variables, and call φ / i the obtained
positive Boolean combination of basic local sentences.

Let us define Pr def
= {ψi : 1 ≤ i ≤ k } which is a non-empty finite set of

r-local properties, and ∆
def
= GraphsPr

4k26r
(k).

Let us define MV as the set of multisets M ∈ M⋄(Pfin(∆))k(k − 1) such
that obt(M) contains some template graph G, which itself contains
vertices v1, . . . , vk, at pairwise distance greater than 2r, that are such
that ψi ∈ propsPr (vi) for all 1 ≤ i ≤ k.

Let us prove that φ is equivalent to the positive Boolean combination
of basic local sentences Ψ defined as

Ψ
def
=

 ∨
1≤i≤k

φ / i ∧ ∃≥k2r x.ψi(x)


︸ ︷︷ ︸

def
=Ψ1

∨

 ∨
M∈MV

∨
6r≤R≤4k26r

ΘMR


︸ ︷︷ ︸

def
=Ψ2

.

Direction φ⇒ Ψ: Assume that A |= φ. Using Fact 4.2.23, A |= φ / xi
for all 1 ≤ i ≤ k and by the induction hypothesis this proves that
A |= φ / i for all 1 ≤ i ≤ k.

If A |= ∃≥k2r x.ψi(x) for some 1 ≤ i ≤ k, then A |= Ψ and we are done.

Otherwise, A 6|= ∃≥k2r x.ψi(x) for all 1 ≤ i ≤ k, and the remaining goal
is to show that for such a structure, A |= Ψ2.

In such a structure A, let us call W the set of elements in A that satisfy
at least one ψi. It is not possible to find more than k(k − 1) points
in W whose neighbourhoods of radius 2r do not intersect, thanks to
Fact 4.2.25. This implies that there exists a vector c⃗ in A of size at
most k(k − 1) such that W ⊆ NA(c⃗, 6r).15

Using Lemma 4.2.8 over c⃗ and 6r one obtains a radius 6r ≤ R ≤ 4k
2

6r

and a vector b⃗ such that NA(c⃗, 6r) ⊆ NA(⃗b,R) and the neighbourhoods
of radius 3R around the points in b⃗ do not intersect.

Let b ∈ b⃗. Let us define Sb as the set of template graphs GPr

R (A, a⃗)

where a⃗ ranges over the tuples of k points inside W ∩ NA(b,R).

Notice if a ∈ W , then NA(a, 2r) ⊆ NA(c⃗, 6r) ⊆ NA(⃗b,R). As a con-
sequence, the vector b⃗ can be used to partition the elements in W .
Furthermore, for all b ∈ b⃗, Sb ∈ Pfin(∆).

Let us now write M b⃗ for the multiset obtained by collecting all the Sb
when b ranges over elements in b⃗. By construction, A |= Θ

M
b⃗

R .16

Let us now prove that M b⃗ ∈ MV . Because A |= φ, there exists a
valuation υ : x⃗→ A, representing a tuple a⃗ def

= υ(x⃗) of points at pairwise
distance greater than 2r such that A,υ |=

∧k
i=1 ψi(xi). Let us now

prove that GPr

R (A, a⃗) ∈ obt(M b⃗), which will prove that M b⃗ ∈ MV .

First, a⃗ ∈W , hence a⃗ ⊆ NA(⃗b,R). Because the 3R-neighbourhoods of
elements in b⃗ do not intersect, one can leverage Fact 4.2.32 and notice
that GPr

R (A, a⃗) =
⊎
b∈⃗b GPr

R (A, a⃗ ∩ NA(b,R)), and conclude that this
template graph belongs to obt(M b⃗).
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We have proven that A |= Θ
S

b⃗

R with S b⃗ ∈ MV and 6r ≤ R ≤ 4k
2

6r,
hence A |= Ψ2. In particular, A |= Ψ.

Direction Ψ ⇒ φ: Assume conversely that A |= Ψ = Ψ1 ∨ Ψ2. If
A |= Ψ1, then some local property appears frequently in A thanks to
the induction hypothesis, and A |= φ via Lemma 4.2.24.

Otherwise, A |= Ψ2, hence A |= ΘMR for some M ∈ MV and 6r ≤ R ≤
4k

2

6r.

Because M ∈ MV , there exists a template graph G ∈ obt(M) having
k vertices v1, . . . , vk at pairwise distance greater than 2r such that
ψi ∈ propsPr (vi) for all 1 ≤ i ≤ k. To conclude that A |= φ, it therefore
suffices to find some vector a⃗ ∈ A such that G ≤ GPr

R (A, a⃗). Indeed,
this provides a map h : G → A such that for all 1 ≤ i ≤ k, A, x 7→
h(vi) |= ψi(x), and dA(h(vi), h(vj)) > 2r whenever i 6= j, i.e., A |= φ.

To find such a representative vector, let us prove a stronger result: for
all G ∈M , there exists a⃗ ∈ A such that G ≤ GPr

R (A, a⃗).

Let us write M = {S1, . . . , Sn} where each Si is repeated mi ≤ k(k−1)

times. By definition of ΘMR , there exists a sequence of points bji ∈ A

with 1 ≤ i ≤ n, 1 ≤ j ≤ mi such that

A, x 7→ bji |= SecurityPr

R (x)

A, x 7→ bji |=
∧
G∈Si

DiagramPr,R
G (x)

A, x 7→ bji |=
∧
G ̸∈Si

¬DiagramPr,R
G (x) .

Furthermore, for all fixed 1 ≤ i ≤ n the points bji for 1 ≤ j ≤ mi are
at pairwise distance greater than 6R.

Let us now prove that the points bji are at pairwise distance greater
than 2R when i varies. Assume by contradiction that there exists i, j
and i′, j′ such that i 6= i′ and d

(
bji , b

j′

i′

)
≤ 2R. Because of Lemma 4.2.34,

for all G ∈ Si ∪ Si′ , A, x 7→ bji , y 7→ bj
′

i′ |= DiagramPr,R
G (x) ⇐⇒

DiagramPr,R
G (y). This clearly implies Si = Si′ , which is absurd.

Now that we have the guarantee that the elements bji are far enough
from each other, let us leverage the definition of obt(M) and Fact 4.2.32
to find a representative for every template graph if obt(M).

Formally, we prove by induction on the definition of obt(M), that for
all G ∈ obt(M), there exists a⃗ ∈ A such that G ≤ GPr

R (A, a⃗). The
base case being trivial and the induction hypothesis holds because
the R-neighbourhoods around the points bji do not intersect, hence
Fact 4.2.32 applies. ■

Having completed the last step of our translation from existential local
sentences to positive Boolean combinations of basic local sentences,
let us restate the main theorem of Section 4.2 (A Positive Locality
Theorem), namely Theorem 4.2.2 on page 75.
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[55]: Grohe and Wöhrle (2004), ‘An
existential locality theorem’
17: Remark that if ψ(x⃗) ∈ EFO,
then its localisation |ψ|x⃗r ∈ EFO too.

18: That is, apart from noticing that
both are true, hence equivalent state-
ments.
19: For instance, the sentence
∃≥2
2 x.> stating that two points are

at distance greater than 2.

Recall that we write Local(A, r, k) for
the collection of r-neighbourhoods
of tuples of length at most k A.
Furthermore, the notation is exten-
ded to classes of structures, so that
Local(C, r, k) is the collection of r-
neighbourhoods of tuples of length at
most k inside some structure A ∈ C.

Theorem 4.2.2. Let C ⊆ Struct(σ) be a class of structures and
φ ∈ FO[σ] be a first-order sentence. Then, the following properties
are equivalent:

1. φ is equivalent over C to an existential local sentence
2. φ is equivalent over C to a positive Boolean combination of

basic local sentences, which we call a positive Gaifman normal
form.

Proof. This follows from Lemmas 4.2.9, 4.2.20 and 4.2.38 ■

Discussion. As mentioned at the beginning of the section, the com-
binatorics involved in proving Theorem 4.2.2 are similar to the existen-
tial Gaifman normal form stated in Theorem 4.2.4 and introduced in
[55, Theorem 2]. Let us recall that an existential basic local sentence
is a sentence of the form ∃≥nr x.ψ(x) for some ψ(x) that is both an
existential formula and an r-local formula.17

Since an existential sentence is in particular an existential local sen-
tence, one would hope that a connection between Theorem 4.2.2 and
Theorem 4.2.4 would exist. However, one cannot deduce the existence
of the existential Gaifman normal form from a simple application of
Theorem 4.2.2, since Lemma 4.2.38 does not produce existential basic
local sentences when given an existential sentence as input. Already,
the sentence DiagramPr,G

R introduced in Lemma 4.2.31 contains a uni-
versal quantifier, and this is also true of Security and ΘMR respectively
introduced in Definitions 4.2.33 and 4.2.35

Conversely, it does not seem that the existence of an existential Gaif-
man normal form for existential sentences implies Theorem 4.2.2 in
any meaningful way18. Furthermore, we would like to point out that
there are existential basic local sentences that are clearly not express-
ible using existential sentences19.

4.3. An Existential Local Preservation
Theorem

As shown in Figure 4.1 the two results of Corollary 4.2.1 and The-
orem 4.2.2 presented in Section 4.2 (A Positive Locality Theorem) are
fitting a nice picture where a semantic property (preservation under
local elementary embeddings) coincide with both a syntactic fragment
(existential local sentences) and a variant of the Gaifman normal form
(positive Gaifman normal form).

Because Theorem 4.2.2 holds on any class C of structures, and because
basic local sentences are quite simple, one might be hoping to prove
that Corollary 4.2.1 relativises to at least Fin(σ). As a direct applica-
tion, one would obtain a new way to prove that preservation theorems
for classes of finite structures, using this positive Gaifman normal form
as a starting point.
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Before going further into the analysis of Corollary 4.2.1 in the finite, let
us describe the semantic properties of existential local sentences. The
main idea is that existential local sentences check the presence of a
certain r-local neighbourhood inside structures. Because an existential
local sentence is written in FO, it cannot check the isomorphism of such
local neighbourhoods. Therefore, we will not be interested in the local
behaviours Local(A, r, k), but their equivalence classes up to formulas
of a certain quantifier rank.

Definition 4.3.1. Let σ be a finite relational signature, A be a struc-
ture, and a⃗ be a tuple of elements from A. Let us write tpqA (⃗a, r) for
the (q, r)-local type of a⃗, that is, the set of all formulas of quantifier
rank at most q with at most |⃗a| free variables that are r-local, and
such that A, x⃗ 7→ a⃗ |= φ(x⃗).

Note that there are only finitely many possible local types for a given
pair (q, r) ∈ N2 and a given number of variables |⃗a|. Therefore, given
a structure A ∈ Struct(σ), one can describe the local behaviour of A
using the following finite set of local-types:

Typesq,kr (A)
def
= { tpqA (⃗a, r) : a⃗ ∈ A≤k } . (4.4)

We will now reformulate the notion of r-local elementary embedding,
that is the semantic property of existential local sentences in terms of
(q, r)-local types as follows.

Definition 4.3.2. Let A,B ∈ Struct(σ), r, q, k ≥ 0. We say that
A ⇛r,k

q B if and only if for every a⃗ ∈ A, there exists a tuple
b⃗ ∈ B such that a⃗ and b⃗ have the same the (q, r)-local types, i.e.,
Typesq,kr (A) ⊆ Typesq,kr (B).

We generalise the definition to unbounded parameters r, q, k as fol-
lows:

⇛∞,∞
∞

def
=
⋂
r≥0

⋂
q≥0

⋂
k≥0

⇛r,k
q . (4.5)

As a sanity check, existential local sentences are preserved under ⇛∞,∞
∞ ,

and one can relate the quantifier rank, locality radius, and number of
outer existential variables of a given existential local sentence to the
least k, q, r ≥ 0 such that said sentence is preserved under ⇛r,k

q . This
is formally stated in Fact 4.3.3.

Fact 4.3.3. Let C ⊆ Struct(σ). Let r, q, k ≥ 0, and ϕ ∈ FO[σ]. The
following are equivalent:

1. ϕ is equivalent (over C) to an existential local sentence ∃x⃗.ψ(x)
where |x⃗| ≤ k, ψ has quantifier rank at most q, and ψ is r-local;

2. ϕ is preserved (over C) under ⇛r,k
q , i.e., whenever A |= ϕ and

A ⇛r,k
q B, then B |= ϕ.

To get a better grasp of this family of quasi-orders, let us first note
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20: as the set of all r-local formu-
las with quantifier rank at most q in
tpq

′

A (a⃗, r′).

a few facts and play a bit with the definition over carefully selected
examples. First, Fact 4.3.4 demonstrates that increasing the paramet-
ers unsurprisingly refines the quasi-orders, i.e., that ⇛r,k

q gets finer
as r, q, k increase. Second, we show in Example 4.3.7 that the rela-
tion A ⇛r,k

q B is indeed strictly coarser than checking the inclusion
Local(A, r, k) ⊆ Local(B, r, k). Finally, we illustrate in Fact 4.3.6 the
connection between our local quasi-orders and disjoint unions of finite
structures.

Fact 4.3.4. Let C ⊆ Struct(σ), and let r ≤ r′, q ≤ q′, and k ≤ k′

be integers. Then, ⇛r′,k′

q′ ⊆⇛r,k
q as relations over C.

Proof. Assume that A ⇛r′,k′

q′ B. Let tpqA (⃗a, r) ∈ Typesq,kr (A). In par-
ticular, a⃗ ∈ A has size k ≤ k′, hence tpq

′

A (⃗a, r′) ∈ Typesq
′,k′

r′ (A). By
assumption, this provides a vector b⃗ ∈ B of length at most k′ such
that tpq

′

A (⃗a, r′) = tpq
′

B

(⃗
b, r′

)
.

Now, it is quite clear that it implies |⃗a| = |⃗b| = k. Furthermore,
tpqA (⃗a, r) is completely determined20 by tpq

′

A (⃗a, r′) (and similarly for
b⃗). As a consequence, tpqA (⃗a, r) = tpqB

(⃗
b, r
)

. ■

Example 4.3.5. Let C ⊆ Fin(σ), and r, q ∈ N. Then, ⇛0,∞
q , ⇛r,∞

0 ,
and ⊆i are the same relations over C.

Proof. Let us first prove that the locality based ordering imply ⊆i.
Leveraging Lemma 3.2.8, it suffices to prove that if A ⇛0,∞

0 B, then
Th(A) ∩ EFO ⊆ Th(B) ∩ EFO.

Let us consider φ ∈ Th(A) ∩ EFO. Then, φ = ∃x⃗.ψ(x⃗) where ψ is
quantifier-free. In particular, there is a tuple a⃗ ∈ A that witnesses
the truth of φ. Because A ⇛0,|⃗a|

0 B, there exists b⃗ ∈ B such that
tp0

A (⃗a, 0) = tp0
B

(⃗
b, 0
)

.

In particular, ψ(x⃗) ∈ tp0
B

(⃗
b, 0
)

, and we conclude that B |= φ.

For the converse inclusion, assume that A ⊆i B, and in particular,
let us call h : A → B the associated QF-embedding. Let us prove that
A ⇛r,∞

0 B, and that A ⇛0,∞
q B. Let tpqA (⃗a, 0) ∈ Typesq,|⃗a|0 (A). We

claim that tpqA (⃗a, 0) = tpqB (h(⃗a), 0).

This holds because a 0-local formula is equivalent to an existential
formula. Similarly, a quantifier-free r-local formula is in fact, just a
quantifier-free formula. ■

Fact 4.3.6. Let A,B ∈ Fin(σ). The following are equivalent:

1. A ⇛∞,∞
∞ B;

2. For all r, k ∈ N, Local(A, r, k) ⊆ Local(B, r, k);
3. There exists C ∈ Fin(σ), such that A ] C = B.



96 4. Locality and Preservation

21: The following computations are
only restating formally that a local
formula only depends on the local be-
haviour of a structure, and that the
local behaviour of the disjoint union
is the disjoint union of the local be-
haviours.

22: This is a diagram sentence for the
full FO fragment.

Proof. Let us first prove that Item 3 implies Item 1. Let a⃗ ∈ Ak, then
a⃗ ∈ B = A ] C. Furthermore, it is an easy check that tpqA (⃗a, r) =

tpqA⊎C (⃗a, r). Indeed,21 given an r-local formula φ(x⃗) the following are
equivalent:

▶ A, x⃗ 7→ a⃗ |= φ(x⃗),
▶ NA(⃗a, r), x⃗ 7→ a⃗ |= φ(x⃗),
▶ NA⊎C(⃗a, r), x⃗ 7→ a⃗ |= φ(x⃗), and
▶ A ] C, x⃗ 7→ a⃗ |= φ(x⃗).

Now, let us prove that Item 1 implies Item 2. Let a⃗ ∈ Ak. Because A is
finite, so is NA(⃗a, r). Hence, one can construct22 a first order sentence
φ such that B |= φ if and only if B = NA(⃗a, r). By definition, A, x⃗ 7→
a⃗ |= |φ|rx⃗. Hence, |φ|rx⃗ ∈ tpqA (⃗a, r) for some q ∈ N. Because A ⇛∞,∞

∞ B,
there exists a vector b⃗ ∈ Bk such that tpqA (⃗a, r) = tpqB

(⃗
b, r
)

. In

particular, |φ|rx⃗ ∈ tpqB
(⃗
b, r
)

. This proves that NB(⃗b, r) = NA(⃗a, r),
and we have concluded.

Finally, let us prove that Item 2 implies Item 3. Because A is finite,
A ∈ Local(A, |A|, |A|+ 1). By assumption, there exists a vector b⃗ ∈ B

such that NB(⃗b, |A|+ 1) = A. Let us conclude by showing that B =

NB(⃗b, |A|+ 1) ]
[
B \ NB(⃗b, |A|+ 1)

]
. Assume by contradiction that

there exists c1 ∈ B\NB(⃗b, |A|+ 1), and c2 ∈ NB(⃗b, |A|+ 1), such that
(c1, c2) are neighbours in B. Notice that every point of NB(⃗b, |A|+ 1)

is actually at distance at most |A| from b⃗ (because this holds for A

itself). Hence, c2 ∈ NB(⃗b, |A|). This proves that c1 ∈ NB(⃗b, |A|+ 1),
but this is absurd. ■

Example 4.3.7. Let n,m ∈ N. Recall that Pn ∈ Paths is a path of
size n, and Cm ∈ Cycles is a cycle of size m. Assume moreover
that m ≤ k(2r + 1) < n and k < m. Then, Local(Cm, r, k) 6⊆
Local(Pn, r, k). However, Cm ⇛r,k

0 Pn.

Proof Sketch. Let us notice that whenever m ≤ k(2r+1), Cm is inside
Local(Cm, r, k). As Local(Pn, r, k) contains only finite paths, this proves
the non-inclusion of local neighbourhoods.

To prove that Cm ⇛r,k
0 Pn, let us consider a vector a⃗ of k points in Cm.

The local type tp0
Cm

(⃗a, r) is the collection of quantifier free formulas
with k variables that hold in a⃗, which essentially describes a finite
disjoint unions of paths. Because k < m ≤ k(2r+ 1) < n, it is an easy
check that tp0

Cm
(⃗a, r) ∈ Typesq,kr (Pn). ■

Let us summarise all the results about infinite structures that we have
obtained so far in the following proposition, which refines Figure 4.1.

Proposition 4.3.8. Let φ be a sentence in FO[σ]. The following
properties are equivalent over the class Struct(σ) of all structures.

1. φ is equivalent to a positive Boolean combination of basic local
sentences.

2. φ is equivalent to an existential local sentence.
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23: See Theorem 3.1.9 p. 33

3. There exists r, q, k ∈ N such that φ is preserved under ⇛r,k
q .

4. φ is preserved under ⇛∞,∞
∞ .

5. φ is preserved under local elementary embeddings.

Proof. The equivalence between Item 1 and Item 2 is exactly The-
orem 4.2.2. The equivalence between Items 2 and 5 follows from Co-
rollary 4.2.1. The equivalence between Items 2 and 3 follows from
Fact 4.3.3. Finally, remark that Item 3 implies Item 4, which itself
implies Item 5, hence all of the above are equivalent to Item 2. ■

The connection between Proposition 4.3.8 and preservation theorems23

might seem tenuous. Let us explain why the two are deeply connected
in the case of the Łoś-Tarski Theorem. As proven by Tait, the Łoś-
Tarski Theorem does not relativise to Fin(σ). However, a combinatorial
proof of Atserias, Dawar and Grohe shows that for hereditary classes
of finite structures C that have bounded degree, and that are closed
under disjoint unions, the Łoś-Tarski theorem relativises to C. As per
our Example 4.1.16, the proof uses the Gaifman Locality Theorem,
and one of the main obstacles to overcome is the presence of negations
in this normal form. If Proposition 4.3.8 were to relativise in the finite,
this would greatly simplify the proof of this result, and potentially
allows us to weaken the hypotheses.

First, the fine semantic characterisations of the existential local sen-
tences and positive Gaifman normal forms remain true in the finite, as
depicted in Proposition 4.3.9 hereafter. Moreover, the coarse semantic
characterisations of existential local sentences are intimately related
to disjoint unions, as shown right after in Proposition 4.3.10.

Proposition 4.3.9. Let φ be a sentence in FO[σ], and C ⊆ Fin(σ).
The following properties are equivalent over C:

1. φ is equivalent to a positive Boolean combination of basic local
sentences.

2. φ is equivalent to an existential local sentence.
3. There exists r, q, k ∈ N such that φ is preserved under ⇛r,k

q .

Proof. The equivalence between the first two items follows from The-
orem 4.2.2, while the equivalence between the last two items follows
from Fact 4.3.3. ■

Proposition 4.3.10. Let φ be a sentence in FO[σ], and C ⊆ Fin(σ).
The following properties are equivalent over C:

1. φ is preserved under local elementary embeddings;
2. φ is preserved under ⇛∞,∞

∞ .
3. φ is preserved under disjoint unions, i.e., if A |= φ and A]C ∈

C, then A ] C |= φ;

Proof. The equivalence between the last two items is simply Fact 4.3.6.
The equivalence between the first two items follows from Lemma 3.2.8
and the fact that if A ⇛∞,∞

∞ B, then Th(A)∩EFO ⊆ Th(B)∩EFO. ■
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[6]: Atserias, Dawar and Grohe
(2008), ‘Preservation under exten-
sions on well-behaved finite struc-
tures’

24: A set S is first order definable
over a class C when S ⊆ C, and there
exists a sentence φ ∈ FO[σ] such thatJφKC = S, i.e., JφK ∩ C = S ∩ C = S.

However, Proposition 4.3.8 does not relativise to finite structures: we
show in Subsection 4.3.1 that Items 2 and 5 of Proposition 4.3.8 are
not equivalent in the finite.

This seemingly puts an end to the attempted generalisation of [6], and
naturally leads to a decision problem: given a sentence φ preserved
under disjoint unions over Fin(σ), can it be rewritten as an existential
local sentence? We prove in Subsection 4.3.2 that this problem, and
two other associated decision problems, are undecidable. This follows
the line of negative results on preservation theorems in the finite [16,
66].

In order to understand why the proof of [6] works, while the FOLoc-
preservation theorem does not relativise, we then carry out a fine-
grained analysis of the local quasi-orders ⇛r,k

q . This analysis is per-
formed in Subsection 4.3.3 and classifies the tuple of parameters (r, q, k)
such that first-order sentences preserved under ⇛r,k

q over Fin(σ) are
equivalent to an existential local sentence. It turns out that persever-
ance is a great quality, as this section conclude with an open question:
what happens for ⇛0,∞

0 ? A question interesting enough that Chapter
5 (A Local-to-Global Preservation Theorem) is devoted to answering
it.

4.3.1. Failure in the finite

In this subsection, our goal is to prove that Items 2 and 5 of Proposi-
tion 4.3.8 are not equivalent in the finite. This is what will be shown
in Theorem 4.3.21 on page 106.

The main idea will be to use Fact 4.3.6, which characterises preserva-
tion under local elementary embeddings as preservation under disjoint
unions in the finite.

To that end, let us define 2CC as the set of finite structures whose
Gaifman graph has at least two connected components (i.e., is discon-
nected).

The proof scheme will be the following:

1. First, provide a generic non-relativisation proof over classes C ⊆
Fin(σ), under the assumption that 2CC is first-order definable
over the class C ⊆ Fin(σ).24 This is Lemma 4.3.12 on page 100.

2. Then, show that one can provide a finite list of universal local
sentences that axiomatise a class C ⊆ Fin(σ), where 2CC is easily
seen to be first-order definable. These are Lemmas 4.3.16, 4.3.18
and 4.3.19 on pages 101–103.

3. Finally, lift this non-equivalence to Fin(σ). This is handled in
Lemma 4.3.20 on page 105

A Generic Counter Example. Let C ⊆ Fin(σ) where 2CC is first-order
definable, and assume that a unary predicate B is available in σ. It is
then possible to define

ϕbad
def
= [∀x.¬B(x)] ∨ 2CC .
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Recall that we introduced the no-
tion of labelling of structures in Sub-
section 3.3.1. The notation Lab(L, C)
stands for the structures of C freely
coloured using elements of L as un-
ary predicates.

By definition, ϕbad is preserved under disjoint unions over C.

What remains to be proven is that whenever the class C contains large
enough structures, ϕbad cannot be expressed using an existential local
sentence. The intuition behind this statement is that such an exist-
ential local sentence will not distinguish between a large connected
component with one B node (not satisfying ϕbad) and two connected
components with one B node (satisfying ϕbad). A prototypical example
built using finite path is presented in Example 4.3.11 to understand
the proof in a very simple setting.

In order to build examples and non-examples, we will have to produce
classes of finite structures that are hereditary, but also closed under
disjoint unions. For the former, one can always consider the downward
closure ↓≤C, but we lack a similar closure operation for disjoint unions.
Let us therefore introduce ]C for the closure of C under disjoint unions
inside Fin(σ). That is, ]C is the collection of finite disjoint unions of
structures in C.

Example 4.3.11. Let Lab({B },]Paths) be the class of disjoint
unions of finite {B,¬B }-labelled paths. Then, 2CC is first-order
definable, ϕbad is preserved under disjoint unions, and ϕbad is not
expressible as an existential local sentence over Lab({B },]Paths).

Proof. One can detect the presence of two connected components using
the fact that paths have at most two vertices of degree below 2, through
the disjunction of the following sentences:

▶ Two distinct paths:

∃x1, x2, x3, x4.
∧

1≤i ̸=j≤4

xi 6= xj ∧
4∧
i=1

(deg(xi) = 1) ,

▶ Two isolated vertices:

∃x1, x2.(x1 6= x2 ∧ deg(x1) = deg(x2) = 0) ,

▶ One path and one isolated vertex:

∃x1, x2, x3.
x1 6= x2 ∧ x2 6= x3 ∧ x3 6= x1∧

deg(x1) = deg(x2) = 1 ∧ deg(x3) = 0 .

Assume by contradiction that there exists a sentence ψ = ∃x⃗.θ(x)
where θ(x) is an r-local sentence of quantifier rank q such that ϕbad is
equivalent to ψ over Lab({B },]Paths). Consider the family of struc-
tures P¬B

k that are paths of length k coloured by ¬B. It is clear that
P¬B
k |= ϕbad for all k ≥ 1. Consider k > |x⃗| · (2r+ 1). Since P¬B

k |= ψ,
there exists a valuation υ : x⃗ → P¬B

k , such that NP¬B
k

(υ(x⃗), r),υ |=
θ(x) and NP¬B

k
(υ(⃗a), r) ⊊ P¬B

k . Consider a point b ∈ P¬B
k that

is not in NP¬B
k

(υ(x⃗), r), and build PBk as a copy of P¬B
k , except

that b is coloured by B instead of ¬B. The structure PBk belongs to
Lab({B },]Paths), and does not satisfy ϕbad. However, PBk ,υ |= θ(x⃗),
thus PBk |= ψ, which is absurd. ■
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[90]: Tait (1959), ‘A counterexample
to a conjecture of Scott and Suppes’
25: Recall that the counter example
of Tait was restated in Theorem 3.2.6
on page 39.

It is not hard to generalise the proof of Example 4.3.11 to other
classes of structures, provided that they contain some structures “large
enough” to not be covered by a finite number of local neighbour-
hoods.

Lemma 4.3.12. Let σ be a finite relational signature, C ⊆ Fin(σ) be
a class of finite structures. Assume moreover that 2CC is first-order
definable over C, and that for all r, k ∈ N, there exists a structure
A ∈ C such that for all a⃗ ∈ A≤k, A \ NA(⃗a, r) 6= ∅, Then,

(i) ϕbad is first-order definable over Lab({B }, C),
(ii) ϕbad is preserved under disjoint unions over Lab({B }, C),

(iii) and ϕbad is not equivalent to any existential local sentence over
Lab({B }, C).

Proof. The first two items follow from the definition of ϕbad.

For the third point, assume by contradiction that there exists a sen-
tence ψ = ∃x⃗.θ(x) where θ(x) is an r-local sentence such that ϕbad is
equivalent to ψ over Lab({B }, C).

Consider A ∈ C such that for all a⃗ ∈ A≤k, A \ NA(⃗a, r) 6= ∅. Let us
write A¬B to be the model A where all elements are coloured with ¬B.
By construction, A¬B satisfies ϕbad. Since A¬B |= ψ, there exists a
valuation υ : x⃗→ A¬B , such that NA¬B (υ(x⃗), r),υ |= θ(x).

By construction, there exists a point b ∈ A¬B \NA¬b(υ(x⃗), r). Defining
AB to be the copy of A where all points except b are coloured with
¬B, we obtain a structure that satisfies ψ by construction, but does
not satisfy ϕbad, which is absurd. ■

Axiomatising A Bad Subclass. Note that the class ]Paths disjoint
unions of finite paths has no finite axiomatisation in Fin(σ). Thus,
Example 4.3.11 cannot be taken as a class to follow Item 2 of the
proof scheme outlined on page 98.

As a workaround, we find some inspiration in counter example provided
by [90] in the case of Łoś-Tarski’s preservation theorem, and leverage
the idea given by the class of finite paths.25 Before providing a concrete
axiomatisation, let us semantically define the class of interest. The ba-
sic building bloc generalises paths by considering finite total orderings
in Definition 4.3.13. This total ordering will allow us to define complex
sentences, but all nodes are at distance at most one. To avoid this
problem, we introduce in Definition 4.3.14 the “glueing” of such total
orders, so that the new structures exhibit complex neighbourhoods.

Definition 4.3.13. Let σ def
= {(≤, 2), (S, 2), (E, 2)}. Define On to be

the structure with domain {1, . . . , n}, S interpreted as the successor
relation, ≤ as the usual ordering of natural numbers, and E the
empty relation.
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≤

S

Figure 4.10.: The structure O4.

Definition 4.3.14. Given a strictly increasing sequence of nat-
ural numbers 2 ≤ n1 < · · · < nk (with k ≥ 1) one can build a
structure denoted by 〈On1 + · · · + Onk

〉 by extending the disjoint
union

⊎
1≤i≤k Oni with new relations. We add the relations S(a, b)

whenever a is the last element of Oni
and b the first of Oni+1

, and
E(a, b) whenever a ∈ Oni

, b ∈ Oni+1
and b is below a when inter-

preted as integers.

A graphical representation of O4 is given in Figure 4.10, and similarly
a representation of 〈O2 + · · · + O5〉 is given in Figure 4.11.

Definition 4.3.15. We define then Cord to be the class of finite
disjoint unions of structures of the form 〈Om + · · · + On〉, with
2 ≤ m ≤ n.

Because Cord essentially behaves as a union of paths, it is quite easy to
define 2CC, following the same intuitions as for unions of finite paths.

Lemma 4.3.16. The property 2CC is first-order definable in Cord.

Proof. Define 2CC def
= ∃x1, x2.x1 6= x2 ∧ ∀y.¬S(y, x1) ∧ ¬S(y, x2). Re-

mark that this definition is not only in FO, but also existential local,
preserved under ⇛∞,2

1 , and preserved under ⇛1,2
∞ . This is not import-

ant right now, but will be crucial in Subsection 4.3.3 on page 109. ■

Corollary 4.3.17. There exists a first order sentence that is pre-
served under disjoint unions over Cord but not equivalent to any
existential local sentence over Cord.

Proof. It suffices to apply Lemma 4.3.12 to conclude. For that, let
k, r ∈ N. Define r′

def
= 2k · (2r + 1) + 2. Then, the structure 〈O2 +

≤

E

S

Figure 4.11.: The structure 〈O2 +
· · · + O5〉.
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· · · + Or′〉 satisfies that for every a⃗ of size at most k, 〈O2 + · · · +
Or′〉 \ N⟨O2+···+Or′ ⟩(⃗a, r) 6= ∅. ■

Let us now propose an axiomatisation of Cord. To simplify notations,
let us consider for a structure A ∈ Fin(σ) the structure (A,≤) to be
the structure A without the relations S and E. Using this convention,
a ≤-component of a structure A is defined as a connected component
of the Gaifman Graph Gaif(A,≤).

We introduce in Figure 4.12 a list Aord of axioms that characterises
Cord. The goal of the rest of this section is to prove that JAordKFin(σ) =
Cord.

We start by noticing that ≤-components are total orderings, i.e., that
≤ is transitive, reflexive and antisymmetric (Axioms 1 to 3). Moreover,
the ≤-components have size at least 2 (Axiom 4). Furthermore, S is an
injective partial function without fixed points (Axioms 5 to 7). Also,
S and ≤ cannot conflict (Axiom 8). There exists a proto-induction
principle via (Axiom 9).

In order to characterise how ≤-components are connected via S and
E, we notice the following properties. First, edges E can be factorised
inside (≤)(S \ ≤)(≤) (Axiom 10). Pre-images through E form a suffix
of the ordering defined by S inside a ≤-component (Axiom 11). Images
through E form a prefix of the S ordering inside a ≤-component (Ax-
iom 12). Images through E are strictly increasing subsets (Axiom 13).
Pre-images through E are strictly decreasing (Axiom 14). The last ele-
ment for S of a ≤-component cannot be obtained as an image through
E (Axiom 15). The relation (≤)(S \≤) is included in E (Axiom 16).

The following Lemma 4.3.18 is a simple check that we only witnessed
true axioms and is quite boring. We propose that its proof is skipped
and that the reader moves directly to the more interesting converse
inclusion in Lemma 4.3.19 on the facing page.

Lemma 4.3.18. The following inclusion holds: Cord ⊆ JAordKFin(σ).

Proof. Before listing the axioms in Aord, notice that it suffices to prove
that connected structures in Cord satisfies Aord as they are closed under
disjoint unions of models. This is because the universal and existential
quantifications in every axiom are guarded by the presence of a rela-
tion.

Let A be a connected structure in Cord, that is A = 〈On1
+ · · · + Onk

〉
with 2 ≤ n1 < · · · < nk.

1. Axioms 1 to 3 hold over each Oi, hence they remain true over
their disjoint unions.

2. Axiom 4 holds because for all 1 ≤ i ≤ k, 2 ≤ nk.
3. Axioms 5 to 7 hold for every Oni

. Furthermore, the maximal
element of Oni

is connected through S to the minimal element
of Oni+1

. Hence, the properties are true for A.
4. Axioms 8 and 9 hold because S is the successor relation over

each Oni
.
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a ≤ b b ≤ c
Ax. 1 a ≤ c Ax. 2 a ≤ a

a ≤ b b ≤ aAx. 3
a = b

Ax. 4 ∃b.(a 6= b) ∧ (a ≤ b ∨ b ≤ a)

S(a, b) S(a, c)
Ax. 5

b = c

S(a, c) S(b, c)
Ax. 6

a = b
Ax. 7 ¬S(a, a) Ax. 8 ¬(S(a, b) ∧ b ≤ a)

a 6= b a ≤ b
Ax. 9 ∃c.S(a, c) ∧ a ≤ c ∧ c ≤ b

E(a, b)
Ax. 10 ∃c1, c2.a ≤ c1 ∧ S(c1, c2) ∧ ¬(c1 ≤ c2) ∧ c2 ≤ b

a ≤ b E(a, c) S(a, b)
Ax. 11

E(b, c)

b ≤ c E(a, c) S(b, c)
Ax. 12

E(a, b)

S(a, b) a ≤ b ∃c, E(b, c)
Ax. 13 ∃c.E(b, c) ∧ ¬E(a, b)

S(a, b) a ≤ b ∃c.E(c, a)
Ax. 14 ∃c.E(c, a) ∧ ¬E(c, b)

E(a, b)
Ax. 15 ∃c.S(b, c) ∧ b ≤ c

Ax. 16 ∃c.a ≤ c ∧ S(c, b) ∧ ¬(c ≤ b) ⇒ E(a, b)

Figure 4.12.: The axioms of Aord. For the axioms to be clearer, they are written as inference rules, and outer universal
quantifications are omitted. For instance, Axiom 2 is representing the universal local sentence ∀a.a ≤ a. We grouped the
axioms to be easily understandable. For instance, Axioms 1 to 3 state that ≤ is a transitive, antisymmetric, reflexive relation,
while Axioms 5 to 7 state that S is an injective function without fixed points. However, this construction implies that some
axioms are redundant: Axiom 7 is a consequence of Axiom 2 and Axiom 8.

We invite the reader to consider the
figure Figure 4.11 to better follow the
line of reasoning that will be taken.

5. Axiom 10 holds because edges E between Oni
and Onj

only ap-
pear if j = i + 1 and the maximal element of Oni

for ≤ is con-
nected through S to the minimal element of Onj

for ≤.
6. Axioms 11 to 15 hold because edges E(a, b) between Oni and
Onj exists if and only if a ≤ b when considered as integers.

7. Axiom 16 holds because edges E(a, b) betweenOni andOnj exists
if and only if a ≤ b when considered as integers and Oni

is of
size ni. ■

Now that we have checked that our axiomatisation Aord is sound, let
us prove that it is complete, that is, the converse inclusion holds.

Lemma 4.3.19. Let A ∈ JAordKFin(σ). The following properties hold:

1. If B is a ≤-component of A then the substructure induced by
B in A is isomorphic to a total ordering of size greater than
two with no E relations, i.e., to some Om with m ≥ 2;

2. If B1 and B2 are two ≤-components of A that are connected in
A with the relation S, either the last element of B1 is connected
to the first one of B2 or the last element of B2 is connected
to the first one of B1;

3. If B1 and B2 are two ≤-components of A connected through
the relation E, then B1 and B2 are connected through the
relation S;
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4. If B1 and B2 are two ≤-components of A connected through
the relation S, the function f : a 7→ max≤ { d : E(a, d) } is a
≤-strictly increasing non-surjective function from B1 to B2,
mapping the ≤-minimal element of B1 to the ≤-minimal of
B2 satisfying f(S(a)) = S(f(a)).

5. The connected components of Gaif(A) are in Cord.

In particular, A ∈ Cord.

Proof. Let A be a structure in JAordKFin(σ), without loss of generality,
assume that the Gaifman graph of A has a single connected component.

Let us first prove Item 1. Leveraging the “proto-induction axiom” Ax-
iom 9, one can use the fact that S is a partial injective function without
fixed points (Axioms 5 to 7) to prove that whenever a ≤ b in A, there
exists k ∈ N such that Sk(a) = b. Moreover, Axiom 8 implies that for
all 0 ≤ i ≤ k, a ≤ Si(a) ≤ b.

As a consequence, if a ≤ b1 and a ≤ b2, there exists 0 ≤ k and 0 ≤ l

such that Sk(a) = b1 and Sl(a) = b2. Without loss of generality k ≤ l

and b2 = Sk−l(b1) and b1 ≤ b2. Similarly, if a1 ≤ b and a2 ≤ b there
exists 0 ≤ k, l such that Sk(a1) = b and Sl(a2) = b

Combined with Axioms 1 to 3, this proves that ≤-components of A

are totally ordered for ≤, and the partial function S restricted to these
≤-components is the successor relation for ≤. Furthermore, Axiom 4
proves that ≤-components have size at least 2.

Finally, assume by contradiction that some ≤-component of A contains
a relation E(a, b). Notice that Axiom 10 provides c1, c2 such that a ≤
c1, S(c1, c2), c2 ≤ b, and ¬(c1 ≤ c1). This is absurd since the ≤-
component is a total ordering, where S(c1, c2) and c2 ≤ c1 are in
conflict.

Let us now prove that Item 2 holds. Assume B1 and B2 are two ≤-
components of A connected through the relation S. Because S is a
partial injective function (Axioms 5 to 7) and is included in ≤ inside
each component, this can only happen by connecting an element that
has no ≤-successor to an element that has no ≤-predecessor. As a
consequence, it is only possible to connect the last element of B1 to
the first one of B2 or vice-versa.

We are now ready to prove Item 3. Assume that B1 and B2 are two
≤-components of A connected through the relation E. By definition,
there exists a ∈ B1 and b ∈ B2 such that E(a, b) holds. Axiom 10
provides c1 and c2 such that a ≤ c1, S(c1, c2), c2 ≤ b and ¬(c1 ≤
c2). As a consequence c1 is in B1 (connected to a through ≤), c2 ∈
B2 (connected to b through ≤) and therefore B1 is connected to B2

through the relation S.

Let us continue and prove Item 4. Assume B1 and B2 are two ≤-
components of A connected through the relation S. The function g : a 7→
{ b : E(a, b) } from B1 to Pfin(B2) is well-defined since we proved that
there cannot be edges E outside of B2. Remark that B2 is a finite total
ordering with respect to ≤ and the image of g is non-empty thanks to
Axiom 16. Therefore, the function f is well-defined.
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26: Recall that a universal local sen-
tence is the negation of an existential
local sentence
Lemma 4.3.20 follows a more gen-
eral pattern that will be described
in Chapter 6 (Logically Presen-
ted Spaces), where the relationship
between classes satisfying preserva-
tion theorems is investigated in
depth. In particular, one can gener-
alise the lemma to various fragmets
F of FO and quasi-orderings ≤ over
Struct(σ).

27: Recall that on finite structures,
being preserved under disjoint unions
amounts to being preserved under
local elementary embeddings, which
is always true for an existential
local sentence (see Propositions 4.3.8
and 4.3.10).

Whenever a, b,∈ B1 and S(a, b) holds, then g(a) ⊆ g(b) by Axiom 11
and thus g(a) ⊊ g(b) by Axiom 13. Furthermore, Axiom 12 that g(a)
is ≤-downwards closed in B2. As a consequence, f must be strictly
increasing.

Similarly, by Axioms 11 and 14, if S(a, b) in B1, then |g(a)| + 1 =

|g(b)| and as a consequence S(f(a)) = f(b). Indeed, g(a) ⊊ g(b); by
contradiction, assume that there exists c 6= d that are both in g(b)\g(a).
Since g(a) and g(b) are downwards closed, we can assume without loss
of generality that S(c, d) holds. Then Axiom 14 tells us that there
exists e such that E(e, c) holds but not E(e, d). Because ¬(b ≤ e), and
¬(e ≤ a), this contradicts the assumption that b is the successor of a.

Finally, property Axiom 15 states that g does not cover some last
element of B2, which must be the ≤-max element by Axiom 12. In
particular, f is not surjective.

Let us now conclude by showing Item 5. Recall that relations E can
only appear between two ≤-components B1 and B2. We have proven
that B1,B2 are respectively isomorphic to Om1 and Om2 for some
m1,m2 ≥ 2. Let us write 01 and 02 their respective ≤-minimal ele-
ments. We showed that f(Sk(01)) = Sk(02) whenever Sk(01) is in
B1. Moreover, if a = Sk(01) ∈ B1 then { d : E(a, d) } =↓≤ f(a) =

{Sl(02) : l ≤ k }. As a consequence, |B2| = m2 > |B1| = m1.

We have proven that a connected component of A is of the form 〈Om1 +

· · · + Omk
〉, where k is the number of ≤-components of A, and mi ≥ 2

for all 1 ≤ i ≤ k. Therefore, A ∈ Cord. ■

Lifting Axiomatised Subclasses. Assume that Cord is a class of finite
structures defined over Fin(σ) through a finite axiomatisation Aord
using universal local sentences26. The following fact allows us to lift
arguments over Cord to Fin(σ).

Lemma 4.3.20 (Relativisation to Cord). Let φ ∈ FO. The sentence
φ is equivalent over JAordKFin(σ) to an existential local sentence if
and only if Aord ⇒ φ is equivalent to an existential local sentence
over Fin(σ).

Similarly, the sentence φ is preserved under disjoint unions overJAordKFin(σ) if and only if Aord ⇒ φ is preserved under disjoint
unions over Fin(σ).

Proof. It suffices to notice that ¬(Aord) is an existential local sentence,
hence is preserved under disjoint unions.27

As a consequence, if φ is equivalent over JAordKFin(σ) to an existential
local sentence ψ, then φ∨¬Aord is equivalent over Fin(σ) to ψ∨¬Aord
which is existential local. Conversely, if φ ∨ ¬Aord is equivalent to an
existential local sentence ψ, then φ is equivalent to ψ over JAordKFin(σ).

The same arguments work for preservation under disjoint unions. ■
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28: That is, we have positive and
negative instances.

29: We will represent configurations
as words over the alphabet Σ start-
ing with the symbol $, padded to
the right with blank symbols □. The
head of the machine is represented by
a unary predicate q, that uniquely de-
scribes both the position of the head
on the machine tape, together with
its current state.

Through Lemmas 4.3.18 and 4.3.19 we learn that Cord is definable using
finitely many universal local sentences. We can lift the counter example
provided in Lemma 4.3.12 using Lemma 4.3.20.

Theorem 4.3.21. Let σ def
= { (B, 1); (S, 2); (E, 2); (≤, 2) }. Then, the

FOLoc-preservation theorem (re-introduced in Corollary 4.2.1) does
not relativise to Fin(σ).

4.3.2. Undecidability

We have proven in Theorem 4.3.21 that deciding whether a sentence
preserved under local elementary embeddings is equivalent to an exist-
ential local sentence is a non-trivial problem in Fin(σ)28. The goal of
this subsection is to strengthen this result by proving that this prob-
lem is actually undecidable, which will be done in Theorem 4.3.27 on
page 108.

Because Theorem 4.3.27 is proven by directly encoding the runs of a
Turing machine, it can actually be slightly modified to conclude that
two other decision problems are undecidable, respectively that the se-
mantic property of being preserved under disjoint unions is undecidable
(see Theorem 4.3.28), and that there exists no algorithm that, given
a sentence φ produces an equivalent existential local sentence ψ, even
under the promise that such a ψ exists (see Theorem 4.3.29).

Coding a Universal Turing Machine. Let us fix for the remainder
of this section a Universal Turing Machine U over an alphabet Σ and
with control states Q. We extend the signature of Cord with unary
predicates (q, 1) for q ∈ Q, (Pa, 1) for a ∈ Σ, (P$, 1) and (P□, 1). This
allows the encoding of configurations29 of U inside the ≤-components
of structures in JAordKFin(σ). Without loss of generality, we assume that
this Universal Turing Machine accepts only on a specific state qaf ∈ Q

and rejects only on a specific state qrf ∈ Q, those two states being the
only ones with no possible forward transitions.

Given a structure A ∈ Cord and a ∈ A, we call C≤(a) the ≤-component
of a ∈ A. This notation is handy because C≤(a) will also be the con-
figuration of the encoded Turing Machine to which a belongs.

Since C≤(a) is exactly of the shape Om for some m ≥ 2, it is a total
ordering of m elements with the successor relation. Because it is eas-
ily seen that one can check whether a total order represents a valid
configuration, the following is left as an exercise.

Fact 4.3.22. There exists a 1-local formula θC(x) such that for all
A ∈ Cord, for all a ∈ A, A, x 7→ a |= θC(x) if and only if C≤(a)

represents a valid configuration of U .

The only difficulty in representing runs of the machine U is to map po-
sitions from one ≤-component to its successor. To that end, we exploit
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the first-order definability of the function f : a 7→ max≤ { d : E(a, d) }
that links ≤-components.

Lemma 4.3.23. There exists a 1-local formula θ→T (x, y) such that
for every structure A ∈ Cord and points a, b ∈ A the following two
properties are equivalent:

1. The ≤-components C≤(a) and C≤(b) are connected via the
relation S, C≤(a) represents a valid configuration of U , C≤(b)

represents a valid configuration of U , and the transition from
C≤(a) to C≤(b) is a valid transition of U .

2. A, (a 7→ x, b 7→ y) |= θ→T (x, y).

Proof Sketch. The only technical issue lies in relating the positions in
the configuration C≤(a) to positions in the configuration C≤(b), which
is done through the use of the function f : a 7→ max≤ { d : E(a, d) },
which is first-order definable as a 1-local formula as follows:

ϕf (x, y)
def
= E(x, y) ∧ ∀z.y < z ⇒ ¬E(x, z) .

As a shorthand, let us write z ∈ C≤(x) instead of z ≤ x ∨ x ≤ z.

Using the function f , one can for instance assert that every letter
except those near the current position in the tape are left unchanged.
To that end, one can first write a formula stating that the position of
the head of the Turing Machine in C≤(x) is not close to x itself as
follows:

ϕQ(x)
def
= ∀z.(z ∈ C≤(x) ∧ (S(x, z) ∨ S(z, x) ∨ x = z)) ⇒

∧
q∈Q

¬q(x)

Using ϕf and ϕQ it is easy to write a formula stating that letters far
from the head of the Turing Machine U are unchanged in a transition:

ϕ(x, y)
def
=∀z.z ∈ C≤(x) ∧ ϕQ(z)

⇒ ∃z′.z′ ∈ C≤(y) ∧ ϕf (z, z′) ∧
∧

a∈Σ∪{$,□}

Pa(z) ⇔ Pa(z
′)

We leave the other checks as an exercise, as all of them follow the same
pattern. ■

Following the ideas of Lemma 4.3.23, we leave as an exercise for the
reader the definition of the following formulas: θwI , θN , θF in Facts 4.3.24
to 4.3.26.

Fact 4.3.24. There exists a 1-local formula θN (x) such that for all
A ∈ Cord and a ∈ A, A, x 7→ a |= θN (x) if and only if C≤(a) has no
S-successor in A.

Fact 4.3.25. Given a word w ∈ Σ∗ there exists a 1-local formula
θwI (x) such that for all A ∈ Cord and a ∈ A, A, x 7→ a |= θwI (x) if and
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30: A more understandable defini-
tion is φ

def
= ¬2CC ⇒ φT , but the

one given clearly shows that it is pre-
served under disjoint unions.

only if C≤(a) is the initial configuration of U on the word w and has
no S-predecessor in A.

Fact 4.3.26. There exists a 1-local formula θF (x) such that for
A ∈ Cord and a ∈ A, A, x 7→ a |= θF (x) if and only if C≤(a) is a final
configuration of U and has no S-successor in A.

Leveraging the Coding System. We now are able to simply use the
coding system developed above to deduce that most of the problems
we may be interested in are actually undecidable. To that end, let us
first recall that in Lemma 4.3.16, we showed not only that 2CC is first-
order definable in Cord, but also that it is definable as an existential
local sentence.

Theorem 4.3.27. It is in general not possible to decide, given a
sentence φ, whether there exists an equivalent existential local sen-
tence over Fin(σ), even under the promise that φ is preserved under
disjoint unions.

Proof. Without loss of generality, thanks to Lemma 4.3.20, we only
work over Cord, and we reduce from the halting problem.

Let T be a Turing Machine and 〈T 〉 be its code in the alphabet of
the Universal Turing Machine U . Let φT be defined as the following
existential local sentence: ∃x.θ⟨T ⟩

I (x) ∧ ∀x, y.S(x, y) ∧ ¬(x ≤ y) ⇒
θ→T (x, y). We consider the sentence30 φ

def
= φT ∨ 2CC that is closed

under disjoint unions over Cord. This sentence is computable from the
data 〈T 〉.

Assume that T halts. Then, there exists a bound k for the run of the
universal Turing Machine U . Given a size n ∈ N, we define φnT to be the
following existential local sentence: ∃x1, . . . , xn.θ⟨T ⟩

I (x1)∧θ→T (x1, x2)∧
· · · ∧ θ→T (xn−1, xn)∧ θN (xn). It is a routine check that φ is equivalent
to the following sentence over Cord:

φ′ def
= 2CC ∨

∨
1≤n≤k

φnT

Assume that T does not halt. The universal Turing Machine U does
not halt on the word 〈T 〉. Assume by contradiction that φ is equivalent
to a sentence ψ def

= ∃x1, . . . , xk.θ where θ is r-local. Find a run of size
greater than k · (2r + 1) and evaluate ψ. It cannot look at all the
configurations simultaneously; change the state of the one not seen: it
still satisfies ψ but this is no longer a run of U , which is absurd. ■

An analogous proof allows us to conclude that the semantic property
of closure under disjoint unions is also undecidable. Theorem 4.3.27
is then strengthened to prove that equivalent existential sentences are
uncomputable in general.
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31: That was restated in Corol-
lary 4.2.1

Theorem 4.3.28. It not possible, given a sentence φ, to decide
whether or not it is preserved under disjoint unions over Fin(σ).

Proof. Without loss of generality, thanks to Lemma 4.3.20, we only
work over Cord, and we reduce from the halting problem. Consider the
sentence φT defined as in the proof of Theorem 4.3.27: ∃x.θ⟨T ⟩

I (x) ∧
∀x, y.S(x, y) ∧ ¬(x ≤ y) ⇒ θ→T (x, y), and let now φ

def
= φT ∧ ¬2CC.

Assume that T halts. There exists exactly one model of φ, the unique
run of the universal Turing machine U , and this contradicts preserva-
tion under disjoint unions.

Assume that T does not halt. The sentence φ has no finite model and
is therefore (trivially) preserved under disjoint unions.

Hence, the sentence φ is preserved under disjoint unions if and only if
T does not halt. ■

Theorem 4.3.29. There is no algorithm which, given a sentence
φ that is equivalent to some existential local sentence over Fin(σ),
computes such a sentence.

Proof. Without loss of generality thanks to Lemma 4.3.20, we only
work over Cord, and we reduce from the halting problem. Let T be
a Turing Machine, φT

def
= ∃x.θ⟨T ⟩

I (x) ∧ ∀x, y.S(x, y) ∧ ¬(x ≤ y) ⇒
θ→T (x, y), and φ

def
= φT ∨ 2CC, as it was done in Theorem 4.3.27.

Assume that T halts. Then φ is equivalent to an existential local sen-
tence φ′ ∨ 2CC, as observed in the proof of Theorem 4.3.27. Assume
that T does not halt. Then φ is equivalent to 2CC, which is existen-
tial local. We have proven that φ is equivalent to an existential local
sentence in all cases.

Assume by contradiction that there exists an algorithm computing an
existential local sentence µ that is equivalent to φT ∨ 2CC over Cord.
Then, one can use µ to decide whether T halts. Let us write k for the
number of existential quantifiers of µ and r for the locality radius of
its inner formula. If the sentence µ accepts the coding of a run of size
greater than 2k ·(2r+1), then it accepts structures that are not coding
runs of U , and µ cannot be equivalent to φ. As a consequence, if T
terminates, it must terminate in at most 2k · (2r + 1) steps, which is
decidable. ■

4.3.3. Generalisation to Weaker Quasi-Orders

Although the FOLoc-preservation theorem31 fails in the finite (as demon-
strated in Theorem 4.3.21), recall that the refinement of the quasi-
orders into ⇛r,k

q with finite parameters allowed to somehow get around
this issue in Proposition 4.3.9. Namely, a sentence preserved under
⇛r,k
q for some finite r, q, k ∈ N is always equivalent to an existential

local sentence over Fin(σ).
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k = 1

r = 0

r ≥ 1

r = ∞

q = 0q ≥ 1q = ∞

2 ≤ k

r = 0

r ≥ 1

r = ∞

q = 0q ≥ 1q = ∞

k = ∞

r = 0

r ≥ 1

r = ∞

q = 0q ≥ 1q = ∞

q = 0q ≥ 1q = ∞

Figure 4.13.: The preservation cube:
studying whether formulas preserved
under ⇛r,k

q are equivalent over Fin(σ)
to existential local sentences. In red,
the answer is ‘NO’, in blue, the an-
swer is ‘YES’. In yellow, the answer
is ‘YES’, but the proof is postponed
to Chapter 5 (A Local-to-Global Pre-
servation Theorem).

Hence, it is natural to ask for 0 ≤ r, q, k ≤ ∞, whether sentences
preserved under ⇛r,k

q over Fin(σ) are always equivalent to existential
local sentences. Proposition 4.3.9 answers this question positively for
0 ≤ r, q, k < ∞, and Theorem 4.3.21 answers negatively for r = q =

k = ∞.

The main idea is that whenever a counter-example sentence can be
build, it is because of our previous counter example JAordKFin(σ). We
provide in Figure 4.13 a panel of the existence of an existential local
form for different values for r, q and k over the class of finite struc-
tures Fin(σ). This picture is obtained by compiling the earlier results
of Proposition 4.3.9 and Theorem 4.3.21, with the yet to be proven
results of Lemmas 4.3.30, 4.3.31 and 4.3.33. Furthermore, one particu-
lar instance of Figure 4.13 is postponed to the next chapter, Chapter
5 (A Local-to-Global Preservation Theorem), because its proof tells a
self-contained story about induced substructures.

We will first prove that if one allows arbitrary radius or arbitrary quan-
tifier rank, then the counter example that was built for existential local
sentences over Fin(σ) using the class Cord and the sentence 2CC can be
re-encoded in this seemingly less powerful fragments. Typically, we will
list the axioms of Aord and see that they can be suitably rewritten.

In the specific case of k = 1, such methods will not apply because
the quasi-orders ⇛r,1

q cannot distinguish a structure A from A ] A,
even when r = q = ∞. And in fact, every sentence that is preserved
under ⇛r,1

q over Fin(σ) is equivalent to an existential local sentence
over Fin(σ), as proven in Lemma 4.3.33.

Lemma 4.3.30. Let σ def
= {(≤, 2), (S, 2), (E, 2), (B, 1)}. There exists

a sentence ϕbad preserved under ⇛∞,k
q over Fin(σ) for k ≥ 2 and

q ≥ 1 that is not equivalent to an existential local sentence over
Fin(σ).

Proof. Using Fact 4.3.4, it suffices to consider the case where k = 2

and q = 1 to conclude.

A first check is that the axiomatisation of Cord that was given in Fig-
ure 4.12 can be rewritten as a conjunction of sentences of the form
∀x1, ∀x2, Qy ∈ N (x1x2, 1), θ(x1, x2, y) where θ is quantifier-free, and
Q ∈ {∃, ∀ }. This is true for all but one axiom that needs to be rewrit-
ten carefully: Axiom 10, that states that the relation E “factorises”
through (≤)(S)(≤). For that particular axiom, we can equivalently
state the following “compatibility” axiom:

∀x, ∀y, [E(x, y) ∧ (∀z.x ≤ z ⇒ z = x) ∧ (∀z.y ≤ z ⇒ z = y)] ⇒ S(x, y)

Let us briefly sketch the proof that this new formulation implies (to-
gether with the other axioms) Axiom 10. The main idea is that whenever
E(a, b) holds, one can leverage axioms Axioms 11 and 12 to conclude
that the ≤-maximal element a′ in the ≤-component of a is connected
through E to the ≤-minimal element b′ in the ≤-component of b. That
is, E(a′, b′) holds. The new axiom then proves that S(a′, b′) holds, and
in particular, a ≤ a′ S b′ ≤ b. Conversely, this new sentence clearly
holds on structures of Cord.
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32: Recall that ϕbad
def
= ∀x.¬B(x) ∨

2CC

33: As defined in Lemma 4.3.16.

This proves that Cord is definable and downwards closed for ⇛1,2
1 . In

particular, sentences preserved under ⇛∞,2
1 over Cord are preserved

under ⇛∞,2
1 over Fin(σ), which is a strengthening of Lemma 4.3.20.

Using the same syntactical analysis, 2CC is preserved under ⇛∞,2
1 over

Cord. As a consequence it is an easy check that ϕbad
32 is preserved

under ⇛∞,2
1 over Cord. Moreover, it suffices to leverage Lemma 4.3.12

to conclude that ϕbad cannot be defined as an existential local sentence
over Cord. ■

Lemma 4.3.31. Let σ
def
= {(≤, 2), (S, 2), (E, 2), (B, 1)}. For every

r ≥ 1, k ≥ 2, there exists a sentence φ preserved under ⇛r,k
∞ over

Fin(σ) but not equivalent to an existential local sentence over Fin(σ).

Proof. Using Fact 4.3.4 it suffices to consider the case r = 1 and k = 2.
The proof follows the same pattern as Lemma 4.3.30, we enumerate
the axioms from Aord and notice that they are of the form ∀x.θ(x)
where θ(x) is a 1-local formula. As a consequence, sentences preserved
under ⇛1,2

∞ over Cord are preserved under ⇛1,2
∞ over Fin(σ), which is a

strengthening of Lemma 4.3.20.

Moreover, 2CC33 is preserved under ⇛1,2
∞ using a simple syntactical

analysis. We now check that ϕbad is preserved under ⇛1,2
∞ over Cord.

Let A,B ∈ Cord such that A |= ϕbad and A ⇛1,2
∞ B.

▶ Let us first examine the case where A has a single connected
component.
Let a ∈ A; since NA(a, 1) is finite, there exists a 1-local for-
mula ψa(x) of quantifier rank less than |NA(a, 1)|+ 1 such that
B, x 7→ b |= ψa(x) if and only if NA(a, 1) is isomorphic to
NB(b, 1). In particular, if C is a ≤-component of A, it is of radius
at most 1 and there exists C ′ a ≤-component of B isomorphic to
C. Moreover, the 1-neighbourhood of a ≤-component contains
the previous and next ≤-components for S.
If B has a single connected component, then two distinct ≤-
components in B must have distinct sizes. Using the fact that
the components of A are all found in B and that their relative
position is preserved, this proves that B contains exactly the
same ≤-components as A, which only happens if A = B.
If B has at least two connected components, then it satisfies 2CC
which implies ϕbad.

▶ In the case where A has two connected components, A |= 2CC
but then B |= 2CC and B |= ϕbad.

Moreover, we know from Lemma 4.3.12 that ϕbad cannot be defined
as an existential local sentence over Cord. ■

Before studying the case k = 1, let us describe the behaviour of ⇛r,k
q

with respect to disjoint unions. In particular, we prove that for any
fixed k, the quasi-order cannot distinguish between more than k copies
of the same structure.
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Lemma 4.3.32. Let σ be a finite relational signature. Let A,B ∈
Fin(σ). For all 0 ≤ r, q ≤ ∞ and 1 ≤ k < ∞, A ⇛r,k

q A ] B and⊎k+n
i=1 A ⇛r,k

q

⊎k
i=1 A for all n ∈ N.

Proof. Let us prove that A ⇛r,k
q A ]B. Consider a vector a⃗ ∈ Ak; it

is clear that this vector appears as-is in A ] B and since the union
is disjoint, thus NA⊎B(⃗a, r) = NA(⃗a, r). In particular, tpqA (⃗a, r) =

tpqA⊎B (⃗a, r) for all q ≥ 0.

Let us write A⊎k def
=
⊎k
i=1 A and A⊎k+n def

=
⊎k+n
i=1 A. Remark that the

previous statement shows A⊎k ⇛r,k
q A⊎k+n. Let us now prove that

A⊎k+n ⇛r,k
q A⊎k. Consider a vector a⃗ ∈ (A⊎k+n)k; this vector has

elements in at most k copies of A, hence one can select one copy of A
in A⊎k for each of those and consider the exact same elements in those
copies. As the unions are disjoint, the obtained neighbourhoods are
isomorphic to those in A⊎k+n and in particular share the same local
types. ■

Lemma 4.3.33. Let σ be a finite relational signature. For every
0 ≤ r, q ≤ ∞, for every sentence φ preserved under ⇛r,1

q over
Fin(σ), there exists an existential local sentence ψ that is equivalent
to φ over Fin(σ).

Proof. Without loss of generality thanks to Fact 4.3.4 we consider a
sentence φ preserved under ⇛∞,1

∞ . Let us prove that φ is preserved
under ⇛r,k

q where all parameters are finite. This property combined
with Proposition 4.3.9 will prove that φ is equivalent to an existential
local sentence.

Thanks to Gaifman’s Locality Theorem, we can assume that φ is a
Boolean combination of the following basic local sentences for 1 ≤
i ≤ n: θi = ∃≥kiri x.ψi(x), where each ψi(x) is an ri-local formula of
quantifier rank qi. Define r def

= max { ri : 1 ≤ i ≤ n }, q def
= max { qi : 1 ≤

i ≤ n } and k
def
= max { ki : 1 ≤ i ≤ n }.

Let A,B be two finite structures such that A |= φ and A ⇛r,k
q B. Our

goal is to prove that B |= φ. Let us write B⊎k for the disjoint union
of k copies of B, as in the previous proof.

Let us show that A ]B⊎k |= φ if and only if B⊎k |= φ. To that end,
let us fix 1 ≤ i ≤ n and prove that A]B⊎k |= ∃≥kiri x.ψi(x) if and only
if B⊎k |= ∃≥kiri x.ψi(x).

▶ Assume that A ]B⊎k |= ∃≥kiri x.ψi(x), there exists a vector c⃗ of
witnesses of ψ at pairwise distance greater than 2ri in A]B⊎k. If
c⃗ lies in B⊎k then we conclude, otherwise some element of c⃗ lies
in A. In particular, A |= ∃x.ψi(x), which is an existential r-local
sentence of quantifier rank at most q. Since A ⇛r,k

q B, we know
that B |= ∃x.ψi(x) and as ki ≤ k, B⊎k |= ∃≥kiri x.ψi(x).

▶ Conversely, whenever B⊎k |= ∃≥kiri x.ψi(x) the structure A]B⊎k

satisfies ∃≥kiri x.ψ(x) as basic local sentences are preserved under
disjoint unions (see Propositions 4.3.8 and 4.3.10).
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[55]: Grohe and Wöhrle (2004), ‘An
existential locality theorem’

34: That is, the combinatorics be-
hind the intersection patterns of local
neighbourhoods

Since A ⇛∞,1
∞ A ] B ⇛∞,1

∞ A ] B⊎k (by Lemma 4.3.32), and since
A |= φ, we know that A ]B⊎k |= φ. This implies that B⊎k |= φ, and
we deduce from Lemma 4.3.32 that B⊎k is ⇛∞,1

∞ -equivalent to B. In
particular B⊎k |= φ implies B |= φ. ■

4.4. Discussion

Positive locality and existential sentences. The positive locality the-
orem in Theorem 4.2.2 can be thought of as a “local” variant of the
existential Gaifman normal form of [55], hence can find similar applic-
ations in the optimisation of query evaluation. We stress that the two
results are not comparable, even though they use similar combinator-
ial tools34. Furthermore, Theorem 4.2.2 is actually a theorem stating
the equi-expressiveness of two fragments of FO, while the existential
Gaifman normal form clearly allows building formulas that are not
expressible in EFO.

Failure in the finite. The proofs of undecidability and failure in the fi-
nite case closely follows the generic methods that have been employed
for other preservation theorems [4, 5, 16, 66, 89, 90]. These results
are incomparable, and there still lacks a “meta proof” that generalises
the ad-hoc study that is performed. It could be that, on the opposite
of well-quasi-orderings and Noetherian spaces that imply the relativ-
isation, there is a simple property that implies the non-relativisation.
Furthermore, the connection between relativisation and effective pro-
cedures remains unclear: experimentally the two are related, but there
is no theoretical statement linking the two properties.

Relativisation in the finite. As for usual preservation theorems, a
natural question after the failure to relativise the FOLoc-preservation
theorem to Fin(σ) is to find natural subclasses where the theorem re-
lativises. This is still an open question, but note hat this relativisation
fails even in the simple case of disjoint unions of coloured paths (see
Example 4.3.11).
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Outline of the chapter

In this chapter, we will continue the study of preservation theorems
via locality that started with Chapter 4 (Locality and Preservation).
While the latter left a bittersweet aftertaste, the goal here is to
demonstrate that, in one specific configuration, one can leverage the
locality of first order logic to prove that the Łoś-Tarski Theorem
relativises to a class C of finite structures.

Goals of the chapter

At the end of the chapter, I hope you will be convinced that the
“local to global” guide to preservation is a powerful technique that
can be applied to relativise the Łoś-Tarski Theorem whenever the
local behaviours of the structure are “simpler” than their global
one. This also provides information about when this technique does
not apply: when the local neighbourhoods are as complex as the
structures themselves.

Genesis. This chapter is the original goal that led to the study of
Chapter 4 (Locality and Preservation). Recall that the interest in the
local behaviour of first-order logic was sparked in Chapter 3 (Preser-
vation Theorems for First Order Queries) by the relativisation of the
Łoś-Tarski Theorem to hereditary classes of structures of bounded de-
gree that are closed under disjoint unions [6]. Also recall that Subsec-
tion 4.3.1 and Subsection 4.3.3 put a stop to the original idea of a
generic proof scheme that starts by applying a positive locality result
(see Figure 4.13). We will see that the infinitesimal space that was not
tackled1 is enough to circumvent the failure of the FOLoc-preservation
theorem in the finite. The resulting Theorem 5.1.2 was already stated
in [71], but its “generic” counterpart Theorem 5.3.1 is an addition
made while writing this thesis.

Contributions. The goal of this section is to prove the following “local
to global” theorem, generalising the previously known results over
hereditary class of structures that are closed under disjoint unions
[6].

Theorem 5.1.2. Let C be a hereditary class of finite structures
closed under disjoint unions. The Łoś-Tarski Theorem relativises to
C if and only if the Łoś-Tarski Theorem relativises to Local(C, r, k)
for all r ≥ 0 and k ≥ 1.

While the whole section is organised around Łoś-Tarski’s Theorem and
induced substructures, we have in fact a more general construction for
fragments of EFO.
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We left the proof of Theorem 5.2.5 in
a separate section, after demonstrat-
ing its use because the proof is tedi-
ous and involved. Hence, it is best to
know “what we are fighting for” to
keep some motivation.

2: Beware that even though C
is hereditary, the localised classes
Local(C, r, k) are not hereditary in
general. A simple way to observe
this fact is that an element in
Local(C, r, 1) has a single connected
component in its Gaifman graph, a
property that is in general not stable
when removing vertices.

Theorem 5.3.1. Let C be a hereditary class of finite structures
closed under disjoint unions, and F ∈ {EFO,EPFO ̸=,EPFO } be a
fragment. The F-preservation theorem relativises to C if and only if
the F-preservation theorem relativises to Local(C, r, k) for all r ≥ 0

and k ≥ 1.

Even though Subsection 4.3.1 essentially closed the door to such a
proof scheme we will actually leverage Chapter 4 (Locality and Preser-
vation), and in particular the finitary version of the FOLoc-preservation
theorem (Proposition 4.3.9) to prove Theorems 5.1.2 and 5.3.1.

As hinted in Figure 4.13, produced during the study of the “local
preorders” ⇛r,k

q in Subsection 4.3.3 (Generalisation to Weaker Quasi-
Orders), the specific case of k = ∞, r = 0∨q = 0 has a wildly different
behaviour than the rest of the “preorder cube.” In particular, it is
quite easy to notice that ⇛0,∞

q = ⇛r,∞
0 = ⊆i for 0 ≤ r, q < ∞ (see

Example 4.3.5).

We define a class C to be localisable whenever first-order sentences pre-
served under ⊆i (over C) are equivalent (over C) to existential local
sentences. In particular, every class C over which the Łoś-Tarski The-
orem relativises is localisable, since existential sentences are specific
existential local sentences.

The first section of this chapter is devoted to proving Theorem 5.1.2,
under the assumption that some classes are localisable. This is not a
complicated task, and we will see that it actually encompasses most
of the previously known relativisations in the finite, and even provides
new examples of such classes (see Figure 5.2).

The second section of this chapter is devoted to proving that Fin(σ) is
actually localisable. We actually obtain a stronger result: every hered-
itary class of finite structures closed under disjoint unions is localis-
able.

Theorem 5.2.5. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions. Then, C is localisable.

5.1. Leveraging Locality

Because we assume Theorem 5.2.5, it suffices in order to prove The-
orem 5.1.2 to show that every existential local sentence φ that is pre-
served under extensions is equivalent to an existential sentence.

Let us now explain why the hypotheses of Theorem 5.1.2 appear in the
first place. Because existential local sentences talk about local neigh-
bourhoods, and Local(C, r, k) explicitly appears in the statement of
the theorem, it is very convenient to notice the following fact: if C is
hereditary, then Local(C, r, k) ⊆ C for all r, k ∈ N.2

Lemma 5.1.1. Let C be a hereditary class of finite structures, the
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following properties are equivalent:

1. The Łoś-Tarski Theorem relativises to Local(C, r, k) for all
r, k ≥ 0.

2. Existential local sentences preserved under extensions over C
are equivalent (over C) to existential sentences.

Proof. Let us first prove that Item 1 implies Item 2. Let φ = ∃x⃗.ψ(x⃗)
be an existential local sentence preserved under extensions over C. Let
us write k def

= |x⃗|, and let r be the locality radius of ψ.

Because Local(C, r, k) ⊆ C, the sentence φ is also preserved under ex-
tensions over Local(C, r, k). Hence, by Item 1, there exists θ ∈ EFO such
that φ ≡Local(C,r,k) θ. Because, C is hereditary, Lemma 3.2.3 provides
a finite set of structures M ∈ Pfin(C) such that JθKC = ↑⊆i

M .

Let us define n0
def
= max { |A| : A ∈M }. We are going to prove that ⊆i-

minimal models of φ are of size bounded by n0+k+ r×n0. Thanks to
Lemma 3.2.3, this will provide a sentence θ′ ∈ EFO such that φ ≡C θ

′

and will allow us to conclude.

To that end, let us consider a ⊆i-minimal model B of φ in C. Since
B |= φ, there exists a valuation ν : x⃗ → B, such that B,ν |= ψ(x⃗).
Because ψ is an r-local formula, this implies that NB(ν(x⃗), r),ν |=
ψ(x⃗), hence that NB(ν(x⃗), r) |= φ. Because NB(ν(x⃗), r) ⊆i B and the
latter is an ⊆i-minimal model of φ, we conclude that B = NB(ν(x⃗), r),
i.e., that B ∈ Local(C, r, k).

As φ ≡Local(C,r,k) θ, we conclude that B |= θ. Since JθKC = ↑⊆iM , there
exists A ∈ M such that A ⊆i B. Let us write h : A →QF B for the
QF-embedding witnessing that A ⊆i B.

We will now define an induced substructure B′ ⊆i B, by restricting the
domain of B to the union of the following sets: h(A) (of size at most
n0), ν(x⃗) (of size at most k), and (just) enough points so that every
element of h(A) is at distance at most r of ν(x⃗) inside B′. The latter is
possible because B = NB(ν(x⃗), r), hence one can add to B′ a path of
at most r vertices connecting every element in h(A) to some element
of ν(x⃗). As a consequence, one can assume that |B′| ≤ n0+k+ r×n0.
We refer the reader to Figure 5.1 for a graphical representation of this
construction.

Notice that by definition, B′ satisfies the following properties:

1. B′ ⊆i B,
2. B′ = NB′(ν(x⃗), r), hence B′ ∈ Local(C, r, k),
3. h : A →QF B′ is a QF-embedding, and A |= φ, hence B′ |= φ.

Because B′ ⊆i B and B is a ⊆i-minimal model of φ, the above
properties entail B′ = B. In particular, we have proven that |B| ≤
n0 + k + r × n0.

Let us now turn our attention to the converse implication from Item 2
to Item 1. Let φ be a sentence preserved under extensions over the class
Local(C, r, k). Let us recall that |φ|rx⃗ is the r-local formula obtained by
relativising the quantifications in φ to the r-neighbourhood of x⃗, that
are fresh variables here.
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1

2

3

4

Figure 5.1.: Graphical representation
of the induced substructure extrac-
tion done in Lemma 5.1.1. The first
frame represents a finite structure
with a violet induced substructure,
and two selected centres. The second
frame describes how to add interme-
diary points to ensure that there ex-
ists a path from the centres to the
induced substructure. The third and
fourth frame exhibit the extraction of
the ”enriched” induced substructure.

We are going to prove that the sentence ψ
def
= ∃x⃗.|φ|rx⃗ is preserved

under extensions over C. Let A,B ∈ C such that A |= ψ and A ⊆i B.
By definition, there exists a map h : A →QF B that is a QF-embedding.
Since A |= ψ, there exists a⃗ ∈ A such that NA(⃗a, r) |= φ. Notice that
NA(⃗a, r) ⊆i NB(h(⃗b), r) (via the same map h). Because φ is preserved
under extensions over Local(C, r, k), we conclude that NB(h(⃗b), r) |= φ.
By construction, this means that B |= ψ.

Thanks to the hypothesis (Item 2), ψ is equivalent to an existential
sentence θ over C. Remark that φ is equivalent to ψ over Local(C, r, k).
As a consequence, φ is equivalent to the existential sentence θ over
Local(C, r, k). ■

We are now ready to prove Theorem 5.1.2, admitting for now that
Theorem 5.2.5 (recalled below) is proven.

Theorem 5.2.5. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions. Then, C is localisable.

Theorem 5.1.2. Let C be a hereditary class of finite structures
closed under disjoint unions. The Łoś-Tarski Theorem relativises to
C if and only if the Łoś-Tarski Theorem relativises to Local(C, r, k)
for all r ≥ 0 and k ≥ 1.

Proof. Assume that the Łoś-Tarski Theorem relativises Local(C, r, k)
for r, k ≥ 0. Let φ be a sentence preserved under extensions over
C. Because C is hereditary and closed under disjoint unions, we can
apply Theorem 5.2.5, and C is localisable. Hence, φ is equivalent to
an existential local sentence ψ over C. Thanks to Lemma 5.1.1, ψ is
equivalent to an existential sentence, and we have concluded.

Conversely, assume that preservation under extensions relativises to
C. In particular, existential local sentences preserved under extensions
are equivalent over C to existential sentences. Thanks to Lemma 5.1.1,
this proves that Local(C, r, k) satisfies preservation under extensions
for r, k ≥ 0. ■

The Power of Locality. The rest of this section is an illustration
of the power of Theorem 5.1.2. This demonstration is done by first
showing how previously known results are (easy) consequences of our
theorem, and how they can be (easily) generalised to construct new
classes of finite structures where the Łoś-Tarski Theorem relativises.
Finally, we also will discuss the two hypotheses of Theorem 5.1.2, and
prove that both are necessary for the theorem to hold.

As a first hint that most of the heavy-lifting has already been done,
let us point out that the spaces Local(C, r, k) already appear (although
implicitly) in previous studies of preservation theorems. This notion
of locality is itself well-studied inside the realm of so-called sparse
structures [78]. To be precise, let us focus on one specific notion of
sparsity: that of wide classes of structures.
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3: In particular, for every r-
local formula ψ, ¬(∃≥kr x.ψ(x)) ⇒
∃≥kr x.¬ψ(x), for all but finitely

many elements in a wide class C.

Recall that we introduced the notion
of degree of an element in a relational
structure as its degree in the Gaif-
man graph of said structure. Equi-
valently, the degree of a point a ∈
A is precisely |NA(a, 1)|. This may
provide some intuition on the rela-
tionship between the last two items
of Exercise 5.1.4.

Definition 5.1.3 [6, Definition 4.1]. A class C ⊆ Fin(σ) is wide
whenever there exists a map ρ : N2 → N, such that for all r,m ∈ N2,
for all A ∈ C of size greater than ρ(r,m), there exists a⃗ ∈ Am such
that A, x⃗ 7→ a⃗ |= indepN (⃗a,r).

Alternatively, one can think of a wide class C as one where the sentences
of the form ∃x⃗.indepN (x⃗,r) define co-finite subsets of C. Borrowing the
vocabulary of Section 4.2, the basic local sentences ∃≥rk x.> define co-
finite sets.3

Leveraging this notion of wideness, Atserias, Dawar and Grohe prove
that the Łoś-Tarski Theorem relativises to wide, hereditary, classes C
that are closed under disjoint unions [6, Theorem 4.3].

We argue that this is a very simple consequence of Theorem 5.1.2, be-
cause hereditary wide classes are exactly those that are locally finite.

Exercise 5.1.4 ([77, Theorem 5.1]). For a hereditary class C the
following properties are equivalent:

▶ C is wide,
▶ Local(C, r, k) is finite for all r, k ≥ 1,
▶ C has bounded degree.

Over a finite set of finite models, every sentence φ is equivalent to
an existential sentence as observed in Fact 3.2.2, hence the Łoś-Tarski
Theorem relativises trivially. Leveraging Exercise 5.1.4, if C ⊆ Fin(σ)
is a class that is hereditary, wide, and closed under disjoint unions,
then for all r, k ∈ N, the Łoś-Tarski Theorem relativises (trivially)
to Local(C, r, k). We recover Atserias, Dawar and Grohe’s result by
applying Theorem 5.1.2.

We can generalise this proof scheme as follows. Given a property P ∈
P(Fin(σ)), we say that a class C locally satisfies P when, for all r, k ∈ N,
Local(C, r, k) ∈ P

Theorem 5.1.5. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions. The following properties imply
that the Łoś-Tarski Theorem relativises to C.

1. C is locally finite (i.e., wide).
2. C has locally bounded tree-depth.
3. C is locally wqo with respect to ⊆i.
4. The Łoś-Tarski Theorem locally relativises to C.

Moreover, Item 1 ⇒ Item 2 ⇒ Item 3 ⇒ Item 4, and these implic-
ations are strict.

The remaining of this section is devoted to proving Theorem 5.1.5, to-
gether with its relation with previously known properties as illustrated
in Figure 5.2. In particular, the examples prove that we strictly gener-
alise previously known properties implying preservation under exten-
sions. As no logic is involved in the generation of these new classes, we
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finite

finite

bounded treedepth

bounded treedepth

wqo

wqo

Łoś-Tarski
relativises

Łoś-Tarski
relativises

Locally

Globally

wide

(5.1.4)
(5.1.2)

(5.1.9) (5.1.8) (5.1.10)

[27]

(5.1.9) (5.1.9)

Figure 5.2.: Implications of properties over classes C ⊆ Fin(σ) that are hereditary and closed under disjoint unions. Arrows
represent strict inclusions of properties and dashed boxes are the new properties introduced in this paper.

4: Namely, if the property P is
satisfied for all classes Local(C, r, 1),
where r ∈ N, then it is satisfied for all
classes Local(C, r, k), where r, k ∈ N.

Figure 5.3.: An example of a star in
Stars.

effectively decoupled our proofs of preservation theorems in a locality
argument followed by a combinatorial argument.

Note that working with Local(C, r, k) rather than Local(C, r, 1) is a
somewhat uncommon way to localise properties. Thankfully, for prop-
erties that are well-behaved with respect to disjoint unions,4 the local-
isation using neighbourhoods centred around a single point or several
ones will coincide; examples of such properties include wideness, exclu-
sion of a minor, or bounded clique-width. The following proposition
illustrates this point in the case of bounded tree-depth.

Recall here that the tree-depth td(G) is defined inductively as de-
scribed in Definition 2.3.20.

Lemma 5.1.6. A class C ⊆ Struct(σ) has locally bounded tree-depth
if and only if ∃ρ : N → N, ∀A ∈ C, ∀a ∈ A, ∀r ≥ 1, td(NA(a, r)) ≤
ρ(r). That is, if and only if Local(C, r, 1) has bounded tree-depth for
all r ≥ 1.

Proof. Assuming that for all k there is a bound on the tree-depth of
elements of Local(C, r, k), we define ρ(r) to be the maximum of td(A)
for A in Local(C, r, 1).

Conversely, assume that there exists an increasing function ρ such that
td(A) ≤ ρ(r) for every A ∈ Local(C, r, 1); a simple induction on A shows
that td(A) ≤ ρ(r × (2k + 1)) for every A ∈ Local(C, r, k):

▶ If A ∈ Local(C, r, k) can be written as A1 ] A2, then td(A) is
exactly max(td(A1), td(A2)), and we conclude by induction hy-
pothesis since ρ is increasing.

▶ If A is totally connected and in Local(C, r, k), then it is included
in a ball of radius r × (2k + 1) hence the tree-depth is bounded
by ρ(r × (2k + 1)). ■

Let Stars be the class of finite stars, i.e., connected undirected graphs
with at most one node of degree greater than 1. See Figure 5.3 for a
graphical representation.
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Figure 5.4.: The diamond D4 ∈ D.

Example 5.1.7. The class ↓⊆i
]Stars has bounded tree-depth, loc-

ally bounded tree-depth, but is neither finite nor locally finite.

Proof. It is clear that a star has tree-depth at most 2. Furthermore,
the tree-depth is monotone with respect to induced substructures,
and a morphism with respect to disjoint unions, i.e., td(A ] B) =

max(td(A), td(B)). As a consequence, td(↓⊆i]Stars) ≤ 2. For the same
reasons, the class has locally bounded tree-depth, because of the inclu-
sion Local(C, r, k) ⊆ C. However, the class is not locally finite, because
it has unbounded degree. And it is clearly not finite. ■

Example 5.1.8. Consider the class ]Cliques of finite disjoint unions
of undirected cliques. This class is locally wqo, but is not of locally
bounded tree-depth.

Proof. Notice that Local(]Cliques, r, k) ⊆ ]Cliques which is a wqo for
⊆i, as it is isomorphic to M⋄(N) with the multiset ordering, which is
a wqo thanks to Table 6.1. Now, it is quite clear that for all n, r, k ≥
1, td(Kn) = n, and Kn ∈ Local(]Cliques, r, k). As a consequence,
]Cliques is not locally of bounded tree-depth. ■

Let n ∈ N. A diamond Dn is a cycle Cn extended with two new points
a, b that are connected to every node in the cycle via a path of length
n. We call D the class of all Dn for n ≥ 3. We provide in Figure 5.4 a
graphical representation of D4.

Example 5.1.9. Consider the class ↓⊆i
]D of induced substructures

of disjoint unions of diamonds. This class has locally bounded tree-
depth, but is neither wqo nor locally finite.

Proof. The class is not wqo because (Dn)n>4 is an infinite bad se-
quence. Assume by contradiction that Dn ⊆i Dm for 4 < n < m.
Then, the two outer nodes a, b of Dn are of degree greater than 4,
while every other node in the graph are of degree at most 4. Therefore,
the two extra outer nodes of Dn must be mapped to the two extra
outer nodes of Dm. Similarly, the element Cn over which Dn has all
its nodes of degree exactly 4, while the rest of the nodes have degree
either greater than 4, or exactly 2. Hence, the inner cycle Cn must be
mapped to the cycle Cm, which is not possible when n < m.

However, the class is locally of bounded tree-depth, because we add
paths of increasing length to separate the cycle from the extra outer
nodes. Informally, for every fixed r, NDn

(a, r) is either a star, or a tree
with radius at most r, when n is large enough. In both cases, because
the radius is fixed, we obtain a bound on the tree-depth.

Furthermore, it should be clear that the class is not locally finite, as
it contains Stars, which is not. ■
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Figure 5.5.: An example of a “wheel”
used in Example 5.1.10.

Let n ∈ N, and σ be a finite relational signature. We define ∆n
deg as

the class of finite structures of degree bounded by n.

To introduce Example 5.1.10, which separates classes that are locally
wqo and classes where the Łoś-Tarski Theorem locally relativises, the
simplest way is to use the notions of first order interpretations, logical
maps, and the closure properties of logically presented pre-spectral
spaces (lpps). These notions are formally introduced in Chapter 6 (Lo-
gically Presented Spaces), and we think that it is a good time to il-
lustrate how these abstract notions are actually helpful in concrete
cases.

Example 5.1.10. Let σ
def
= { (E, 2); (c, 1) }, and let I be a first or-

der interpretation of Fin(σ) in Fin({ (E, 2) }) defined by φE(x, y)
def
=

c(x) ∨ c(y) ∨ E(x, y). The Łoś-Tarski Theorem locally relativises to
I(∆2

deg), but the latter is not locally wqo.

Proof. The class I(∆2
deg) is not locally well-quasi-ordered because it

contains the class of “wheels”: elements of Cycles with an extra point
connected to all the nodes (see Figure 5.5). Similarly to Cycles, the
class of wheels is an infinite antichain. Furthermore, every wheel is the
1-local neighbourhood of one of its points, that is, every wheel belongs
to Local(I(∆2

deg), 1, 1). As a consequence, I(∆2
deg) is not locally wqo.

To avoid using the machinery of logically presented pre-spectral spaces,
one could apply the following reasoning. Let φ be a first order sentence
that is preserved under extensions over I(∆2

deg). Because I is a (simple)
first order interpretation, there exists a first-order sentence ψ ∈ FO[σ]

such that for all A ∈ Fin(σ), A |= ψ if and only if I(A) |= φ. It is an
easy check that ψ is preserved under extensions over ∆2

deg, since A |= ψ

and A ⊆i B implies that I(A) |= φ and I(A) ⊆i I(B). We know that
the Łoś-Tarski theorem relativises to ∆2

deg, hence that there exists an
existential sentence θ such that JθK∆2

deg
= JψK∆2

deg
. However, ∆2

deg is
a downwards closed subset of Fin(σ), and as a consequence, JθK∆2

deg

is the upward closure (in ∆2
deg) of a finite set of non-equivalent ⊆i-

minimal models. We conclude that I(JθK∆2
deg

) also has finitely many
non-equivalent ⊆i-minimal models, hence is equivalent (over I(∆2

deg))
to the finite union of their respective diagram formulas.

We argue that the proof is easier to understand (and reproduce or ad-
apt) using the theory of lpps. We start by noticing that ∆2

deg is heredit-
ary, and leverage Lemma 6.1.16 to conclude that 〈〈∆2

deg, 〈EFO〉topo,FO〉〉
is a logically presented pre-spectral space. Now, the map I is a logical
map, hence we conclude that 〈〈I(∆2

deg), 〈EFO〉topo,FO〉〉 is a lpps via
Lemma 6.3.3. Because the latter is also a hereditary class, we conclude
(again using Lemma 6.1.16) that the Łoś-Tarski Theorem relativises
to I(∆2

deg). Thanks to Theorem 5.1.2, this is the same as stating that
the Łoś-Tarski Theorem locally relativises to I(∆2

deg). ■

We can now state formally the proof of Theorem 5.1.5 by gathering all
the above examples.
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5: This is the purpose of the restric-
tions that endpoints of paths are
black coloured vertices.

Proof of Theorem 5.1.5. The implications are consequences of the The-
orem 5.1.2. The implications are strict thanks to Examples 5.1.7, 5.1.8
and 5.1.10. ■

Furthermore, notice that, as explained in Figure 5.2, locally wqo strictly
generalises wqo (see Example 5.1.9), which strictly generalises locally
bounded treedepth (see Example 5.1.8). Notice that locally bounded
treedepth already strictly generalises wqo via Example 5.1.9.

To conclude our study, let us now provide examples that go outside
the realm of hereditary classes of structures closed under disjoint uni-
ons. This will illustrate how both hypotheses of Theorem 5.1.2 are
necessary.

Example 5.1.11. Let C def
= ↓⊆i

Cycles. Then, C is hereditary, the
Łoś-Tarski Theorem locally relativises to C, C is not closed under
disjoint unions, and the Łoś-Tarski Theorem does not relativise to
C.

Proof. We already know from Example 3.2.1 that the Łoś-Tarski The-
orem does not relativise to C, let us prove that it locally does.

Let r, k ≥ 0 and consider Local(C, r, k). Using Example 4.1.2, there
exists N(r, k) ∈ N such that Local(C, r, k) ⊆ Paths∪{Cn : 3 ≤ n ≤ N },
the latter being well-quasi-ordered by ⊆i. In particular, Lemma 3.3.5
shows that the Łoś-Tarski Theorem relativises to Local(C, r, k). ■

Example 5.1.12. Let C be the class of finite disjoint unions of black
and white coloured paths with black endpoints. Then, C is closed un-
der disjoint unions, the Łoś-Tarski Theorem locally relativises to C,
C is not hereditary, and the Łoś-Tarski Theorem does not relativise
to C.

Proof. It is clear that C is closed under disjoint unions and not hered-
itary. Let us prove that the Łoś-Tarski Theorem does not relativise to
C.

The sentence φ defined in Example 4.3.11 stating that either the struc-
ture has two distinct connected components, or all the nodes of the
(unique) path are black is a first order sentence. Furthermore, this sen-
tence is preserved under ⊆i, because one cannot add a white coloured
node to a structure without creating a new connected component.5
The proof of Example 4.3.11 states that such a sentence cannot be
rewritten as an existential local sentence, hence a fortiori cannot be
rewritten as an existential sentence.

To conclude that the Łoś-Tarski Theorem locally relativises to C, let
us remark that Local(C, r, k) is finite for all r, k ≥ 0, and in particular
is a well-quasi-ordering. We conclude similarly to Example 5.1.11. ■
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Recall that a class C is localisable
whenever sentences φ ∈ FO pre-
served under ⊆i are equivalent to ex-
istential local sentences over C (see
page 118).

6: Notice that this is not only a sim-
plification, but also a necessary con-
dition for Theorem 5.1.2 to hold, as
proven in Example 5.1.11.

7: Recall that by definition, A, x⃗ 7→
a⃗ |= |φ|x⃗r if and only if NA(a⃗, r), x⃗ 7→
a⃗ |= φ. Furthermore, notice that
NNA(a⃗,r)(a⃗, r) = NA(a⃗, r).

8: The definition of |φ|x⃗r requires
that the free variables of φ belong to
x⃗, which is the case here because φ
does not have any.

5.2. The Missing Square

Theorem 5.1.2 is a quite powerful and handy tool to study the re-
lativisation of preservation theorems. However, its proof relied on The-
orem 5.2.5, which remains to be proven. This is also filling the gap in
Figure 4.13 that was left open at the end of Chapter 4 (Locality and
Preservation).

Theorem 5.2.5. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions. Then, C is localisable.

As usual when proving such theorems, we will be interested in the ⊆i-
minimal models of a sentence φ. To simplify6 the study of min⊆iJφKC ,
and as suggested in the introductory Chapter 3 (Preservation Theor-
ems for First Order Queries), we restrict our attention to classes C that
are downwards closed for ⊆i, also known as hereditary classes, so that
min⊆i

JφKC = min⊆i
JφKFin(σ) ∩ C.

Lemma 5.2.1. Let C be a hereditary class of finite structures, and
φ ∈ FO be preserved under extensions over C. The following are
equivalent:

1. There exists ψ ∈ ∃FOLoc such that φ ≡C ψ.
2. There exists r, k ∈ N, such that min⊆i

JφKC ⊆ Local(C, r, k).

Proof. Let us first prove the direction ⇒. If φ ≡C ∃x⃗.τ(x⃗) where τ(x)
is an r-local formula (for some r ≥ 0), then a ⊆i-minimal model A ∈ C
of φ necessarily contains a vector a⃗ such that NA(⃗a, r), a⃗ |= τ . This
shows that NA(⃗a, r) |= φ where NA(⃗a, r) ⊆i A by definition. Since
C is hereditary, NA(⃗a, r) ∈ C, thus A = NA(⃗a, r) by minimality and
A ∈ Local(C, r, |x⃗|).

Let us now prove the direction ⇐. Assume that the ⊆i-minimal models
of φ are all found in Local(C, r, k) for some r, k ∈ N. Let q be the
quantifier rank of φ. We are going to show that φ is preserved under
⇛r,k
qr over C and deduce by Proposition 4.3.9 that φ is equivalent to

some existential local sentence over C.

Let A |= φ and A ⇛r,k
qr B. Since A |= φ, there exists a ⊆i-minimal

model A0 ∈ Local(C, r, k) with A0 ⊆i A. Let a⃗ ∈ Ak be the centers of
the balls of radius r in A that contain A0. Since A ⇛r,k

qr B there exists
a vector b⃗ ∈ Bk such that tpqrA (⃗a, r) = tpqrB

(⃗
b, r
)

.

Notice that A0 ⊆i NA(⃗a, r), hence NA(⃗a, r) |= φ since φ is preserved
under extensions. Thus,7 NA(⃗a, r), x⃗ 7→ a⃗ |= |φ|x⃗r , the latter being an
r-local formula, with k free variables, and of quantifier rank qr.8 This
shows that NB(⃗b, r), x⃗ 7→ b⃗ |= |φ|x⃗r . To conclude, observe that this
entails NB(⃗b, r) |= φ, hence B |= φ since NB(⃗b, r) ⊆i B and φ is
preserved under extensions. ■

We now provide the reader with alternative reading paths. The first
one is to trust that the following Lemma 5.2.2 holds because one can
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9: We invite the interested reader to
check in [6] how these parameters are
actually chosen.

r

r

Figure 5.6.: Illustration that the local
neighbourhoods of a local neighbour-
hood exhibit new behaviour.

The definition of MSO[σ], its asso-
ciated satisfaction relation, and the
notion of r-local MSO formula are
defined in Appendix E.2.

extract it from the proof of a different result, namely the relativisation
of the Łoś-Tarski Theorem to hereditary classes of finite structures that
are closed under disjoint unions [6, Theorem 4.3]. If this is the case,
you can read the next paragraph, and jump directly to Section 5.3
on page 133. If you do not trust that a one paragraph explanation is
enough to convince you, you can still read the upcoming paragraph,
but you will take combinatorial road once again for five to six pages.

The proof of preservation under extensions over some specific classes
provided by [6, Theorem 4.3] is done by contradiction, using the fact
that ⊆i-minimal models that are “large enough” must contain large
“scattered sets of points.” Forgetting about the size of the structure,
this actually proves that ⊆i-minimal models are in some Local(C, r, k)
for well-chosen9 parameters r, k ∈ N.

Lemma 5.2.2. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions and φ ∈ FO[σ] be a sentence
preserved under extensions over C.

There exist R,K such that min⊆iJφKC ⊆ Local(C, R,K).

Even though we stated Lemma 5.2.2 as a “foreign result”, it cannot
be found as is and must be (carefully) extracted from the proof of
[6, Theorem 4.3]. For that reason, and for completeness, we provide
hereafter a standalone proof of this lemma, that explicitly studies the
distribution of types in the structures. Because the proof method differs
from the original one, it is also interesting on its own.

Before getting into the technicalities of a formal proof, let us explain
why the “naïve” approach does not work. The simplest approach would
be to consider a formula φ in Gaifman normal form, and a ⊆i-minimal
model A of φ. The structure A models a conjunction of (potential
negations of) sentences of the form ∃≥kr x.ψ(x) where ψ(x) is an r-
local formula. Considering all the basic local sentences that appear
positively in the conjunction, one can build a vector a⃗ ∈ A containing
the witnesses of the outer existential quantifications. The main hope
being that NA(⃗a, r) |= φ, as this would imply, by minimality of A,
that A = NA(⃗a, r). By letting R = r and K = |⃗a|, which is bounded
independently of A, we would conclude.

Unfortunately the structure NA(⃗a, r) does not satisfy φ in general. The
crucial issue comes from intersections of local neighbourhoods: there
are new local neighbourhoods appearing in NA(⃗a, r), as depicted in Fig-
ure 5.6. In equational terms, the r-local neighbourhoods of NA(⃗a, r)

are written NNA(a⃗,r)(⃗b, r) = NA(⃗a, r) ∩ NA(b, r), i.e., as an intersec-
tion of two r-local neighbourhoods of A. This is problematic because
φ contains basic local sentences that appear negatively, and the fact
that A does not contain some local behaviour does not transport to
NA(⃗a, r).

To tackle this issue and represent the intersections inside our formulas,
we temporarily leave the realm of first-order logic and consider MSO
local types, written mtpqA (⃗a, r). There are finitely many MSO local types
up to logical equivalence at a given quantifier rank and locality radius.
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10: See Definition E.2.3 p. 258

Proof Sketch. It is the same proof
as Proposition 4.3.9 when replacing
Typesq,kr with MTypesq,kr , leveraging
Exercise 5.2.3. ■

11: It will not be possible to encode
the real intersection, but find neigh-
bourhoods whose intersection have
the same first-order theory up to
some quantifier rank q.

We update our type-collector function accordingly through

MTypesq,kr (A)
def
= {mtpqA (⃗a, r) : a⃗ ∈ Ak } . (5.1)

As for first-order local types, MSO local types are enough to character-
ise the natural preorder associated to existential local MSO-sentences,
that is, sentences of the form ∃x⃗.θ(x⃗), where θ(x⃗) is an r-local MSO
formula10 around x⃗. Before going through the proof of Lemma 5.2.2 we
translate the main properties of local types and existential local sen-
tences to MSO-local types and existential local MSO-sentences. We can
therefore write A ⇛r,k

q,MSO B to mean MTypesq,kr (A) ⊆ MTypesq,kr (B).

Exercise 5.2.3. For all structures A,B, r, q, k ∈ N, the following
are equivalent

▶ MTypesq,kr (A) ⊆ MTypesq,kr (B).
▶ For all θ(x⃗) r-local MSO-formula, A |= ∃x⃗.θ(x⃗) implies B |=

∃x⃗.θ(x⃗).

Lemma 5.2.4. Let C ⊆ Fin(σ) be a class of finite structures, and
φ ∈ FO. The following are equivalent

1. There exists an existential local MSO sentence ψ such that
ψ ≡C φ.

2. There exists r, q, k ∈ N such that φ is preserved under ⇛r,k
q,MSO.

In order to prove Lemma 5.2.2, we are going to slightly change our
proof scheme, and use Lemma 5.2.4. The main idea will be that using
MSO-local types prevents the problems associated with intersections of
local neighbourhoods, because these intersections can be captured11 by
MSO sentences. This will be the following Lemma 5.2.10 on page 131,
that we preemptively state below.

Lemma 5.2.10. Let C ⊆ Fin(σ) be a hereditary class closed under
disjoint unions, and φ ∈ FO[σ] a sentence preserved under extensions
over C.

There exists R,Q,K such that φ is preserved under ⇛R,K
Q,MSO over C.

Lemma 5.2.10 allows us to prove that sentences preserved under ex-
tensions have their minimal models in Local(C, r, k) for some r, k ≥ 0

whenever C is hereditary and closed under disjoint unions.

Lemma 5.2.2. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions and φ ∈ FO[σ] be a sentence
preserved under extensions over C.

There exist R,K such that min⊆iJφKC ⊆ Local(C, R,K).

Proof. Applying Lemma 5.2.10 provides R,Q,K such that φ is pre-
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served over C under (R,Q,K) MSO types. Using Lemma 5.2.4, φ is
equivalent over C to a sentence ψ = ∃x⃗.θ(x⃗) where θ(x⃗) is an r-local
MSO-formula.

Consider A a ⊆i-minimal model of ψ in C. As A |= ψ, there exists
a vector a⃗ ∈ A|x⃗| such that A, x⃗ 7→ a⃗ |= θ(x⃗). Because θ is an r-
local MSO-formula, this proves that NA(⃗a, r), x⃗ 7→ a⃗ |= θ(x⃗). As a
consequence, NA(⃗a, r) |= ψ. Moreover, NA(⃗a, r) ∈ C because the latter
is hereditary. The minimality of A proves that A = NA(⃗a, r), thus,
that A ∈ Local(C, r, |x⃗|). ■

Theorem 5.2.5. Let C ⊆ Fin(σ) be a hereditary class of finite struc-
tures closed under disjoint unions. Then, C is localisable.

Proof. Consider a sentence φ preserved under local elementary em-
beddings over C. Using Lemma 5.2.2 its minimal models are in some
Local(C, r, k), and using Lemma 5.2.1 this provides an equivalent exist-
ential local sentence over C. ■

Corollary 5.2.6. A sentence φ preserved under extensions over
Fin(σ) is equivalent over Fin(σ) to an existential local sentence.

We have postponed the combinatorial core of the proof of Theorem 5.2.5,
and in the Lemma 5.2.10 on page 131, which remains to be proven. This
combinatorial lemma can be decomposed into two steps. First, we will
analyse the “distribution of MSO-local types” in a structure, not unlike
what was done in Section 4.2 and in particular in Lemma 4.2.24 on
page 85. Then, we leverage this analysis to gain a better understanding
of what A ⇛r,k

q,MSO B means, and in particular prove that first-order
sentences preserved under extensions must exhibit some regular beha-
viour with respect to this preorder.

As in Lemma 4.2.24, we are interested in the points of a structure that
satisfy a given r-local property, except this time we have MSO formulas.
For simplicity, we will not search the points that satisfy a given r-local
MSO formula, but a “full” description of the formulas satisfied up to
some quantifier rank. To that end, let us formally define what it means
for a vector to “realise” an MSO (q, r)-type.

Definition 5.2.7. Let A ∈ Struct(σ), TMSO be an MSO (q, r)-type
with a single free variable x. The set of realisations of the type TMSO

is the set of a ∈ A such that mtpqA (a, r) = TMSO. We write this
subset of A as follows:

realATMSO
def
= { a ∈ A : mtpqA (a, r) = TMSO } .

Because we are interested in the spatial distribution of realisations of
a given type, and in particular want to find a small number of points
to represent MTypesq,kr (A), let us define what it means for a TMSO to
be “covered.”



130 5. A Local-to-Global Preservation Theorem

[21]: Dawar, Grohe, Kreutzer and
Schweikardt (2006), ‘Approximation
schemes for first-order definable op-
timisation problems’

A

0

B

Figure 5.7.: Illustration of
Lemma 5.2.9 with parameter
k = 1. We have depicted the set of
covering points in blue, with their
r local neighbourhoods in beige.
The R local neighbourhood of the
covering points is in light blue.
The collection of generic points is
represented using the green squares,
with their r-local neighbourhoods
also in beige. The three pictures
illustrate how, starting from frame
0 with a selected point (in orange),
one can either find a corresponding
generic point (in frame A), or a cor-
responding point that is R-covered
by the covering points (in frame B).

Definition 5.2.8. Let A ∈ Struct(σ), TMSO be an MSO (q, r)-type
with a single free variable x, R ∈ N, and S be a subset of A. The
type TMSO is R-covered by S when NA(realATMSO , r) ⊆ NA(S,R).

The following lemma is a uniform version of the one given by [21,
Lemma 8]. It can be thought as a generalisation of the technique
from Lemma 4.2.8 on page 77 to describe the spatial distribution of
points of interest in a given structure. The intuition being that one
can find (uniformly bounded) subsets of generic points and covering
points, so that every MSO-local type is either found in large quantities
(hence generic) or is rare enough (hence can be covered). We hope that
the picture Figure 5.7 will help understand the overall idea in a simple
case.

Lemma 5.2.9. Let σ be a finite relational signature, r, q, k ≥ 0.
Then, there exists a maximal size Km ≥ k and maximal radius
Rm ≥ r such that for all structures A ∈ Struct(σ) there exists r ≤
R ≤ Rm, a covering subset CA ⊆ A and a generic subset GA ⊆ A

satisfying the following properties

1. Both CA and GA have size at most Km.
2. The sets CA and GA are non-interferring, i.e.,

NA(C
A, R) ∩ NA(G

A, R) = ∅ .

3. Elements in GA are independent, i.e.,

A, x⃗ 7→ GA |= indepN (x⃗,R) .

4. For every a ∈ A, if mtpqA (a, r) is not R-covered by CA, then
|realAmtpq

A(a,r) ∩GA| ≥ k.

Proof. Let r, q, k ≥ 0 be natural numbers and consider Q the number
of different MSO (q, r)-local types with 1 free variable. Define Km

def
=

Q×Q× k and Rm
def
= 3Q+1r.

Let A ∈ Struct(σ) be a structure and consider T def
= MTypesq,1r (A).

By definition, |T | ≤ Q. We construct iteratively for i ≤ |T | two sets
Si ⊆ T and Ci ⊆ A such that every type of Si is 3ir-covered by Ci,
|Ci| ≤ i×Q× k, and examine whether the following property holds at
each step i:

P (i)
def
= ∃G ⊆ A, ∀u, v ∈ G, dA(u, v) > 2× 3ir

∧∀u ∈ G, dA(u,Ci) > 2× 3ir

∧∀TMSO ∈ T \ Si, |realATMSO ∩G| ≥ k

The rationale is that if P (i) holds for some 0 ≤ i ≤ Q, it defines
a subset Gi ⊆ A. By extracting only k witnesses per type in T \ Si
from such a set Gi, we can construct GA of size at most Q× k ≤ Km.
Defining CA def

= Ci, R
def
= 3ir, we have concluded, because the size of CA

is bounded by i×Q× k ≤ Km.
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We start with S0
def
= ∅, C0

def
= ∅. Assume that Si and Ci have been defined

so that P (i) does not hold; we want to construct Si+1 and Ci+1. To
that end, we enumerate the types in T \Si in a sequence (tp)1≤p≤|T\Si|.
Using this sequence, we construct iteratively a set Gji of size at most
Q × k such that points of Gji are at pairwise distance greater than
2 × 3ir and at distance greater than 2 × 3ir from Ci as follows. Let
G0
i

def
= ∅, and construct Gj+1

i by selecting the first type tp that has fewer
than k realisations in Gji ; this is possible because P (i) does not hold.
If there exists a point a ∈ A at distance greater than 2× 3ir from Gji
and Ci and of type tp, we can add it to Gji to build Gj+1

i . Otherwise,
every choice of point a ∈ A of type tp is at distance at most 2 × 3ir

from Ci∪Gji ; in this case let Ci+1
def
= Ci∪Gji and Si+1

def
= Si∪{tp}, the

hypothesis on Si is that every type in Si is 3ir-covered by Ci, and we
showed that tp was 3i+1r-covered by Ci ∪Gji = Ci+1.

The above process must terminate because the set Si is strictly in-
creasing and of size bounded by Q. By definition, this means that P (i)
holds for some i ≤ Q, and we have concluded. ■

Following the terminology used by Dawar, Grohe, Kreutzer and Sch-
weikardt, the MSO local types realised by CA can be thought of as rare,
while those realised by GA can be thought of as frequent.

Lemma 5.2.10. Let C ⊆ Fin(σ) be a hereditary class closed under
disjoint unions, and φ ∈ FO[σ] a sentence preserved under extensions
over C.

There exists R,Q,K such that φ is preserved under ⇛R,K
Q,MSO over C.

Proof. Consider a first order sentence φ that is preserved under ⊆i
over C. As a first step, we write φ in Gaifman normal form and collect
θ1, . . . , θℓ the basic local sentences appearing in this normal form. The
sentences θi are of the form ∃≥kiri x.ψi(x) where ψi is an ri-local formula
of quantifier rank qi.

Let r def
= max { ri : 1 ≤ i ≤ ℓ }, q def

= max { qi : 1 ≤ i ≤ ℓ }, and k
def
=

max { ki : 1 ≤ i ≤ ℓ }.

We use Lemma 5.2.9 over the tuple (2r, 2 × k × ℓ, q + 1) to obtain
numbers 2r ≤ Rm and k ≤ Km. Define K def

= 2Km, R def
= 2Rm, and

Q
def
= 2Rm + k + q + 1+ max { rk(θi) : 1 ≤ i ≤ ℓ }. Our goal is to prove

that φ is preserved under ⇛R,K
Q,MSO.

Let A ∈ Fin(σ) such that A |= φ. Leveraging Lemma 5.2.9, we know
that there exists subsets CA and GA, respectively the covering subset
and the generic subset for the MSO (2r, q+1)-local types of A. Recall
that both CA and GA are of size bounded by Km, and such that we
have a control over the R′-local behaviour of these two sets, for some
2r ≤ R′ ≤ Rm.

Let us explore the distribution of our r-local properties ψi(x) for 1 ≤
i ≤ ℓ inside the sets CA and GA. To that end, we write

If
def
= { 1 ≤ j ≤ ℓ : ∃a ∈ GA,A, x 7→ a |= ψj(x) }
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12: We do not use the notation
CB and GB because CB and GB

do not have the properties stated
in Lemma 5.2.9: there may be MSO
local types realised in B that are
neither covered by CB nor frequent
in GB. However, every MSO local
types realised in B that was also real-
ised in A is either covered by CB or
frequently appears in GB.

13: Recall that elements in GA are
not covered by CA by construction.
Hence, every MSO-local type that is
realised by an element in GA (hence,
in GB), must appear frequently in
GA, (hence, frequently in GB).

14: This is actually the con-
sequence of a stronger statement:
NA(C

A, R′) ] E′ satisfies the same
first order sentences of quantifier
rank at most Q as NB(CB, R′) ]E′.
This holds because the first order the-
ory of a disjoint union is uniquely de-
termined by the first order theory of
its parts (even at a fixed quantifier
rank).

In order to deal with the (now infamous) intersections of neighbour-
hoods, let us write, given a set variable X, the MSO-formula ψXi (x) as
the relativisation of ψi(x) to elements of X. This allows us to collect
the r-local properties that may become true provided that we have a
suitable intersection.

Im
def
= { 1 ≤ j ≤ l : ∃a ∈ GA,A, x 7→ a |= ∃X.ψXj (x) }

Assume now that A ⇛R,K
Q,MSO B. By definition, there exists sets12 CB

and GB in B such that

mtpQA
(
CA ∪GA, R

)
= mtpQB

(
CB ∪GB, R

)
. (5.2)

Because we have chosen Q large enough to check distances up to R,
we can transport most of the properties of CA and GA to CB and GB.
It is immediate that CA and CB have the same size, and the same
also holds for GA and GB. Furthermore, B, x⃗ 7→ GB |= indepN (x⃗,R′),
and NB(GB, R′) ∩ NB(CB, R′) = ∅. However, it is not possible to
transport the “covering property” from A to B directly, as the latter
might have more MSO-local types than A.

Let us define E
def
= B \ NB(CB, R′). Notice that NB(GB, r) ⊆ E

because 2r ≤ R′ ≤ R.

Given i ∈ Im, one can choose k distinct elements in GB such that
B, x 7→ b |= ∃X.ψXi (x); let us call this vector b⃗mi . Similarly, given
i ∈ If , one can choose k distinct elements in GB such that B, x 7→
b |= ψXi (x), let us call this vector b⃗fi .

Without loss of generality13 since types in GB have at least 2× k × l

realisations, we can assume that b⃗fi and b⃗mj are disjoint for all choices
of i, j.

Let i ∈ Im and b ∈ b⃗mi ; there exists a subset Fb ⊆ NB(b, r), such that
b ∈ Fb, and NB(b, r) ∩ Fb, x 7→ b |= ψi(x). Let us build E′ as the
structure E where the complements of the sets Fb have been removed:

E′ def
= E \

 ⋃
i∈Im

⋃
b∈⃗bmi

[NB(b, r) \ Fb]

 .

We assert that for every 1 ≤ i ≤ l the following properties are equival-
ent:

1. A ] E′ |= θi,
2. NA(C

A, R′) ] E′ |= θi, and
3. NB(CB, R′) ] E′ |= θi.

Since mtpQA
(
CA, R

)
= mtpQB

(
CB, R

)
, and r ≤ R′ ≤ Rm ≤ R, it is

clear that tpQA
(
CA, R′) and tpQB

(
CB, R′) are equal. Let 1  ≤ i ≤ l.

Since, Q ≥ rk(θi), this implies NA(C
A, R′) ] E′ |= θi if and only if

NB(CB, R′) ] E′ |= θi.14

Let us now prove the equivalence between the first two items.

▶ Assume A ] E′ |= θi. Let S def
= { a ∈ A : A, x 7→ a |= ψi(x) }.
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15: They belong to GB by construc-
tion, and the important thing to no-
tice is that they are still present in
E′. This is because elements of GB

are far away, and in particular the
vectors b⃗mj are not close to b⃗fi : in par-
ticular, E′ contains NB (⃗bfi , r).

16: This holds because we found |⃗bfi |
elements that are far enough from
each other, and that all share the
same MSO-local type. Because ψi(x)
belongs to the MSO-local type of a,
we have found enough pairwise dis-
tant witnesses to conclude that E′ |=
θi.

• Assume that NA(S, r) ⊆ NA(C
A, R′). Then, NA(C

A, R′) ]
E′ |= θi.

• Otherwise, there exists a ∈ A such that A, x 7→ a |= ψi(x)

and NA(a, r) 6⊆ NA(C
A, R′). By definition of CA, this proves

that i ∈ If . As a consequence, the vector b⃗fi of size k is
defined and belongs15 to GB ∩E′. In particular, E′ |= θi,16

therefore NA(C
A, R′) ] E′ |= θi.

▶ Assume that NA(C
A, R′)]E′ |= θi. Let us define S as the set of

witnesses for the property ψi(x) in NA(C
A, R′), which amounts

formally to: S def
= { a ∈ A : NA(C

A, R′), x 7→ a |= ψi(x) }.
• If NA(S, r)∩NA(C

A, R′) = NA(S, r). Then, that A]E′ |= θi.
• Otherwise, there exists a ∈ S such that NA(a, r) is a proper

subset of NA(C
A, R′) and such that NA(a, r)∩NA(C

A, R′), x 7→
a |= ψi(x). In particular, NA(a, r), x 7→ a |= ∃X.ψXi (x). By
definition of CA, this proves that i ∈ Im.
Given b ∈ b⃗mi , it holds that E′, x 7→ b |= ψi(x) because
NB(b, r)∩Fb, x 7→ b |= ψi(x) and NE′(b, r) = NB(b, r)∩Fb.
As a consequence, E′ |= θi, and we conclude that A]E′ |=
θi.

We can now conclude by playing a simple ping-pong argument. Since
A |= φ, and A ⊆i A ] E′, we know that A ] E′ |= φ. Moreover, the
equivalences above assert that NB(CB, R′) ] E′ |= φ. Remark that
NB(CB, R′) ] E′ ⊆i B, hence B |= φ. ■

The use of disjoint unions was crucial in the construction, and removing
the assumption that C is closed under this operation provides counter-
examples to Lemma 5.2.10. We refine Example 5.1.11 hereafter.

Example 5.2.11. The sentence φ def
= ∀x. deg(x) = 2 is preserved un-

der extensions over ↓⊆i
Cycles but is not equivalent to an existential

local sentence over ↓⊆i
Cycles.

Proof Sketch. We use Lemma 5.2.1: for every r, k, the cycle C2rk+1

is a ⊆i-minimal model of φ in ↓⊆i
Cycles that does not belong to

Local(↓⊆i
Cycles, r, k). ■

Remark 5.2.12. Some classes C ⊆ Fin(σ) are localisable but not
closed under disjoint unions. It is the case for finite classes of finite
structures.

5.3. Discussion

Beyond existential sentences? While there is no clear adaptation of
Theorem 5.1.2 to arbitrary fragments of FO, one can check that for
some subfragments of EFO, the analogue theorems holds.

Theorem 5.3.1. Let C be a hereditary class of finite structures
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closed under disjoint unions, and F ∈ {EFO,EPFO ̸=,EPFO } be a
fragment. The F-preservation theorem relativises to C if and only if
the F-preservation theorem relativises to Local(C, r, k) for all r ≥ 0

and k ≥ 1.

Proof Sketch. This is because Lemma 5.1.1 is trivially adapted to any
fragment F ∈ {EFO,EPFO ̸=,EPFO }. Indeed, what was needed is es-
sentially the existence of suitable diagram sentences. We restate the
claim hereafter.

Let C be a hereditary class of finite structures, and let F be one of EFO,
EPFO ̸=, or EPFO. Then, the following are equivalent:

▶ The F-preservation theorem relativises to Local(C, r, k) for all
r, k ≥ 0,

▶ Existential local sentences that are preserved under ≤F (over C)
are equivalent (over C) to ∃F sentences.

The proof is obtained by considering the proof of Lemma 5.1.1 ver-
batim, and replacing ⊆i with ≤F. This is possible because Lemma 3.2.3
applies to all F ∈ {EFO,EPFO ̸=,EPFO }. ■

However, this is not quite satisfactory: we would expect Theorem 5.3.1
to hold for all F ⊆ EFO. The only roadblock is the usage of Lemma 3.2.3,
which itself relies on the existence of suitable diagram sentences given
by Lemma 3.1.5. This leads to the following conjectures.

Conjecture 5.3.2 (Diagram Formulas Below EFO). Let σ be a
finite relational signature, and F ⊆ EFO be a fragment. Then, for all
A ∈ Fin(σ), the diagram sentence ∆∃F

A ∈ ∃F exists.

Conjecture 5.3.3 (Diagram Formulas). Let σ be a finite relational
signature, and F ⊆ FO[σ] be a fragment. Then, for all A ∈ Fin(σ),
the diagram sentence ∆∃F

A ∈ ∃F exists.

Limitations. Notice that Theorems 5.1.2 and 5.3.1 have intrinsic lim-
itations. They only consider hereditary classes that are closed under
disjoint unions. Moreover, their application “suppose” the fact that
it is easier to prove that a preservation theorem locally relativises,
than that it globally does. In the presence of dense classes such as
Example 5.1.10, this is simply not true.
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Outline of the chapter

This chapter introduces an algebraic and topological approach to
preservation theorems, by pairing the idea of definability coming
from logic together with the idea of compactness coming from topo-
logy. This sparks the study of triples (X, τ,B) where τ is a topology
and B a Boolean subalgebra of P(X). The main motivation for this
abstract study is to find a way around the non-compositionality of
preservation theorems and the complexity of proving their relativ-
isation.

Goals of the chapter

At the end of the chapter, I hope you will be convinced that logically
presented pre-spectral spaces are good candidates for abstracting
preservation theorems. In many cases, the two notion coincide, but
the former enjoys appealing compositional properties akin to those
of well-quasi-orders and Noetherian spaces.

Genesis. In general, stability properties of preservation theorems are
not studied for themselves in the literature.1 However, some simple
properties are often used implicitly, especially when proving that pre-
servation theorems do not relativise in the finite [66, 89, 90]. This is
already what happened in Subsection 4.3.1, where we leveraged sta-
bility properties to simplify the proofs. This motivated the search for
a “generic stability argument”, which lead us to the introduction of
logically presented pre-spectral spaces2 (lpps).

At first, our goal was to connect preservation theorems with the the-
ory of Noetherian spaces and well-quasi-orderings. However, these two
theories do not correctly model preservation theorems, and this has
lead to the introduction of a new category of topological spaces: logic-
ally presented spaces. Later on, a worthwhile connection with spectral
spaces3 was uncovered, which gave us the impression that some theor-
ems could be directly taken from the theory developed around these
topological spaces. As for wqos and Noetherian spaces, the connection
with preservation theorems remained too coarse for our purposes, but
gave us intuition about what kind of positive and negative results were
to be expected.

Once a proper definition was given, the natural question was whether
the stability properties of related spaces (wqos, Noetherian spaces,
spectral spaces) could be generalised to this new notion. We answered
this in the positive, which allows us to prove relativisation of preser-
vation theorems by “compositional techniques”: instead of providing
an ad-hoc proof that a preservation theorem relativises to a class C,
one can now interpret C as structures constructed from simpler parts
where such a relativisation was known to hold.
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[70]: Lopez (2021), ‘Preservation
Theorems Through the Lens of To-
pology’

4: See Definition 6.1.1 p. 140

5: See Definition 6.1.11 p. 143

6: See Definition 6.1.8 p. 142

The first formal appearance of lpps followed from the research that was
done in [70], which the current chapter mostly follows. There are two
main differences that should be highlighted: in [70], there was a focus
on using quasi-orderings rather than topologies, and the definition of
lpps has been adapted to remove the need for the rather uncommon
notion of “diagram basis.”

Contributions. In Section 6.1, we will introduce the topological object
that will capture preservation theorems formally. We split the defini-
tion in two parts: first we define logically presented spaces4 (lps), which
are topological spaces with a notion of definable subsets, and then we
adapt the notion of preservation theorem to this setting and define the
subclass of logically presented pre-spectral spaces5 (lpps). This bar-
baric name was given due to its connection with spectral spaces, and
will be explained in Section 6.2, where we study how lpps are a gener-
alisation of Noetherian spaces, but also a variant of spectral spaces.

Finally, Section 6.3 is devoted to the study of “stability properties” of
lpps. In particular, we will give sufficient conditions for a subset to
be an lpps in the induced topology as show in Lemma 6.3.2, which
together with the ability to use logical maps6 Lemma 6.3.3, provides
us with a basic toolbox to study preservation theorems in the stricter
setting of lpps.

We continue the study of the stability properties of lpps by trying
to recover analogues of the algebraic constructions that preserve well-
quasi-orderings or Noetherian spaces. This is a worthwhile effort be-
cause this offers a “compositional” way to build lpps, which is one of
the reasons for the success of wqos and Noetherian spaces, and is an
approach that was otherwise lacking in the literature. Let us briefly
recall in Tables 6.1 and 6.2 the usual operations that can be used to
build complex wqos and Noetherian spaces out of simpler ones.

In the case of lpps, we prove that lpps can be built using algebraic op-
erations (products, sums, colourings), morphisms (logical maps), and
subsets. Notice that in this last section, results are split into pairings
of a topological theorem and a logical theorem. For instance, the sta-
bility under products is first a topological result in Theorem 6.3.13,
and then turned into a result about FO in Lemma 6.3.16. This is a
strength of this approach, as one can separately talk about what are
the “good” definable subsets for a given space, and then separately
prove that FO-definable subsets are indeed of the correct shape.

Note that the “logical proofs” of Section 6.3 are mostly obtained via
composition theorem for first order logic, also known as, Feferman-
Vaught style compositional techniques. We believe that this illustrates
why the syntactic presentation of these techniques is a valuable contri-
bution.



139

Constructor Syntax Quasi-order
Finite set Σ equality
Well founded set P ≤
Disjoint sum W1 +W2 co-product ordering
Product W1 ×W2 product ordering
Finite words W ⋆ subword embedding
Finite multisets M⋄(W ) multiset embedding
Finite sets Pf(W ) Hoare quasi-ordering
Finite trees T(W ) tree embedding

Table 6.1.: An algebra of well-quasi-
orders [23]. This table is meant as
an illustration of the prolific stabil-
ity properties of well-quasi-orderings.
For every operation, we not only
provide the construction of the new
elements, but also the new preorder.
To gain space and because most
of these will not be used in the
document, we deferred the defini-
tion to the corresponding cheatsheet
Chapter C (Well-Quasi-Orderings
Cheat Sheet).

Constructor Syntax Topology
Well-quasi-orders P Alexandroff topology
Complex vectors Ck Zariski topology
Disjoint sum X1 + X2 co-product topology
Product X1 × X2 product topology
Finite words X⋆ subword topology
Finite trees T(X) tree topology
Finite multisets M⋄(X) multiset topology
Transfinite words X<α regular transfinite subword topology
Powerset P(X) lower Vietoris

Table 6.2.: An algebra of Noetherian
spaces [see 44, 45, 47]. This table is
meant as an illustration of the pro-
lific stability properties of Noetherian
spaces, which mimics (and extends)
the stability of well-quasi-orderings.
As for wqos, we have to define the
topologies placed on the newly con-
structed spaces, and to gain space,
we deferred their definition to the
corresponding cheatsheet Chapter D
(Topology Cheat Sheet).

Table 6.3.: Algebraic operations preserving lpps. Arbitrary topological spaces are written X, and classes of structures C. For
each constructor, there is one theorem stating that the resulting space is an lpps, and one that states that the resulting
space with the Boolean subalgebra FO is an lpps.

Operation Symbol Hypothesis Topology FO-version
sum X + X′ - Lemma 6.3.8 Lemma 6.3.15
product X × X′ - Theorem 6.3.13 Lemma 6.3.16
inner product C ⊗ C′ - n/a Exercise 6.3.20
finite words X⋆ - Theorem 6.3.33 Corollary 6.3.36
wreath product C ⋊F X′ C is ∞-wqo Theorem 6.3.44 Theorem 6.3.46
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7: See Theorem 3.1.9 p. 33

6.1. Topological Preservation Theorems

Recall that a preservation theorem7 for a fragment F of FO states for all
sentences φ ∈ FO that are preserved under ≤F, there exists a sentence
ψ ∈ ∃F that is equivalent to φ. The typical proof of this result relies
on the compactness theorem of first order logic.

To provide an abstract counterpart to a preservation theorem in terms
of purely topological properties, we want to represent both the logic
FO and the fragment F. Given a class C, the logic FO will be interpreted
as a Boolean subalgebra of (P(C), ∅, C,⊆), and the fragment F will be
interpreted as a topology over C. The motivation behind this difference
of treatment is that “first order definability” should be closed under
negation, while “being preserved under ≤F” typically amounts to an
infinite disjunction of facts in F, the latter being stable under finite
intersections, but not under negations.

Concretely, we are interested in state spaces that can simultaneously
be viewed as topological spaces and as spaces with a notion of definable
set, through the interpretation of first-order sentences.

Definition 6.1.1. A logically presented space (abbreviated as lps)
is a triple 〈〈X, τ,B〉〉, where

1. τ is a topology on X,
2. B is a Boolean subalgebra of (P(X), ∅,X,⊆),
3. τ = 〈τ ∩ B〉topo.

The name logically presented comes from the fact that τ ∩ B is a sub-
basis of τ, which is stable under finite intersections and unions, and
will in our examples be the collection of first order definable subsets
of X (which makes sense when X is a class of structures).

The running example of logically presented space is the class of fi-
nite structures Fin(σ) together with the Alexandroff topology Alex(⊆i),
where the Boolean subalgebra is just JFOKFin(σ). Following this in-
tuition, we call sets in τ open subsets, and those in B are defin-
able.

Example 6.1.2. Let σ be a finite relational signature. The following
is a logically presented space: 〈〈Fin(σ),Alex(⊆i), JFOKFin(σ)〉〉.

Proof Sketch. Recall from Lemma 3.1.5 that the ⊆i-upward closure of
a finite structure A is definable in ∃QF. As a consequence, the upward
closure of A is first order definable inside C. ■

To ease the notations, we will often write 〈〈Fin(σ),Alex(⊆i),FO〉〉 when
there is no ambiguity that first order sentences are interpreted over
Fin(σ) to build a Boolean subalgebra of P(Fin(σ)).

In order to provide an example that is not explicitly tailored to tackle
preservation theorems, let us see in Example 6.1.3 how the real line
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8: The topology of the real line was
introduced in Example 3.3.15.

can be seen both from a topological perspective, and from an algebraic
one.

Example 6.1.3. Let (R, τ) be the real line with its usual topology.
Let B def

= 〈{ [a,b] : a ≤ b ∈ R }〉bool. Then, 〈〈X, τ,B〉〉 is an lps.

Proof. Recall that the usual topology8 of the real line is generated by
the open intervals ]a,b[, for a < b ∈ R. To conclude that 〈〈X, τ,B〉〉 is
an lps, it suffices to notice that for a < b ∈ R, ]a,b[ ∈ B.

To that end, let us remark that for a < b ∈ R, the following equality
holds:

]a,b[ = [a,b] \ ([a,a] ∪ [b,b])︸ ︷︷ ︸
∈B

. ■

Because we are interested in the relativisation of preservation theorems,
most of the time we will start from a fragment F of FO and a class
C ⊆ Struct(σ), in order to build the lps 〈〈C, 〈∃F〉topo,FO〉〉. As a sanity
check, let us prove that this effectively generalises in a topological way
the setting of preservation theorems in the finite.

Fact 6.1.4. Let C ⊆ Fin(σ), and F be a fragment of FO. Then, the
space 〈〈C, 〈∃F〉topo,FO〉〉 is a logically presented space.

Proof. We only have to check that 〈∃F〉topo = 〈〈∃F〉topo ∩ FO〉topo. This
is an immediate consequence of the inclusion ∃F ⊆ FO. ■

There is a discrepancy when talking about 〈∃F〉topo instead of Alex(≤F),
but for the fragments of interest, the two coincide.

Lemma 6.1.5. Let C ⊆ Fin(σ), F ∈ {EFO,EPFO ̸=,EPFO } be a
fragment of FO. The following two logically presented spaces are
equal:

1. 〈〈Fin(σ), 〈∃F〉topo,FO〉〉,
2. 〈〈Fin(σ),Alex(≤F),FO〉〉.

Proof. Let C ⊆ Fin(σ), F be a fragment of FO. Then, Alex(≤F) ⊆
〈∃F〉topo because one can define the upward closure of a given structure
using a diagram formula (see Lemma 3.1.5).

Conversely, a sentence φ ∈ ∃F is always preserved under ≤F, and in
particular, JφKC is upwards closed for ≤F.

We have proven that 〈∃F〉topo = Alex(≤F). ■

When considering finite structures, it might seem that introducing the
∃F construction overcomplicates the presentation. Let us argue that
the presentation 〈〈Fin(σ), 〈∃F〉topo,FO〉〉 is truly the one found when
studying preservation theorems. We prove in Example 6.1.6 that Item 2
does not yield an lps over Struct(σ), while Fact 6.1.4 shows that Item 1
does.
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Recall that the induced topology
written τ|X is the collection of all
U ∩ X when U ranges in τ, see Defin-
ition D.2.5.

Proof Sketch. Let U ∈ τ|Y. By defin-
ition, there exists V ∈ τ such that
U = V ∩ Y. Because X is an lps,
V ∈ 〈τ ∩ B〉topo. As a consequence,
U ∈ 〈τ|Y ∩ B|Y〉topo. ■

The notion of logical map deals with
the topology and the Boolean subal-
gebra separately, and this is crucial.
Asking that f−1(U) ∈ τ∩B whenever
U ∈ τ′ ∩B′, only states that f is con-
tinuous.

Example 6.1.6. The space 〈〈Struct(σ),Alex(⊆i),FO〉〉 is not a logic-
ally presented space.

Proof. Thanks to the Łoś-Tarski Theorem, Alex(⊆i) ∩ JFOK = JEFOK.
Remark that JEFOK is stable under finite unions and finite intersections,
and that for all non-empty open subset U ∈ JEFOK, Fin(σ)∩U 6= ∅, i.e.,
every existential positive sentence that has a model has a finite model.
If the space were to be logically presented, the latter would imply that
Fin(σ) is dense in Struct(σ). However, the ⊆i upwards closed subset
Struct(σ) \ Fin(σ) of “truly infinite structures” is an open subset of
Alex(⊆i) that does not intersect Fin(σ) by definition: this is absurd. ■

A first key observation is that the property of being logically presented
is naturally preserved under subspaces as witnessed by the following
proposition, which has to be compared to the fact that preservation
theorems in general do not relativise (see Table 3.3 on page 35).

Fact 6.1.7. Let 〈〈X, τ,B〉〉 be an lps, and Y ⊆ X. Then, Y endowed
with the induced topology τ|Y and the induced Boolean algebra B|Y
is a logically presented space.

The category of logically presented spaces. The language of cat-
egory theory is well-adapted to the goal of stating stability properties
of logically presented spaces. However, to keep minimal theoretical de-
pendencies, we will (almost always) state our theorems without requir-
ing a deep knowledge of category theory and commutative diagrams.

Let us now define the natural morphisms between logically presented
spaces, which allows us to talk about the category LPS whose objects
are lps and whose morphisms are logical maps.

Definition 6.1.8. Let 〈〈X, τ,B〉〉 and 〈〈X′, τ′,B′〉〉 be two lps. A func-
tion f : X → X′ is a logical map whenever

1. For all U ∈ τ′, f−1(U) ∈ τ;
2. For all D ∈ B′, f−1(D) ∈ B.

While this is not the main focus of this chapter, let us state the follow-
ing exercises for category theory enthusiasts.

Exercise 6.1.9 (Beginner Category). The category LPS has all
products and all co-products.

Exercise 6.1.10 (Advanced Category). The category LPS is topo-
logical, and is not cartesian closed.
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9: For preservation theorems, this
strong semantic property was “being
expressible in a fragment of FO.”

Recall that K◦(X) denotes the set of
compact open subsets of X.

Remark that the inclusion K◦(X) ⊆
B ∩ τ always holds for a lps. This is
because, B∩τ generates the topology
τ. As a consequence, and for the rest
of this document, we will only check
the interesting inclusion K◦(X) ⊇ B∩
τ when proving that an lps is an lpps.
The extra assumption of Item 1 in
Theorem 6.1.12 states that ∃F sen-
tences are “reasonable.” In the spe-
cific case where ∃F = EFO, and
C = Fin(σ), K◦(Fin(σ), 〈EFO〉topo) is
exactly the set of ⊆i-upward closures
of finitely many structures, and the
extra assumption boils down to ask-
ing that an existential sentence has
finitely many ⊆i-minimal models.
The extra assumption of Item 2 in
Theorem 6.1.12 states that ∃F can
express suitable diagram sentences.
Namely, it states that the upward
closure of a structure is expressible
using ∃F.

Adding compactness. In our definition of a logically presented space
(Definition 6.1.1) we do not capture the full statement of a preservation
theorem. While it is possible to use this framework to express that a
given definable subset is “open,” we lack a theorem stating that such
definable open subsets have a strong semantic property.9 In the light
of the canonical proof of preservation theorems using the compactness
theorem of first order logic, we will ask for definable open subsets to
be compact.

Definition 6.1.11. A logically presented pre-spectral space is a lo-
gically presented space 〈〈X, τ,B〉〉 such that the open definable subsets
are precisely the compact open subsets:

B ∩ τ = K◦(X) . (6.1)

Let us immediately justify the above definition by relating it to preser-
vation theorems via Theorem 6.1.12. This can be seen as a “correctness
theorem” for our modelling of preservation theorems.

Theorem 6.1.12. Let C ⊆ Struct(σ), let F be a fragment of FO.
The following are equivalent:

1. The F-preservation theorem relativises to C,
and J∃FKC ⊆ K◦(C, 〈∃F〉topo),

2. The space 〈〈C, 〈∃F〉topo,FO〉〉 is an lpps,
and 〈∃F〉topo ∩ JFOKC = Alex(≤F) ∩ JFOKC.

Proof. Assume that the F-preservation theorem relativises to C and
that J∃FKC ⊆ K◦(C, 〈∃F〉topo). Then, Alex(≤F) ∩ JFOKC = 〈∃F〉topo ∩JFOKC = J∃FKC . Furthermore, 〈∃F〉topo ∩ JFOKC ⊆ K◦(C, 〈∃F〉topo), and
therefore 〈〈C, 〈∃F〉topo,FO〉〉 is a logically presented pre-spectral space.

Assume that the space 〈〈C, 〈∃F〉topo,FO〉〉 is a logically presented pre-
spectral space and 〈∃F〉topo ∩ JFOKC = Alex(≤F) ∩ JFOKC . Remark thatJφKC is a compact subset of C. Hence, we can leverage Lemma 3.3.25
to conclude the existence of a sentence ψ ∈ ∃F that is equivalent to φ
over C. ■

Notice that in this theorem, both Items 1 and 2 have “extra assump-
tions.” These are needed because every lpps is a compact topological
space (Lemma 6.1.13). In the case of spaces of structures, this com-
pactness is a stronger property than simply asking for a preservation
theorem to hold, as demonstrated in Example 6.1.14. Conversely, pre-
servation theorems such as introduced in Theorem 3.1.9 talk about
F-embeddings between structures, which is not a property that can be
described as is in topological terms.

Lemma 6.1.13. Every logically presented pre-spectral space is com-
pact.

Proof. Because B is a Boolean subalgebra of P(X), X ∈ B. Moreover,
X is always an open subset of X, hence X ∈ K◦(X) and is compact. ■



144 6. Logically Presented Spaces

Recall that Cycles were already
used as counter examples in Ex-
ample 5.1.11 on page 125.

10: Which equals Alex(⊆i) over finite
structures

11: The fact that Cycles forms an
antichain for ⊆i was already at the
heart of Example 3.2.1.

12: To convince yourself, consider
the following open cover of a compact
subset K: ({x })x∈K .

13: See Theorem 3.1.9 p. 33

14: See Lemma 3.1.5.

15: Remark that we even have
a stronger statement in this case,
namely that Alex(≤F) = 〈∃F〉topo.

16: Which implies B ≤F A!

Example 6.1.14. The Łoś-Tarski Theorem relativises to the class
Cycles of finite cycles, but 〈〈Cycles, 〈EFO〉topo,FO〉〉 is not an lpps.

Proof. Notice that over Cycles, 〈EFO〉topo,10 is precisely the discrete
topology. Indeed, Ci and Cj are not comparable for ⊆i whenever i 6=
j.11

Assume by contradiction that 〈〈Cycles, 〈EFO〉topo,FO〉〉 is an lpps. Thanks
to Lemma 6.1.13, we conclude that Cycles is a compact subset. Because
the compact subsets of the discrete topology are always finite subsets,12

we conclude that Cycles is a finite subset, which is absurd. ■

The extra assumption of Item 2 is very often satisfied for the usual
classes and fragments considered. These were already stated in a se-
quence of lemmas: Lemma 3.1.8 and Lemmas 3.1.5 and 3.2.8. By com-
bining those results with the correctness theorem (Theorem 6.1.12),
we obtain the following correspondences Lemmas 6.1.15 and 6.1.16.

Lemma 6.1.15. Let σ be a finite relational signature, and F be a
fragment of FO. Then, 〈〈Struct(σ), 〈∃F〉topo,FO〉〉 is an lpps.

Proof. We use Theorem 6.1.12 in the direction “Item 1 implies Item 2.”

We know that the F-preservation theorem13 “relativises” to Struct(σ),
and the fact that ∃F sentences define compact open subsets follows
immediately from the compactness theorem of first order logic. ■

Lemma 6.1.16. Let σ be a finite relational signature, F be one of
EFO, EPFO ̸=, or EPFO, and let C be a ≤F-downwards closed subset
of Fin(σ). Then, the following are equivalent:

1. 〈〈C, 〈∃F〉topo,FO〉〉 is an lpps,
2. The F-preservation theorem relativises to C.

Proof. We first use the equivalence between Item 1 and Item 2 in
Theorem 6.1.12. This is almost the statement that we want to prove,
except it has two extra assumptions:

▶ 〈∃F〉topo ∩ JFOKC = Alex(≤F) ∩ JFOKC ,
▶ J∃FKC ⊆ K◦(C, 〈∃F〉topo).

These two properties holds over C ⊆ Fin(σ), as soon as it is ≤F-
downwards closed, and F ∈ {EFO,EPFO ̸=,EPFO }.

Indeed, the first item is implied by the existence of diagram sentences,14

effectively proving that the upward closure of a point A is definable in
∃F.15

The second item is a consequence of the fact that ∃F sentences have
finitely many non-equivalent ≤F-minimal models. This is true for ∃F ∈
{EFO,EPFO̸=,EPFO } because a sentence φ ∈ ∃F can be rewritten

in the form ∃x⃗.ψ(x⃗) where ψ(x⃗) is quantifier-free. As a consequence,
whenever A |= φ, there exists B ⊆i A16 with |B| ≤ |x⃗| such that
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17: Recall that the relational signa-
ture σ is finite.

18: This last statement is purposely
vague. The intuition that we want
to give is that the relativisation of
the Łoś-Tarski theorem to Cycles has
more to do with the fact that FO,
EFO, and EPFO̸= have the same ex-
pressiveness over Cycles, than it has
to do with topological notions such
as compactness.

Proof Sketch. This holds for the
same reason as Example 6.1.14, i.e.,
the space (Cycles, 〈EFO〉topo) is not
compact, hence cannot be an lpps.

■

B |= φ. We have proven that ≤F-minimal models of φ can always
be assumed to have size bounded by |x⃗|, and therefore17 that φ has
finitely many (non-equivalent) ≤F-minimal models. In particular, JφKC
is a compact subset in Alex(≤F). ■

We do not see the extra assumptions in Theorem 6.1.12 as a weak-
ness. In fact, these mild restrictions will ensure that lpps exhibit more
regular behaviours than simple preservation theorems, and this is at
the core of the stability properties that will be derived in Section 6.3
(Stability Properties).

As an example, let us come back over Example 6.1.14 in the light
of the recently proven Lemma 6.1.16: we derive that while the EFO-
preservation theorem relativises to the class Cycles, it must not re-
lativise to ↓⊆i

Cycles. From this little adventure, we learn two things.
First, that the extra assumption that the class C is downwards closed in
Lemma 6.1.16 cannot be bypassed by considering its downward closure.
Second, that Example 6.1.14 is an example of “badly behaved” relativ-
isation of Łoś-Tarski’s preservation theorem, which does not happen
for topological reasons.18

The ability to independently consider the topology and the Boolean
subalgebra independently over a fixed space X gives an extra flexibility.
For instance, given a class C and a fragment F ⊆ FO, one can study
the set of Boolean subalgebras B ⊆ P(C) such that 〈〈C, 〈∃F〉topo,B〉〉 is
an lpps. The idea behind this reasoning considering larger algebras B
lead to stronger preservation theorems. This approach quickly sees its
limits, as shown in Example 6.1.17.

Example 6.1.17. Let B ⊆ P(Cycles). Then, 〈〈Cycles, 〈EFO〉topo,B〉〉
is not an lpps.

In order to state categorical results about lpps later on, let us intro-
duce the category LPPS of logically presented pre-spectral spaces with
logical maps, which is a full subcategory of LPS. This notation will
not be central in the results, but we hope that it can provide valuable
insight to people that are already versed in category theory, because
some results will feel more natural in this language.

6.2. Connection with Other Spaces

The goal of this section is to explore the connections between lpps
and topological spaces, with the hope that these connections allow
transporting theorems from general topology to lpps, which in turns
can be transformed into properties describing the (non-)relativisation
of preservation theorems.

In Subsection 6.2.1, we will continue the work that was started in
Section 3.3 and start by analysing how well-quasi-orderings and No-
etherian spaces fit the lpps narrative.

Then, in Subsection 6.2.2, we will turn our attention to a weakening
of Noetherian spaces that gave the name to lpps: spectral spaces.
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[26]: Dickmann, Schwartz and Tressl
(2019), Spectral Spaces

[63]: Kelly (1963), ‘Bitopological
Spaces’

6.2.1. Noetherian Spaces and WQO

Recall that Noetherian spaces and well-quasi-orderings were introduced
as sufficient conditions for preservation theorems to relativise, respect-
ively in Lemma 3.3.28 and Lemma 3.3.5. It is therefore natural that
lpps generalises both, which we will prove hereafter.

Let us first see that the definition of Noetherian spaces can be framed
into the realm of lpps by simply considering the Boolean subalgebra
of P(X) to be P(X) itself.

Lemma 6.2.1. Let (X, τ) be a topological space. The following are
equivalent

1. (X, τ) is a Noetherian space;
2. 〈〈X, τ,P(X)〉〉 is an lpps.

Proof. In this case, being an lpps amounts to checking the equation
τ∩P(X) = K◦(X), i.e., that every open subset of X is compact, which
is equivalent to being a Noetherian space. ■

This has a natural consequence in terms of well-quasi-orderings, be-
cause of the connection between the Alexandroff topology and the
specialisation preorder.

Corollary 6.2.2. Let C ⊆ Fin(σ), F ∈ {EFO,EPFO ̸=,EPFO }. Then,
the following are equivalent

1. 〈〈C, 〈F〉topo,P(C)〉〉 is an lpps,
2. (C,≤F) is a wqo.

The link between Noetherian spaces, well-quasi-orders and lpps is bit-
tersweet. On the one hand, it allows us to import such spaces as is in
our framework, and on the other hand, it tells us that those spaces will
never be enough to understand when and why preservation theorems
relativise.

6.2.2. Spectral Spaces

In search for topological spaces that have weaker properties than be-
ing Noetherian, two main families of spaces come to mind. Spectral
spaces were introduced by M. H. Stone in the 1930s to study the du-
als of distributive lattices. They have a deep connection with logic, as
noted in [26, Chapter 10]. A second, more general pattern that has
been introduced by Kelly in 1963 is the notion of bitopological space
[63]. These resemble logically presented spaces because they are built
as triples (X, τ+, τ−) where τ+ and τ− are two topologies over X. For
clarity and space, we will not review the relationship between bitopo-
logical spaces and logically presented spaces, as it mostly follows the
one for the spectral spaces.
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A space X is T0 whenever every pair
of distinct points x 6= y is topologic-
ally distinguishable, i.e., there exists
an open set U containing x but not
y (or vice-versa).
A space X is sober whenever for
every non-empty closed and irredu-
cible subset H ⊆ X, there is a unique
point x ∈ X such that H = x. You
can look at Chapter D (Topology
Cheat Sheet) if this feels like random
words.

19: See Definition D.5.4 p. 254

20: the Łoś-Tarski Theorem

For this thesis to be self-contained, we restate the definition of a spec-
tral space, following the one given in [26]. However, we claim that
understanding every point in the definition is not mandatory to read
the rest of this section, and therefore that the details of Definition 6.2.3
can be skipped.

Definition 6.2.3 [26, Definition 1.1.5]. A space (X, τ) is spectral
whenever the following properties are satisfied

1. X is compact and T0.
2. K◦(X) is a basis of τ.
3. K◦(X) is closed under finite intersections.
4. X is a sober space.

The definition of Definition 6.2.3 is strikingly similar to the one of
Definition 6.1.11. We formalise their relationship in Lemma 6.2.4.

Spectral spaces are sober and T0, which is not always the case of spaces
considered up to this point. However, given a topological space (X, τ),
one can always build a sober version S(X, τ) using the sobrification
functor19, whose topology does not change, but where points are ad-
ded and collapsed in a clever way. Similarly, if a topological space
(X, τ) is not T0, one can always build the T0-quotient of X, obtained by
considering the same topology, but collapsing indistinguishable points.
As a consequence, these two notions can be safely “discarded.”

Lemma 6.2.4. Let (X, τ) be a topological space and B be a Boolean
subalgebra of P(X). The following are equivalent:

1. 〈〈X, τ,B〉〉 is an lpps;
2. S(X, τ) is a spectral space and K◦(X) = τ ∩ B.

Proof. If 〈〈X, τ,B〉〉 is an lpps. Then its sobrification is both T0 and
sober. By assumption, K◦(X) = τ ∩ B and τ = 〈τ ∩ B〉topo. As a con-
sequence, the resulting space is compact, and has a subbasis of compact
open subsets, which forms a sublattice of P(X). Conversely, one con-
cludes that τ∩B is a subbasis of τ, composed of compact open subsets,
hence the space is an lpps. ■

One nice application of Lemma 6.2.4 is to transform a spectral space
(X, τ) into an lpps, by noticing that τ ∩ 〈K◦(X)〉bool = K◦(X). As a
consequence, 〈〈X, τ, 〈K◦(X)〉bool〉〉 is an lpps, whenever (X, τ) is a spec-
tral space. Conversely, given an lpps 〈〈X, τ,B〉〉, 〈〈X, τ, 〈K◦(X)〉bool〉〉 is
always an lpps, with a potentially smaller Boolean subalgebra of defin-
able subsets.

In order to build an intuition, let us see what it means in terms of
preservation theorems. The space 〈〈Struct(σ), 〈EFO〉topo,FO〉〉 is an lpps
thanks to Lemma 6.1.15. In particular, 〈〈Struct(σ), 〈EFO〉topo, 〈EFO〉bool〉〉
is an lpps. Using Theorem 6.1.12, let us compare these two spaces:

▶ the first being an lpps boils down to stating that first-order sen-
tences preserved under extensions are equivalent to existential
sentences20;
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21: This also illustrates how distin-
guishing the topology and the logic is
needed to perform such fined grained
analysis.

▶ while the second one states that Boolean combinations of ex-
istential sentences preserved under extensions are equivalent to
existential sentences, which is a weaker statement.21

While the sobrification functor and the T0-quotient mostly behave
nicely with the usual topological constructions, one must be careful
when using theorems about spectral spaces.

The space Struct(σ) is neither T0 nor sober, but a “fun” non-mandatory
exercise, shows that the T0 quotient of Struct(σ) is a spectral space
where the compact open subsets are the existential sentences.

Exercise 6.2.5 (see [70]). The T0 quotient of (Struct(σ), 〈EFO〉topo)
is a sober space.

One reason to study the relationship between lpps and spectral spaces
is that relativisation is well-understood for the latter. Indeed, not all
subsets of a spectral space are spectral spaces with the induced to-
pology, and we will see a complete characterisation of the spectral
subspaces in terms of pro-constructible subsets in Theorem 6.2.8.

Before stating the theorem, we have to spend a little time to properly
define what a spectral subspace is. As noted in the introduction of
[26, Section 2.1], it is not “enough” that the subset with the induced
topology is a spectral space; for the notion to make sense one ought to
relate their compact open subsets.

Definition 6.2.6 [26, Definition 2.1.1]. Let (X, τ) be a spectral
space. A subset S ⊆ X is a spectral subspace of X when (S, τ|S)

is a spectral space, and K◦(X)|S ⊆ K◦(S).

To simplify the notation and make the connection with logic apparent,
let us write V ⇒ U as a shorthand for U ∪ (X\V ). Using this notation,
we are ready to define the pro-constructible subsets.

Definition 6.2.7 [26, Definition 1.3.11]. Let (X, τ) be a topological
space. A subset S ⊆ X is pro-constructible whenever there exists a
family (Ui, Vi)i∈I of compact open subsets of X, such that

S =
⋂
i∈I

(Ui ⇒ Vi) .

Recalling the connection described in Lemma 6.2.4, a spectral space
(X, τ) describes in particular an lpps 〈〈X, τ, 〈K◦(X)〉bool〉〉. Thinking in
terms of preservation theorems, where K◦(X) comes from first-order
definable sets, pro-constructible subsets can be interpreted as specific
kinds of first-order theories. This intuition will be helpful in the up-
coming examples.

Theorem 6.2.8 [26, Theorem 2.3.11]. Let (X, τ) be a spectral space,
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Recall that ∆2
deg denotes the class of

finite graphs of degree bounded by 2.
This class is hereditary, closed under
disjoint unions, and locally finite.

22: An alternative and shorter proof
of the contradiction is to notice that
H is in fact a first order theory that
has finite models of arbitrary size,
hence must have an infinite model,
which is absurd because ∆2

deg is com-
posed only of finite models. To per-
form the shift from “finite models of
arbitrary size” to “infinite model,” it
suffices to use the compactness the-
orem of first order logic. We have
chosen to provide a more combinator-
ial proof that relies on the syntactic
shape of the sentences to avoid the
use of the compactness theorem of
first order logic.
23: This is true because |A| > 0,
since a model is always non-empty.

and S ⊆ X be a subset of X. The following are equivalent:

1. S is a spectral subspace of X;
2. S is pro-constructible.

Because of Theorem 6.2.8, it might be tempting to state that the prob-
lem of relativisation of preservation theorems to classes of structures
is now closed. However, Example 6.2.9 provides an example of a sub-
set that is an lpps and is not pro-constructible, while Example 6.2.10
provides an example of a pro-constructible subset that does not induce
an lpps.

Both Examples 6.2.9 and 6.2.10 are possible because of two crucial
differences between spectral spaces and lpps: the first one is the separ-
ation axioms (sober, T0), and the second one is the fact that spectral
spaces “do not care” about the algebra of definable subsets, and only
ever deals with the Boolean subalgebra 〈K◦(X)〉bool.

Example 6.2.9. The space 〈〈Struct(σ), 〈EFO〉topo,FO〉〉 is an lpps,
and 〈〈∆2

deg, 〈EFO〉topo,FO〉〉 is an lpps, but the latter is not a pro-
constructible subset of the former when seen as topological spaces.

Proof. The two spaces are lpps. Indeed, Struct(σ) is an lpps thanks to
Lemma 6.1.15, while ∆2

deg is lpps because it is locally finite, hence one
can leverage Theorem 5.1.2 to conclude that the Łoś-Tarski Theorem
relativises to C, and conclude using Lemma 6.1.16.

Assume by contradiction that ∆2
deg is obtained as an intersection

H
def
=
⋂
i∈I

(Ui ⇒ Vi) ,

where Ui and Vi are compact open subsets of Struct(σ).22

Let A ∈ ∆2
deg (which is non-empty), and let us define by induction on

k ∈ N A0
def
= A and Ak+1

def
= A ]Ak. Finally, let us define Aω

def
=
⊎
i∈ω A.

Notice that for all k ∈ N, Ak ∈ ∆2
deg, but that Aω 6∈ ∆2

deg because it
is an infinite structure.23

Let us prove that Aω ∈ H, which will lead to a contradiction. For that,
let us consider i ∈ I, and prove that Aω ∈ Ui ⇒ Vi by a simple case
analysis.

▶ If there exists a k ∈ N such that Ak ∈ Vi, then Aω ∈ Vi because
the latter is upwards closed for ⊆i and Ak ⊆i Aω.

▶ Otherwise, for all k ∈ N, Ak 6∈ Vi. Because Ak ∈ H, this implies
that Ak 6∈ Ui for all k ∈ N.
Recall that the ambient space is an lpps, and in particular that
Ui can be seen as the set of models of an existential first order
sentence ∃x⃗.θ(x⃗), where θ is quantifier-free. In particular, we just
have to prove that Aω |= ∀x⃗.¬θ(x⃗) to conclude that Aω 6∈ Ui.
Now, consider a valuation υ : x⃗ → Aω, it takes values in finitely
many of the copies of A, hence can be seen as a function υ : x⃗→
Ap for some large enough p ∈ N. Because Ap |= ∀x⃗.¬θ(x⃗), we
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24: This was stated in Ex-
ample 6.2.9.

25: These were listed in Table 6.1
and in Table 6.2.

26: These results were used in
Chapter 5 (A Local-to-Global Pre-
servation Theorem). While their use
was not stricto sensu necessary at
that time, it severed the dual purpose
of providing short proofs and show-
casing the stability properties intro-
duced in this chapter.

conclude that Ap,υ |= ¬θ(x⃗). Since the formula θ is quantifier-
free, it entails that Aω,υ |= ¬θ(x⃗).
We have proven that Aω 6∈ Ui. ■

Example 6.2.10. The subset Cycles ⊆ ∆2
deg is a pro-constructible

subset of (∆2
deg,Alex(⊆i)), but 〈〈Cycles,Alex(⊆i),FO〉〉 is not an lpps.

Proof. Remark that ↓⊆i
Cn is (by definition) a closed subset of ∆2

deg,
and that it is definable in FO[σ], because ↓⊆i

Cn is a finite subset of
Fin(σ).

As a consequence, the following subsets are open and definable for all
n ≥ 3:

Un
def
=
(
∆2

deg \ ↓⊆i
Cn
)
∪ ↑⊆i

Cn .

Because 〈〈∆2
deg,Alex(⊆i),FO〉〉 is an lpps,24 we conclude that Un is a

compact open subset for every n ≥ 3.

Furthermore, let us notice that for all n ≥ 3, p ≥ 1, Vn,p
def
= ↑⊆i

(Cn]Pp)
is a definable open subset of ∆2

deg. As before, we conclude that these
subsets are compact open subsets.

Let us now remark that Cycles can be defined as an infinite intersection
inside ∆2

deg as follows:

Cycles =
⋂
n≥3

Un ∩
⋂

n≥3,p≥1

[Vn,p ⇒ ∅] .

Hence, Cycles is a pro-constructible subset of ∆2
deg when the latter is

seen as a topological space. However, we have seen in Example 6.1.17
〈〈Cycles,Alex(⊆i),FO〉〉 is not an lpps. ■

6.3. Stability Properties

This section is devoted to the study of stability properties of lpps. The
goal is to obtain an algebra akin to the one for wqos or Noetherian
spaces.25

Unsurprisingly, we will first focus on the behaviour of lpps with respect
to subspaces, as it has direct connections with the relativisation of
preservation theorems. The study of subspaces of lpps was already
used in Lemma 4.3.20 on page 105. We will then turn our attention to
morphisms of lpps, which are of particular interest since they too were
already at play in Example 5.1.10 on page 124.26

Then, we will complete our algebraic study by providing a list of op-
erations preserving lpps. Some of these are quite usual (disjoint sums,
product spaces), while some have a more involved definition and cru-
cially rely on the fact that we consider spaces of finite structures (the
wreath product).

Overall, the stability properties proven in this section enable us to
reason compositionally about preservation theorems, something which
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28: In particular, first order inter-
pretations define functions between
classes of structures.

was lacking in the literature. Not only does this provide for a nice
framework to infer or refute preservation theorems, but it allows us to
go beyond the relativisation results proven using locality techniques.

6.3.1. Subspaces and Morphisms

Because one of the main issues with preservation theorems is the lack
of relativisation to subsets, let us explore what happens in the case of
logically presented pre-spectral spaces.

Recall from Lemma 6.1.13 that lpps are compact spaces. As a con-
sequence, for a subspace to be an lpps, a necessary condition is that it
is compact. However, we will see in Example 6.3.1 that this condition
is not sufficient, as it was already hinted at in Example 6.2.10.

Example 6.3.1. The class ↓⊆i
Cycles is a closed and compact sub-

set of the class ∆2
deg of finite graphs of degree bounded by 2. As

remarked in Example 6.2.9, the latter is an lpps, while the former is
not.

A simple sufficient condition for a subset to define an lpps is that it is
obtained as a compact open subset, or the complement of a compact
open subset. Furthermore, the property of being a sub-lpps is stable
under finite unions and intersections, which automatically leads to the
following lemma.

Lemma 6.3.2. Let 〈〈X, τ,B〉〉 be an lpps, and Y ∈ 〈K◦(X)〉bool. Then
Y with the induced topology and the induced Boolean algebra is an
lpps.

Proof. This is because the intersection of a closed subset and a compact
subset is always compact, and because K◦(X) is stable under finite
intersections. ■

Let us notice by “upcycling” Example 6.2.9, that some subspaces are
lpps and do not belong to 〈K◦(X)〉bool.

Lemma 6.3.3. Let 〈〈X, τ,B〉〉 and 〈〈X′, τ′,B′〉〉 be two lps, and Let f
be a surjective logical map27 27: See Definition 6.1.8 p. 142from 〈〈X, τ,B〉〉 to 〈〈X′, τ′,B′〉〉. If X is
an lpps, then so is X′.

Proof. Let U ∈ B′ ∩ τ′. Then, f−1(U) ∈ B ∩ τ = K◦(X). Because f
is continuous, f(f−1(U)) is compact. Furthermore, f(f−1(U)) = U

because f is surjective. ■

A concrete example of logical maps is obtained via first-order inter-
pretations, which is a formalism already used in Example 5.1.10 on
page 124. Recall that (simple) first order interpretations were defined
along with the evaluation of queries in Definition 2.2.9.28
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The sum topology and sum algebra
are respectively defined in Defini-
tion D.2.3 and Definition B.3.5. Both
of them are generated by the (arbit-
rary) unions of open subsets (resp.
definable subsets) of the summands.

29: We use the fact that an open sub-
set (resp. compact subset) of a sum-
mand is an open subset (resp. com-
pact subset) in the sum.

Fact 6.3.4. A first-order interpretation I between 〈〈C, τ,FO[σ]〉〉 and
〈〈C′, τ′,FO[σ′]〉〉 is a logical map if and only if it is continuous.

Example 6.3.5. The first order interpretation from finite graphs
to finite graphs defined using φdom(x)

def
= > and φE(x, y)

def
= E(x, y)∨

∃z.E(x, z) ∧E(z, y) is a logical map when both spaces are endowed
with Alex(⊆i).

6.3.2. Closure under Finitary Operations

As promised, we are now going to slowly but surely prove the composi-
tional results listed in Table 6.3, starting with the simple constructors
that are finite sums and finite products of spaces.

In order to be readable even without background knowledge in category
theory, we introduce hereafter concrete definitions for the disjoint sums
and products of spaces, even though these have abstract categorical
definitions.

Definition 6.3.6. Let 〈〈Xi, τi,Bi〉〉 be a family of lpps for i ∈ I.
Then, the sum is defined as∑

i∈I
〈〈Xi, τi,Bi〉〉 def

= 〈〈
∑
i∈I

Xi,
∑
i∈I

τi,
∑
i∈I

Bi〉〉 .

In the hope that a categorical presentation provides some insight, let
us state formally that this is what the reader expects from a disjoint
sum.

Fact 6.3.7. That is, the sum is the co-product in the category LPS.

We are now ready to use a compositional technique to build new lpps
for the first time.

Lemma 6.3.8. Finite sums of lpps are lpps.

Proof. By definition, the sum is an lps. It remains to prove that defin-
able open subsets are compact. This holds because a definable open
subset U of

∑
1≤i≤n Xi is a disjoint union of definable open subsets over

each of the Xi’s. Hence, U is a finite union of compact open subsets,29

hence is compact (see Lemma D.4.3). ■

Corollary 6.3.9. Finite co-products exists in LPPS and are com-
puted as in LPS.
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We deferred the definition of the
product topology and product al-
gebra respectively to Definition D.2.2
and Definition B.3.4. These are gen-
erated by products of open subsets
(resp. definable subsets) that have fi-
nitely many components that are not
the whole space. That is, the sub-
basic sets are of the form

∏
i∈I Ai,

such that Ai = Xi for all but finitely
many indices i ∈ I, and such that Ai
is an open subset of Xi for all i ∈ I

(in the case of the product topology),
or such that Ai is a definable subset
of Xi (in the case of the product al-
gebra).

30: Recall that the product algebra
is defined precisely in terms of finite
Boolean combinations. Furthermore,
(X × Y) \ (DX × DY) can be rewrit-
ten as (X \ DX) × Y ∪ X × (Y \ DY),
which explains the lack of negations
in Equation 6.2.

Although the category LPS has all co-products, the restriction to fi-
nite sums in Lemma 6.3.8 is necessary, as witnessed by the following
counter-example.

Example 6.3.10. Let X def
= 〈〈1, τdisc,P(1)〉〉. The space X is an lpps,

but
∑
i∈NX is not an lpps.

Proof Sketch. Use Lemma 6.1.13, and the fact that
∑
i∈NX is N with

the discrete topology, hence not compact. ■

Let us now turn our attention to products of lpps.

Definition 6.3.11. Let 〈〈Xi, τi,Bi〉〉 be a sequence of lpps for i ∈ I.
Then, the product is defined as∏

i∈I
〈〈Xi, τi,Bi〉〉 def

= 〈〈
∏
i∈I

Xi,
∏
i∈I

τi,
∏
i∈I

Bi〉〉 .

Unsurprisingly, we have (again) defined the categorical product in the
category LPS.

Fact 6.3.12. The product is the product in the category LPS.

The following theorem stating that the category LPPS has arbitrary
products is non-trivial. In particular, it is not a direct consequence of
the connection between lpps and spectral spaces that was described in
Lemma 6.2.4.

Theorem 6.3.13. The product of a family of lpps is an lpps.

Proof. Let us first do the proof in the case of a product of two lpps
〈〈X, τX,BX〉〉 and 〈〈Y, τY,BY〉〉.

It is clear that X×Y is a logically presented space. The only thing left
to check is that definable open subsets of X × Y are compact.

Let U be a definable open subset of X × Y. Because it is a definable
subset,30 there exists a finite sequence

(
DX
i,j

)
1≤i,j≤n of definable sub-

sets of X, and a finite sequence
(
DY
i,j

)
1≤i,j≤n of definable subsets of Y,

such that
U =

⋂
1≤i≤n

⋃
1≤j≤n

DX
i,j ×DY

i,j . (6.2)

Let us define over the set X the following equivalence relation: x ≡X x′

if and only if x ∈ DX
i,j ⇐⇒ x′ ∈ DX

i,j for all 1 ≤ i, j ≤ n, that is, the
equivalence relation of finite index induced by the sets

(
DX
i,j

)
1≤i,j≤n.

We define y ≡Y y′ similarly over Y.

Because of Equation 6.2, we conclude that U is saturated for the equi-
valence relation ≡X × ≡Y.



154 6. Logically Presented Spaces

31: This induction is sound be-
cause the empty product is the lps
〈〈∅, { ∅ }, { ∅ }〉〉 which is an lpps, and
the product of lpps is associative.

32: As for the case of the product of
two spaces, we use the fact that the
complement of a product having fi-
nitely many components that are not
the entire space is a finite union of
products of such sets.

Let (x, y) ∈ U . Because U is an open subset in the product topology,
there exist V x,yX ∈ τX, and V x,yY ∈ τY, such that (x, y) ∈ V x,yX ×V x,yY ⊆
U . Our goal is to show that one can always assume that V x,yX × V x,yY
are also saturated for ≡X × ≡Y. This will allows us to conclude that
U is compact as follows:

1. Rewrite U as the union of its open neighbourhoods

U =
⋃

(x,y)∈U

V x,yX × V x,yY .

2. Because ≡X × ≡Y is of finite index, this union is actually finite.
3. Because V x,yX is saturated for ≡X, it is in particular a definable

subset of X, hence it is compact. Similarly, V x,yY is also compact.
4. Finally, we have shown that U is a finite union of products of

compact subsets, hence U is compact via the Tychonoff theorem
and Lemma D.4.3.

Let (x, y) ∈ U , and let us consider (using Zorn’s Lemma) V x,yX ∈ τX and
V x,yY ∈ τY, maximal for inclusion, such that (x, y) ∈ V x,yX × V x,yY ⊆ U .
We argue that V x,yX × V x,yY is saturated for ≡X × ≡X. Assume by
contradiction that it is not, and without loss of generality, that there
exists y ∈ V x,yY , and y′ 6∈ V x,yY such that y ≡Y y′.

Let F ⊆fin V
x,y

X be a choice of representatives for every ≡X-equivalence
class present in V x,yX . That is, for all x′ ∈ V x,yX , there exists a unique
x′′ ∈ F such that x′ ≡X x′′.

For every x′′ ∈ F , (x′′, y) ∈ U . Because U is saturated for ≡X × ≡Y
and y ≡Y y′, (x′′, y′) ∈ U too. Therefore, there exists V x

′′,y′

X ∈ τX,
V x

′′,y′

Y ∈ τY such that (x′′, y′) ∈ V x
′′,y′

X × V x
′′,y′

Y ⊆ U .

Let W def
=
⋂
x′′∈F V

x′′,y′

Y . By construction, y′ ∈ W , and because the
intersection is finite, W is an open subset of Y.

We obtain V x,yX × (V x,yY ∪ W ) contains (x, y), and strictly contains
V x,yX ×V x,yY . Let us now derive a contradiction by showing that V x,yX ×
(V x,yY ∪ W ) ⊆ U . Note that the only inclusion to prove is actually
that V x,yX ×W ⊆ U . For that, let us consider (a, b) ∈ V x,yX ×W . By
definition of F , there exists x′′ ∈ F such that a ≡X x′′. Because b ∈W ,
in particular b ∈ V x

′′,y′

Y , and by definition of the latter (x′′, b) ∈ U .
Because U is saturated for ≡X × ≡Y, and a ≡X x′′, we conclude that
(a, b) ∈ U .

Note that we can obtain finitary products by iterating the construc-
tion.31

For infinite products, it suffices to notice that a definable open subset
is not the entire space on finitely many components, and therefore the
infinite case reduces to the finite one. Let us formalise this intuition
hereafter.

Let (Xi)i∈I , (τi)i∈I and (Bi)i∈I be such that

∀i ∈ I, 〈〈Xi, τi,Bi〉〉 is an lpps .

Let D be a definable open subset of the product of the family of lpps
above. By definition of the product algebra,32 there exists n ∈ N, and
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33: We use the symbol ' in the
equation because one has to reorder
the components of the product to ob-
tain the desired equality, but con-
sidering the product as written felt
clearer to me.

34: This was the key ingredient in
the proof of Lemma 4.2.9.

a family
(
Di
j

)
i∈I,1≤j≤n, such that D is saturated for the following

equivalence relation:

(x ≡ y) ⇐⇒ ∀i ∈ I, ∀1 ≤ j ≤ n,
[
xi ∈ Di

j ⇐⇒ yi ∈ Di
j

]︸ ︷︷ ︸
def
=(xi≡iyi)

.

Remark that the relation ≡ is of finite index because Di
j 6= Xi for

finitely many i ∈ I and 1 ≤ j ≤ n. Let us define J as a finite subset of
I as follows:

J
def
= { i ∈ I : ∃1 ≤ j ≤ n,Di

j 6= Xi } .

This allows us to define D′ as the projection of D over
∏
i∈J Xi, that

is:
D′ def

= { (xi)i∈J : x ∈ D } .

Now, D′ is a definable open subset of
∏
i∈J Xi. Indeed, the image of

an open subset through a projection map remains open, and D′ is
saturated for the product of the relations

∏
i∈J ≡i, hence is definable.

Since we have proven above that a finite product of lpps is an lpps, we
conclude that D′ is a compact open subset.

To conclude that D is a compact open subset, it suffices to notice that
Xi is compact for all i ∈ I, and therefore that we can rewrite D as a
product of compact spaces, which is compact thanks to the Tychonoff
theorem:33

D '
∏

i∈(I\J)

Xi ×D′ ■

Corollary 6.3.14. The category LPPS has all products, and they
are computed as in LPS.

The statements of Lemma 6.3.8 and Theorem 6.3.13 are not quite
satisfactory to study preservation theorems, as the Boolean subalgebra
that appears is not FO. The purpose of the upcoming Lemmas 6.3.15
and 6.3.16 is to prove that in the specific cases where the original
Boolean subalgebra were defined using first order logic, the resulting
ones are too.

Before getting back to concrete preservation theorems, let us first pre-
vent any “wishful thinking” from the reader inclined in category the-
ory: even though LPPS has all products, it lacks equalisers, and we
will provide in Subsection 6.3.4 on page 174 examples of limits that
are missing in LPPS.

The following Lemmas 6.3.15 and 6.3.16 are obtained via Feferman-
Vaught style compositional techniques [33, 74], which were introduced
in Chapter 4 (Locality and Preservation).34

We write τ +t θ for the sum topology in order to distinguish it from
the sum of two lpps in the equations. Similarly, we use B +b B′ for the
sum Boolean algebra.
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Lemma 6.3.16 is the use of the
Feferman-Vaught technique that is
the closest match to its “original” for-
mulation in terms of the logic on
ultra-products of spaces.

Lemma 6.3.15. Let X def
= 〈〈C, τ,FO[σ]〉〉 and X ′ def

= 〈〈C′, τ′,FO[σ′]〉〉
be two lps. Then, X +X ′ is isomorphic to 〈〈C ] C′, τ +t τ

′,FO[σ′′]〉〉,
where σ′′ def

= σ]σ′{ (L, 1), (R, 1) }], and L,R are unary predicates used
to distinguish the left-hand and the right-hand part of the disjoint
union.

Proof Sketch. Notice that the first inclusion FO[σ] +b FO[σ′] ⊆ FO[σ′′]

is trivial. For the converse inclusion, it suffices to remark that every
sentence φ is equivalent over C ] C′ to a disjunction (∃x.L(x) ∧ φ1) ∨
(∃x.R(x) ∧ φ2) where φ1 ∈ FO[σ] and φ2 ∈ FO[σ′]. ■

Lemma 6.3.16. Let X def
= 〈〈C, τ,FO[σ]〉〉 and X ′ def

= 〈〈C′, τ′,FO[σ′]〉〉
be two lps. Then, X × X ′ is isomorphic to 〈〈{A ] B : A ∈ C,B ∈
C′ }, τ ×t τ′,FO[τ]〉〉, where τ

def
= σ ] σ′{ (L, 1), (R, 1) }], and L,R are

unary predicates used to distinguish the left-hand and the right-hand
part in the disjoint unions.

Proof Sketch. Notice that the first inclusion FO[σ] ×b FO[σ′] ⊆ FO[σ]
σ′ ] { (L, 1), (R, 1) }] is trivial.

Furthermore, given a first-order sentence ψ(x⃗) ∈ FO[τ], we can use the
Feferman-Vaught technique with T def

= {TL, TR }. Then, Lemma 4.2.17
actually proves that for all A,υ : x⃗ → A, for all ρ : A → T, for all
T-typing environment Γ : x⃗ → T such that A,υ |= L(x) if and only if
ρ(υ(x)) = TL, A,υ |= R(x) if and only if ρ(υ(x)) = TR, and ρ(υ(x)) =
Γ(x) for all x ∈ x⃗, then A,υ |= ψ(x⃗) if and only if A, ρυ |=T convT(Γ , ψ).

As a consequence of Lemma 4.2.19, every T-typed formula is equivalent
to a finite Boolean combination of monotyped formulas. In particular,
to check whether A ] A′ ∈ C × C′ satisfies φ, it suffices to evaluate
the TL properties on A, and the TR properties on A′. This is clearly
definable in FO[σ] ×b FO[σ′]. ■

Let us now demonstrate how the two composition theorems that we
have just presented, on finite sums and on products allows us to study
actual preservation theorems.

Example 6.3.17. Let C def
= {A]B : A ∈ Cliques,B ∈ Paths }. Then,

the Łoś-Tarski Theorem relativises to C.

Proof Sketch. Thanks to Lemma 6.3.16, it suffices to prove that “eras-
ing” the colours distinguishing the left-hand side and right-hand side
of the disjoint unions preserves the property of being an lpps. Formally,
we want to prove that the map I : Cliques×Paths ↠ C is a logical map
and then leverage Lemma 6.3.3. Because it already is defined as a first
order interpretation, it suffices to check that it is monotone thanks to
Fact 6.3.4. The latter is immediate because removing unary predicates
preserves the property of being an induced substructure. ■
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35: The idea behind Exercise 6.3.20
is that the first order theory of a
product A × B is uniquely determ-
ined by the first order theories of A

and B.
We write ∨t for the join of two topo-
logies, to distinguish it from the sym-
bol ∨ that is already used quite a lot
in this manuscript.

There is another natural operation on structures that is not yet con-
sidered in our study: the cartesian product. Beware that C × C′ is a
class of pairs, or equivalently a class of disjoint unions of structures in
C and C′. We now want to build the class of A×B, where A ∈ C and
B ∈ C′.

Definition 6.3.18. Let C ⊆ Struct(σ) and C′ ⊆ Struct(σ′) be two
classes of structures. The inner product C ⊗ C′ is the class of
products A×B for A ∈ C and B ∈ C′.

An element A×B ∈ C ⊗ C′ is equivalently described as a structure
in Struct(σ ] σ′), such that

▶ a tuple ((ai, bi))1≤i≤n belongs to a RA×B for relation (R,n) ∈ σ

if and only if (ai)1≤i≤n belongs to RA, and
▶ a tuple ((ai, bi))1≤i≤n belongs to a R′A×B for relation (R′, n) ∈

σ′ if and only if (bi)1≤i≤n belongs to R′B.

In this setting, the equality relation =σ and =σ′ become equivalence
relations on the product structure A×B.

In order to define the inner product of lpps, we need to construct topo-
logies and Boolean subalgebras over the inner product. Unsurprisingly,
one defines the inner product τ ⊗ τ′

def
= 〈{U ⊗ V : U ∈ τ, V ∈ τ′ }〉topo

and the inner product B ⊗ B′ def
= 〈{D ⊗ D′ : D ∈ τ, D′ ∈ τ′ }〉bool.

This allows us to define the inner product of two lpps as follows:
〈〈C, τ,B〉〉 ⊗ 〈〈C′, τ′,B′〉〉 as 〈〈C ⊗ C′, τ ⊗ τ′,B ⊗ B′〉〉.

Lemma 6.3.19. Let X def
= 〈〈C, τ,B〉〉 and X′ def

= 〈〈C′, τ′,B′〉〉 be two lpps.
Then, X ⊗ X′ is an lpps.

Proof. Let us define f : X×X′ ↠ X ⊗ X′ defined by f : (A,B) 7→ A×B.
Clearly f is surjective, and it is an easy check that it is a logical map.
We conclude by Lemma 6.3.3. ■

To save some space and because the following is another application
of the same proof scheme using Feferman-Vaught techniques, we leave
the following property as an exercise.35

Exercise 6.3.20. Let 〈〈C, 〈∃F〉topo,FO[σ]〉〉 and 〈〈C′, 〈∃F′〉topo,FO[σ′]〉〉
be two lpps. Then, 〈〈C ⊗ C′, 〈∃F〉topo ∨t 〈∃F′〉topo,FO[σ ] σ′]〉〉 is an
lpps.

Example 6.3.21. The space C def
= 〈〈Cliques ⊗ Paths, 〈EFO〉topo,FO〉〉

is an lpps.

Proof. We know using Exercise 6.3.20 that the following space, repres-
enting cartesian products of cliques and paths (with distinct edges E1
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We allow ourselves to write |w| for
the set { 1, . . . , |w| } when writing do-
mains and co-domains of functions,
as we believe this simplifies the read-
ing process.

Implicitly in this document, trees are
unranked, ordered, and finite.

for cliques and E2 for paths) is an lpps: 〈〈C′, τ′,B′〉〉 where:

C′ def
= Cliques ⊗ Paths

τ′
def
= 〈EFO[E1]〉topo ∨t 〈EFO[E2]〉topo

B′ def
= FO[{ (E1, 2), (E2, 2) }] .

Now, the map I : C′ ↠ C defined by φE(x, y)
def
= E1(x, y)∨E2(x, y) is a

monotone, surjective first order interpretation, and we conclude using
Lemma 6.3.3. ■

Remark that we are now leaving the realm of what was possible to
achieve using the “locality techniques” introduced in Chapter 4 (Loc-
ality and Preservation), as the r-local neighbourhoods inside structures
belonging to the class introduced in Example 6.3.21 contain the whole
structure when r ≥ 2. In particular, it is not possible to leverage
Theorem 5.1.2 to conclude that the Łoś-Tarski Theorem relativises to
Cliques ⊗ Paths.

6.3.3. Colouring Structures

We now turn our attention to more complex constructions, and leave
the realm of “nice” categorical constructions to follow more rigorously
the list of constructors provided for wqos and Noetherian spaces re-
spectively in Table 6.1 and Table 6.2.

To that end, let us formally state the two stability results that we are
going to use, namely the stability under finite words and finite trees,
both in the case of well-quasi-orderings and Noetherian spaces. This
forces us to not only state the lemmas, but actually give the definitions
of the associated quasi-orderings and topologies.

Definition 6.3.22. A word u embeds in a word v, whenever there
exists a strictly increasing map h : |u| → |v| such that ui ≤ vh(i) for
1 ≤ i ≤ |u|. This relation is written u ≤w v.

Definition 6.3.23. A tree t embeds in a tree t′, whenever there
exists a map h from the nodes of t to the nodes of t′, such that
v ≤ h(v) for every node v of t, and h respects the least common
ancestor of nodes. This relation is written t ≤t t′.

Theorem 6.3.24 [59]. Let (W,≤) be a well-quasi-order. Then, the
set (W ⋆,≤w) is a well-quasi-order.

This is known as Higman’s Lemma.

Theorem 6.3.25 [65]. Let (W,≤) be a well-quasi-order. Then, the
set (T(W ),≤t) is a well-quasi-order.
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36: Beware that the subword topo-
logy is Noetherian if and only if the
topology on the letters is. However,
we are going to consider words with
finite structures as letters, and not
assume that the class of structures is
Noetherian!

37: The advantage of the first defini-
tion is that it will generalise to maps
ρw that are not injective in the up-
coming section.

This is known as Kruskal’s Tree Theorem.

Now that we have a definition of orders over trees and words, let us
turn our attention to topologies. For simplicity, we only consider the
subword topology over finite words and delay the definition of trees
to Chapter 8 (Inductive Constructions). We write Σ∗ for the set of
finite words over Σ, and AB for the set of words uv with u ∈ A and
v ∈ B whenever A and B are subsets of Σ∗ for some alphabet Σ.
Furthermore, we introduce [U1, . . . , Un] as a shorthand notation for
the set Σ∗U1Σ

∗ . . .Σ∗UnΣ
∗.

Definition 6.3.26 [45, Definition 9.7.26]. Given a topological space
(Σ, τ), the space Σ⋆ of finite words over Σ can be endowed with the
subword topology τ⋆,t, generated by the open sets [U1, . . . , Un] when
Ui ∈ τ .

Theorem 6.3.27 Topological Higman lemma [45, Theorem 9.7.33].
Let (Σ, τ) be a topological space. (Σ, τ) is Noetherian if and only if
(Σ⋆, τ⋆,t) is Noetherian.

Our goal is to generalise Theorem 6.3.27 to lpps, i.e., to prove that if
the space of finite words is a lpps assuming the space of letters is. This
is the content of the upcoming Theorem 6.3.33.

Colouring finite words. We will first demonstrate how the ideas from
Theorem 6.3.13 can be generalised to “constructors” where the under-
lying space is Noetherian. This requires us to refine our understanding
of the subword topology, and in particular of its compact subsets.36

Lemma 6.3.28. Let (X, τ) be a topological space, and (Ui)1≤i≤n be
a finite sequence of compact open subsets. Then, [U1, . . . , Un] is a
compact open subset of τ⋆,t.

Proof. We use Alexander’s subbase lemma, and consider an open cover(
V i
)
i∈I of U def

= [U1, . . . , Un], where V i def
= [V i1 , . . . , V

i
ni
] for all i ∈ I.

Let w ∈ U of length n, there exists an i(w) ∈ I, and a strictly increasing
map ρw : { 1, . . . , ni(w) } → { 1, . . . , n }, such that:

∀1 ≤ j ≤ ni(w), wρw(j) ∈ V
i(w)
j .

Let us define Zw(p)
def
=
⋂
j∈ρ−1

w ({ p }) V
i(w)
j , which is an open subset of

X. Equivalently, Zw(p) is defined as V i(w)
j if there exists j such that

p = ρw(j), and X otherwise.37

Then, we define Zw
def
= [Zw(1), . . . , Zw(n)], which is an open subset of

X⋆, and Z×
w

def
= Zw(1) × · · · × Zw(n), which is an open subset of Xn in

its product topology.
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38: Recall that [A1, . . . , An] means
X∗A1X∗ · · ·X∗AnX∗, which is up-
wards closed for (=)w, the subword
ordering with equality on the letters.

Our first claim is that for 1 ≤ p ≤ n, wp ∈ Zw(p). Which holds by
construction. This implies that w ∈ Zw, and that (w1, . . . , wn) ∈ Z×

w .

Our second claim is that for all w of length n, we have Zw ⊆ V i(w).
Indeed, consider a word u ∈ Zw. By definition, there exists a strictly
increasing map h : { 1, . . . , n } → { 1, . . . , |u| } such that

∀1 ≤ p ≤ n, uh(p) ∈ Zw(p) .

Now, remark that

∀1 ≤ j ≤ ni(w), uh(ρw(j)) ∈ Zw(h(j)) ⊆ V
i(w)
j .

Because h ◦ ρw is the composition of two strictly increasing maps, it
is itself a strictly increasing map from { 1, . . . , ni(w) } to { 1, . . . , |u| },
and we have proven that u ∈ V i(w).

Now, the core of the proof is to notice that U× def
= U1 × · · · × Un is

a compact subset of Xn thanks to the Tychonoff theorem, which can
be applied since every Up is compact for 1 ≤ p ≤ n. Furthermore,
(Z×

w )w∈U,|w|=n is an open cover of U×. As a consequence, and there
exists a finite set W of words of length n in U such that

U× ⊆
⋃
w∈W

Z×
w .

To conclude, let u ∈ U , it has a subword v of length n that is in
U , hence the word v (seen as a tuple) belongs to U×. Therefore, v
(seen as a tuple of length n) belongs to a Z×

w for some w ∈ W . In
particular, v belongs to Zw (when seen as a word). Because Zw is
closed under insertion of letters,38 we conclude that u ∈ Zw too. We
have successfully extracted a finite subcover of

(
V i
)
i∈I :

U ⊆
⋃
w∈W

Zw ⊆
⋃
w∈W

V i(w) . ■

As a consequence of Lemma 6.3.28, we conjecture that the following
variation of the topological Higman lemma holds.

Conjecture 6.3.29. Let (X, τ) be a spectral space. Then, its sobri-
fication (S(X⋆), τ⋆,t) is a spectral space.

In the definition of an lpps, the topology and the Boolean subalgebra
of definable subsets play an equally important role. In the case of fi-
nite words, the definable subsets (that is formally introduced in Defin-
ition 6.3.31) are basically a choice of finitely many definable properties
over the letters, and then an arbitrary Boolean combination of these
properties. In order to properly define the above notion, we let use first
introduce the notion of join of Boolean subalgebras (of P(X)).

Definition 6.3.30. Let B and B′ be two Boolean subalgebras of
P(X). The join algebra B ∨b B′ is the Boolean subalgebra of X
generated by B ∪ B′.
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39: This definition is sound because
unions distribute over intersections
in P(X).
40: We restrict our attention to
Boolean subalgebras to avoid using
advanced tools such as the Dedekind–
MacNeille completion.
Informally, the idea of Defini-
tion 6.3.31 is that a “definable
subset” of finite words starts by
fixing a finite set of properties that
can be checked on the letters, and
then can perform arbitrary Boolean
combination of checks on the words
using these properties.
41: However, the Boolean subal-
gebra defined in is not a complete
Boolean subalgebra.

For a family (Bi)i∈I of Boolean subalgebras, the join algebra is gen-
erated by

⋃
i∈I Bi, and written

∨
i∈I Bi.

Furthermore, we introduce, when B is a Boolean subalgebra of some
P(X), the construction 〈B〉comp

bool to denote the complete Boolean sub-
algebra generated by B, that is, arbitrary intersections of arbitrary
unions of elements in B and their complements.3940

Definition 6.3.31. Let B be a Boolean subalgebra of P(X). Then,

(B)⋆,b def
=

∨
W⊆finB

〈{W1 · · ·Wn : n ∈ N,Wi ∈ W }〉comp
bool . (6.3)

The (limited) ability to consider arbitrary unions (and intersections)
of elements in (B)⋆,b allows us to define subsets that clearly escape the
realm of first order logic, as illustrated in Example 6.3.32.41

Example 6.3.32. Let X be a set, and let B be a Boolean subalgebra
of P(X). The set of words w such that |w| is a prime number is
definable in 〈〈X⋆, τ⋆,t, (B)⋆,b〉〉.

Proof. This set can be written as the following union:⋃
p prime

X · · ·X︸ ︷︷ ︸
p times

. ■

Theorem 6.3.33. Let 〈〈X, τ,B〉〉 is an lpps. Then, 〈〈X⋆, τ⋆,t, (B)⋆,b〉〉
is an lpps.

Proof. Let us first prove that 〈〈X⋆, τ⋆,t, (B)⋆,b〉〉 is an lps. For that,
consider a subbasic open subset U def

= [U1, . . . , Un], where Ui ∈ τ for all
1 ≤ i ≤ n. Because Ui ∈ τ, and 〈〈X, τ,B〉〉 is itself an lps, this provides
us with a set J of indices and a family Di

j ∈ B ∩ τ where j ∈ J such
that

∀1 ≤ i ≤ n,Ui =
⋃
j∈J

Di
j .

Now, it suffices to unfold the definition of the syntax [· · ·] to conclude
that U is an arbitrary union of elements in τ⋆,t ∩ (B)⋆,b:

U = [U1, . . . , Un]

= X∗U1X∗ · · ·X∗UnX∗

=
⋃

j1,...,jn∈J
X∗D1

j1X∗ · · ·X∗Dn
jnX∗

=
⋃

j1,...,jn∈J

⋃
k0,...,kn+1∈N

Xk0D1
j1Xk1 · · ·XknDn

jnXkn+1

︸ ︷︷ ︸
=[D1

j1
,...,Dn

jn
]∈τ⋆,t and ∈(B)⋆,b

.

We have proven that 〈τ⋆,t ∩ (B)⋆,b〉topo = τ⋆,t.
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42: For every W1,W2 ⊆fin B, there
exists W3 ⊆fin B such that W1 ⊆W3

and W2 ⊆ W3, namely W3
def
= W1 ∪

W2.

43: We have fixed m, hence the in-
clusion [A1, . . . , Am] ⊆ [B1, . . . , Bm]

amounts to checking whether Ai ⊆
Bi pointwise, in the case where none
of the Ai’s is the empty set.
44: Assume by contradiction that
some Ui is not saturated. There ex-
ists x ≡W y such that x ∈ Ui and
y 6∈ Ui. We select finite sets of repres-
entatives Fj for the ≡W -equivalence
classes that intersect Uj for 1 ≤
j 6= i ≤ m. Because U respects the
≡W -equivalence, the words built us-
ing elements in Fj and y all belongs
to U . The open neighbourhoods of
these words provide open neighbour-
hoods around y. The union of Ui to-
gether with the intersection of neigh-
bourhoods that were built above con-
tradicts the maximality of Ui. This
sketch will be formally developed
in the generalised setting of wreath
products, and in particular in the
proof of Theorem 6.3.44.

The proof that the space is an lpps is quite similar to the one of
Theorem 6.3.13, with an extra twist at the end. As usual, the only
thing to check is that definable open subsets of X⋆ are compact.

Let U be a definable open subset. Because (B)⋆,b is defined as a directed
union,42 there exists a finite subset W ⊆fin B such that:

U ∈ 〈{W1 · · ·Wn : n ∈ N,Wi ∈ W }〉comp
bool .

Without loss of generality, we assume that W = 〈W〉bool, which is also
a finite subset of B. Let us define the equivalence relation x ≡W y

on X to hold when for all W ∈ W , x ∈ W ⇐⇒ y ∈ W , that is, the
equivalence relation of finite index generated by the sets in W. Remark
that for u, v ∈ X⋆, such that for all i ∈ I, ui ≡W vi, u ∈ U if and only
if v ∈ U .

Let us fix m ∈ N and consider (thanks to Zorn’s Lemma) an open
subset [U1, . . . , Um] ⊆ U that is maximal for inclusion among opens of
this form.43

Using the same arguments as for the product of two spaces in The-
orem 6.3.13, we easily conclude that the sets Ui must be saturated
for ≡W .44 As a consequence, they are definable open subsets, hence
compact subsets of (X, τ).

Let us now unfix m. We know that U is included in the union over
m ∈ N of the subsets [U1, . . . , Um] that are maximal for inclusion
(among other subsets of the same shape). As a consequence, there exists
a sequence (Im)m∈N of subsets of N and a sequence (Ui,m)m∈N,i∈Im of
elements in K◦(τ) that are saturated for ≡W , such that

U =
⋃
m∈N

⋃
i∈Im

[U1,i . . . , Um,i] .

Recall that ≡W is of finite index, hence there are finitely many possible
values for the sets Um,i. Let us write Σ

def
= {Um,i : m ∈ N, i ∈ Im }. The

topology 〈Σ〉topo is Noetherian because Σ is finite. As a consequence
of the topological Higman lemma, (X⋆, 〈Σ〉topo⋆,t) is Noetherian, and
in particular, there exists m0 ∈ N and a sequence (Jm)m≤m0

of finite
subsets of N such that

U =
⋃
m∈N

⋃
i∈Im

[U1,i . . . , Um,i]

U =
⋃

m≤m0

⋃
i∈Jm

[U1,i . . . , Um,i] .

Furthermore, we can leverage Lemma 6.3.28, stating that [U1, . . . , Up] ∈
K◦(τ⋆,t) whenever U1, . . . , Up ∈ K◦(τ), to conclude that U is a fi-
nite union of compact open subsets. Hence, U is compact thanks to
Lemma D.4.3. ■

We have used a deep theorem about the subword topology to get
around the last part of the proof of Theorem 6.3.33. However, there
exists a longer proof that avoids it and goes back to simple well-quasi-
ordering arguments. Let us sketch this alternative proof hereafter, not
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45: The notion of wreath product
will be introduced in Defini-
tion 6.3.38.

46: The idea is that an element of
a word w ∈ C⋆ is a pair (i, a) where
1 ≤ i ≤ |w| and a ∈ wi. We will
give to an element (i, a) the “runtime
type” i, which allows us to perform a
partial evaluation of the sentences by
statically evaluating the relation ≤.
47: The proof is done by induction,
as for Lemma 4.2.17. The case of
the existential quantification, is ex-
actly the same, and the only thing to
check is that replacing relations with
⊥ and the ordering with the “order-
ing on types” is correct, which holds
by definition of ρ, and because ele-
ments that are not in the same po-
sition in the word cannot be in any
relation that is not ≤.

only for completeness, but because it allows us to generalise the argu-
ment to wreath products.45

Alternative Ending. Let us write S def
= { [Um,i, . . . , Um,i] : m ∈ N, i ∈

Im }, and Σ
def
= {Ui,m : m ∈ N, i ∈ Im }.

Because elements in Σ are saturated for ≡W , which is of finite index, Σ
is a finite alphabet, and in particular a well-quasi-order when equipped
with the equality preorder. Using Higman’s Lemma, (Σ⋆, (=)w) is again
wqo. The map f : (Σ⋆, (=)w) → (S,⊇) that sends w to [w1, . . . , wn] is
surjective and monotone. As a consequence, (S,⊇) is a wqo, and S is
the upward closure (for ⊇) of finitely many elements Sf ⊆fin S.

We have proven that
U =

⋃
V ∈Sf

V .

Hence, U is compact via Lemma D.4.3. ■

As for the products and sums, we are not entirely satisfied by The-
orem 6.3.33, because the Boolean subalgebra in the statement is not
obtained by interpreting FO sentences over finite words. Before prov-
ing Lemma 6.3.35, which leverages the Feferman-Vaught technique to
transform first order sentences over C⋆ into elements of (FO)

⋆,b, we first
need to explain how to interpret elements of C⋆ as (finite) relational
structures.

Definition 6.3.34. Let σ be a finite relational signature, and C ⊆
Fin(σ). We interpret a word w ∈ C⋆ as the structure

⊎
1≤i≤|w| wi

with extra relations a ≤ b whenever a ∈ wi, b ∈ wj, and i ≤ j.

Definition 6.3.34 allows us to evaluate first order formulas φ ∈ FO[σ]
{ (≤, 2) }] over the words w in C⋆. Remark that if two elements a, b ∈
dom(w) are in a relation R that is not ≤, then a ≤ b and b ≤ a.

Lemma 6.3.35. Let C ⊆ Struct(σ) be a class of structures. For
every φ ∈ FO[σ ] { (≤, 2) }], JφKC⋆ ∈ (FO[σ])

⋆,b.

Proof Sketch. To prove the desired result, we use the Feferman-Vaught
technique, with a varying set of types, with Tn

def
= Ln. Let us introduce

a variant w-convTn(·, ·) of the conversion operator convT(Γ , φ) by in-
duction on the structure of ψ and for all Γ : fv(ψ) → Tn as follows:46

1. w-convTn(Γ , ∃x.ψ) def
=
∨
T∈Tn

∃x : T.w-convTn(Γ [x 7→ T ], ψ),
2. w-convTn(Γ , ψ1 ∨ ψ2)

def
= w-convTn(Γ , ψ1) ∨ w-convTn(Γ , ψ2),

3. w-convTn(Γ ,¬ψ) def
= ¬w-convTn(Γ , ψ),

4. w-convTn(Γ ,>)
def
= >,

5. w-convTn(Γ , x ≤ y)
def
= > if Γ(x) ≤ Γ(y), and ⊥ otherwise,

6. For R ∈ σ, w-convTn(Γ , R(y1, . . . , yn))
def
= R(y1 : Γ(y1), . . . , yn :

Γ(yn)) when Γ(y1) = · · · = Γ(yn), and ⊥ otherwise.
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Now, we claim47 that the following analogue of Lemma 4.2.17 holds for
this new conversion. For all n ∈ N, for all ψ(x⃗) ∈ FO[σ] { (≤, 2) }, for
all A ∈ C⋆ of length n, for all valuation υ : x⃗→ A, for all runtime typing
ρ : A → Tn, for all Tn-typing environments Γ , such that Γ(x) = ρ(υ(x))

for all x ∈ x⃗, and such that ρ(a) ≤ ρ(b) if and only if a ≤ b in A, the
following are equivalent:

▶ A,υ |= ψ(x⃗),
▶ A, ρ,υ |=T w-convTn(Γ , ψ).

Applying the above claim to A, the empty valuation, and the function
ρ : A → Ln that maps an element a ∈ A, to its position in the total
ordering defined by ≤ inside A, we conclude that:

(A, ∅ |= φ) ⇐⇒
(
A, ρ, ∅ |=T w-convTn(∅, φ)

)
Applying Lemma 4.2.19 over w-convTn(∅, φ), we obtain a finite set S of
monotyped formulas, such that a Boolean combination of formulas in S
that is equivalent to w-convTn(∅, φ). Notice that a monotyped formula
can only talk about one equivalence class for ≤ in the structure A. As a
consequence, whether A |= φ is uniquely determined by the evaluation
of monotyped formulas on each of the ≤-equivalence classes of A.

Recall that Lemma 4.2.13 states that evaluating a monotyped formula
θ with type T ∈ T, over a structure A with typing function ρ : a 7→ T

is equivalent to evaluating UT(θ) over A.

Furthermore, Lemma 4.2.19 states that the monotyped formulas in S

have quantifier rank at most rk(φ). As a consequence, { UT(θ) : θ ∈ S }
is finite up to logical equivalence, and its size is bounded independently
of the length n of A!

What we have proven is that there exists a finite subset S′ of (usual)
formulas, namely { UT(θ) : θ ∈ S }, such that for all A ∈ C⋆, their eval-
uation on the ≤-equivalence classes of A uniquely determines whether
A |= φ. Formally, for all n ∈ N, we have a Boolean function ρn from
{ 0, 1 }{ 1,...,n }×S′ to { 0, 1 }, such that for all A of length n in C⋆, A |= φ

if and only if ρn((Ai |= ψ)1≤i≤n,ψ∈S′) = 1, where Ai is the ith ≤-
equivalence class in A.

This is clearly definable in (FO[σ])
⋆,b, because it is an arbitrary union

of elements W1 · · ·Wn, where n ∈ N, and Wi ∈ 〈S′〉bool, the latter being
a finite Boolean subalgebra of FO[σ]. ■

Corollary 6.3.36. Let C ⊆ Fin(σ) be a class of structures, τ ∈
Top(C) be a topology such that 〈〈C, τ,FO[σ]〉〉 is an lpps. Then, the
following space of finite words is an lpps:

〈〈C⋆, τ⋆,t,FO[σ ] { ≤ }]〉〉 .

Proof. Using Theorem 6.3.33, it remains for us to prove two state-
ments:

1. That JFO[σ ] { ≤ }KC⋆ ⊆ (JFO[σ]KC)⋆,b, which is the content of
Lemma 6.3.35, and
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48: Recall that Definition 6.3.34 in-
terprets ∆2

deg
⋆ as “flattened” struc-

tures over σ ] { (≤, 2) }. Therefore,
the Gaifman graph of an element in
∆2

deg
⋆ is always a clique.

49: This equation hides the fact that
the signatures over which ⊆i is
defined varies...

2. That 〈〈C⋆, τ⋆,t,FO[σ ] { ≤ }]〉〉 is an lps.

For this last item, remark that for all sequence (Di)1≤i≤n of definable
subsets of C, [D1, . . . , Dn] is first order definable in C⋆. Indeed, Di =JθiKC for some first order sentence θi ∈ FO[σ], hence we can define

ψ
def
= ∃x1, . . . , xn.

∧
1≤i<j≤n

xi < xj ∧
∧

1≤i≤n

[θi]|≡xi
,

where [θi]|≡xi
is the relativisation of θi to variables y such that y ≤

xi ∧ xi ≤ y.

It remains for us to prove that the topology τ⋆,t is generated by the
subsets of the form [D1, . . . , Dn], where Di is a definable open subset
of C.

Let [U1, . . . , Un] be a subbasic open subset of τ⋆,t. Because 〈〈C, τ,FO〉〉
is an lpps, for all 1 ≤ i ≤ n, there exists a family (θi,j)j∈Ji such that
Ui =

⋃
j∈JiJθi,jKC . Therefore,

[U1, . . . , Un] =
⋃

f∈
∏

1≤i≤n Ji

[Jθ1,f(1)KC , . . . , Jθ1,f(n)KC ]︸ ︷︷ ︸
first order definable and open

. ■

Let us now discuss a little the tremendous power given by Corol-
lary 6.3.36. For instance, ∆2

deg
⋆ is clearly not a class of finite structures

having any kind on sparsity properties.48 In particular, this class shows
how the “structural” approach complements the approach using local-
ity presented in Chapter 5 (A Local-to-Global Preservation Theorem),
and its Theorem 5.1.2 on page 120.

Example 6.3.37. Let C be the class ∆2
deg

⋆ of finite words of finite
graphs of degree bounded by 2. Then,

▶ The Łoś-Tarski Theorem relativises to C,
▶ C is hereditary,
▶ C is not closed under disjoint unions,
▶ C is not of bounded degree,
▶ For all r ≥ 1, k ≥ 1, Local(C, r, k) = C.

Proof. It is clear that ∆2
deg

⋆ does not have bounded degree, because of
the order relation ≤. It is not closed under disjoint unions because the
disjoint union of two total orderings is not a total ordering. The total
ordering relation ≤ turns the Gaifman graph of elements in ∆2

deg
⋆ into

cliques, hence the (non-trivial) local neighbourhoods are always the
entire structure.

To prove that the Łoś-Tarski Theorem relativises to C, we first use
the Lemma 6.1.16, and notice that ∆2

deg
⋆ is a hereditary class of finite

structures in Fin(σ ] { (≤, 2) }). As a consequence, it suffices for us
to demonstrate that 〈〈C,Alex(⊆i),FO[σ ] { (≤, 2) }〉〉 is an lpps. Recall
that Corollary 6.3.36, implies that 〈〈C,Alex(⊆i)⋆,t,FO[σ ] { (≤, 2) }〉〉
is an lpps. Hence, it suffices to prove that Alex(⊆i)⋆,t = Alex(⊆i).49

To that end, let us consider w ∈ ∆2
deg

⋆ of length n. We claim that
[↑⊆i

w1, . . . , ↑⊆i
wn] is the ⊆i-upward closure of w in C⋆ seen as models.
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Before going to the formal defin-
ition, let us recall that the sub-
word topology is generated by ele-
ments of the form [U1, . . . , Un] which
are themselves words of open sub-
sets. We will take a similar approach
when defining the topology on the
wreath product: open subsets will
be generated by maps from a finite
structure to open subsets. However,
this is only half of what needs to
be defined: in the case of words,
we had a corresponding “semantics”,
telling us which words belong to
V

def
= [U1, . . . , Un]. The informal idea

to produce this semantics is that a
word w belongs to an open subset
whenever there is a map h from the
positions in the open subset V , to the
positions in the word w, such that
wh(i) ∈ Ui.

This is because w ⊆i w′ holds if and only if there exists a map h : w →
w′ that is a QF-embedding. In particular, h remains a QF-embedding
from w seen as L|w| to w′ seen as L|w′|, obtained by removing every re-
lation from the structures except the order relation ≤. This proves that
h is a strictly increasing map from { 1, . . . , |w| } to { 1, . . . , |w′| }. Fur-
thermore, h restricted to wi remains a QF-embedding from wi to w′

h(i).
In particular, we have proven that w′ ∈ [↑⊆i

w1, . . . , ↑⊆i
wn]. The con-

verse inclusion is done similarly, combining QF-embeddings on every
component into a global QF-embedding that also respects the order-
ing. ■

Colouring complex structures. We are now going to leverage what
was done in the case of coloured finite words to colour arbitrary classes
of structures. This is motivated by the fact that in Tables 6.1 and 6.2
several constructors are obtained via a suitable colouring of a finite
class of structures (finite words, finite trees, finite multisets).

Definition 6.3.38. Let C be a class of structures and X be a set. The
wreath product C ⋊ X is defined as the class of functions f : A → X
where A ∈ C. Equivalently, it is defined as

∑
A∈C

∏
a∈A X.

Informally, C ⋊ X is the class of structures in C where elements are
coloured by points in X. From this viewpoint, if C ⊆ Struct(σ) and
C′ ⊆ Struct(σ′), then C ⋊ C′ can be understood as a kind of “substi-
tution of structures,” and we will provide an interpretation of these
new structures in terms of structures over σ ] σ′ in Definition 6.3.45.
Remark that Definition 6.3.38 encodes the lexicographic product when
the functions f are chosen to be constant functions.

Before studying wreath products in terms of classes of structures, let
us see how the notion of wreath product generalises the intuition that
words are linear orders with colours in Example 6.3.39. Then, we will
prove Theorem 6.3.44, that strictly generalises Theorem 6.3.33; and
Theorem 6.3.46 that strictly generalises Corollary 6.3.36.

Example 6.3.39. Let LinOrd be the class of finite linear orders.
Then C⋆ is exactly LinOrd ⋊ C.

The general form C ⋊ X where X is not a class of structures allows us to
consider heterogeneous constructions, such as “linear orders coloured
with polynomials” (or linear orders of polynomials if one prefers the
idea that structures are substituted rather than coloured). Moreover,
it provides a handy description of the topology that will be placed on
this wreath product.

Suppose that (X, τ) is a topological space, that F is a fragment of FO,
and C ⊆ Struct(σ). We want to build a topology over C ⋊ X. The
idea is that a subbasic open subset is defined by an element U of
C ⋊ τ, which describes the following subset of C ⋊ X: [F||U ]

def
= { f ∈

C ⋊ X : ∃h : dom(U) → dom(f) F-embedding, ∀a ∈ dom(U), f(h(a)) ∈
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U(a) }. The wreath subbasis C ⋊F τ is the collection of the sets [F||U ]

where U ranges in C ⋊ τ.

This allows us to define the wreath topology as 〈C ⋊F τ〉topo, but also
to define the wreath algebra as

∨
W⊆finB〈C ⋊FO W〉comp

bool .

Example 6.3.40. Let (X, τ) be a topological space. The spaces
(LinOrd ⋊ X, 〈LinOrd ⋊QF τ〉topo) and (X⋆, τ⋆,t) are homeomorphic.

Proof Sketch. First of all, it is clear that words w ∈ X⋆ are in one to
one correspondence with elements of LinOrd ⋊ X via the construction
fw : L|w| → X defined by fw(i)

def
= wi.

Now, let us consider a subbasic open subset W def
= [U1, . . . , Un] of τ⋆,t.

This corresponds to the open subset fW : Ln → τ that is defined by
fW (i)

def
= Ui. Conversely, a subbasic open subset W : Ln → τ corres-

ponds to an open subset [W (1), . . . ,W (n)].

Let us check that the above bijective mapping preserves the semantics.
In particular, we want to prove the following equivalence

w ∈W
def
= [U1, . . . , Un] ⇐⇒ fw ∈ [QF||fW ] .

Recall that by definition of [· · ·], w ∈ W if and only if there exists a
map h : Ln → L|w| that is strictly increasing, and such that wh(i) ∈Wi

for all 1 ≤ i ≤ n. Now, such a map h is precisely a QF-embedding of
elements in LinOrd. Therefore, w ∈ W exactly corresponds to fw ∈
[QF||fW ]. ■

Now that we have gained a little intuition on the behaviour of the
wreath product, let us construct the associated logically presented pre-
spectral space.

Definition 6.3.41. Let F be a fragment of FO[σ], C ⊆ Struct(σ),
and 〈〈X, τ,B〉〉 be a logically presented space. The wreath product of
the spaces 〈〈C, 〈∃F〉topo,FO〉〉 ⋊F 〈〈X, τ,B〉〉 is defined as follows

〈〈C ⋊ X, 〈C ⋊F τ〉topo,
∨

W⊆finB

〈C ⋊FO W〉comp
bool 〉〉 .

As for the case of C⋆, we first study how compact open subsets of
the wreath topology can be generated. The following Lemma 6.3.42
is the generalisation of Lemma 6.3.28 to the general setting of wreath
products.

Lemma 6.3.42. Let (X, τ) be a topological space, σ be a finite rela-
tional signature, C ⊆ Fin(σ), F be a fragment of FO[σ], A ∈ C, and
U : A → K◦(X). Then, [F||U ] is a compact open subset of 〈C ⋊F τ〉topo.
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50: Recall that the notion of ∞-wqo
was introduced for ⊆i on page 46.
51: Beware that in Definition 6.3.43,
there is a prori no uniform way to
transform a fragment F of FO[σ] into
a fragment of FO[σ]L] (with the ex-
ception of the identity map). It would
be interesting to find a natural set-
ting in which these unary extensions
make sense.

Proof. This proof is the analogue of Lemma 6.3.28 in a more gen-
eral setting. We use Alexander’s subbase lemma and consider a family
(Vi : Ai → τ)i∈I such that ([F||Vi])i∈I forms an open cover of [F||U ].

Let f : A → X be an element of [F||U ]. Then, there exists i(f) ∈ I, and
hf : Ai(f) →F A, such that for all a ∈ Ai(f), f(hf (a)) ∈ Vi(f)(a).

We define Zf : A → τ as follows:

Zf (a)
def
=

⋂
a′∈h−1

f ({ a })

Vi(f)(a
′) .

Let us define Z×
f as the subset of XA obtained via

∏
a∈A Zf (a). It is

an open subset of XA in the product topology.

We claim that f ∈ [F||Zf ] which is an open subset of the wreath topo-
logy, because the identity map is always an F-embedding. Furthermore,
for all a ∈ A, f(a) ∈ Zf (a) by definition. Hence, f ∈ Z×

f when the
former is seen as an element of XA.

Let U× def
=
∏
a∈A U(a), which is a compact subset of XA thanks to

the Tychonoff theorem. We have proven that U× ⊆
⋃
f∈U× Z

×
f . As a

consequence, there exists a finite subset W of U× such that

U× ⊆
⋃
f∈W

Z×
f .

Let us now conclude that U ⊆
⋃
f∈W [F||Vi(f)]. For that, consider

g : B → X that belongs to U . There exists h : A →F B such that
for all a ∈ A, g(h(a)) ∈ U(a). Now, (g ◦ h) : A → X is an element of
U×, hence there exists an f ∈W such that (g ◦h) ∈ Z×

f . In particular,
we obtain that

∀a ∈ A, (g ◦ h)(a) ∈
⋂

a′∈h−1
f ({ a })

Vi(f)(a
′) .

This proves that

∀a′ ∈ Ai(f), g((h ◦ hf )(a′)) ∈ Vi(f)(a
′) .

Remark that both h and hf are F-embeddings, hence so is h ◦ hf , and
we have proven that g ∈ [F||Vi(f)]. ■

Recall that in the proof of Theorem 6.3.33, there were two alternat-
ive endings, one of which relied on the fact that finite words over a
finite alphabet are well-quasi-ordered. The latter is equivalent to stat-
ing that finite linear orders are ∞-wqo with respect to ⊆i.50 Now, let
us generalise the notion of ∞-wqo to an arbitrary fragment F.51

Definition 6.3.43. Let σ be a finite relational signature, C be a class
of finite relational structures over σ, and F be a fragment of FO[σ].
We say that (C,≤F) is ∞-wqo, or equivalently, that C is (F,∞)-wqo,
if for every finite subset L of labels, the class Lab(L, C) is a wqo for
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52: This is exactly the same as the
proof that the space of finite words
is an lps, except for the notation that
varies.

the following ordering: A ≤ B if and only if

∃h : A|σ →F B|σ,

∀υ : {x } → A,

∀P ∈ L,

A,υ |= P (x) ⇐⇒ A, h ◦ υ |= P (x) .

Theorem 6.3.44. Let C ⊆ Fin(σ), F be a fragment of FO such that
(C,≤F) is ∞-wqo, and 〈〈X, τ,B〉〉 be an lpps. Then, (C, 〈∃F〉topo) ⋊F
〈〈X, τ,B〉〉 is an lpps.

Proof. Let us first prove that space is a logically presented space.52

For that, consider a subbasic open subset [F||U ], where U : A → τ for
some A ∈ C. Because 〈〈X, τ,B〉〉 is an lps, for all a ∈ A, there exists a
family Di,a of definable open subsets of X such that

U(a) =
⋃
i∈Ia

Di,a .

Let us now rewrite [F||U ] using the above decomposition in definable
open subsets as follows:

(f : B → X) ∈ [F||U ] ⇐⇒ ∃h : A →F B, ∀a ∈ A,

f(h(a)) ∈ U(a)

⇐⇒ ∃h : A →F B, ∀a ∈ A, ∃i ∈ Ia,

f(h(a)) ∈ Di,a

⇐⇒ ∃I ∈
∏
a∈A

Ia, ∃h : A →F B, ∀a ∈ A,

f(h(a)) ∈ DI(a),a

Given I ∈
∏
a∈A Ia, f : B → X, and h : A →F B, we define DI,h,f

as the set [FO||b 7→
⋂
a∈h−1({ b })DI(a),a]. We conclude by noticing that

the following equality holds:

[F||U ] =
⋃

I∈
∏

a∈A Ia

⋃
(f : B→X)∈[F||U ]

⋃
h : A→FB

DI,h,f︸ ︷︷ ︸
definable and open

.

Indeed, if g : B → X is such that g ∈ [F||U ], there exists h : A →F B,
such that ∀a ∈ A, g(h(a)) ∈ U(a). In particular, there exists I ∈∏
a∈A Ia such that ∀a ∈ A, g(h(a)) ∈ DI(a),a. Remark that Id : B →FO

B is such that ∀b ∈ B, g(Id(b)) = g(b) ∈
⋂
a∈h−1({ b })DI(a),a), which

proves that g ∈ [FO||DI,h,g]. Conversely, assume that there exists
I ∈

∏
a∈A Ia, h : A →F B′, f : B′ → X, such that f ∈ U and g ∈

[FO||DI,h,f ]. The latter implies the existence of h′ : B′ →FO B such
that ∀b′ ∈ B′, g(h′(b′)) ∈

⋂
a∈h−1({ b′ })DI(a),a. Remark that (h′ ◦

h) : A → B is an F-embedding, because F is a fragment of FO, and
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53: Again, recall that the union of
the Boolean subalgebras is directed.

54: We use the notation ι(T (a)) to
denote the set of ι(z), for z ∈ T (a).

55: The intersection is finite because
A itself is finite!

56: This is because T (a0) ⊊ T (a0) ∪
Z, because y ∈ Z \ T (a0).
57: This is the formal generalisation
of the proof sketch that was given in
Theorem 6.3.33.

that

∀a ∈ A, g(h′(h(a))) ∈

 ⋂
a′∈h−1({h(a) })

DI(a′),a′

 ⊆ DI(a),a ⊆ U(a) .

We have proven that g ∈ [F||U ].

Now, let us prove that the space is an lpps. For that, consider a non-
empty definable open subset U of the wreath product. We will do the
same thing as for Theorems 6.3.13 and 6.3.33. As a consequence, we
will skip the details and only highlight the key arguments.

By definition of the wreath product,53 there exists W ⊆fin B such
that U is an (arbitrary) Boolean combination of a family [F||Vi] where
Vi ∈ C ⋊ W for i ∈ I.

Let us write ≡W for the equivalence relation of finite index that W
induces over X. Notice that a subset S ⊆ X that is saturated for ≡W
automatically belongs to 〈W〉bool ⊆ B.

Let us fix a structure A ∈ C, and consider T ∈ C ⋊ τ that is maximal
such that [F||T ] ⊆ U and dom(T ) = A. This maximal element exists
because U is a non-empty an open subset, and we fixed the domain to
be A, so that we can apply Zorn’s Lemma. Our goal is to prove that
for all a ∈ A, T (a) is saturated for ≡W .

This is done by contradiction, using the same techniques as for the
finite product. The key argument is that for all A ∈ C, for all f, g : A →
X such that ∀a ∈ A, f(a) ≡W g(a), f ∈ U if and only if g ∈ U . Because
the proof was only sketched in the case of finite words, we provide a
formal one hereafter.

Assume by contradiction that there exists a0 ∈ A such that T (a0) is
not saturated for ≡W . This provides us with a pair x ≡W y such that
x ∈ T (a0) and y 6∈ T (a0). Let us consider a finite subset F ⊆fin X of
representatives for the ≡W -equivalence classes. For all z ∈ X, there
exists a unique ι(z) ∈ F such that z ≡W ι(z). Let us define F as the
finite set of functions f from A to X such that f(a) ∈ ι(T (a))54 for all
a ∈ A \ { a0 }, and f(a0) ∈ {x, y }. Using the “saturation” property of
U that was stated in the previous paragraph, we know that F ⊆ U .

For all f ∈ F , there exists an open neighbourhood f ∈ [F||Vf ] ⊆ U , for
some Vf : Af → τ. As a consequence, there exists a map hf : Af →F A,
such that for all a′ ∈ Af , f(hf (a′)) ∈ Vf (a

′). Let us define

Z
def
=
⋂
f∈F

⋂
a′∈h−1

f ({ a0 })

Vf (a
′) .

We claim that Z is an open subset of X, because it is a finite55 inter-
section of open subsets. Furthermore, we claim that the map T ′ that
maps a ∈ A \ { a0 } to T (a) and maps a0 to T (a0) ∪ Z is such that
[F||T ′] ⊆ U , which contradicts the maximality of T .56

Let us formally prove the claim that [F||T ′] ⊆ U .57 Consider g : B → X
such that g ∈ [F||T ′]. There exists h : A →F B such that for all a ∈ A,
g(h(a)) ∈ T ′(a). Recall that for all a ∈ A \ { a0 }, g(h(a)) ∈ T ′(a) =

T (a). Therefore, if g(h(a0)) ∈ T (a0), then g ∈ [F||T ] and we conclude
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58: In particular, g′(h(a0)) =

g(h(a0)) in the following definition.

that g ∈ U . Otherwise, we know that g(h(a0)) ∈ T ′(a) \T (a) = Z. Let
us define g′ : B → X as follows:58

g′(b)
def
=

{
ι(g(b)) if b ∈ Im(h) \ {h(a0) }
g(b) otherwise

.

Because for all b ∈ B, g′(b) ≡W g(b), we know that g ∈ U if and only
if g′ ∈ U .

Now, let us prove that g′ ∈ U . For that, let us define f : A → X as
follows:

f(a)
def
=

{
g′(h(a)) if a 6= a0

y otherwise
.

Notice that f ∈ F . Therefore, for all a′ ∈ Af , f(hf (a′)) ∈ Vf (a
′).

Furthermore, f(hf (a′)) = g′(h(hf (a
′))) if hf (a′) 6= a0, and f(hf (a′)) =

y otherwise. As a consequence,

∀a′ ∈ Af , hf (a
′) 6= a0 ⇒ g′(h(hf (a

′)) ∈ Vf (a
′) .

If hf (a′) = a0, then g′(h(hf (a
′))) = g′(h(a0)) = g(h(a0)). Because

g(h(a0)) ∈ Z ⊆ Vf (a
′), we conclude that g′(h(hf (a′))) ∈ Vf (a

′).

Since h ◦ hf is the composition of two F-embeddings, it is itself an
F-embedding, and we have proven that g′ ∈ [F||Vf ] ⊆ U .

Now, we know that for all a ∈ A, T (a) is saturated for the ≡W -
equivalence relation. As mentioned earlier, this implies that T (a) ∈
〈W〉bool ⊆ B, for all a ∈ A. Therefore, we can use the fact that

〈〈X, τ,B〉〉 is an lpps to conclude that T (a) ∈ K◦(X) for all a ∈ A, that
is, T : A → K◦(X). Thanks to Lemma 6.3.42, this implies that [F||T ] is
a compact open subset of 〈C ⋊F τ〉topo.

Finally, we have proven that U is a union of compact open subsets
of the form [F||T ], where Im(T ) ⊆ K◦(X) ∩ 〈W〉bool. Because 〈W〉bool
is a finite set, and (C,≤F) is ∞-wqo, we conclude that this union can
be rewritten as a finite one, similarly to the alternative ending of the
proof of Theorem 6.3.33 on page 163. Formally, have proven that there
exists a family (Ti : Ai → K◦(X) ∩ 〈W〉bool)i∈I such that

U =
⋃
i∈I

[F||Ti] .

Using the fact that (C,≤F) is ∞-wqo, there exists a finite subset J ⊆fin
I such that for all i ∈ I, there exists j ∈ J , and a map h : Aj →F Ai,
such that Ti(h(a)) = Tj(a) for all a ∈ Aj . This last property implies
that for all i ∈ I, there exists j ∈ J such that [F||Ti] ⊆ [F||Tj ].

As a consequence, U is a finite union of the compact open subsets
[F||Tj ] for j ∈ J , hence is itself compact. ■

Again, while Theorem 6.3.44 is useful, it does not play well with pre-
servation theorems, and one leverages the Feferman-Vaught decompos-
ition technique to get back to first order logic. Before we introduce
the corresponding theorem, let us define how elements of C ⋊ C′ are
interpreted as relational structures.
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Definition 6.3.45. Let σ,σ′ be two finite relational signatures, C ⊆
Fin(σ), and C′ ⊆ Fin(σ′). Let f ∈ C ⋊ C′, it is of the form f : A → C′

for some A ∈ C. We interpret f as a relational structure over σ]σ′,
with domain { (a, b) : a ∈ A, b ∈ f(a) }, and such that

▶ For all (R,n) ∈ σ, ((ai, bi))1≤i≤n belongs to Rf if and only if
(ai)1≤i≤n belongs to RA,

▶ For all (R′, n) ∈ σ′, ((ai, bi))1≤i≤n belongs to R′f if and only
if ai = aj for all 1 ≤ i, j ≤ n, and (bi)1≤i≤n belongs to Rf(a).

In particular, the equality relation (=) ∈ σ, defines an equivalence
relation ≡ via (a, b) ≡ (a′, b′) if and only if a = a′, while the equality
(=) ∈ σ′ defines the usual notion of equality on elements of the
domain.

The purpose of Definition 6.3.45 is to permit the evaluation of first
order formulas over elements of C ⋊ C′.

Theorem 6.3.46. Let C, C′ be two classes of finite structures, F
and F′ be two fragments of FO. Assume moreover that (C,≤F) is ∞-
wqo, 〈〈C′, 〈∃F′〉topo,FO〉〉 is an lpps, and that F has diagram formulas.
Then, 〈〈C ⋊ C′, 〈C ⋊F 〈∃F′〉topo〉topo,FO〉〉 is an lpps.

Proof Sketch. Let us first check that the space is a logically presented
space. For that, we notice that for all T : A → FO[σ′], where A ∈ C,
there exists a first order sentence ψT ∈ FO[σ ] σ′] such that JψT K =

[F||T ]. Namely,

ψT
def
= ∃ (xa)a∈A ,

∧
a∈A

[f(a)]|≡xa
∧ ∆̊F

A((xa)a∈A) ,

where [f(a)]|≡xa
is the first order sentence f(a) with quantifiers re-

lativised to the equivalence class of xa. To conclude, notice that 〈C ⋊F
〈∃F′〉topo〉topo = 〈C ⋊F ∃F′〉topo.

As a consequence of Theorem 6.3.44, it suffices to prove that, given a
first-order sentence φ ∈ FO[σ]σ′], there exists finitely many first-order
sentences ψ1, . . . , ψn ∈ FO[σ′] such that

JφK ∈ 〈C ⋊FO {ψ1, . . . , ψn }〉comp
bool .

To prove the desired result, we use the Feferman-Vaught technique,
with a varying set T of types that will range over C. Let us introduce
a variant a-convA(·, ·) of the conversion operator convT(Γ , φ) by induc-
tion on the structure of ψ and for all Γ : fv(ψ) → A as follows:

1. a-convA(Γ , ∃x.ψ) def
=
∨
T∈A ∃x : T.a-convA(Γ [x 7→ T ], ψ),

2. a-convA(Γ , ψ1 ∨ ψ2)
def
= a-convA(Γ , ψ1) ∨ a-convA(Γ , ψ2),

3. a-convA(Γ ,¬ψ) def
= ¬a-convA(Γ , ψ),

4. a-convA(Γ ,>)
def
= >,

5. For (R,n) ∈ σ, we define a-convA(Γ , R(y1, . . . , yn))
def
= > if

(Γ(y1), . . . , Γ(yn)) ∈ RA, and ⊥ otherwise,
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59: We see f as a relational struc-
ture!

60: Recall that in Definition 6.3.45,
we introduced ≡ for the equivalence
relation defined by (a, b) ≡ (a′, b′) if
and only if a = a′.

It is also worth noting that in
the upcoming chapters one will en-
counter the topological Kruskal the-
orem, that defines an ad-hoc topo-
logy over finite trees, which happens
to be exactly the one described “nat-
urally” in Example 6.3.47.

6. For (R′, n) ∈ σ′, we define a-convA(Γ , R′(y1, . . . , yn))
def
= R(y1 :

Γ(y1), . . . , yn : Γ(yn)) when Γ(y1) = · · · = Γ(yn), and ⊥ other-
wise.

Now, we claim that the following analogue of Lemmas 4.2.17 and 6.3.35
holds for this new conversion. For all A ∈ C, for all ψ(x⃗) ∈ FO[σ ] σ′],
for all f ∈ C ⋊ C′ such that dom(f) = A, for all valuation υ : x⃗ → f ,
for all runtime typing ρ : f → A, for all A-typing environments Γ , such
that Γ(x) = ρ(υ(x)) for all x ∈ x⃗, and such that ρ((a, b)) = a for all
(a, b) ∈ f ,59 the following are equivalent:

▶ f,υ |= ψ(x⃗),
▶ f, ρ,υ |=T a-convA(Γ , ψ).

The proof of the above claim follows by induction on the formula ψ.
The inductive steps are all trivial, and the base cases are direct con-
sequence of how formulas are evaluated on f (see Definition 6.3.45).

Applying the above claim to f ∈ C ⋊ C′ of the form f : A → C′, the
empty valuation, and the function ρ : f → A, that maps an element
(a, b) ∈ f (seen as a relational structure) to a, we conclude that:

(A, ∅ |= φ) ⇐⇒
(
A, ρ, ∅ |=T a-convA(∅, φ)

)
Let us now proceed exactly as we did in Lemma 6.3.35. Applying
Lemma 4.2.19 over a-convA(∅, φ), we obtain a finite set S of mono-
typed formulas, such that a Boolean combination of formulas in S

that is equivalent to a-convA(∅, φ). Notice that a monotyped formula
can only talk about one equivalence class for ≡60 in the structure f .
As a consequence, whether f |= φ is uniquely determined by the eval-
uation of monotyped formulas on each of the ≡-equivalence classes of
f .

Recall that Lemma 4.2.13 states that evaluating a monotyped formula
θ with type T ∈ T, over a structure B with typing function ρ : a 7→ T

is equivalent to directly evaluating UT(θ) over B.

Furthermore, Lemma 4.2.19 states that the monotyped formulas in S

have quantifier rank at most rk(φ). As a consequence, { UT(θ) : θ ∈ S }
is finite up to logical equivalence, and its size is bounded independently
of the structure A!

What we have proven is that there exists a finite subset S′ of (usual)
formulas, namely { UT(θ) : θ ∈ S }, such that for all f ∈ C ⋊ C′,
their evaluation on the ≡-equivalence classes of f uniquely determines
whether f |= φ. Hence, we have proven that

JφK ∈ 〈C ⋊FO S′〉comp
bool . ■

While Theorem 6.3.46 might seem complicated to apply, let us prove
that it encompasses very generic properties. As a first example, it imme-
diately implies Corollary 6.3.36 when words are seen as coloured linear
orders (see Example 6.3.39). Furthermore, replacing linear orders with
finite trees, one obtains the analogue of Kruskal’s tree theorem for
lpps for free. Recall that the tree embedding relation ≤t was defined
in Definition 6.3.23, and that it is dependent on the ordering placed on
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61: We invite the reader to read the
Chapter F (Category Theory Cheat
Sheet) if notions of limits are not
clear.

the labels of the trees, so that (⊆i)t is a quasi-order over trees where
labels are compared using the induced substructure relation.

Example 6.3.47. Let σ be a finite relational signature, and C ⊆
Fin(σ) be a class of finite structures such that 〈〈C,Alex(⊆i),FO〉〉 is
an lpps.

Then, 〈〈T(C),Alex((⊆i)t),FO〉〉 is an lpps.

Proof. We define Trees to be the class of finite trees with the ancestor
relation and the ordering among children of a given node. It is an easy
check that ⊆i is precisely the tree embedding relation over elements of
Trees.

By applying Theorem 6.3.46, we conclude that the following space is
an lpps:

〈〈Trees ⋊ C, 〈Trees ⋊QF 〈EFO〉topo〉topo,FO〉〉

Recall that 〈EFO〉topo is precisely Alex(⊆i) over C, since the latter is
composed of finite structures.

Now, it is clear (as it was for finite words in Example 6.3.39), that T(C)
with the Alexandroff topology of (⊆i)t is precisely Trees ⋊ C with the
topology generated by Trees ⋊QF Alex(⊆i).

As a consequence, we conclude that 〈〈T(C), (⊆i)t,FO]〉〉 is an lpps. ■

6.3.4. Limit Constructions

One compelling reason to study projective limits of lpps is the fol-
lowing application to the proof that the Homomorphism Preservation
Theorem relativises to the finite. While it is known that the category
Spec of spectral spaces and spectral maps is closed under projective
limits61 [26, Corollary 2.3.8], unfortunately this fails for lpps.

Example 6.3.48. Let Xn def
= 〈〈Cycles, τn,P(Cycles)〉〉 where τn is

generated by subsets containing cycles of size at most n, and co-
finite subsets. The system F def

= (Idi,j : Xi → Xj)i≥j∈N is a projective
system in LPPS, which has no limit in LPPS.

Proof. It is an easy check that Xn is Noetherian for n ∈ N. As a
consequence, the maps Idi,j are always logical maps and spectral maps.
Assume by contradiction that some limit { fi : X → Xi : i ∈ N } exists
in LPPS. By assumption, Idi,j ◦fj = fi, hence fi = f0 for all i ∈ N.
In particular, f−1

0 ({Cn }) is an open subset of X for all n ∈ N. As
a consequence, f0 : X → (Cycles, τdisc) is continuous. However, X is
compact, and (Cycles, τdisc) is not, which is absurd. ■

We provide here a sufficient condition for the projective limit in LPS
to exist in LPPS.

Exercise 6.3.49 ([70, Lemma 7.2]). Let F def
= (fi,j : Xi → Xj)i≥j∈N
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be a projective system in LPPS. Let (X, τ) be the limit of F in
Top. If the limiting maps fi : X → Xi are also spectral maps, then
K◦(X) =

⋃
i∈I { f

−1
i (V ) : V ∈ K◦(Xi) }, and 〈〈X, τ, 〈K◦(X)〉bool〉〉 is

an lpps.

Let us sketch the argument that was developed in [70, Section 7.2],
showing how the Homomorphism Preservation Theorem relativises in
the finite by rephrasing the core combinatorial arguments from [83].

Example 6.3.50. Let us define X to be 〈〈Fin(σ),Alex(�h),FO〉〉,
and Xn def

= 〈〈Fin(σ), 〈EPFOn〉topo,FOn〉〉, where FOn is the set of first
order sentence of quantifier rank at most n, and EPFOn is the set of
positive existential sentences of quantifier rank at most n.

Then, X is the limit of the projective system (Idi,j : Xi → Xj)i≥j∈N
in LPPS.

Proof Sketch. It is clear that Xn is a logically presented space for all
n ∈ N, and that the identity between Xn and Xm is a logical map
whenever n ≥ m. Furthermore, it is an lpps because 〈EPFOn〉topo is
a Noetherian topology as it contains finitely many open subsets. It is
clear that Idi : X → Xi is a logical map, and in fact a spectral map.
Moreover, the core combinatorial lemma of [83, Corollary 5.14] states
that a definable open subset U of X is the pre-image of some definable
open subset U ′ of some Xn. Leveraging Exercise 6.3.49, this proves
that X is an lpps. ■

6.4. Discussion

Relationship with Locality. As discussed in Example 6.3.37, the com-
positional theorems on logically presented pre-spectral spaces allows us
to go beyond what was possible using the locality-based techniques of
Chapter 5 (A Local-to-Global Preservation Theorem). Conversely, lpps
do not capture simple preservation theorems, such as Example 6.1.17,
which are easily handled via locality. In that sense, the two approaches
are orthogonal, and even complementary.

Wreath Products and Noetherian Spaces. Because finite words and
finite trees are naturally represented using wreath products, we may
wonder whether a generic argument applying to wreath products could
encompass both the topological Higman lemma and topological Kruskal
tree theorem. This remains an open question.

Furthermore, the limitation to finite structures seems less relevant in
this setting, and it would be interesting to compare the wreath product
representing infinite words (or even ordinal words) with the ad-hoc
topologies that have been defined in the literature [47, 49].
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Outline of the chapter

In this chapter, we try to understand what makes the limit construc-
tions of lpps so complicated. In the continuity of the algebraic and
topological approach that started in “Chapter 6 (Logically Presen-
ted Spaces)”, we want to provide a systematic way to produce limits
of pre-spectral spaces.

Goals of the chapter

At the end of this chapter, I hope you will be convinced that the
topological minimal bad sequence arguments generalise the usual
proof schemes in wqos and Noetherian spaces. It should also be clear
that topological minimal bad sequence arguments are not easily
transported to lpps.

Genesis. One reason to study the limits of lpps is to tackle the Homo-
morphism Preservation Theorem that was proven to relativise in the
finite using techniques that felt like iterative constructions [83]. How-
ever, this also offers a new way to consider spaces of structures that
are defined inductively. For now, we have seen finite words as coloured
linear orderings in Example 6.3.39, but it may be more natural to use
their definition as a fixed-point construction when deciding which sets
are definable.

To simplify the approach, the first step was to study how one could
build the limits of lpps when the definable sets were fixed, and to
further simplify, we actually considered B = P(X), i.e., Noetherian
spaces.

Apart from being a first step towards a better understanding of lpps,
the study of inductively defined Noetherian spaces and wqos also fol-
lows from a long-lasting question. Since the M2 course on well-quasi-
orderings, where the minimal bad sequence arguments [76] were in-
troduced to me, I wanted to understand better the similarity between
Higman’s lemma and Kruskal’s tree theorem. More precisely, I wanted
to understand why they were not simple applications of a more gen-
eric theorem based on minimal bad sequences. Furthermore, the topo-
logical analogues of the subword embedding and tree embedding have
involved1 definitions, are proven to be Noetherian topologies via a to-
pological variant of the minimal bad sequence argument. We refer to
Figure 7.1 for a graphical depiction of this evolution.

The first idea that made the following chapter possible came in 2020
when the “canonicity” issues of Noetherian spaces where mitigated by
focusing on the “destructors” associated with inductive constructions
(words, trees) rather than their constructors [51, 69]. However, this
“destructive approach” did not yield a generic theorem and was only
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Figure 7.1.: Increasing complexity of
the stability of wqos and Noetherian
spaces under operations. Green boxes
represent theorems about Noetherian
topologies, stars indicate the use of a
minimal bad sequence argument, and
“Err.” corresponds to erratums that
correct flaws in the original proofs of
the result.
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able to justify a posteriori the definitions of the subword topology and
the tree topology.

The second idea came from the background process of finding good
restrictions to construct limits of Noetherian spaces. While these limits
are not Noetherian in general, a nice restriction was found so that the
topological minimal bad sequence argument applies. This is the core
idea behind the definition of topology expanders, which is the main
contribution in this chapter.

Why Inductive Types? As for well-quasi-orders, Noetherian spaces
are stable under finite products and finite sums [23, 45]. While this is
enough to describe the set of configurations of simple programs comput-
ing over natural numbers by endowing Nk with the product ordering,
it is not sufficient to tackle complex data structures that are typically
defined inductively, such as lists and trees. To make the above state-
ment precise, let 1 be the singleton set, A+B be the disjoint union of
A and B, and A×B their Cartesian product.

Fact 7.0.1. Let Σ be an alphabet. The set Σ∗ of finite words over
Σ is precisely the least fixed point of CWordsΣ : X 7→ 1 +Σ×X.

Fact 7.0.2. Let Σ be an alphabet. The set of finite trees labelled
by Σ is precisely the least fixed point of CTreesΣ : X 7→ Σ×X∗.

Note that these constructions can be generalised, and we will write
lfpX .F (X) to denotes the least fixed point of a constructor F whenever
it exists.

In the realm of well-quasi-orderings, the specific cases of finite words
and finite trees are handled respectively via Higman’s Lemma [59] and
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Kruskal’s Tree Theorem [65].2 Let us recall that a word u embeds into
a word w (written u ≤w v) whenever there exists a strictly increasing
map h : |w| → |w′| such that wi ≤ wh(i) for 1 ≤ i ≤ |w| (see Defini-
tion 6.3.22). Similarly, a tree t embeds into a tree t′ (written t ≤t t′)
whenever there exists a map from nodes of t to nodes of t′ respecting
the least common ancestor relation, and respecting the ordering on the
colours of the nodes (see Definition 6.3.23).

Let us first remark that the ordering placed on finite words and finite
trees do not seem to clearly derive from the inductive characterisations
using CWords and CTrees, and correspond to the induced substructure
relation when considering words and trees as relational structures over
a suitable relational signature (see Example 6.3.39). Even though the
definitions of ≤w and ≤t do not rely on the inductive nature of finite
words and finite trees, proofs that they are well-quasi-orders3 rely on
a minimal bad sequence argument due to [76], where the inductive
nature of words and trees is crucial to the well-foundedness of the
argument.

However, minimal bad sequence arguments are quite subtle, and must
be handled with care [40, 88]. In addition, this type of argument is
not compositional and has to be slightly modified whenever a new
inductive construction is desired. This type of careful manipulations
can be found for instance in [19, 24]. This situation has been adapted
by Goubault-Larrecq to the topological setting by proposing analogues
of the word embedding and tree embedding, together with a proof
that they preserve Noetherian spaces [45, Section 9.7]. However, both
the definitions and the proofs have an increased complexity, as they
rely on an adapted “topological minimal bad sequence argument” that
appears to be even more subtle than the classical one [48, errata n. 26].
Moreover, the newly introduced topologies have involved definitions
often relying on ad-hoc constructions.

Towards a Generic Framework In the realm of wqos, two generic
fixed point constructions have been proposed to handle inductively
defined datatypes [36, 58]. In these frameworks, lfpX .F (X) is guaran-
teed to be a well-quasi-ordering provided that F is a “well-behaved
functor” of quasi-orders. Both proposals, while relying on different cat-
egorical notions, successfully recover Higman’s word embedding and
Kruskal’s tree embedding through their respective definitions as least
fixed points. As a side effect, they reinforce the idea that these two
quasi-orders are somehow canonical by demonstrating how they emerge
from the inductive definitions themselves and not through an encoding
into relational structures.

For Noetherian spaces, no equivalent framework exists to build induct-
ive data types, and the notions of “well-behaved” constructors from [36,
58] rule out the use of important Noetherian spaces, as they require
that an element a ∈ F (X) has been built using finitely many elements
of X: while this is the case for finite words and finite trees, it does
not hold for the arbitrary powerset. Moreover, there have been recent
advances in placing Noetherian topologies over spaces that are not
straightforwardly obtained through “well-behaved” definitions, such
as infinite words or even ordinal length words [47, 49].
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(init) ` ε ≤w w

` u ≤w v a ≤ b(incr) ` au ≤w bv

` u ≤w v(disc) ` u ≤w bv

Figure 7.2.: An inductive character-
isation of the subword ordering.

Contributions The results of this section are mostly taken from [72].
In Section 7.1, we explain in depth the classical minimal bad sequence
argument due to Nash-Williams. We reformulate it in a way that makes
the similarities between the proof of Higman’s Lemma and Kruskal’s
Tree Theorem apparent, and highlights the main difficulties one en-
counters when trying to generalise them.

Then, we follow in Section 7.2 a topological approach based on the
strange idea of fixing the carrier set instead of simultaneously con-
structing the space and its topology. This leads to the definition of
topology expander, and their associated Theorem 7.2.33 stating the
existence of a least-fixed-point topology that is Noetherian.

We conclude the chapter by studying the structural properties of to-
pology expanders in Section 7.3. Even though the study of Noetherian
spaces was thought as a first step towards a similar theorem for logic-
ally presented pre-spectral spaces, we discuss at the end of the chapter
why the current techniques cannot apply in this setting.

7.1. “Commentaire Comparé”

In order to build intuition and before introducing more involved argu-
ments, let us restate the proofs of Higman’s Lemma and Kruskal’s tree
theorem to highlight their similarities and point out key articulations.
In order to compare the two proofs, only the case of finite words will
be detailed in the main document, and the differences with the case of
finite trees will be described in margin notes.

7.1.1. Inductively Defining the Ordering

As a first step in most of the minimal bad sequence arguments, we will
extract from the definition of ≤w and ≤t inductive characterisations.
These will be crucial to the well-foundedness of our proof.

Lemma 7.1.1. Let (P,≤) be a quasi-ordering, and u, v ∈ P ⋆. Then,
u ≤w v if and only if there is a derivation of ` u ≤w v in the proof
system of Figure 7.2.

Proof. It is clear that the rules in Figure 7.2 are admissible for ≤w,
hence we only show that they are complete by induction on the length
of u.

Whenever |u| = 0, then u = ε. In this case, ` u ≤w v is derivable for all
v ∈ P ⋆, and there is a word embedding from u to every word w ∈ P ⋆.

Let u = au′. Assume that u ≤w v, there exists a word embedding
h : u → v such that ui ≤ vh(i). In particular, a ≤ vh(0). Let us define
v′

def
= vh(0)+1 · · · v|v|−1. By induction, since u′ ≤w v′ we have a proof

that ` u′ ≤w v′. Hence, ` u ≤w vh(0)v
′ is derivable. As a consequence,

` u ≤w v. ■
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(init) ` ε ≤suf w

u = v(refl) ` u ≤suf v

` u ≤suf v(disc) ` u ≤suf bv

Figure 7.3.: An inductive character-
isation of the suffix ordering.

f ≤ g ` s⃗ (≤t)w t⃗(incr)
` f(s⃗) ≤t g(⃗t)

∃1 ≤ i ≤ n. ` s ≤t ti(disc)
` s ≤t f(t1, . . . , tn)

Figure 7.4.: An inductive character-
isation of the tree embedding.

s = t(refl) ` s ≤t-suf t

∃1 ≤ i ≤ n. ` s ≤t-suf ti(disc)
` s ≤t-suf g(t1, . . . , tn)

Figure 7.5.: An inductive character-
isation of the subtree ordering.
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The advantage of the inductive description is that it isolates a part of
the definition of ≤w that does not depend on the order ≤ placed over
the letters, obtained by removing the rule (incr) from the description
in Figure 7.2, and enforcing reflexivity, as detailed in Figure 7.3. We
call this ordering the suffix ordering, because it is an easy check that
` u ≤suf v if and only if u is a suffix of v in the usual sense.

It is a simple exercise to adapt the inductive definitions given for ≤suf
and ≤w to finite trees, as witnessed by Figures 7.4 and 7.5, respect-
ively defining the tree embedding relation ≤t and the structural subtree
relation ≤t-suf .

Exercise 7.1.2. Let (P,≤) be a quasi-ordering, and s, t ∈ T(P ).
Then, s ≤t t if and only if there is a derivation of ` s ≤t t in the
proof system of Figure 7.4.

It might seem that the introduction of the “structural orderings” (≤suf
,≤t-suf ), and the detour through an inductive definition of ≤w are unne-
cessary. While not stricto sensu necessary, they prefigure in a simpler
setting the abstract constructions to come. The inductive definition
of ≤suf follows the construction of P ⋆ as P ⋆ ' CWordsP (P ⋆), i.e.,
P ⋆ ' 1+P ×P ⋆. The suffix ordering can equivalently be defined using
this equivalence by stating that (a, u) ≥ u for all a ∈ P and u ∈ P ⋆.

Fact 7.1.3. Let (P,≤) be a quasi-order. The relations ≤suf and
≤t-suf are well-founded.

Lemma 7.1.4. Let (P,≤) be a quasi-order. Then ≤w≤suf = ≤w and
≤t≤t-suf = ≤t.

Proof. Because ≤w and ≤t are transitive, it suffices to notice that
≤suf ⊆ ≤w and ≤t-suf ⊆ ≤t, which follows from their respective in-
ductive characterisations. ■

7.1.2. The Minimal Bad Sequence Argument(s)

Now, let us prove Higman’s Lemma following the traditional proofs
that rely on Nash-Williams’s minimal bad sequence argument. The
proof that follows derives from [23, Lemma 1.9].

Beware that the “combined proof” will prove Theorems 6.3.24 and 6.3.25
at the same time. This can be done because only minor variations are
necessary to go from one to the other, and therefore can and will be
written in the margin. The original proofs of these two results can be
found in [59, 65].

Theorem 7.1.5 Combined theorem. Let (W,≤) be a wqo. Then
both (W ⋆,≤w) and (T(W ),≤t) are wqo.
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For trees: let oi
def
= ti if i < ρ(0),

oi
def
= si−ρ(0) otherwise.

Combined proof. We are going to assume for contradiction that there
exists a bad sequence in W ⋆. Because ≤w is defined inductively over
words, if such a sequence exists, we can try to build one using the
smallest possible words, an intuition that we now make precise.

For trees: We build a bad sequence
(ti)i∈N that is minimal for ≤t-suf .
The same arguments apply when re-
placing ≤suf by ≤t-suf .

Using the axiom of choice, there exists a bad sequence (wi)i∈N, such
that every sequence of the form w0, . . . , wn, v, . . . with v <suf wn+1 is
a good sequence. To construct this sequence, we start by selecting a
minimal w0 for ≤suf starting a bad sequence, which exists because ≤suf
is well-founded, and because we have assumed that a bad sequence
exists. We continue to build this sequence iteratively by selecting a
minimal wi for ≤suf such that w0, . . . , wi starts a bad sequence. Notice
that at every finite step, the constructed sequence is bad. The infinite
sequence remains bad because for every i, j ∈ N such that i < j,
w0, . . . , wj is a bad sequence, hence ¬(wi ≤ wj).

For trees: we construct the set S def
=

{ s ∈ T(W ) : ∃i ∈ N, s <t-suf ti }.

Let us now define S def
= { v ∈ W ⋆ : ∃i ∈ N.v <suf wi }. We are now

claiming that (S,≤w) is a wqo. For that, assume that (vi)i∈N is a bad
sequence in S.

For trees: we name the sequence
(si)i∈N.

By definition of S, there exists a map ρ : N → N such that vi <suf wρ(i).
Without loss of generality (using Lemma C.0.5), one can extract from
the sequence vi a subsequence so that (vi)i∈N remains infinite, bad,
and satisfies that ρ is non-decreasing.

Consider ui
def
= wi if i < ρ(0) and vi−ρ(0) otherwise. Because uρ(0) = v0

is a strict suffix of wρ(0), the sequence (ui)i∈N is lexicographically smal-
ler than (wi)i∈N for ≤suf , hence is a good sequence. As a consequence,
there exists a pair i < j such that ui ≤w uj . We now do a case analysis
that can be visualised in Figure 7.6.

If i < j < ρ(0): then wi = ui ≤w uj = wj , hence (wi)i∈N is a good
sequence, which is absurd.

If ρ(0) ≤ i < j: then vi−ρ(0) = ui ≤w uj = vj−ρ(0). Therefore, (vi)i∈N
is a good sequence, which is absurd.

If i < ρ(0) ≤ j: then wi = ui ≤w uj = vj−ρ(0). By definition of ρ,
vj−ρ(0) ≤suf wρ(j−ρ(0)). Furthermore, i < ρ(0) implies i < ρ(j −
ρ(0)) because ρ is non-decreasing.

For trees: we use the fact that ≤t-suf
≤t corresponds to ≤t, using the

same lemma.

As a consequence, wi ≤w≤suf
wρ(j−ρ(0)), but since ≤w≤suf = ≤w (see Lemma 7.1.4), we con-
clude that (wi)i∈N is a good sequence which is absurd.

For trees: we let T
def
= (W,≤) ×

(S⋆, (≤t)w), following the inductive
constructor CTreesW (S).

Now, because (S,≤w) is wqo, one can build T
def
= CWordsW (S) =

1 + (W,≤)× (S,≤w) with the sum / product ordering to form a new
wqo (see Table 6.1). For every i ∈ N, either wi = ε, or wi = aiw

′
i with

a ∈ W and w′
i ∈ S.

For trees: we let δt(f(t⃗))
def
= (f, t⃗).

We let δw(ε)
def
= 1 and δw(au)

def
= (a, u). Using this

notation, (δw(wi))i∈N is an infinite sequence in T , hence there exists
i < j such that δw(wi) ≤T δ(wj). This happens when wi = wj = ε,
or when wi = aiw

′
i, wj = ajw

′
j with ai ≤ aj and w′

i ≤w w′
j .

For trees: We obtain that ti =

fi(t
′
1, . . . , t

′
n), tj = fj(s

′
1, . . . , s

′
k),

with fi ≤ fj and t⃗′ (≤t)w s⃗′. The in-
crement rule from Figure 7.4 allows
us to conclude.

The
increment/init rules from Figure 7.2 then prove that wi ≤w wj . We
have arrived at a contradiction by showing that (wi)i∈N is a good
sequence. ■

As witnessed by the few number of differences in the margin, the proofs
of Kruskal’s tree theorem and Higman’s lemma are structurally similar.
Apart from the syntactic difference (words w versus trees t), there
are two main variations in the proofs, and both appear at the very
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0 w0 w1 · · · wi · · · wρ(0)−1wρ(0)wρ(0)+1 · · · wρ(1) · · · wρ(j) · · ·

v0 v1 · · · vj · · ·

u0 u1 · · · ui · · · uρ(0)−1 uρ(0) uρ(0)+1 · · · uj · · ·

<suf <suf <suf

= = = = = =

= = =

Matching the subsequence...Constructing (ui)i∈Nul ≤w up... when l < p < ρ(0)ul ≤w up... when ρ(0) ≤ l < pul ≤w up... when l < ρ(0) ≤ l

1 w0 w1 · · · wi · · · wρ(0)−1wρ(0)wρ(0)+1 · · · wρ(1) · · · wρ(j) · · ·

v0 v1 · · · vj · · ·

u0 u1 · · · ui · · · uρ(0)−1 uρ(0) uρ(0)+1 · · · uj · · ·

<suf <suf <suf

= = = = = =

= = =

Matching the subsequence...Constructing (ui)i∈Nul ≤w up... when l < p < ρ(0)ul ≤w up... when ρ(0) ≤ l < pul ≤w up... when l < ρ(0) ≤ l

2 w0 w1 · · · wi · · · wρ(0)−1wρ(0)wρ(0)+1 · · · wρ(1) · · · wρ(j) · · ·

v0 v1 · · · vj · · ·

u0 u1 · · · ui · · · uρ(0)−1 uρ(0) uρ(0)+1 · · · uj · · ·

<suf <suf <suf

= = = = = =

= = =

Matching the subsequence...Constructing (ui)i∈Nul ≤w up... when l < p < ρ(0)ul ≤w up... when ρ(0) ≤ l < pul ≤w up... when l < ρ(0) ≤ l

3 w0 w1 · · · wi · · · wρ(0)−1wρ(0)wρ(0)+1 · · · wρ(1) · · · wρ(j) · · ·

v0 v1 · · · vj · · ·

u0 u1 · · · ui · · · uρ(0)−1 uρ(0) uρ(0)+1 · · · uj · · ·

<suf <suf <suf

= = = = = =

= = =

Matching the subsequence...Constructing (ui)i∈Nul ≤w up... when l < p < ρ(0)ul ≤w up... when ρ(0) ≤ l < pul ≤w up... when l < ρ(0) ≤ l

4 w0 w1 · · · wi · · · wρ(0)−1wρ(0)wρ(0)+1 · · · wρ(1) · · · wρ(j) · · ·

v0 v1 · · · vj · · ·

u0 u1 · · · ui · · · uρ(0)−1 uρ(0) uρ(0)+1 · · · uj · · ·

<suf <suf <suf

= = = = = =

= = =

Matching the subsequence...Constructing (ui)i∈Nul ≤w up... when l < p < ρ(0)ul ≤w up... when ρ(0) ≤ l < pul ≤w up... when l < ρ(0) ≤ l

Figure 7.6.: Illustration of the merging process in Higman’s Lemma.
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4: As one can define ad-hoc topolo-
gies for a given space.
5: Understand, the constructions
lack some “naturality.”

6: See Definition 7.2.17 p. 189

τdisc

τtriv

τ τ· · ·ττ

τ ττ

τ τ...ττ

τ τ

Figure 7.7.: The lattice of topologies
over a given set X, where arrows de-
note inclusions and the coloured part
covers the Noetherian topologies. As
depicted, the join of two Noetherian
topologies is Noetherian, and the col-
lection of Noetherian topologies is
downwards closed for inclusion.

Recall that given a quasi-order (P,≤)

and a set E ⊆ P , the upward closure
of E is written ↑≤E, and is defined
as the set of elements that are greater
or equal than some element of E in
P .

end: we moved from CWords to CTrees, and consequently changed
the “destructor function” from δw to δt. This combined presentation
of the minimal bad sequence argument highlights that one only needs
to tweak these two parameters to tackle new inductive constructions.
Bear in mind however, that this tweaking will involve an inductive
presentation of the preorder which can be difficult to obtain.

7.2. Inductive Constructions of Noetherian
Spaces

Before we introduce the notion of refinement function, let us explain
the philosophy behind our approach. Because the spaces of interest are
inductively defined, the most natural way to define a topology/quasi-
order is to do it together with the construction of the space. This is the
“categorical” vision appearing in both [58] and [36]. A more practical
approach is to assume that the space is already constructed, without
any ordering or topology. On the upside, this greatly simplifies the
statements and broadens the range of allowed operations;4 while the
downside is that this setting is too permissive to directly work with.5
The problems of Subsection 7.2.1 will be corrected by adding some kind
of “naturality condition” in Subsection 7.2.2, leading to the notion of
topology expander6.

7.2.1. Topology Refinements

Let X be a set, then the set Top(X) of all topologies over X is a com-
plete lattice for inclusion. Remark that the subset NTop(X) of Top(X)
composed of Noetherian topologies is a downwards closed subset of
Top(X) for inclusion. In this lattice, the least element is the trivial
topology τtriv

def
= {∅,X}, and the largest element is the discrete topology

τdisc
def
= P(X). Thanks to the Knaster-Tarski fixed point theorem, every

monotone function R mapping topologies over X to topologies over X
has a least fixed point, which can be obtained by transfinitely iterating
R from the trivial topology. Writing lfpτ.R(τ) for the least fixed point
of R, our goal is to provide sufficient conditions for (X, lfpτ.R(τ)) to
be Noetherian.

Definition 7.2.1. A refinement function over a set X is a function
R mapping topologies over X to topologies over X, such that

▶ R (τ) is Noetherian whenever τ is, and
▶ R (τ) ⊆ R (τ′) when τ ⊆ τ′.

As (X, τtriv) is always Noetherian, (X,R n(τtriv)) is Noetherian for all n ∈
N and refinement function R . However, it remains unclear whether the
transfinite iterations needed to reach a fixed point preserve Noetherian
spaces.

We demonstrate in Example 7.2.2 how to obtain the topology Alex(≤)

over N as a least fixed point of some simple refinement function.
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[34]: Finkel and Goubault-Larrecq
(2020), ‘Forward analysis for WSTS,
part I: completions’
[45]: Goubault-Larrecq (2013), Non-
Hausdorff Topology and Domain
Theory

Example 7.2.2 (Natural Numbers). Over X def
= N, one can define

Div(τ) as the collection of sets ↑≤(U + 1) for U ∈ τ, plus N itself.7 7: The empty set ∅ satisfies ↑≤(∅ +

1) = ∅ and does not have to be added
explicitly.

It is an easy check that lfpτ.Div(τ) is precisely Alex(≤).

Proof. Let us remark that Div(τtriv) = { ∅, ↑≤1,N }, and similarly that
Div2(τtriv) = { ∅, ↑≤1, ↑≤2,N }. More generally, one can prove by in-
duction that for every k ≥ 0, Divk(τtriv) = { ∅, ↑≤1, . . . , ↑≤k,N }. As a
consequence, lfpτ.Div(τ) is composed of every upwards-closed set of N,
i.e, is exactly Alex(≤). ■

In the particular case of Example 7.2.2, one deduces that the least
fixed point is Noetherian from the fact that (N,≤) is a well-quasi-
order. However, not all refinement functions behave as nicely as in
Example 7.2.2, and one can obtain non-Noetherian topologies via their
least fixed points.

An Ill-behaved Example In this section, let us consider Σ
def
= { a, b }

with the discrete topology, i.e., { ∅, {a}, {b},Σ }. Let us now build the
set Σ⋆ of finite words over Σ. Whenever U and V are subsets of Σ⋆, let
us write UV for their concatenation, defined as {uv : u ∈ U, v ∈ V }.
To construct an ill-behaved refinement function, we will associate with
a topology τ the set {UV : U ∈ { ∅, {a}, {b},Σ }, V ∈ τ }. However, the
latter fails to be a topology in general. This problem frequently appears
in this paper, and is solved by considering the so-called generated
topology.

Definition 7.2.3. Let Rpref be the function mapping a topology τ

over Σ⋆ to the topology generated by the sets UV where U ⊆ Σ, and
V ∈ τ.

We refer to Figure 7.8 for a graphical presentation of the first two
iterations of the refinement function Rpref. For the sake of completeness,
let us compute lfpτ.Rpref(τ), which is the Alexandroff topology of the
prefix ordering on words. Beware that the upcoming definition differs
from what is called the “prefix topology” in the literature [34, 45, resp.
Section 8 and Exercise 9.7.36].

Definition 7.2.4. The prefix topology τpref∗ , over Σ⋆ is generated
by the following open sets: U1 . . . UnΣ

⋆, where n ≥ 0 and Ui ⊆ Σ for
1 ≤ i ≤ n.

Lemma 7.2.5. The prefix topology over Σ⋆ is the least fixed point
of Rpref.

Proof. Consider a subbasic open set W ∈ Rpref(τpref∗). It is of the form
UV with U ⊆ Σ and V ∈ τpref∗ . Hence, UV ∈ τpref∗ . We have proven
that, Rpref(τpref∗) ⊆ τpref∗ .
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0 Σ∗

∅

aΣ∗ bΣ∗

aaΣ∗ abΣ∗ baΣ∗ bbΣ∗

1 Σ∗

∅

aΣ∗ bΣ∗

aaΣ∗ abΣ∗ baΣ∗ bbΣ∗

2 Σ∗

∅

aΣ∗ bΣ∗

aaΣ∗ abΣ∗ baΣ∗ bbΣ∗

Figure 7.8.: Iterating Rpref over Σ⋆.
The cell i represents the lattice
Rpref

i(τtriv).

Conversely, consider a subbasic open set W ∈ τpref∗ . Either it is ∅, or
Σ⋆, in which case it trivially belongs to lfpτ.Rpref(τ), or it is of the form
U1 . . . UnΣ

⋆, with Ui ⊆ Σ for 1 ≤ i ≤ n, in which case one proves by
induction over n that it belongs to Rpref

n(τtriv). ■

Lemma 7.2.6. The function Rpref is a refinement function.

Proof. It is an easy check that whenever τ ⊆ τ′, Rpref(τ) ⊆ Rpref(τ′).
Now, assume that τ is Noetherian, it remains to prove that Rpref(τ)
remains Noetherian. Consider a subset E ⊆ Σ⋆ and let us prove that
E is compact in Rpref(τ).

For that, we consider an open cover E ⊆
⋃
i∈IWi, where Wi ∈ Rpref(τ).

Thanks to Alexander’s subbase lemma, we can assume without loss of
generality that Wi is a subbasic open set of Rpref(τ), that is, Wi = UiVi
with Ui ⊆ Σ and Vi ∈ τ.

Since (Σ⋆, τ) × (Σ⋆, τ) is Noetherian (see Lemma D.6.6), there exists
a finite set J ⊆ I such that

⋃
i∈J Ui × Vi =

⋃
i∈I Ui × Vi. This implies

that E ⊆
⋃
i∈J UiVi, and provides a finite subcover of E. ■

The sequence
⋃

0≤i≤k a
ibΣ∗, for k ∈ N, is a strictly increasing sequence

of opens. Therefore, the prefix topology is not Noetherian. The terms
aibΣ∗ can be observed in Figure 7.8 as a diagonal of incomparable
open sets.

Corollary 7.2.7. The topology lfpτ.Rpref(τ) is not Noetherian.

The prefix topology is not Noetherian, even when starting from a fi-
nite alphabet. If you are reading this thesis linearly, this should be
surprising, as in Chapter 6 (Logically Presented Spaces), we claimed
that there was something known as the subword topology and that
(X⋆, τ⋆,t) is Noetherian whenever (X, τ) is (see Table 6.2).

We already defined the subword topology in Definition 6.3.26, where
we introduced the notation [U1, . . . , Un] as a shorthand for the sub-
set X∗U1X∗ . . .X∗UnX∗ of X⋆. Recall that the subword topology was
then defined as the coarsest topology over X⋆ that contains the sets
[U1, . . . , Un] for (Ui)1≤i≤n open subsets of X. Furthermore, we used the
notation τ⋆,t to denote the subword topology. Finally, we recalled in
Theorem 6.3.27 (following from [45, Theorem 9.7.33]) that the subword
topology was Noetherian.

Although the subword topology might seem ad-hoc, it can be validated
as a generalisation of the subword embedding because the subword
topology of Alex(≤) equals the Alexandroff topology of the subword
ordering of ≤, for every quasi-order ≤ over Σ [45, Exercise 9.7.30]. Let
us now reverse engineer a refinement function whose least fixed point
is the subword topology.

Definition 7.2.8. Let (Σ, θ) be a topological space. Let Eθ
words be
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0 Σ⋆

∅

[a] [b]

[a, a] [a, b] [b, a] [b, b]

1 Σ⋆

∅

[a] [b]

[a, a] [a, b] [b, a] [b, b]

2 Σ⋆

∅

[a] [b]

[a, a] [a, b] [b, a] [b, b]

Figure 7.9.: Iterating Eθ
words over

Σ⋆. The cell i represents the lattice
Eθ

words
i(τtriv). Bold red arrows denote

inclusions that were not present in
the iteration of Rpref (see Figure 7.8).

defined as mapping a topology τ over Σ⋆ to the topology generated
by the following sets:

▶ ↑≤wUV for U, V ∈ τ;
▶ and ↑≤wW , for W ∈ θ.

Lemma 7.2.9. Let (Σ, θ) be a topological space. The subword topo-
logy over Σ⋆ is the least fixed point of Eθwords.

Proof. First, we notice that the subword topology is stable under
Eθwords. Then, we prove by induction on n shows that [U1, . . . , Un] is
open in the least fixed point of Eθwords. ■

Lemma 7.2.10. Let (Σ, θ) be a Noetherian topological space. The
map Eθwords is a refinement function over Σ.

Proof. We leave the monotonicity of Eθwords as an exercise and focus
on the proof that Eθwords(τ) is Noetherian, whenever τ is. Thanks to
Lemma D.6.6, it suffices to prove that the topology generated by the
sets ↑≤wUV (U, V open in τ), and the topology generated by the sets
↑≤wW (W open in θ) are Noetherian.

Let (↑≤wUiVi)i∈N be a sequence of open sets. Because Noetherian topo-
logies are closed under products (see Lemma D.6.4), there exists k such
that

⋃
i≤k Ui×Vi =

⋃
i∈N Ui×Vi. Hence,

⋃
i≤k ↑≤wUiVi =

⋃
i∈N ↑≤wUiVi

Let ↑≤wWi be a sequence of open subsets. Because θ is Noetherian,
there exists k such that

⋃
i≤kWi =

⋃
i∈NWi. As a consequence, we

conclude that
⋃
i≤k ↑≤wWi =

⋃
i∈N ↑≤wWi. ■

We have designed two refinement functions Rpref and Eθwords over Σ⋆.
Fixing θ def

= τdisc, the least fixed point of Rpref is not Noetherian while the
least fixed point of Eθwords is. We have depicted the result of iterating
Eθwords twice over the trivial topology in Figure 7.9. As opposed to Rpref,
the “diagonal” elements are comparable for inclusion.

7.2.2. Topology Expanders

Before we give the definition of a topology expander, let us analyse
the differences between the two seemingly similar refinement functions
Rpref and Ewords. To that end, let us compare Figure 7.8 and Figure 7.9.
The “new inclusions” appearing in the latter prevent the construction
of an infinite increasing sequence of open sets. Conversely, Rpref creates
such infinite sequences by going from aibΣ⋆ to ai+1bΣ⋆. Notice that
aibΣ⋆∩ai+1bΣ⋆ = ∅, while [aib]∩[ai+1b] = [ai+1b]. In order to continue
our analysis, we will need to talk about the way Rpref and Ewords deal
with these set intersections. For that, let us introduce the notion of
subset restriction.
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8: Recall that the induced topology
over H is exactly {U ∩ H : U ∈ τ }
while τ↓H = {X }∪{U ∩H : U ∈ τ }.

(P,≤↑H)

H

X \H

X \H

X \H

≤

≤

(P,≤)

H

X \H

X \H

X \H

≤

≤

(P,≤↓H)

H

X \H

X \H

X \H

≤

≤

Figure 7.10.: Illustration of the action
of the two possible restrictions over a
quasi-order (P,≤).

Definition 7.2.11. Let (X, τ) be a topological space and H be a
closed subset of X. Define the subset restriction τ↓H to be the topo-
logy generated by the opens U ∩H where U ranges over τ.

Exploring Subset Restrictions This definition is a way to lift the
induced topology over H to the whole space X.8 The knowledgeable
reader might have noticed that we are actually trying to represent
subspaces of X by a suitable change in its topology, and made the
connection with the corresponding notions in the theory of “topology
without point.” For the sake of completeness, let us provide an altern-
ative — but ill-behaved for our purposes — representation of a closed
subset H inside X: τ↑H def

= { ∅ } ∪ {U ∪ Hc : U ∈ τ }. While it looks
similar to τ↓H, both behave wildly differently. Indeed, τ↑H ⊆ τ while
τ↓H 6⊆ τ in general. Furthermore, the two topologies have different
specialisation pre-orderings.

Lemma 7.2.12. Let (X, τ) be a topological space, H be a closed
subset of X, and ≤ be the specialisation preorder of τ. Then, for all
x, y ∈ X,

▶ x ≤τ↓H y if and only if x, y ∈ H ∧ x ≤τ y or x 6∈ H.
▶ x ≤τ↑H y if and only if x, y ∈ H ∧ x ≤τ y or y 6∈ H.

Proof. We only deal with the case of ≤τ↓H , the other one is left as an
exercise to the reader. Let x, y ∈ X.

x ≤τ↓H y ⇐⇒ ∀U ∈ τ, x ∈ U ∩H ⇒ y ∈ U ∩H

⇐⇒

{
x 6∈ H

x ∈ H ∧ ∀U ∈ τ, x ∈ U ⇒ y ∈ U ∩H

⇐⇒

{
x 6∈ H

x ∈ H ∧ y ∈ H ∧ ∀U ∈ τ, x ∈ U ⇒ y ∈ U

⇐⇒

{
x 6∈ H

x, y ∈ H ∧ x ≤τ y
■

Leveraging the correspondence between quasi-orders and topologies,
we can transport the definition of subset restriction to quasi-orders in
order to “better see” transformation that happened. For that, let us
recall that a downwards closed subset H of a quasi order (P,≤) is a
closed subset of (P,Alex(≤)). Hence, we can construct the functions
f1 : (≤,H) 7→ ≤Alex(≤)↓H and f2 : (≤,H) 7→ ≤Alex(≤)↑H . In order to
simplify the notations, we will simply write these as ≤↓H and ≤↑H in
the Figure 7.10.

As a final warning about the subset restriction, beware that even
though τ↓H encodes the topology induced by τ over H, the two spaces
are not homeomorphic.

Example 7.2.13. Let R be endowed with the usual metric to-
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pology. The set {a} is a closed set. The induced topology over
{a} is { ∅, {a} }. The subset restriction of the topology to {a} is
τa

def
= { ∅, {a},R }. Clearly, (R, τa) and ({a}, τtriv) are not homeo-

morphic.

Refinement Functions and Subset Restrictions We now have appro-
priate tools to properly compare the behaviour of our two refinement
functions Rpref and Ewords. We start by a simple fact about upwards
closed subsets for the (scattered) word embedding.

Remark 7.2.14. Let (Σ, θ) be a topological space and ≤ be the
specialisation preorder of θ. Let U1, . . . , Un be upwards closed sub-
sets of Σ⋆ for ≤w, and H be a downwards closed subset of Σ⋆ for
≤w. Then, [U1, . . . , Un] ∩H = [U1 ∩H, . . . , Un ∩H] ∩H.

Proof. Let w ∈ [U1, . . . , Un] ∩ H. Then w =
∏n
i=1(αiui)αn+1 where

αi ∈ Σ⋆ and ui ∈ Ui for 1  ≤ i ≤ n. For all 1  ≤ i ≤ n, ui ≤w w, hence
ui ∈ H because the latter is downwards closed. As a consequence,
w ∈ [U1 ∩H, . . . , Un ∩H].

For the converse, notice that [U1 ∩H, . . . , Un ∩H] ⊆ [U1, . . . , Un]. ■

This seemingly benign remark points out a particular dynamic of
Ewords in general with respect to subset restriction. As we will see
later on, this is the crucial property that Rpref fails to exhibit.

Corollary 7.2.15. Let θ be a topology over Σ, and τ be a topology
over Σ⋆ such that τ ⊆ Eθ

words(τ). Let H be a closed subset of τ. Then
Ewords(τ)↓H ⊆ Ewords(τ↓H)↓H.

Remark 7.2.16. Let τ
def
= { ∅, aΣ⋆, bΣ⋆,Σ⋆ }. Then H def

= aΣ⋆ ∪ { ε }
is a closed subset of τ, and τ ⊆ Rpref(τ). However, Rpref(τ)↓H evalu-
ates to { ∅, aaΣ⋆, abΣ⋆, aΣ⋆,Σ⋆ }, which differs from Rpref(τ↓H)↓H =

{ ∅, aaΣ⋆, aΣ⋆,Σ⋆ }.

As an intuition, we will say that Corollary 7.2.15 formalises the fact
that the Ewords is “context-free” in the sense that two words u and v

will be related (in the limit) if and only if they are when restricting
our attention to a closed subset containing both u and v. We are now
ready to formalise the definition of a topology expander, following the
insights of Corollary 7.2.15.

Definition 7.2.17. A topology expander is a refinement function
E that satisfies the following extra property: for all Noetherian topo-
logy τ satisfying τ ⊆ E(τ), for all closed subset H in τ, E(τ)↓H ⊆
E(τ↓H)↓H. We say that E respects subsets if that property is satis-
fied.
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↓≤(U + 1)

Figure 7.11.: Illustration of the com-
putation of Enat. On the left, an open
subset U of a topology τ. On the
right, the corresponding open subset
in Enat(τ).

One might notice that the definition of Definition 7.2.17 relies on the
construction τ↓H rather than on the other version τ↑H. Moreover,
Corollary 7.2.15 continues to hold (for the same reasons) when substi-
tuting the former by the latter. Let us show the “alternative” definition
of topology expander obtained by substituting τ↑H to τ↓H still allows
least fixed points to be non-Noetherian.

Example 7.2.18. Let us fix X def
= N and write ≤ for the usual

ordering on natural numbers. We define a refinement function over
N as follows:

Enat(τ)
def
= 〈{ 0 } ∪ { ↓≤(U + 1): U ∈ τ }〉topo .

Then, Enat satisfies Enat(τ)↑H ⊆ Enat(τ↑H)↑H for every topology
τ satisfying τ ⊆ Enat(τ) and every closed subset H in τ. However,
lfpτ.Enat(τ) is not Noetherian, and Enat is not a topology expander.

Proof. We first have to check that Enat is a refinement function. While
monotonicity is clear from the definition, let us briefly demonstrate
that Enat(τ) remains Noetherian whenever τ is. Assume for con-
tradiction that (Vi)i∈N is an infinite sequence of subbasic open sub-
sets of Enat(τ), which is enough thanks to Alexander’s subbase lemma.
Without loss of generality, one can assume that Vi 6= { 0 } for all i ∈ N.
Therefore, for all i ∈ N, there exists Ui ∈ τ such that Vi = ↓≤(Ui + 1).
Because τ is Noetherian, there exists n0 ∈ N such that

⋃
i∈N Ui =⋃

i≤n0
Ui. Hence,

⋃
i∈N Vi =

⋃
i≤n0

Vi. We have proven that Enat(τ) is
Noetherian.

An easy induction demonstrates that lfpτ.Enat is exactly { ∅,N } ∪
{ ↓≤m : m ∈ N }. The latter is not Noetherian, as witnessed by the

sequence (↓≤m)m∈N which is infinite and strictly increasing.

To prove that Enat is not a topology expander, it suffices to consider
τ0

def
= { ∅, {0},N } and H

def
= N \ {0} = ↑<0. Let us now compute the

different topologies appearing in the definition of a topology expander
given τ0 and H:

Enat(τ0) = { ∅, {0}, {0, 1},N } = B

Enat(τ0)↓H = { ∅, {1},H,N } = C

τ0↓H = { ∅,H,N } = A

Enat(τ0↓H) = { ∅, {0},N } = D

Enat(τ0↓H)↓H = { ∅,H,N } = A

Hence, we have proven that Enat(τ0)↓H is not a subset of Enat(τ0↓H)↓H
where H is a closed subset of a Noetherian topology τ0 satisfying
τ0 ⊆ Enat(τ0). ■

A B C D

0 0 0 0

1 1 1 1

2 2 2 2

3 3 3 3

...
...

...
...

Figure 7.12.: Graphical representa-
tion of the different topologies ob-
tained when combining the closed
subset { 0 }, the topology { ∅, {0},N },
and the refinement function Enat. We
do not represent the sets N and ∅ that
are always present.

Because we will often consider spaces constructed via subbasic open
subsets, let us formalise the fact that the property of being a topology
expander can be checked over given subbases. If it is quite easy to see
that one only needs to consider subbasic open subsets of the output
topology, this we strengthen this remark by proving that one can also
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[72]: Lopez (2023), ‘Fixed Points and
Noetherian Topologies’
[46]: Goubault-Larrecq (2022), Ali-
aume Lopez’ master theorem of No-
etherian spaces

restrict the property to subbasic closed subsets of the input topology,
thanks to the assumption that the latter is Noetherian.

Lemma 7.2.19. Let E be a refinement function. Assume that for
every Noetherian topology τ there exists a subbasis B of τ and a
subbasis B′ of E(τ) such that for every subbasic closed subset H ∈ B

and every subbasic open subset U ∈ B′, H ∩ U ∈ E(τ↓H)↓H.

Then, E is a topology expander.

Proof. Given a closed subsetH of τ, the inclusion E(τ)↓H ⊆ E(τ↓H)↓H
amounts to checking that for every U ∈ B′, U ∩H ∈ E(τ↓H)↓H.

Let us fix U in the subbasis B′. The family of closed subsets H such
that U ∩ H belongs to E(τ↓H)↓H, contains B, is closed under finite
intersections, and is closed under finite unions. Let us prove that this
set is also closed under arbitrary intersections, which concludes the
proof.

Let
⋂
i∈I Hi be an arbitrary intersection of closed subsets, such that

U ∩Hi belongs to E(τ↓H)↓H. Because τ is Noetherian, there exists a
finite subset J ⊆fin I such that U ∩

⋂
i∈I Hi = U ∩

⋂
i∈J Hj . Hence, we

can leverage the closure under finite intersections. ■

7.2.3. The (Generic) Topological Minimal Bad
Sequence Argument

This section is entirely devoted to one of the main contribution of
this thesis: a “master” fixed point theorem. Informally, the theorem
states that topology expanders are refinement functions whose least
fixed points are Noetherian topologies. This is the focus of [72] and
the topic of a blog post [46].

The proof of the theorem relies on a transfinite induction, which neces-
sitate to properly define what we mean by “iterating E α-times” when
α is a general ordinal. This is the purpose of the next definition.

Definition 7.2.20. Let (X, τ) be a topological space, and E be a
topology expander. The limit topology is defined by induction via:

Eα(τ) =


τ when: α = 0

E(Eβ(τ)) when: α = β + 1

〈
⋃
β<α Eβ(τ)〉topo when: α is a limit ordinal

In the Definition 7.2.20, the sequence
(

Eβ(τ)
)
β<α

is may increase. To
obtain a non-decreasing sequence, it suffices to assume that τ ⊆ E(τ).

As mentioned in the introduction of Subsection 7.2.1, every refinement
function has a least fixed point thanks to the Knaster-Tarski Fixed
Point Theorem. It is folklore that this statement can be reinforced as
follows: for every refinement function R , there exists an ordinal α such
that R α(τtriv) is the least fixed point of R . In order to study the least
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τtriv

E(τtriv)

E2(τtriv)

...
...

Ei(τtriv)

...
...

Eβ+1(τtriv)

...
...

Figure 7.13.: Increasing sequence of
subbasic open subsets in in Eα(τtriv).
The yellow ellipses represent “steps.”
The sequence stays in some steps for
a finite number of iterations, and
then jumps to a new step. In the
drawing, arrows are always going
up or staying in a given step, but
they might be pointing down due
to deformations induced by a two-
dimensional representation of a three-
dimensional object.

To get some intuition, notice that in
a quasi-ordered set (X,≤), a sequence
(xi)i∈N is a bad sequence if and only
if

(
↑≤xi

)
i∈N is a topological bad se-

quence.

Proof Sketch. The union of the open
subsets in an infinite topological bad
sequence defines a non compact sub-
set. Conversely, given a non-compact
subset, one can extract an infinite to-
pological bad sequence from a suit-
able open cover. In particular, this
last step requires extracting a count-
able sequence from the open cover.
Details of the proof are found in [45,
Lemma 9.7.15]. ■

fixed point of topology expanders, the only interesting case is Eα(τtriv)
when α is a limit ordinal, as the other topologies are then trivially
Noetherian.

As a teaser, let α be a limit ordinal and assume that Eβ(τtriv) is No-
etherian for all β < α. A typical infinite increasing sequence (Ui)i∈N of
subbasic open subsets in Eα(τtriv) behaves as depicted in Figure 7.13.
Indeed, the sequence must “step-up” infinitely often: there are finitely
many indices i ∈ N such that Ui ∈ Eβ(τtriv) given a β < α, because the
latter was supposed to be Noetherian. Intuitively, one can also assume
without loss of generality that the sequence does not “step-down.” The
core of the proof is actually stating that one cannot “step-up” infinitely
often when E is a topology expander. Incidentally, we will show that
Eα(τtriv) is simply the union

⋃
β<α Eβ(τtriv).

Noetherian Techniques. In order to study increasing sequences in
limit topologies, we recall the efficient tools that were developed by
Goubault-Larrecq in his proofs of the topological counterparts to Hig-
man’s Lemma and Kruskal’s Tree Theorem. One proof technique that
we used quite often was to rely on Alexander’s subbase lemma and
the characterisation of Noetherian spaces as those that do not have
infinite increasing sequences of open subsets (see Lemma D.6.5). Let
us wrap these two results into an easier to understand “topological”
counterpart of the notion of bad sequence, a term that appears in
the statements of [45, Lemma 9.7.15 and Lemma 9.7.31] and that we
extract here.

Definition 7.2.21 [45, Lemma 9.7.15 and Lemma 9.7.31]. Let (X, τ)
be a topological space. A sequence (Ui)i∈N of open subsets is good if
there exists i ∈ N such that Ui ⊆

⋃
j<i Uj .

A sequence that is not good is called bad.

Lemma 7.2.22 [45, Lemma 9.7.15]. A topological space (X, τ) is
Noetherian if and only if it has no infinite topological bad sequence.

One of the key ingredients in our statement of Theorems 6.3.24 and 6.3.25
was the “simpler” preorder (respectively the suffix ordering ≤suf or
the structural subtree ordering ≤t-suf ) that allowed us to consider a
minimal bad sequence. First, let us formally define the lexicographic
ordering on sequences of (subbasic) open subsets

Definition 7.2.23. Let (P,≤) be a partial order. Then Pω can be
quasi-ordered via the following co-inductive definition: (xi)i∈N ≤lex (yi)i∈N
if and only if x0 < y0 or x0 = y0 and (xi)i≥1 ≤lex (yi)i≥1.

Equivalently, (xi)i∈N ≤lex (yi)i∈N if and only if the two sequences are
equal, or if there exists i ∈ N such that ∀n < i, xn = yn, and xi < yi.

Beware that (Pω,≤lex) has no reason to be well-founded whenever
(P,≤) is: for instance, the sequence

(
0i1ω

)
i∈N is a strictly decreasing
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Proof Sketch. This element is con-
structed by considering a ≤ minimal
open subset starting a bad sequence,
a ≤-minimal open subset that contin-
ues this bad sequence, etc. The pro-
cess yields a bad sequence that is min-
imal by construction. ■

9: If the sequence
(
Eβ(τ)

)
β<α

is
non-decreasing, and U ∈ Eβ0 (τ), for
some β0 < α, then U ∈ Eβ(τ), for all
β0 ≤ β ≤ α.

10: The proof of Lemma 7.2.26 ac-
tually shows that all topological min-
imal bad sequences satisfy the prop-
erty, and not only that there ex-
ists one. However, we only need the
weaker statement: we are trying to
build one topological minimal bad se-
quence.

sequence of elements in Nω for ≤lex. Surprisingly, we can work around
this issue and build minimal representatives for topological bad se-
quences.

Lemma 7.2.24 [45, Lemma 9.7.31]. Let (X, τ) be a topological
space that is not Noetherian, B be a subbasis of τ and ≤ be a
well-founded ordering on B. The set of topological bad sequences in
(Bω,≤lex) has a minimal element.

We call the sequence provided by Lemma 7.2.24 a minimal topological
bad sequence.

Taming the Minimal Bad Sequences. Let us now explain how we
can leverage the inductive definition of Eα(τtriv) to actually define a
well-founded order. The first step is to notice that given a topology ex-
pander E and a limit ordinal α,

⋃
β<α Eβ(τtriv) is a subbasis of Eα(τtriv).

Let us refine this analysis by studying the “step” (see Figure 7.13) at
which a given open subset appears in the union.9

Definition 7.2.25. Let E be a topology expander, τ be a topology,
and α be an ordinal. We define for U ∈ Eα(τ) the ordinal depth(U)

as the smallest β ≤ α such that U ∈ Eβ(τ).

We define a total partial order over open subsets of (X,Eα(τ)) by defin-
ing U ◁ V if and only if depth(U) < depth(V ). Thanks to Lemma 7.2.24,
we are guaranteed that it suffices to consider sequences of subbasic
open subsets that are lexicographically minimal for ⊴lex to prove/d-
isprove that Eα(τ) is Noetherian for a given limit ordinal α. Let us
continue our analysis and further restrict the shape of sequences we
have to analyse. In particular, we are first going to prove that not every
depth is necessary.10

Lemma 7.2.26. Let E be a topology expander, τ be a topology, and
α be an ordinal. Assume that for all β < α, Eβ(τ) is Noetherian,
and Eα(τ) is not Noetherian.

There exists a topological minimal bad sequence (Ui)i∈N for ⊴lex such
that, for all i ∈ N, depth(Ui) is not a limit ordinal.

Proof. We know from Lemma 7.2.24 that there exists a topological
minimal bad sequence (Ui)i∈N for ⊴lex such that depth(Ui) < α for
all i ∈ N. Assume for contradiction that there exists i ∈ N such that
depth(Ui) is a limit ordinal di < α.

Let S def
=
⋃
β<di

Eβ(τ). Then, Ui ∈ Edi(τ) def
= 〈S〉topo. Because S is closed

under finite intersections, Ui is a union of open subsets of S.

Since Edi(τ) is Noetherian, one can define Ui as a finite union of open
subsets of S, hence a finite union of open subsets of depth less than di.
As a consequence, depth(Ui) < di, which is absurd. ■
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11: At the appropriate time, a note
in the proof will highlight why τ↓H
crucially uses intersections and not
unions, which was discussed before.

We have proven that one can always assume that the depths in a
minimal bad sequence are 0 or successor ordinals strictly below α. Let
us get back to the picture in Figure 7.13: we shall now prove that
the depth can be assumed to be non-decreasing, and even to increase
infinity often.

Lemma 7.2.27. Let E be a topology expander, τ be a topology, and
α be an ordinal. Assume that for all β < α, Eβ(τ) is Noetherian,
and that Eα(τ) is not Noetherian.

There exists a topological minimal bad sequence (Ui)i∈N for ⊴lex such
that, for every i ∈ N, depth(Ui) is not a limit ordinal. Moreover,
the sequence (depth(Ui))i∈N can be assumed non-decreasing and not
stationary.

Proof. Thanks to Lemma 7.2.26, we have a topological minimal bad
sequence (Ui)i∈N such that depth(Ui) is not a limit ordinal for every
i ∈ N.

Assume for contradiction that there exist i < j such that Uj ◁ Ui. No-
tice that the sequence obtained by deleting Ui, Ui+1, . . . , Uj−1 from the
original sequence yields an infinite topological bad sequence. Moreover,
it is strictly smaller than the original one for ⊴lex by construction,
which contradicts the latter’s minimality.

Assume for contradiction that there exists an ordinal γ < α such that
T

def
= { i ∈ N : depth(Ui) = γ } is infinite. Then the subsequence (Ui)i∈T

is an infinite topological bad sequence of open subsets of Eγ(τ), and
this contradicts the hypothesis that the latter is Noetherian. ■

The Structural Simplification We are now in a position where the
shape of a minimal topological bad sequence is well understood. No-
tice that up to this point, we never actually used the property that
singularise topology expanders among refinement functions, and this
is exactly the part where subset restrictions and intersections will show
up.11 Before considering these, let us define the equivalent of the set
S in the joint proof of Theorems 6.3.24 and 6.3.25, a construction
that was gathering elements “structurally simpler” than those of the
original sequence.

Definition 7.2.28. Let E be a topology expander, τ be a topology,
and α be an ordinal. Given U ∈ Eα(τ), the topology Downα(U) is
defined as 〈{V ∈ Eα(τ) : V ◁ U }〉topo.

Let (Ui)i∈N be a topological minimal bad sequence in (X,Eα(τ)), where
E is a topology expander and α is a limit ordinal. Because the sequence
is bad, for every i ∈ N, Ui 6⊆

⋃
j<i Uj

def
= Vi. Letting Hi

def
= X \ Vi for

every i ∈ N, this equation can be rewritten as Ui∩Hi 6= ∅. Notice that
for every i ∈ N, Hi is not only a closed subset of Eα but also a closed
subset of Downdi(Ui), where di

def
= depth(Ui). This means the following

definition is sound.
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Definition 7.2.29. Let E be a topology expander, τ be a topology,
and α be an ordinal. Let (Ui)i∈N be a topological minimal bad sequence
for ⊴lex. Let di

def
= depth(Ui) for all i ∈ N. We define the minimal

topology Eαmin((Ui)i∈N , τ) as the one generated by⋃
i∈N

Downdi(Ui)↓Hi ,

where Hi
def
= X \ (

⋃
j<i Uj).

In order to make the notation lighter, and because we only ever deal
with one minimal bad sequence at once, we will simply write Eαmin to
denote the full expression Eαmin((Ui)i∈N , τ), when τ and (Ui)i∈N are
clear from the context. The main property of this minimal topology is
that it is Noetherian, in a similar way that S was well-quasi-ordered
in the proof of Theorem 6.3.24.

Lemma 7.2.30. Let E be a topology expander, τ be a topology, and
α be an ordinal. Let (Ui)i∈N be a topological minimal bad sequence
for ⊴lex. Then, the minimal topology Eαmin is Noetherian.

Proof. Assume for contradiction that Eαmin is not Noetherian. Let us
define Vi

def
=
⋃
j<i Uj , Hi as X \ Vi, and di

def
= depth(Ui), for all i ∈ N.

Thanks to Lemma 7.2.22, there must be some topological bad sequence
(Wi)i∈N for Eαmin where, for every i ∈ N, there exists ρ(i) ∈ N such
that Wi ∈ Downdρ(i)(Uρ(i))↓Hρ(i). This amounts to the existence of
an open subset Tρ(i) in Downdρ(i)(Uρ(i)), such that Tρ(i) ◁ Uρ(i), and
Wi = Tρ(i) \ Vρ(i).

Let us prove that we can assume ρ to be non-decreasing. For that,
we will extract a subsequence of (Wi)i∈N as follows: take ι(0)

def
= 0,

and then ι(n + 1)
def
= min { i ∈ N : i > ι(n) ∧ ρ(i) > ρ(ι(n)) }. This

construction is sound as soon as we can argue that for every k ∈ N,
ρ−1(k)

def
= { i ∈ N : ρ(i) = k } is finite. Let k ∈ N, then the sequence

(Wi)i∈ρ−1(k) is a sequence of open subsets of Downdk(Uk)↓Hk. Because
dk < α, Downdk(Uk) ⊆ Edk(τ) is Noetherian. As an easy consequence,
Downdk(Uk)↓Hk is Noetherian too. Therefore, assuming for contradic-
tion that ρ−1(k) is infinite provides us with an i ∈ ρ−1(k), such that
Wi ⊆

⋃
ρ(j)=k∧j<iWj , and a fortiori Wi ⊆

⋃
j<iWj . Because (Wi)i∈N

is a topological bad sequence, this is absurd, and we have proven that
ρ−1(k) is in fact finite.

Let us build the sequence (Yi)i∈N defined by Yi
def
= Ui if i < ρ(0) and

Yi
def
= Tρ(i) otherwise. Because this is a sequence of open sets in Eα(τ)

that is lexicographically smaller than (Ui)i∈N, it must be a good se-
quence. Therefore, there exists p ∈ N such that Yp ⊆

⋃
j<p Yj . Let us

now analyse what it implies on the original sequences depending on
the ordering between p and ρ(0).

If p < ρ(0): then Up ⊆
⋃
j<p Uj which is impossible because the se-

quence (Ui)i∈N is a topological bad sequence.
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12: This is the crucial way inter-
sections are used, and cannot be re-
placed by unions. See the other notes
about this fact.

13: In particular, the map ρ never
selects open subsets U of depth zero.
This is necessary for the following
computations to make sense.
14: In particular, dp = depth(Up) =
depth(Uρ(i)) = dρ(i) is a non-zero
successor ordinal!
15: This is the key part where we re-
quire that E is a topology expander!

If p ≥ ρ(0): let us write Yp = Tρ(p) ⊆
⋃
j<ρ(0) Uj ∪

⋃
j<p Tρ(j). By

taking the intersection with Hρ(p),12 we obtain Wp ⊆
⋃
j<pWj ,

hence the sequence (Wi)i∈N is a topological good sequence which
is absurd. ■

The Lifting Argument Now that we have extracted a Noetherian
topology out of a suitable topological minimal bad sequence, let us
prove that one can “lift” this construction to obtain a contradiction.
This is the part where the key property of topology expanders plays
a role by ensuring that this lifting is possible. In order to understand
what the informal notion of lifting means, let us highlight the following
fact.

Fact 7.2.31. Let α be an ordinal, E be a topology expander and
U ∈ Eα(τ). If d def

= depth(U) is a successor ordinal, then U ∈
E(Downd(U)).

The main idea of the following proof is that a topological minimal bad
sequence (Ui)i∈N of Eα(τ) in fact belongs to E(Eαmin). This immediately
yields a contradiction, as E preserves Noetherian topologies and Eαmin
has just been proven to be Noetherian in Lemma 7.2.30. However, this
rough idea must be refined, and we will not prove that the sequence
belongs to E(Eαmin) (which is false in general).

Lemma 7.2.32. Let α be an ordinal, X be a topology, and E be a
topology expander. If Eβ(τ) is Noetherian for all β < α, and τ ⊆ E(τ),
then Eα(τ) is Noetherian.

Proof. If α is a successor ordinal, then α = β+1 and Eα(τ) = E(Eβ(τ)).
Because E respects Noetherian topologies, we immediately conclude
that Eα(τ) is Noetherian. We are therefore only interested in the case
where α is a limit ordinal.

Assume for contradiction that Eα(τ) is not Noetherian, we leverage
Lemma 7.2.27 to obtain a topological minimal bad sequence (Ui)i∈N,
such that depth(Ui) < αi is either 0 or a successor ordinal written βi+1.
Moreover, we know that depth(Ui) is non-decreasing and increases
infinitely often.

We can therefore construct a strictly increasing map ρ : N → N such
that depth(Uρ(i)) is a strictly increasing map from N to non-zero suc-
cessor ordinals below α.13

Let us consider some p = ρ(i) for some i ∈ N.14 Let us write Vp
def
=⋃

j<p Uj , and Hp
def
= X \Vp. As E is a topology expander, we derive the

following inclusions:15

E(Downdp(Up))↓Hp ⊆ E(Downdp(Up)↓Hp)↓Hp

⊆ E(Eαmin)↓Hp .

Recall that Up ∈ E(Downdp(Up)) thanks to Fact 7.2.31, and because
depth(Up) is a non-zero successor ordinal. Hence, the intersection Up∩
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16: Monotonicity, preserving Noeth-
erian topologies, and the compatib-
ility with subset restriction, as ob-
tained by combining Definition 7.2.1
and Definition 7.2.17.

Hp belongs to E(Downdp(Up))↓Hp, and therefore Up∩Hp ∈⊆ E(Eαmin)↓Hp.
As a consequence of the above inclusion of topologies, there exists a
Wp ∈ E(Eαmin) such that Up ∩ Hp = Up \ Vp = Wp \ Vp = Wp ∩ Hp.
We have constructed a sequence

(
Wρ(i)

)
i∈N of open subsets of E(Eαmin)

such that for all i ∈ N, Uρ(i) \ Vρ(i) =Wρ(i) \ Vρ(i).

Thanks to Lemma 7.2.30, and preservation of Noetherian topologies
through topology expanders, E(Eαmin) is a Noetherian topology. This
provides an i ∈ N such that Wρ(i) ⊆

⋃
ρ(j)<ρ(i)Wρ(j). In particular,

Uρ(i) \ Vρ(i) =Wρ(i) \ Vρ(i)

⊆

 ⋃
ρ(j)<ρ(i)

Wρ(j)

 \ Vρ(i)

⊆
⋃

ρ(j)<ρ(i)

Wρ(j) \ Vρ(j)

=
⋃

ρ(j)<ρ(i)

Uρ(j) \ Vρ(j)

⊆
⋃

j<ρ(i)

Uj

= Vρ(i) .

This proves that Uρ(i) ⊆ Vρ(i), i.e., that Uρ(i) ⊆
⋃
j<ρ(i) Uj . Finally, this

contradicts the fact that (Ui)i∈N is a topological bad sequence. ■

We have effectively proven that being well-behaved with respect to
closed subspaces is enough to consider least fixed points of refinement
functions. As an immediate consequence, we obtain our master the-
orem.

Theorem 7.2.33 (Main Result). Let X be a set, E be a topology
expander, and τ be a topology over X such that τ ⊆ E(τ). The least
fixed point of E above τ is a Noetherian topology over X.

7.3. Variations Around the Main Theorem

We discuss applications of Theorem 7.2.33 in a separate chapter ded-
icated to inductive constructions, namely Chapter 8 (Inductive Con-
structions). For the moment, we are interested in the limits, variations,
and consequences of the theorem from a theoretical perspective.

7.3.1. When is a Refinement Function a Topology
Expander?

Recall that the collection of topologies over a given set X is a set, which
is moreover a complete lattice for inclusion. Let us decompose the three
properties that define a topology expander.16 This allows us to prove
that the topology expanders “almost” form a complete lattice, which is
enough to prove that any refinement function has a best approximation
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in terms of topology expander. Before that, let us provide some generic
examples and non-examples of topology expanders.

Example 7.3.1. Let (X, θ) be a topological space. The constant
map constθ : τ 7→ θ is a topology expander if and only if θ is Noeth-
erian.

Proof. The constant map is always monotone for the pointwise order-
ing. Let τ be a Noetherian topology satisfying τ ⊆ θ, and H ∈ H(τ).
Then, constθ(τ)↓H = θ↓H = constθ(τ↓H)↓H. As a consequence, the
only property left to check for constθ to be a topology expander is that
constθ(τ) is Noetherian whenever τ is. This holds if and only if θ is
itself Noetherian, because there exists at least one Noetherian topology
over X (τtriv). ■

In particular, this proves that topology expanders are enough to re-
cover any Noetherian topology over a set X.

Remark 7.3.2. Let (X, θ) be a topological space. Then, θ is Noeth-
erian if and only if it is the least fixed point of a topology expander.

Proof. It suffices to consider θ = lfpτ. constθ(τ) which is a topology
expander thanks to Example 7.3.1. ■

While Remark 7.3.2 is a kind of completeness result, it is not satisfact-
ory in the sense that it does not help one to construct a Noetherian
topology on a given set. Let us now turn our attention to a more prac-
tical question. As we saw in Corollary 7.2.7, refinement functions can
have least fixed points that are not Noetherian topologies. The ques-
tion is the following: given a refinement function R , does there exist a
best approximation of R via topology expanders?

Let us write JA → BKmon to denote the set of monotone functions
from a quasi-order (A,≤A) to another quasi-order (B,≤B), and for
two functions f, g ∈ JA → BKmon, we say that f is pointwise below g,
written f ≤pt g, whenever for all x ∈ A, f(x) ≤B g(x).

Fact 7.3.3. Let (A,≤A) be a quasi-order and (B,≤B) be a complete
lattice. Then (JA→ BKmon,≤pt) is a complete lattice, where infima
are computed pointwise, i.e., (infi∈I f)(x)

def
= infi∈I f(x).

Recall that Top(X) is a complete lattice and NTop(X) is a downwards
closed subset of Top(X) for inclusion. This is immediately lifted to
functions.

Remark 7.3.4. The set of refinement functions is a downwards
closed subset of JTop(X) → Top(X)Kmon.

Let us fix a set X. The collection of topologies over X is itself a set,
and forms a complete lattice for inclusion.
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Definition 7.3.5. Let X be a set. Let us write JTop(X) → Top(X)Ksub
mon

for the set of functions f ∈ JTop(X) → Top(X)Kmon such that
f = constτdisc , or f is a topology expander.

Lemma 7.3.6. Let X be a set. Then, JTop(X) → Top(X)Ksub
mon is a

complete lattice where infima are computed pointwise.

Proof. Let (fi)i∈I be a family of functions in JTop(X) → Top(X)Ksub
mon.

Let us construct an infimum to this family. Assume without loss of
generality that for all i ∈ I, fi 6= constτdisc , which does not change the
infimum. In particular, fi is a topology expander for all i ∈ I.

If I is empty, then constτdisc is the infimum (and is computed pointwise).
If I is non-empty, then let us write f : τ 7→

⋂
i∈I fi(τ). Notice that f

is monotone. Because I is non-empty, there exists i ∈ I such that
f ≤pt fi, hence f is a refinement function thanks to Remark 7.3.4. Let
τ be a Noetherian topology such that τ ⊆ f(τ), and H be a closed
subset of τ. For all i ∈ I, τ ⊆ f(τ) ⊆ fi(τ); moreover, because fi is
a topology expander, fi(τ)↓H ⊆ fi(τ↓H)↓H. We conclude that f is a
topology expander as follows:

f(τ)↓H =

(⋂
i∈I

fi(τ)

)
↓H

=
⋂
i∈I

(fi(τ)↓H)

⊆
⋂
i∈I

(fi(τ↓H)↓H)

= f(τ↓H)↓H ■

Corollary 7.3.7. Let X be a set, and R be a refinement function
over X. There exists a largest topology expander ER below R for the
pointwise ordering.

Proof. Let f be the supremum of { g ∈ JTop(X) → Top(X)Ksub
mon : g ≤pt

R }, which exists thanks to Lemma 7.3.6. It is an easy check that
f ≤pt R , hence f is a refinement function because of Remark 7.3.4.
We have two cases, either f = constτdisc , in which case f(τtriv) =

constτdisc(τtriv) = τdisc Noetherian, and f is a topology expander thanks
to Example 7.3.1; or f is a topology expander by Definition 7.3.5. ■

Note that Corollary 7.3.7 is not constructive, and we have not managed
to provide an explicit description of this “largest approximation.” Re-
call that over finite words the “natural” refinement function Rpref was
not a topology expander, and an ad-hoc topology expander Ewords was
desigend to recover the subword topology (that is Noetherian). The
following example shows that one cannot obtain Ewords as the largest
approximation of Rpref.
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17: The subtraction is defined as
the identity on limit ordinals, and
the predecessor on successor ordinals.
It is needed because the stature of
(N,Alex(≤)) is expected to be ω, but
h(H(Alex(≤))) = ω + 1 because of
the presence of the entire space N as
a closed subset.

[50]: Goubault-Larrecq and La-
boureix (2023), ‘Statures and
Sobrification Ranks of Noetherian
Spaces’

Example 7.3.8. Let Σ def
= {a, b} be a finite alphabet. Then, Eτdisc

words 6≤pt
Rpref. In particular, Eτdisc

words 6≤pt ERpref . Therefore, Eτdisc
words is not the

largest approximation of Rpref.

7.4. Discussion

What About Ordinal Invariants? Let us now briefly explain that
Theorem 7.2.33 does not provide any information about the ordinal
invariants associated with the space, mainly due to its non-constructive
nature. For that, let us first recall that one can associate an ordinal
invariant with each Noetherian spaces, similarly to what is done for
well-quasi-orderings. This ordinal invariant is called the stature of a
Noetherian space (X, τ), and is defined by ‖(X, τ)‖ def

= h(H(τ))− 117.

The stature provides a fined grained control over the “complexity” of
the Noetherian space at hand. It is tempting to refine the result of
Theorem 7.2.33 under the assumption that the effect of the topology
expander E on the stature of the topologies is controlled. Let us show
that the naïve construction that first comes to mind cannot be ap-
plied.

Example 7.4.1. Let X = Σ⋆ where Σ is a two letter alphabet with
the discrete topology τdisc. Then, ‖lfpτ.Ewords(τ)‖ = ‖Ewords

ω(τtriv)‖ =

ωω, but ωω 6≤ supn<ω ‖Ewords
n(τtriv)‖ = ω.

Proof. We have proven that the subword topology is exactly the least
fixed point of Ewords and is obtained after ω iterations. Moreover, it
is known from [50, Theorem 12.22] that the stature of the subword
topology over a two letter alphabet is exactly ωω. Notice that if τ

is finite, then Ewords(τ) is finite too. As a consequence, the stature
‖Ewords

n(τtriv)‖ is finite for all n ∈ N. ■

The main problem identified by Example 7.4.1 is that even though
every closed set H in the subword topology eventually appears in some
Ewords

n(τtriv) where n ∈ N, decreasing sequences of such sets might go
arbitrarily “up and down.” This was already encountered when dealing
with topological bad sequences of open subsets (Ui)i∈N, where the min-
imality allowed us to control the evolution of the parameter n (written
depth(Ui)).

One possible direction to overcome this difficulty would be to follow the
usual techniques to prove upper bounds on the stature of Noetherian
spaces, namely, the detour through the sobrification of the space [50].
Let us remark that a generic upper bound would implicitly reprove
Theorem 7.2.33.
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Beware that in Lemma 7.4.3, it is
not true that a subset is irreducible
closed in the limit topology if and
only if it is irreducible closed in some
step. Consider for instance a No-
etherian topology θ that is Noeth-
erian and where X is not irreducible
closed. Then, constθ is a topology ex-
pander, X is an irreducible closed sub-
set of τtriv, but X is not an irreducible
closed subset of lfpτ. constθ(τ) = θ.

Towards Effective Representations. In order to use Noetherian spaces
in practical verification algorithms, one needs to be able to “effectively”
represent those spaces. As a consequence, it is a natural to ask whether
Theorem 7.2.33 can be adapted to provide an effective description un-
der reasonable assumptions. First, let us recall the definition of an
effective representation for a Noetherian space.

Definition 7.4.2 S-representation [34, Definition 4.1]. Let (X, τ) be
a topological space. An S-representation of (X, τ) is a tuple (S, J·K,⊴
, s⃗,u) where

▶ S is a recursively enumerable set;
▶ J·K : S ↠ S(X);
▶ ⊴ is a decidable relation such that for all a, b ∈ S, a ⊴ b ⇐⇒JaK ⊆ JbK;
▶ s⃗ is a finite subset of S such that X =

⋃
a∈s⃗JaK;

▶ u : S × S → Pfin(S) is a computable function such that for all
a, b ∈ S, JaK ∩ JbK = ⋃c∈a⊓bJcK.

Notice that the effective representations rely on the characterisation
of the irreducible closed subsets of the topological space. As topology
expanders are better suited do deal with open subsets, let us briefly
demonstrate how Theorem 7.2.33 gives us a coarse control on the irre-
ducible closed subsets of a limit topology.

Lemma 7.4.3. Let E be a topology expander over a set X, and α be
a limit ordinal. A subset H of X is irreducible closed in Eα(τtriv) if
and only if there exists β < α such that for all β ≤ γ < α, H is an
irreducible closed subset of Eγ(τtriv).

Proof. Because the topology Eα(τtriv) is Noetherian and generated by⋃
β<α Eβ(τtriv) (the latter being closed under finite intersections), we

know that Eα(τtriv) =
⋃
β<α Eβ(τtriv).

Let H be an irreducible closed subset of Eα(τtriv). In particular, there
exists β < α such that H is a closed subset of Eβ(τtriv). It is immediate
from the monotonicity of (Eγ(τtriv))γ<α that H is a closed subset of
Eγ(τtriv) for all β ≤ γ < α. Assume for contradiction thatH is reducible
in Eγ(τtriv) for some β ≤ γ < α. Because Eγ(τtriv) ⊆ Eα(τtriv), we
conclude that H is reducible in Eα(τtriv) which is absurd.

Conversely, assume that there exists β < α such that for all β ≤ γ < α,
H is a closed subset of Eγ(τtriv) that is irreducible. Let U1, U2 be two
open subsets of Eα(τtriv) that intersect H. There exists γ1, γ2 < α

such that U1 ∈ Eγ1(τtriv), and U2 ∈ Eγ2(τtriv). Because the sequence
(Eγ(τtriv))γ<α is monotone, we conclude that there exists γ < α such
that

▶ γ1  ≤ γ,
▶ γ2 ≤ γ,
▶ β ≤ γ,
▶ U1, U2 ∈ Eγ(τtriv).
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Because H is irreducible in Eγ(τtriv), H ∩U1∩U2 6= ∅. We have proven
that H is irreducible in Eα(τtriv), ■

In order to build an effective representation of a limit topology, we
would like to add an “effectiveness” condition to the topology expander.
It should work directly on effective representations, but should also
allow us to convert closed sets between the input representation and
the output representation.

Definition 7.4.4. Let E be a topology expander over a set X. We
say that E is an effective topology expander if there exists a comput-
able map SE such that sends an S-effective representation (S, J·K,⊴
, s⃗,u) of a Noetherian topology τ, to an S-effective representation
(S′, J·K′,⊴′, s⃗′,u′) of the topology E(τ), and a computable map S̄E : S →
Pfin(S′) such that for every code c ∈ S,

⋃
c′∈SE(c)Jc′K′ = JcK.

Lemma 7.4.5. Let E be an effective topology expander over a set X.
Assume moreover that S(τ) ⊆ S(E(τ)) for all Noetherian topologies τ
that satisfy τ ⊆ E(τ). Then, Eω(τtriv) has an effective representation.

Proof. It is an easy check that the trivial topology has an effective
representation, which we will call (S0, J·K0,⊴0, s⃗0,u0). Let us write, for
every n ∈ N, (Sn+1, J·Kn+1,⊴n+1, s⃗n+1,un+1) as the image of (Sn, J·Kn,⊴n
, s⃗n,un) through SE. Because of the extra assumption over E, the rep-
resentation map S̄E : Sn → Pfin(Sn+1) is actually a map from S to Sn,
for every n ∈ N. Let us now define the representation of the limit as
follows:

▶ S def
=
∑
i∈N Si;

▶ J·K : S ↠ S(X) that maps (i, a) where a ∈ Si to JaKi;
▶ (i, a) ⊴ (j, b) ∈ S if and only if S̄Ei

′

(a) ⊴max(i,j) S̄Ej
′

(b), where
i′

def
= max(i, j)− i and j′

def
= max(i, j)− j;

▶ s⃗ = { (0, c) : c ∈ s⃗0 };
▶ (i, a) u (j, b) is defined as S̄Ei

′

(a) umax(i,j) S̄Ej
′

(b), where i′
def
=

max(i, j)− i and j′
def
= max(i, j)− j.

It is a routine check that the functions defined are computable. The
only real thing to check is that J·K is a surjective map from S to
S(Eω(τtriv)). This follows from the extra assumption of E, together with
the characterisation of irreducible closed subsets that was obtained in
Lemma 7.4.3. ■

It remains for us to show that the extra assumption that irreducible
closed subsets remain irreducible after applying E is reasonable. How-
ever, this is not an easy task. For instance, if (X, τ) is a Noetherian
space that is not irreducible, then constτ is a topology expander, but
S(τtriv) 6⊆ S(constτ(τtriv)) because X 6∈ S(τ).

We know for a fact that this does not happen in the case of finite
words, where irreducible closed subsets are well-understood, but we
were unable to prove the following conjecture about Eθ

words:
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18: Which is discussed in Section 6.2
and particularly via Lemma 6.2.1 on
page 146.

19: Beware that the “telescope topo-
logy” is called the “prefix topology”
in the exercise, which is not consist-
ent with the definitions used in this
document.

Conjecture 7.4.6 (Effective word expander). Let (X, θ) be a Noeth-
erian space. Then, Eθ

words is a topology expander over X⋆ such that
S(τ) ⊆ S(Eθ

words(τ)) for all τ ∈ Top(X⋆) satisfying τ ⊆ Eθ
words(τ).

Inductive Constructions? Because of the connection between lpps
and Noetherian spaces,18 one might think that the techniques intro-
duced to prove Theorem 7.2.33 could be transported, by carefully
handling the Boolean subalgebra of definable subsets. However, the
very notion of topological minimal bad sequence ceases to make sense
in the realm of lpps: one has to first chose an definable open subset,
and then a sequence that is a covering of this subset. In particular, the
analogue of Lemma 7.2.24 cannot be proven.

Furthermore, if one considers the topology and the Boolean subalgebra
of definable subsets independently, analogues of Theorem 7.2.33 trivial-
ise. Let us assume that a fixed point theorem exists akin to the one for
Noetherian topologies. Let 〈〈X, τ,B〉〉 be such a least fixed point, then
one can build the space 〈〈X, τtriv,P(B)〉〉 that is a lpps, the least fixed
point above this set should also be lpps by the same least fixed point
argument, however it would also be Noetherian. As a consequence, the
original space was also Noetherian, and one could already prove this
fact using Theorem 7.2.33.

The Telescope Topology. There exists a largest topology expander
under any refinement function (see Corollary 7.3.7). However, this non-
constructive argument does not provide a description of the topology
expander corresponding to Rpref. We conjecture that its least fixed
point is connected to the “telescope topology” introduced in [45, Ex-
ercise 9.7.36].19 This would demonstrate how Corollary 7.3.7 can be
leveraged to construct non-trivial “best effort” Noetherian topologies
for free.

Definition 7.4.7. Let (Σ, θ) be a Noetherian space. We define
Eθ

tel(τ) over Σ⋆ as the topology generated by the closed subsets { ε }∪
HH ′ where H is a closed subset of θ and H ′ is a closed subset of τ
satisfying H ′ = ↓≤sufH

′.

Conjecture 7.4.8 (Telescope Topology). Let θ be a topology. Then,
Eθ

tel ≤pt Rpref, Eθ
tel is a topology expander, and the least fixed point

of Eθ
tel is the “telescope topology” introduced in [45, Exercise 9.7.36].

Open Questions. Let us conclude with a conjecture that generalises
Example 7.3.1 to non-constant functions. Notice that Theorem 7.2.33
proves that Item 2 implies Item 1 in Conjecture 7.4.9.

Conjecture 7.4.9 (Completeness of topology expanders). Let R
be a refinement function over a set X. The following are equivalent:
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1. For all Noetherian topology τ, for all ordinal α, R α(τ) is No-
etherian;

2. There exists a smallest topology expander E above R .
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Outline of the chapter

In this chapter, we will leverage the master Theorem 7.2.33 from
Chapter 7 (Topology expanders and Noetherian Topologies) to con-
struct families of Noetherian spaces.

Goals of the chapter

At the end of the chapter, I hope you will be convinced that most
of the previously known Noetherian topologies can be recovered
through Theorem 7.2.33. Furthermore, we will have shown how the
simplicity of the theorem allows us to use it in a categorical frame-
work describing inductive datatypes, and obtain a generic Noeth-
erian topology for those inductive datatypes, that correctly gener-
alises what was known in the case of well-quasi-orderings.

Genesis. It is a thing to define a Noetherian topology inductively, but
it is another to justify that “it is the right one.” While a least-fixed-
point definition is arguably simpler to defend, the next step was to
prove that, when starting from an Alexandroff topology (i.e., starting
from a well-quasi-order), the construction coincides with the “usual
preorders.” It turns out that inductive constructions in the case of
well-quasi-orderings had already been studied since 2002 [58], through
a completely different approach. This point of reference allowed us to
state a correctness property in Theorem 8.2.33.

Contributions In Section 8.1, we demonstrate how one recovers pre-
viously known topologies as least-fixed-points, through a simple meth-
odology. This pattern is then generalised to (suitably defined) induct-
ive construction in Section 8.2 where the most important definition is
the one of divisibility expander1. We then prove that the divisibility
expander correctly generalises the picture in well-quasi-orderings via
Theorem 8.2.33 of Subsection 8.2.2.

8.1. Applications

We now briefly explore topologies that can be proven to be Noetherian
using Theorem 7.2.33. It should not be surprising that both the topo-
logical Higman lemma and the topological Kruskal theorem fit in the
framework of topology expanders, as both were already proven using a
minimal bad sequence argument. However, we will proceed to extend
the use of topology expander to spaces for which the original proof did
not use a minimal bad sequence argument, and illustrate how they can
easily be used to define new Noetherian topologies.



208 8. Inductive Constructions

[45]: Goubault-Larrecq (2013), Non-
Hausdorff Topology and Domain
Theory

2: That is, t′ ≤t-suf t.

Recall that we write u ≤w v when
u is a scattered subword of v, and
t ≤t t′ when t embeds in t′ as a tree
(see page 158).

8.1.1. Finite Words and Trees

Finite words. As a first example, we recover the topological Higman
lemma [45, Theorem 9.7.33] because the subword topology is the least
fixed point of Eθwords, which is a topology expander (see Lemma 7.2.9
and Corollary 7.2.15).

Finite trees. It does not require much effort to generalise this proof
scheme to the case of the topological Kruskal theorem [45, Theorem
9.7.46], the topological analogue of Kruskal’s Tree Theorem. Before
introducing this construction, let us use (as for the words) a shorthand
notation for some specific set of trees.

Let U be a subset of Σ, and V be a subset of T(Σ)⋆. Let us define
�U〈V 〉 to be the set of trees t such that there exists a subtree2 t′ of
t with a root labelled by an element of U , and whose list of children
belong to V .

As for the subword topology, the definition is ad-hoc but correctly
generalises the tree embedding relation because the tree topology of
Alex(≤) is the Alexandroff topology of ≤t, for every ordering well-quasi
ordering ≤ over Σ [45, Exercise 9.7.48].

Definition 8.1.1 [45, Definition 9.7.39]. Let (Σ, θ) be a topological
space, and T(Σ) be the space of finite trees over Σ. The tree to-
pology θtree is defined by induction as the coarsest topology such
that �U〈V 〉 is open whenever U ∈ θ, and V is an open set of
((T(Σ), θtree)⋆, θtree⋆,t).

Theorem 8.1.2 [45, Theorem 9.7.46]. Let (Σ, θ) be a topological
space. Then, (T(Σ), θtree) is Noetherian if and only if (Σ, θ) is No-
etherian.

This is the topological Kruskal theorem.

The inductive nature of Definition 8.1.1 naturally leads to a corres-
ponding topology expander.

Definition 8.1.3. Let (Σ, θ) be a topological space. Let Eθ
trees be the

function that maps a topology τ to the topology generated by the sets
�U〈V 〉, for U ∈ θ and V ∈ τ⋆,t.

The proof of the following lemma is roughly the same as the corres-
ponding ones for the subword topology, see Lemmas 7.2.9 and 7.2.10
and Corollary 7.2.15.

Lemma 8.1.4. The tree topology is the least fixed point of Eθ
trees,

which is a topology expander.
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3: We start with this “first infin-
ite case” both for historical reasons
– ω + 1 was handled in [47] while the
general construction only appeared
in [49] – and because there are deep
connection between this space and
the sobrification of finite words.

Proof. The fact that Eθ
trees is a refinement function whose least fixed

point is the tree topology is left as an exercise. The main technical
point is to check that it is a topology expander.

Notice that the sets �U〈[V1, . . . , Vn]〉, where U ranges over θ, n ranges
over N, and Vi ranges over τ for 1 ≤ i ≤ n, form a subbasis of the
topology Eθ

trees(τ). Indeed, the map f : V 7→ �U〈V 〉 satisfies f(V1 ∪
V2) = f(V1) ∪ f(V2), and the open subsets [V1, . . . , Vn] form a basis of
the subword topology over T(Σ)⋆.

Thanks to Lemma 7.2.19, proving that Eθ
trees is a topology expander

amounts to the following property: for every Noetherian topology τ

satisfying τ ⊆ Eθ
trees(τ), for every closed subset H of τ, for every

open subset �U〈[V1, . . . , Vn]〉 in Eθ
trees(τ), H ∩ �U〈[V1, . . . , Vn]〉 = H ∩

�U〈[V1 ∩H, . . . , Vn ∩H]〉.

Notice that in this last equality, one inclusion is always true: H ∩
�U〈[V1, . . . , Vn]〉 ⊇ H ∩ �U〈[V1 ∩H, . . . , Vn ∩H]〉.

For the converse inclusion, remark that if H is a closed subset of
Eθ

trees(τ), then it is downwards closed for ≤t. In particular, H is closed
under taking subtrees. Let t be a tree in H∩�U〈[V1, . . . , Vn]〉. There ex-
ists a subtree t′ of t, whose root belongs to U an list of children belong
to [V1, . . . , Vn]. Now, every child of t′ is a subtree of t, hence belongs to
H. As a consequence, t belongs to H ∩ �U〈[V1 ∩H, . . . , Vn ∩H]〉. ■

Corollary 8.1.5. Let (Σ, θ) be a Noetherian space.

Then, (T(Σ), θtree) is a Noetherian space.

8.1.2. Ordinal Datatypes

Let us now demonstrate how Theorem 7.2.33 can be applied to spaces
which are proved to be Noetherian without using a minimal bad se-
quence argument. This will also be the occasion to go beyond the
world of well-quasi-orderings: we will define constructors that create
non well-quasi-ordered spaces even when applied to some finite sets.

Ordinal words. For that, let us consider the set Σ<α of words of
ordinal length less than α, where α is a fixed ordinal. The mapping
based definition of ≤w (Definition 6.3.22) naturally generalises to or-
dinal length words, but is in general not a well quasi order. As a con-
sequence, this space will also provide an example of a topological min-
imal bad sequence argument that has no counterpart in the realm of
well-quasi-orders.

Let us start 3 with α = ω + 1, in which case Σ<α = Σ⋆ ] Σω. Let us
recover a Noetherian topology. In this case, we adapt Definition 6.3.26
to talk about infinite periodic behaviours. To that end, let us write
[U1, . . . , Un|U∞] a shorthand notation for the set

Σ∗U1Σ
∗ . . .Σ∗Un(Σ

∗U∞Σ∗)ω .
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4: To be completely precise, one
leverages Lemma 7.2.19, stating that
expanders need only be checked on a
subbasis of the topologies.

Definition 8.1.6 [47, Definition 5.1]. Let (Σ, θ) be a topological
space. The asymptotic subword topology θ≤ω is defined as the coarsest
topology containing the following open subsets: [U1, . . . , Un|U∞] where
n ∈ N, Ui ∈ θ for 1 ≤ i ≤ n, and U∞ ∈ θ.

Definition 8.1.7. Let (Σ, θ) be a Noetherian space. We define the
asymptotic subword expander Eθ

i-words as mapping a topology τ to
the topology generated by the following sets:

▶ ↑≤w UV for U, V ∈ τ;
▶ ↑≤w [|W ], for W ∈ θ;
▶ ↑≤w W , for W ∈ θ.

As per Lemma 8.1.4, the upcoming lemma follows the same proof
scheme as Lemmas 7.2.9 and 7.2.10 and Corollary 7.2.15.

Lemma 8.1.8. Let (Σ, θ) be a Noetherian space. The asymptotic
subword topology is the least fixed point of Eθ

i-words which is a topology
expander.

Proof. Let us first briefly check that Eθ
i-words is a refinement function.

It is clearly defined in a monotone way. Furthermore, if τ is Noetherian,
then the following topologies are too, for similar reasons as for the case
of Eθ

words:

▶ 〈↑≤w UV : U, V ∈ τ〉topo;
▶ 〈↑≤w [|W ] : W ∈ θ〉topo;
▶ 〈↑≤w W : W ∈ θ〉topo.

Leveraging the fact that the join of Noetherian topologies remains
Noetherian (see Lemma D.6.6), we conclude that Eθ

i-words is Noetherian.

Let us now prove that Eθ
i-words is a topology expander. For that, assume

that τ ⊆ Eθ
i-words(τ) and is Noetherian. Then, closed subsets of τ are

downwards closed for ≤w by construction. As a consequence, if U, V
are open subsets of τ, and H is a closed subset of τ, we have

↑≤wUV ∩H = ↑≤w(U ∩H)(V ∩H) ∩H .

Therefore,4 it is clear that for every closed subset H of τ, the following
inclusion holds:

Eθ
i-words(τ)↓H) ⊆ Eθ

i-words(τ↓H)↓H) .

Furthermore, a simple induction shows that for all n ∈ N, U1, . . . , Un ∈
τ and W ∈ θ, the set [U1, . . . , Un|W ] belongs to Eθ

i-words
n(τtriv).

Finally, the only claim left to address is the fact that the regular
transfinite subword topology is a fixed point of Eθ

i-words. The only tech-
nical element is to notice that the sets [U1, . . . , Un|W ][V1, . . . , Vn|W ′]

and [U1, . . . , Un|W ][V1, . . . , Vn|] are always empty, as the length of the
words they contain is greater than ω. ■
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[49]: Goubault-Larrecq, Halfon and
Lopez (2022), Infinitary Noetherian
Constructions II. Transfinite Words
and the Regular Subword Topology

Remark that if H ⊆ Σ and β ≤ α,
then H<β ⊆ Σ<α and consists of
words of length less than β with all
of their letters in H.

5: We have written w>γ for the
word w where the prefix w≤γ has
been removed.

Corollary 8.1.9. Let (Σ, θ) be a Noetherian space.

Then, (Σ<ω+1, τ≤ωθ) is a Noetherian space.

Let us pause for a moment to appreciate the fact that the original proof
did not use a topological minimal bad sequence argument, but rather a
decomposition of the behaviours into a “finite part” and an “recurrent
part.” The main idea is that given a Noetherian topology over infinite
words, and a word w ∈ Σω, one can build the “recurrent letters” of
a word as a closed subset defined by

⋂
i∈N {wj : j < i }. Because the

topology θ is Noetherian, the decreasing sequence of closed subsets
of the adherence of the letters of suffixes is constant after a given
n0 ∈ N. This provides a way to split words that is compatible with
the asymptotic topology and allows us to reduce it to a product of two
Noetherian spaces (see [47, Section 5] for a full proof).

Let us now shift our attention to general ordinal length words. Again,
the original proof [49] does not use a minimal bad sequence argument,
but directly computes an upper bound on the stature of the topology
to prove that it is Noetherian. As a consequence, the proof is quite
technical and relies on the in-depth study of the possible inclusions
between the subbasic closed sets. For that reason, the topology was
originally given through its closed subsets, and a concrete description
of the open subsets has yet to be given.

Definition 8.1.10 [49]. Let (Σ, θ) be a topological space. The regu-
lar transfinite subword topology, over Σ<α, written θ<α, is the topo-
logy generated by the following closed subsets: H<β1

1 · · ·H<βn
n , for

n ∈ N, Hi closed in θ, βi < α.

Before we define a suitable topology expander, given an ordinal β and
a set U ⊆ Σ<α, let us write [|β|U ] as the set of words w such that
w>γ ∈ U for every 0 ≤ γ < β.5

Definition 8.1.11. Let (Σ, θ) be a topological space, and α be an
ordinal. The function Eθ

o-words maps a topology τ to the topology
generated by the following sets:

▶ ↑≤wUV for U, V ∈ τ;
▶ ↑≤w [|β|U ], for U ∈ τ, β ≤ α;
▶ ↑≤wW , for W ∈ θ.

Let us slowly prove that Eθ
o-words is a topology expander whose least

fixed point contains the regular transfinite subword topology. Note
that the equality is not known to hold, and that no inductive descrip-
tion of the open subsets of the regular transfinite subword topology is
known. The inclusion is sufficient to conclude that the regular transfin-
ite subword topology is Noetherian, this time using a (much shorter)
fixed point argument.

Let us first notice that the new constructor of Eθ
o-words preserves No-

etherian spaces.
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Lemma 8.1.12. Let (Σ, θ) be a Noetherian space, and τ be a No-
etherian topology. Then Eθ

o-words(τ) is Noetherian.

Proof. As a consequence of Lemma 7.2.10, the topology generated by
the sets ↑≤wUV , and ↑≤wW is Noetherian. Thanks to Lemma D.6.6, it
suffices to check that the topology generated by the sets ↑≤w [|β|U ] is
Noetherian to conclude that Eθo-words(τ) is too.

For that, consider a bad sequence [|βi|Ui] of open sets, indexed by N.
Because for every i ∈ N, βi < α+1, we can extract our sequence so that
βi ≤ βj when i ≤ j. The extracted sequence is still bad and infinite.
Because τ is Noetherian, there exists i ∈ N, such that Ui ⊆

⋃
j<i Uj .

Let us now conclude that [|βi|Ui] ⊆
⋃
j<i [|βj |Uj ], which is absurd.

Let w ∈ [|βi|Ui], and assume by contradiction that for all j < i, there
exists a γj < βj ≤ βi such that w>γj 6∈ Uj . Let γ def

= maxj<i γj < βi.
The word w>γ does not belong to Uj for j < i, because Uj is upwards
closed for ≤w. As a consequence, w>γ 6∈

⋃
j<i Uj . However, w>γ ∈ Ui,

which is absurd. ■

It is now an easy check that Eθ
o-words is a topology expander.

Lemma 8.1.13. Let (Σ, θ) be a topological space, and α be an or-
dinal. The map Eθo-words is a topology expander.

Proof. It is clear that Eθo-words is monotone. Moreover, the closed sets
H in Eθo-words(τ) are downwards closed with respect to ≤w. As a con-
sequence, for every closed subset H, (↑≤wUV )∩H = (↑≤w(U ∩H)(V ∩
H)) ∩H, and (↑≤w [|β|U ]) ∩H = (↑≤w [|β|(U ∩H)]) ∩H. To conclude
that Eθo-words is a topology expander, it remains to prove that it pre-
serves Noetherian topologies, but this is exactly Lemma 8.1.12. ■

Lemma 8.1.14. Let (Σ, θ) be a topological space, and α be an or-
dinal. The least fixed point of Eθo-words contains the regular transfinite
subword topology.

Proof. Let us check that every open subset in the regular transfinite
subword topology is open in the least fixed point of Eθ

o-words. We prove
by induction over n that a product F<β1

1 . . . F<βn
n has a complement

that is open. The empty product is the set { ε }, and is the complement
of ↑≤wX, which belongs to the least fixed point of Eθ

o-words.

Assume that P def
= F<βP ′. By induction hypothesis, P ′c is an open

U in the least fixed point topology. Let us prove that P c = A ∪ B,
where A

def
= ↑≤w{ av : a 6∈ F ∧ av ∈ U }, and B

def
= ↑≤w [|β|U ]. To that

end, let us first show that A and B are open in the least fixed point
of Eθo-words. The set B is open because U is open. Let us prove by
induction that whenever U is open and F is closed in θ, the set F ⋊U

defined as ↑≤w{ av : a 6∈ F, av ∈ U } is open. It is easy to check that
F ⋊ (↑≤wW ) = ↑≤w(W ∩ F c) ∪ ↑≤wF

cW . Moreover, F ⋊ (↑≤wUV ) =
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As per ordinal length words, no-
tice that the tree embedding relation
defined on page 158 naturally gener-
alises to ordinal branching trees. Sim-
ilarly, the notation �U〈V 〉 defined on
page 208 also makes sense for ordinal
branching trees.

↑≤w(F ⋊ U)V . Finally, for β ≥ 1, F ⋊ (↑≤w [|β|U ]) = ↑≤wF
c([|β′|U ])

with β′ = β if β is limit, and β′ = γ if β = γ + 1.

Let us now prove that P c ⊆ A ∪ B. Let w 6∈ P and distinguish two
cases.

▶ Either there exists a γ < β such that wγ 6∈ F . In which case
we can assume that γ is the smallest ordinal with this property.
Then, w = w<γwγw>γ . Since γ < β, wγ ∈ F<β , hence w≥γ ∈ U

because w 6∈ P . As a consequence, w ∈ A, since wγw>γ ∈ A, and
wγw>γ ≤w w.

▶ Or wγ ∈ F for every γ < β. However, this proves that w>γ ∈ U

for every γ < β, which means that w ∈ B.

Now, let us prove that A ⊆ P c. Because P is downwards closed for
≤w, it suffices to check that every word av with a 6∈ F and av ∈ U

lies in P c. Assume by contradiction that av ∈ P , then av = u1u2 with
u1 ∈ F<β and u2 ∈ P ′. Because a 6∈ F , this proves that u1 is the empty
word, and that u2 = w ∈ P ′. This is absurd because w ∈ U = (P ′)c.

Finally, let us show that B ⊆ P c. Because P is downwards closed
for ≤w it suffices to check that every word w ∈ [|β|U ] belongs to P c.
Assume by contradiction that such a word w is in P . One can write
w = uv with u ∈ F<β and v ∈ P ′. However, |u| = γ < β, hence,
v = w>γ ∈ U = (P ′)c which is absurd.

We have proven that P c is open. ■

Corollary 8.1.15. Let (Σ, θ) be a Noetherian space.

Then, the space (Σ<α, θ<α) is a Noetherian space.

Remark that Definitions 7.2.8, 8.1.3 and 8.1.11 all follow the same
blueprint: new open sets are built as upward closures for the corres-
ponding quasi-order of the natural constructors associated with the
space. We argue that this blueprint mitigates the canonicity issue and
the complexity of Definitions 6.3.26, 8.1.1 and 8.1.10.

Ordinal branching trees. As an example of a new Noetherian topo-
logy derived using Theorem 7.2.33, we will consider α-branching trees
T<α(Σ), i.e., the least fixed point of the constructor X 7→ Σ × X<α

where α is a given ordinal. This example was not known to be Noeth-
erian, fails to be a well-quasi-order, and illustrates how Theorem 7.2.33
easily applies on inductively defined spaces, based on the “blueprint”
of Definitions 7.2.8, 8.1.3 and 8.1.11.

Definition 8.1.16. Let (Σ, θ) be a Noetherian space, and α be an
ordinal. The transfinite subtree expander Eθ

o-trees maps a topology τ

to the topology generated by the sets �U〈V 〉 where U ∈ θ, V ∈ τ<α.

Definition 8.1.17. Let (Σ, θ) be a Noetherian space, and α be an
ordinal. The transfinite subtree topology over T<α(Σ) is the least
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fixed point of Eθo-trees.

Lemma 8.1.18. Let (Σ, θ) be a Noetherian space, and α be an or-
dinal. The transfinite subtree expander Eθ

o-trees is a topology expander.

Proof. It is clear that Eθ
o-trees is monotone, and a closed set of Eθ

o-trees(τ)

is always closed under subtrees. Therefore, �U〈V 〉∩H = �U〈V ∩H<α〉∩
H. Notice that H<α ∩ V ∈ (τ↓H)<α. As a consequence, V ∩ H ∈
Eθ

o-trees(τ↓H)↓H.

Let us now check that Eθ
o-trees preserves Noetherian topologies. Let

Wi
def
= �Ui〈Vi〉 be a N-indexed sequence of open sets in Eθ

o-trees(τ) where
τ is Noetherian. The product of the topology θ and the regular transfin-
ite subword topology over τ is Noetherian thanks to Lemma D.6.4
and Corollary 8.1.15. Hence, there exists an i ∈ N such that Ui× Vi ⊆⋃
j<i Uj × Vj . As a consequence, Wi ⊆

⋃
j<iWj . We have proven that

Eθ
o-trees(τ) is Noetherian. ■

Theorem 8.1.19. The α-branching trees endowed with the transfin-
ite subtree topology forms a Noetherian space.

At this point, we have proven that the framework of topology ex-
panders allows us to build non-trivial Noetherian spaces. We argue
that this bears several advantages over ad-hoc proofs:

1. the ad-hoc proofs are often tedious and error-prone
2. the proof that E is a topology expander is rather short
3. this proof scheme reduces the canonicity issue of Noetherian to-

pologies to the choice of a suitable topology expander.

8.2. Divisibility Topologies

So far, the process of constructing Noetherian spaces has been the fol-
lowing: first build a set of points, then compute a topology that is
Noetherian as a least fixed point. In the case where the set of points
itself is inductively defined (such as finite words or finite trees), the
second step might seem redundant. By automating the second step, we
provide a satisfactory answer to the canonicity concerns about Noeth-
erian topologies.

Before studying inductive definition of topological spaces, the notion
of least fixed-point in this setting has to be made precise. To that
purpose, let us now introduce some basic notions of category theory.
In this paper only three categories will appear, the category Set of sets
and functions, the category Top of topological spaces and continuous
maps, and the category Ord of quasi-ordered spaces and monotone
maps. Using this language, a unary constructor G in the algebra of
wqos defines an endofunctor from objects of the category Ord to objects
of the category Ord preserving well-quasi-orderings.
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[62]: Joyal (1986), ‘Foncteurs ana-
lytiques et espèces de structures’

[58]: Hasegawa (2002), ‘Two applica-
tions of analytic functors’

6: The map CWordsΣ defines
a functor by stating that
CWordsΣ(f)(⋆)

def
= ⋆ and

CWordsΣ(f)((a, u)) = (a, f(u))

whenever f : X → Y is a function.

In our study of Noetherian spaces (resp. well-quasi-orderings), we will
often see constructors G′ as first building a new set of structures, and
then adapting the topology (resp. ordering) to this new set. In cat-
egorical terms, we are interested in endofunctors G′ that are U-lifts of
endofunctors on Set, where U is the forgetful functor from Top (resp.
Ord) to Set.

8.2.1. Handling Inductively Defined Datatypes

We are going to work in a framework where the space of interest (words,
trees, etc.) is the solution to a least fixed point equation. Recall that
both finite trees and finite words can be obtained as least fixed points
(see Fact 7.0.1 and Fact 7.0.2).

We are not only interested in the set of points of the least fixed point,
but in the topology/order that one can define over this least fixed point
so that it is Noetherian/wqo. In the combined proof of Kruskal’s tree
theorem and Higman’s lemma (Theorem 7.1.5), we leveraged a notion
of “substructure” ordering (suffixes, structural subtrees). Similarly, in
the examples developed in Section 8.1, we defined our refinement func-
tions using upward closures for well-chosen orderings, that allowed us
to prove that they were actually topology expanders. Most of this sec-
tion is devoted to a uniform definition of a “substructure” ordering
over inductively defined datatype.

One possible way to design a notion of “substructure” over an induct-
ively defined datatype is to consider type constructors that are ana-
lytic functors. These are endofunctors of Set with additional proper-
ties that where introduced by Joyal to study “combinatorial classes
of structures” in [62]. This notion of analytic functor was then used
by Hasegawa to define a divisibility preorder over inductively defined
datatypes, and prove that the latter is a well-quasi-order under mild
assumptions [58, Theorem 2.10]. We formally introduce the construc-
tions of Hasegawa in the upcoming Subsection 8.2.2. For now, we are
interested in leveraging analytic functors to design Noetherian topolo-
gies over spaces defined as least fixed points. To that end, we will first
define what an analytic functor is.

Instead of using the classical definition of analytic functors given by
Joyal, we will take as definition an equivalent characterisation of ana-
lytic functors that was given by Hasegawa in [58].

Theorem 8.2.1 [58, Theorem 1.6]. An endofunctor G of Set is an
analytic functor whenever its category of elements Elt(G) has the
weak normal form property, and for every weak normal form f ∈
Hom((X,x), (Y, y)) in Elt(G)/(Y, y), X is a finite set.

Let us now explain the terms employed in Theorem 8.2.1 in the specific
setting of the inductive definition of finite words using CWordsΣ : X 7→
1+Σ×X (see Fact 7.0.1).6 An element w of CWordsΣ(X) is either the
unique element ⋆ of 1, or a pair (a, u) with a ∈ Σ and u ∈ X. As a con-
sequence, the same word w is also an element of CWordsΣ({u }), and
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7: The definition below only works
on Set: we use the notion of mem-
bership, and explicitly require that
morphisms are maps.

even an element of CWordsΣ(∅) if w = ⋆. The idea of the category of ele-
ments and the notion of weak normal form is to extract, for an element
w ∈ CWordsΣ(X), a “minimal” set X′ such that w ∈ CWordsΣ(X′).
The objects of interest for us are therefore pairs (X, w) such that
w ∈ CWordsΣ(X), which forms what is known as the category of ele-
ments.7

Definition 8.2.2. Given G an endofunctor of Set, the category of
elements Elt(G) has as objects pairs (X,x) with x ∈ G(X), and as
morphisms between (X,x) and (Y, y) maps c : X → Y such that
G(c)(x) = y.

Intuitively, an element (X,x) in Elt(G) is a witness that x can be pro-
duced through G by using elements of X. Morphisms in the category of
elements are witnessing how relations between elements of G(X) and
G(Y ) arise from relations between X and Y .

The “weak normal forms” that are yet to be defined are morphisms f
in the slice category Elt(G)/(Y, y), which we define hereafter.

Definition 8.2.3. Given an object A in a category C, the slice cat-
egory C/A is the category whose objects are elements of Hom(B,A)

when B ranges over objects of C and morphisms between c1 ∈
Hom(B1, A) and c2 ∈ Hom(B2, A) are morphisms f ∈ Hom(B1, B2)

such that c2 ◦ f = c1.

Let us unfold the definition in the specific case of Elt(G) hereafter to
gain intuition about the objects and morphisms in this category.

Fact 8.2.4. Let G be an endofunctor of Set, and (Y, y) be an object
of Elt(G), that is, y ∈ G(Y ).

The objects of the slice category Elt(G)/(Y, y) are morphisms c ∈
Hom((X,x), (Y, y)), that is, maps c : X → Y such that G(c)(x) = y.

The morphisms f between two objects c1 ∈ Hom((X,x), (Y, y)) and
c2 ∈ Hom((X ′, x′), (Y, y)) of the slice category Elt(G)/(Y, y) are
maps f : X → X ′ that satisfy the following equations: c1 = c2 ◦ f ,
and G(f)(x) = x′.

The slice category is used to abstract away the concrete representation
of the elements in Elt(G). Concretely, for CWordsΣ, an element of the
slice category Elt(CWordsΣ)/(Y, y), where y ∈ CWordsΣ(Y ) is taken
to be different from ⋆ (i.e., y = (a, y′) for some a ∈ Σ and y′ ∈ Y ) is
given by the following data

▶ A set X and an element x ∈ CWordsΣ(X),
▶ A function c : X → Y such that CWordsΣ(c)(x) = y = (a, y′).

In particular, we obtain that x must be different from ⋆, and
therefore x = (b, x′) for some b ∈ Σ and x′ ∈ X. From this, we
conclude that CWordsΣ(c)(x) = (b, c(x′)), thus that a = b and
c(x) = y′.
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We write Aut(X) for the collection of
automorphisms of X, that is, of maps
f ∈ Hom(X,X) such that there ex-
ists g ∈ Hom(X,X) that satisfies
g ◦ f = f ◦ g = IdX . In the case of
Set, these are real bijections.

From the above reasoning, we conclude that an element of the slice
category (in the case of y 6= ⋆) is “essentially” a set X, a point x′ ∈
X, and a map c : X → Y such that c(x′) = y′. Note that there are
absolutely no constraints on what c should be doing for elements in
X \ {x′ }.

Let us now argue how this abstracts the pair y = (a, y′). We can
represent it as an element of the slice category as follows: X def

= { y′ }
and c : y′ 7→ y′, but also as the following simple set: X def

= 1, and
c : ⋆ 7→ y′. The actual “content” of y′ is hidden in the definition of the
map c.

The example of CTreesΣ (associated with finite trees) is better suited
to explain the pertinence of this notion than CWordsΣ. An element
y ∈ CTreesΣ(Y ) is a pair (a, y1 · · · yn) with a ∈ Σ and yi ∈ X for every
1 ≤ i ≤ n. One can construct the set Y def

= { y1, . . . , yn } and notice that
y ∈ CTreesΣ(Y ). To reason about the way that t is constructed, the
actual values of y1, . . . , yn are not relevant, and we can abstract Y as
X

def
= { 1, . . . , |Y | }. Now, the tree y = (a, y1 · · · yn) can be represented

in CTreesΣ(X) by choosing a bijective map f : X → Y , and defin-
ing x

def
= (a, f−1(y1) · · · f−1(yn)). Remark that any choice of bijective

function f : X → Y leads to a map from CTreesΣ(X) to CTreesΣ(Y ),
but only one actually maps xi to yi. What we are noticing, is that
the slice category allows us to retain from the construction of words
and trees the “combinatorial information:” what element were actu-
ally used, where those elements were used, but without considering
the actual values of the elements.

In order to build the “minimal” object in the slice category, we see that
in the case of trees we have to reason “up to permutations,” which is
precisely what the notion of transitive object is made for.

Definition 8.2.5. A transitive object in a category C is an object
X satisfying the following two conditions for every object A of C:

1. the collection Hom(X,A) in C is non-empty;
2. the right action of Aut(X) on Hom(X,A) by composition is

transitive, that is, for all f, g ∈ Hom(X,A), there exists a
h ∈ Aut(X), such that f ◦ h = g.

The intuition behind Definition 8.2.5 is that the transitive object X
represents something that appears inside every object of the category
up to permutations. Concretely, for every object A ∈ C, there is a map
f ∈ Hom(X,A), and for any other map g ∈ Hom(X,A), there exists a
“permutation” σ ∈ Aut(X), such that g ◦ σ = f .

To witness the way permutations may appear, the example of CTreesΣ
is not ideal because of the uniqueness property of the morphism f ∈
Hom(X,A) (see the paragraph before the definition of a transitive
object): the automorphism group is trivial.

Instead, one can work with the finite multiset functor, that maps a set
X to the collection of its finite multisets (with the natural definition on
morphisms). For this functor, a transitive object in the slice category
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of an object (N, {| 1, 1, 1, 3, 2 |}) is the morphism

c ∈ Hom(({ a, b, c, d, e }, {| a, b, c, d, e |}), (N, {| 1, 1, 1, 3, 2 |})) ,

such that a 7→ 1, b 7→ 1, c 7→ 1, d 7→ 3, e 7→ 2. Indeed, given

d ∈ Hom((Z,MZ), (N, {| 1, 1, 1, 3, 2 |})) ,

we can define f : { a, b, c, d, e } → Z by selecting, inside MZ the ele-
ments that are mapped to 1 (there are exactly 3 of them) and choos-
ing a bijection between those and { a, b, c }, selecting the elements
that map to 3 (there is exactly one element in MZ that maps to
3) and map d to this element, and proceeding similarly for 2. While
there was a single possibility to define f with respect to d and e (we
must find an element that maps to 3 or 2 and belongs to MZ), we
can choose any bijection between { a, b, c } and the three elements of
MZ that map to 1 through d. More precisely, any morphism f ′ ∈
Hom(({ a, b, c, d, e }, {| a, b, c, d, e |}), (Z,MZ)) such that d ◦ f = c must
coincide with f on d and e, and only permutes the image of f over
a, b, c, which is precisely the definition of a transitive object.

Definition 8.2.6. A weak normal form of an object A in a category
C is a transitive object in C/A.

We now have all the necessary definitions to introduce the last un-
defined term of Theorem 8.2.1.

Definition 8.2.7. A category C has the weak normal form property
whenever every object A has a weak normal form.

Let us now formally prove that CWordsΣ is an analytic functor, which
should help the reader to digest the above definitions.

Example 8.2.8. Let Σ be a set. The Set-endofunctor CWordsΣ is
an analytic functor.

Proof. Let (X,w) ∈ Elt(CWordsΣ). By definition of CWordsΣ, either
w = ⋆ (where ⋆ is the unique element of 1) or w = (a, u) with a ∈ Σ

and u ∈ X.

In the first case, let us define ι ∈ Hom((∅, ⋆), (X,w)) via ι(⋆) = ⋆.
It is a morphism in Elt(CWordsΣ) because CWordsΣ(ι)(⋆) = ⋆. As
a consequence, it is an element of Elt(CWordsΣ)/(X,w). Notice that
∅ is finite, and that it suffices for us to prove that ι is a transitive
object to conclude. Let f ∈ Hom((Y, v), (X,w)) be a morphism in
Elt(CWordsΣ). Then f : Y → X, and CWordsΣ(f)(v) = w. In partic-
ular, CWordsΣ(f)(v) = ⋆, hence v = ⋆. Let us define g as the unique
map from ∅ to Y . Then, g satisfies that CWordsΣ(g)(⋆) = ⋆ = v, and
f ◦ g = ι. As a consequence, g is a morphism between ι and f in the
slice category. Furthermore, any other map g′ from ι to f in the slice
category corresponds to a map g′ : ∅ → Y , hence must be equal to g.
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In the second case, let us define ι ∈ Hom(({u }, (a, u)), (X,w)) via
ι(u)

def
= u, which is a morphism because CWordsΣ(ι)((a, u)) = (a, ι(u)) =

(a, u) = w. Notice that {u } is a finite set, and that it suffices to prove
that ι is a transitive object in Elt(CWordsΣ)/(X,w) to conclude. Let
f ∈ Hom((Y, v), (X,w)) be an element of Elt(CWordsΣ)/(X,w). Then,
CWordsΣ(f)(v) = w = (a, u). In particular, v 6= ⋆, and v = (a, u′)

for some u′ ∈ Y . Let us define g : {u } → Y via g(u)
def
= u′. Then,

CWordsΣ(g)((a, u)) = (a, g(u)) = (a, u′) = v, and g is a morphism in
Hom(({u }, (a, u)), (Y, v)). Furthermore, f ◦ g = ι, and therefore g is a
morphism from ι to f in the slice category. Finally, let g′ be another
morphism in Hom(({u }, (a, u)), (Y, v)). Then, CWordsΣ(g′)((a, u)) =
v = (a, u′), and this implies that g′(u) = u′. In particular, we have
proven that g′ = g. ■

In the above example, we saw that the notion of weak normal form (see
Definition 8.2.6) captures the “minimal information needed to build an
object” in the specific case of CWordsΣ. Let us illustrate this fact again
for a more involved Set-endofunctor. For that, recall that there exists
a canonical map letters : Σ⋆ → Pfin(Σ) that maps a word w ∈ Σ⋆ to
the finite set of its letters.

Example 8.2.9. The Set-endofunctor □⋆ : X 7→ X⋆ is an analytic
functor. Moreover, a weak normal form of an element (X,w) in the
category of elements Elt(□⋆) is the morphism

ι ∈ Hom((letters (w), w), (X,w)) ,

where ι(a) def
= a for all a ∈ letters (w).

Example 8.2.10. The Set-endofunctor □<ω+1 : X 7→ X<ω+1 is not
an analytic functor.

Proof. Let e def
= (N, (i)i∈N) be an element in Elt(□<ω+1)). Let f ∈

Hom((S, s), e) be a weak normal form of e, By definition, s ∈ S<ω+1,
f(S) ⊆ N, and f<ω+1(s) = (f(si))i∈N = (i)i∈N. This implies that S is
infinite, hence □<ω+1 is not an analytic functor. ■

For finite words and finite trees, the notions of suffix ordering and
structural subtree ordering where crucial parts of the minimal bad
sequence arguments in Theorems 6.3.24 and 6.3.25. Moreover, they
appear crucially when checking that Eθ

words and Eθ
trees are topology

expanders (see. Corollary 7.2.15 and Lemma 8.1.4).

In order to define this notion of structural embedding in general, let us
first notice that analytic functors come with a definition of “support”:
an element a ∈ F (X) can be seen as being built using finitely many
elements in X. This is the intuitive meaning behind the following formal
proposition/definition.
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(Y, y)

(Z, z) (X,x)

(Y, y)

f
h1

g

h2

f

Figure 8.1.: Since f and g are trans-
itive objects of Elt(F )/(X,x), there
exists functions h1, h2 such that the
above diagram commutes in Elt(F ).

F (X)
def
= Σ×X + 1

supportX((a, b)) = { b }
supportX(1) = ∅

F (X)
def
= Σ×X⋆

supportX((a,w)) = letters (w)

F (X)
def
= T(X)

supportX(t) = nodes (t)

Figure 8.2.: Examples of analytic
functors and their corresponding sup-
port functions.

[58]: Hasegawa (2002), ‘Two applica-
tions of analytic functors’

[67]: Lambek (1968), ‘A Fixpoint
Theorem for complete Categories.’

Definition 8.2.11. Let F be an analytic functor, (X,x) be an
element in Elt(F ) and f ∈ Hom((Y, y), (X,x)) be a weak normal
form of (X,x). We define f(Y ) as the support of x in X, written
supportX(x).

Proof that the above definition does not depend on Y . Let F be an ana-
lytic functor, (X,x) be an element in Elt(F ). Let f be an element of
Hom((Y, y), (X,x)), g be an element of Hom((Z, z), (X,x)), and as-
sume that both f and g are weak normal forms of (X,x) in Elt(F ). Let
us prove that f(Z) = g(Y ).

Since f and g are transitive objects of Elt(F )/(X,x), there exists func-
tions h1, h2 such that the diagram of Figure 8.1 commutes in Elt(F ).

Because f is a transitive object, Hom(f, f) = Aut(f) in Elt(F )/(X,x).
As a consequence, the morphism h1;h2 is an automorphism, and in
particular h2 ◦ h1 is a bijection of Y into itself. Finally,

f(Y ) = f(h2(h1(Y ))) = g(h1(Y )) = g(Z) . ■

We provide the support functions associated with some analytic func-
tors in Figure 8.2, in order to justify the name and intuition about
their definition.

Remark 8.2.12. Let F be an analytic functor, (X,x) be an element
of F . Then, f : supportX(x) → X defined as the identity map is a
morphism in Hom((supportX(x), x), (X,x)) that is a weak normal
form of (X,x).

Remark 8.2.13. Let F be an analytic functor, Y ⊆ X be sets, and
x ∈ F (X). Then, x ∈ F (Y ) if and only if supportX(x) ⊆ Y .

Let us now fix F to be an analytic functor from Set to Set, and let us
consider an initial algebra (µG, δ) where µF is a set, and δ : F (µF ) →
F is a function. Such an initial algebra always exists for analytic func-
tors thanks to [58, Lemma 1.26]. We refer the reader to Definition F.2.3
for a formal definition of the notion of initial algebra, and for the rest
of the section, we will simply use Lambek’s lemma [67] to conclude
that δ is an isomorphism in Set, i.e., that δ is a bijection between µF

and F (µF ). Leveraging our notion of support, we define a structural
ordering on an initial algebra as follows.

Definition 8.2.14. Let G be an analytic functor and let (µG, δ) be
an initial algebra of G. We say that a ∈ µG is a child of b ∈ µG

whenever a = b or a ∈ supportµG(δ−1(b)).

The transitive closure of the child relation is called the substructure
ordering of µG and written v.
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8: Recall that these initial algebras
always exist for analytic functors, see
[58, Lemma 1.26].
[58]: Hasegawa (2002), ‘Two applica-
tions of analytic functors’

Let us check that this abstract definition actually specialises into the
usual suffix ordering and structural subtree ordering when applied to
CWordsΣ and CTreesΣ.

Example 8.2.15. The substructure ordering associated with the
initial algebra (Σ⋆, δ) of CWordsΣ is the suffix ordering. Where δ(⋆)
is defined as ε, and δ((a, u)) is defined as au.

Proof. Referring to Figure 8.2, we know that supportΣ⋆(δ−1(ε)) = ∅,
and supportΣ⋆(δ−1(au)) = {u }. As a consequence, an easy induction
proves that u v w if and only if u ≤suf w. ■

Example 8.2.16. The substructure ordering associated with the
initial algebra (T(Σ), δ) of CTreesΣ is the structural subtree ordering.
Where δ((a, u)) = a(u).

Proof. Referring to Figure 8.2, we know that if t = a(t1, . . . , tn) ∈
T(Σ), then supportT(Σ)(δ

−1(t)) = { t1, . . . , tn }. As a consequence, an
easy induction proves that t v t′ if and only if t ≤t-suf t′. ■

We leverage the notion of substructure ordering to define a suitable
topology expander over initial algebras of analytic functors.8 Note that
this ordering appears implicitly in the construction of [58, Definition
2.7].

Definition 8.2.17. Let Ḡ : Top → Top be a U-lift of an analytic
functor G, and (µF, δ) an initial algebra of G.

Let us define the divisibility expander E[Ḡ]⋄(τ) as the topology gen-
erated by the sets ↑⊑δ(U), where U ranges over the open subsets of
Ḡ(µF, τ) (recall that v was introduced in Definition 8.2.14).

Using this definition of E[Ḡ]⋄, we can uniformly equip the initial algeb-
ras of F with a topology as follows.

Definition 8.2.18. Let Ḡ be a U-lift of an analytic functor G. Let
(µF, δ) be an initial algebra of G, the divisibility topology over µG
with respect to Ḡ is defined as lfpτ .E[Ḡ]⋄(τ).

Recall that a topological embedding is a way of generalising subspaces
with the induced topology by allowing to consider bijections between
the carrier sets. Formally, a map h is an embedding when it is a homeo-
morphism onto its image (see Definition D.3.3). This extra hypothesis
easily entails that the divisibility expander is a refinement function.

Lemma 8.2.19. Let Ḡ : Top → Top be an U-lift of an analytic
functor G, and let (µF, δ) be an initial algebra of G. Moreover,
we suppose that Ḡ preserves topological embeddings. Then, the map
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E[Ḡ]⋄ is a refinement function.

Proof. Let us prove that E[Ḡ]⋄ sends Noetherian topologies to Noeth-
erian topologies. Let τ be a Noetherian topology. Let (↑⊑δ(Ui))i∈N be
a sequence of subbasic open subsets of E[Ḡ]⋄(τ). Because Ḡ(µF, τ) is
a Noetherian space, there exists n0 ∈ N such that

⋃
i≤n0

Ui ⊇
⋃
i∈N Ui.

Now, we conclude that
⋃
i≤n0

δ(Ui) ⊇
⋃
i∈N δ(Ui), which implies that

the desired inclusion holds:
⋃
i≤n0

↑⊑δ(Ui) ⊇
⋃
i∈N ↑⊑δ(Ui).

Let us show that E[Ḡ]⋄ is monotone. Consider τ ⊆ τ ′ two topologies
on µF . Let us write X def

= (µF, τ) and Y
def
= (µF, τ ′). By definition of

the inclusion of topologies, the identity map over µF can be lifted to a
continuous function ι : X → Y in Top. Because Ḡ is a U-lift, UḠ = GU,
we conclude that U(X) = U(Y ) = G(µF ). Moreover, UḠ(ι) = GU(ι) =
G(IdµF ) = IdµF . As a consequence, E[Ḡ]⋄(τ) ⊆ E[Ḡ]⋄(τ ′). ■

In order to prove that E[Ḡ]⋄ is a topology expander, we will first have to
understand how the property of Ḡ being a functor translates in terms
of sub-spaces, and then in terms of subset restrictions. The following
fact helps us do this translation.

Fact 8.2.20. Let Ḡ : Top → Top be a U-lift of an analytic functor
G, and (µF, δ) an initial algebra of G. Let us consider a Noetherian
topology τ such that τ ⊆ E[Ḡ]⋄(τ), and a closed subset H of τ . Then,
δ−1(H) ⊆ G(H).

Proof. Let t ∈ H, because H is downwards closed for v, for every u ∈
supportµF (δ−1(t)), u ∈ H. As a consequence, supportµF (δ−1(t)) ⊆ H,
and this means that δ−1(t) ∈ G(H) because of Remark 8.2.13. ■

We are now ready to state the main theorem, that the divisibility
expander is indeed a topology expander.

Theorem 8.2.21. Let Ḡ : Top → Top be a U-lift of an analytic
functor G, and (µF, δ) an initial algebra of G. Moreover, we suppose
that Ḡ preserves topological embeddings. Then, the map E[Ḡ]⋄ is a
topology expander.

Proof. Let us consider a Noetherian topology τ such that τ ⊆ E[Ḡ]⋄(τ),
a closed subset H of τ , and let us prove that

E[Ḡ]⋄(τ)↓H ⊆ E[Ḡ]⋄(τ↓H)↓H .

Let U = ↑⊑δ(V ) be a subbasic open subset of E[Ḡ]⋄(τ). Recall that H
is a closed subset of E[Ḡ]⋄(τ) because τ ⊆ E[Ḡ]⋄(τ). Therefore, we can
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leverage Fact 8.2.20 to derive the following equality

U ∩H = (↑⊑(δ(V ))) ∩H
= (↑⊑(δ(V ) ∩H)) ∩H because H = ↓⊑H
= (↑⊑(δ(V ) ∩ δ(G(H)))) ∩H because H ⊆ δ(G(H))

= (↑⊑(δ(V ∩G(H)))) ∩H because δ is bijective.

To conclude that U ∩H is open in E[Ḡ]⋄(τ↓H)↓H it suffices to show
that V ∩ G(H) can be rewritten as W ∩ G(H) where W is open
in Ḡ(µF, τ↓H). To that end, let us consider the two inclusion maps
e1 : (H, τH) → (µF, τ), and e2 : (H, τH) → (µF, τ↓H). These two maps
are topological embeddings by definition, hence preserved by Ḡ. As a
consequence, V ∩ G(H) = G(e1)

−1(V ), which is open because Ḡ(e1)
is a topological embedding and V is an open subset. Because Ḡ(e2)
is an embedding, there exists an open subset W of Ḡ(µF, τ↓H) such
that G(e2)−1(W ) = V ∩G(H). This can be rewritten as W ∩G(H) =

V ∩G(H). ■

Because we have built a topology expander, we are now able to associ-
ate a Noetherian topology to a wide range of analytic functors.

Corollary 8.2.22. Let Ḡ : Top → Top be a U-lift of an analytic
functor that preserves topological embeddings. Then, for every initial
algebra (µG, δ) of G, the divisibility topology over µG with respect
to the lift Ḡ is Noetherian.

As a sanity check, we apply Theorem 8.2.21 to the sets of finite words
and finite trees, and we recover the subword topology and the tree
topology that were obtained in an ad-hoc fashion before. In addition to
validating the usefulness of Corollary 8.2.22, we believe that these are
strong indicators that the topologies introduced prior to this work were
the right generalisations of Higman’s word embedding and Kruskal’s
tree embedding in a topological setting, and addresses the canonicity
issue of the aforementioned topologies.

Lemma 8.2.23. The subword topology over Σ⋆, is the divisibility
topology over Σ⋆ seen as an initial algebra of CWordsΣ.

Proof. It suffices to remark that the functions E[CWordsΣ]⋄ and Eθwords
have the same least fixed point, and conclude using Lemma 7.2.9. For
that, let us compute E[CWordsΣ]⋄(τ).

We know from Example 8.2.15 that the substructure ordering for words
is the suffix ordering. As a consequence, E[CWordsΣ]⋄(τ) is generated
by the sets of the form ↑≤sufWV , where W is an open subset of Σ and
V ∈ τ .

It then follows from an easy (transfinite) induction that open subsets
in E[CWordsΣ]⋄α(τtriv) are all upwards closed for the subword ordering.

As a consequence, E[CWordsΣ]⋄α(τtriv) = Eθ
words

α(τtriv) for all α. ■
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[45]: Goubault-Larrecq (2013), Non-
Hausdorff Topology and Domain
Theory
[58]: Hasegawa (2002), ‘Two applica-
tions of analytic functors’

Lemma 8.2.24. The tree topology over T(Σ), is the divisibility to-
pology over T(Σ) seen as an initial algebra of CTreesΣ.

Proof. The proof follows the exact same pattern as Lemma 8.2.23,
except that Lemma 8.1.4 already considers the structural subtree or-
dering hence expanding the definition shows the equality of the two
expanders immediately. ■

8.2.2. A Correctness Result

We have provided a general definition of a divisibility topology on
inductively defined datatypes. However, we only checked on two ex-
amples (finite words and finite trees) that this definition was sound.
Let us strengthen this result by proving in full generality that the
divisibility topology correctly generalises the corresponding notions
on quasi-orderings. In the case of finite words, this translates to the
equation Alex(≤)⋆,t = Alex((≤)w) [45, Exercise 9.7.30]. We do this by
relating the divisibility topology to the divisibility preorder introduced
by [58, Definition 2.7].

Let us quickly go through the definition of the divisibility preorder
given by Hasegawa in [58, Section 2.2]. Let Ḡ : Ord → Ord be a U-
lift of an analytic functor G that respects embeddings and well-quasi-
orderings, let us build a family Ai of quasi-orders and ei : Ai → Ai+1

of embeddings as follows:

▶ A0 = ∅, A1 = Ḡ(A0) and e0 is the empty map.
▶ en+1 = Ḡ(en) and An+1 has as carrier set G(An) and as preorder-

ing �n+1 the transitive closure of the union of the two following
relations:

• the quasi-order ≤Ḡ(An),
• the collection of b ◁n+1 a for each weak normal form f ∈

Hom((X, z), (An, a)) in Elt(G) and each b ∈ Im(en ◦ f).

The divisibility ordering � is the ω-inductive limit in the category Ord
of the diagram A0 →e0 A1 →e1 · · · . As remarked by Hasegawa, the
maps en are injective order embeddings, and so are the morphisms
cn : An → µF of the colimiting cone [58, Lemma 2.8]. Without loss
of generality, we can assume that A0 ⊆ A1 . . . and that the colimit
(µF, δ) is the union of the sets Ai for 0 ≤ i < ω. In particular, δ is the
identity map in this setting.

In order to illustrate this definition, let us take as a concrete example
the case of finite words over an (ordered) alphabet (Σ,≤), and see that
we indeed recover the subword ordering. In this case, the functor Ḡ is
CWordsΣ equipped with the natural product and sum orderings. We
have A0 = ∅ by definition. Then, A1 = CWordsΣ(A0) = Σ×∅+ 1, i.e.,
A1 = 1. Moreover, e0 : A0 → A1 is the empty map. Because An+1 =

CWordsΣ(An), an easy induction proves that An+1 is the set of finite
words over Σ length at most n. Moreover, a similar induction proves
that the function en is the identity sending words of length at most n
to words of length at most n+1. Let us now describe the orderings of
the sets (An)n∈N, and in particular prove that An+1 is equipped with
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the subword ordering restricted to words of length at most n. Let us
decompile the two relations that make the ordering over An+1:

▶ u, v ∈ CWordsΣ(An) are related for CWordsΣ(An) if and only
if u = v = 1 or u = (a, u′), v = (b, v′), a ≤ b and u′ ≤ v′ in
An. In terms of finite words and using the induction hypothesis
that An is equipped with the subword ordering, this translates
to u = v = ε or u = au′, v = bv′, a ≤ b and u′ ≤w v′.

▶ u, v ∈ CWordsΣ(An) satisfy u ◁n+1 v if and only if there exists
a weak normal form f ∈ Hom((X,x), (An, v)) such that u ∈
Im(en ◦ f). In particular, u = en(f(c)) for some c ∈ X, and by

definition of the support, u = en(v
′) for some v′ ∈ supportAn

(v).
Thanks to the computations of Figure 8.2, this last equation is
rewritten as v = bv′. As a consequence, u = en(v

′) = v′, since en
is the identity function.

As a consequence of this case analysis, the preorder �n+1 over An+1

is the transitive closure of the following two relations: the first relation
compares the first letters pointwise, and the suffixes using subword
ordering, and the second relation is the suffix ordering. We easily re-
cognise the (recursive) description of the subword ordering given in
Figure 7.2.

Hopefully, one has gained a some intuition about Hasegawa’s construc-
tion, and in particular the following lemma relating the construction
of the ordering on An+1 to the notion of support of the functor G
should not be surprising. Because the proof is mainly “symbol push-
ing”, it can safely be skipped as all the intuitions already have been
introduced prior to the lemma.

Lemma 8.2.25. For all n ∈ N, for all a, b ∈ An+1, b ◁n+1 a if and
only if b ∈ supportµF (a).

Proof ⇒. Let n ∈ N and a, b ∈ An+1 such that b ◁n+1 a. There exists
a weak normal form f ∈ Hom((X,x), (An, a)) such that b ∈ Im(en ◦f).
Notice that cn ◦ f ∈ Hom((X,x), (µF, a)) remains a weak normal form
thanks to [58, Lemma 1.5]. As a consequence, cn+1(b) ∈ Im(cn+1 ◦
en ◦ f). However, cn+1 ◦ en = cn is the inclusion map from An to µF .
Therefore, b ∈ Im(cn ◦ f) = supportµF (a). ■

Proof ⇐. Assume that b ∈ supportµF (a). By definition of the support,
there exists a weak normal form f ∈ Hom((X,x), (µF, a)) such that
b ∈ Im(f). Remark that the inclusion cn : An → µF is in fact an
object cn ∈ Hom((An, a), (µF, a)) in the slice category Elt(G)/(µF, a).
Because f is a transitive object, there exists a morphism g from f

to cn in this category, which in particular gives a g : X → An such
that cn ◦ g = f . However, this proves that b ∈ (cn ◦ g)(X), hence
b ∈ cn(An) = An = en(An).

To conclude, it suffices to notice that g ∈ Hom((X,x), (An, a)) is a
weak normal form, but this is a direct consequence of the fact that f
was one. ■
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Now that we have a better understanding of the relation ◁ in terms
of support, it is not difficult to mimic the analysis done in the case of
finite words, that relates � to the structural ordering v.

Corollary 8.2.26. For every n ∈ N, An is a downwards closed
subset of µF for v.

Corollary 8.2.27. For every n ∈ N, �n+1 = (v≤Ḡ(An))
∗.

Corollary 8.2.28. The preorder � equals (v�)∗, i.e., v ⊆ �.

Analysing Corollaries 8.2.27 and 8.2.28, one finds that they are looking
similar to the definition of the the divisibility topology expander of a
functor. One main difference is that for the divisibility expander, one
considers the upward closure of sets, where the above corollaries only
talk about transitive closures of relations: i.e, the order of composition
is important for the topology expander. It turns out that getting this
stratification is not particualry difficult for the divisibility ordering
too.

Lemma 8.2.29. For all n ∈ N, the following equalities hold over
An+1

�n+1⊏ = (v≤Ḡ(An))
∗ ⊏ = ≤Ḡ(An)⊏

Proof. Let n ∈ N. Thanks to Corollary 8.2.27, it is clear that the first
equality holds:

�n+1⊏ = (v≤Ḡ(An))
∗ ⊏ .

For the second equality, the following inclusion is trivial:

(v≤Ḡ(An))
∗ ⊏ ⊇ ≤Ḡ(An)⊏ .

Let us now prove by induction over k ∈ N that the following holds:

∀k ∈ N, (≤Ḡ(An)v)k ⊏ ⊆ ≤Ḡ(An)⊏ (IH)

For k = 0, Equation IH follows from the reflexivity of ≤Ḡ(An). Let us
now consider the case k+1. For that, let us unpack the definitions and
leverage the induction hypothesis to extract the core argument of the
proof.

(≤Ḡ(An)v)k+1 ⊏ ⊆ (≤Ḡ(An)v) ≤Ḡ(An)⊏
= (≤Ḡ(An)⊏≤Ḡ(An)⊏) ∪ (≤Ḡ(An)⊏)

Now, let a, b ∈ An+1 be such that a ≤Ḡ(An)⊏≤Ḡ(An)⊏ b. There exists
c, d, e ∈ An+1 such that a ≤Ḡ(An) c ⊏ d ≤Ḡ(An) e ⊏ b. As a con-
sequence of c ⊏ d and e ⊏ b, c ∈ An and e ∈ An. Because en : An →
An+1 is an embedding, c �n+1 e implies c �n e. Moreover, en is a
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monotone map from (An,�n) to (An+1,≤Ḡ(An)) by construction. As
a consequence, c ≤Ḡ(An) e. We have proven that a ≤Ḡ(An)≤Ḡ(An)⊏ b,
i.e, that a ≤Ḡ(An)⊏ b. ■

Corollary 8.2.30. For every n ∈ N, �n+1 = ≤Ḡ(An)v.

Having gained a finer understanding of Hasegawa’s construction of the
divisibility preorder, we can now provide an inductive definition of its
upwards closed subsets. This is the final step in relating the divisibility
topology to the divisibility preorder, as the upwards closed subsets are
exactly the open subsets in an Alexandroff topology.

Lemma 8.2.31. For every E ⊆ µG, ↑⪯E = ↑Ḡ(⪯)⊑E.

Proof. It suffices to notice that � = Ḡ(�) v. For that, recall that x �
y if and only if there exists n ∈ N such that x, y ∈ An+1 and x �n+1 y.
Leveraging Corollary 8.2.30, we conclude that x � y if and only if
there exists n ∈ N such that x, y ∈ An+1 and x ≤Ḡ(An)v y. The latter
is equivalent over An+1 to x ≤Ḡ(⪯)v y and we have concluded. ■

Lemma 8.2.32. For all E ⊆ µG, ↑⊑↑Ḡ(⪯↓An )E = ↑⪯↓An+1
E.

Proof. It suffices to notice that Ḡ(�↓An
) v = �↓An+1

.

Because Ḡ preserves order embeddings, Ḡ(�) = Ḡ(�↓An) over An+1.

Recall that x � y if and only if there exists n ∈ N such that x, y ∈
An+1 and x �n+1 y. Leveraging Corollary 8.2.30, we conclude that
x � y if and only if there exists n ∈ N such that x, y ∈ An+1 and
x ≤Ḡ(An)v y. Which thanks to the above remark is equivalent to and
x ≤Ḡ(⪯↓An )v y. ■

We now have all the tools to prove the main theorem of this section,
namely that the divisibility preorder is the trace of the divisibility to-
pology in the realm of wqos. We are now ready to state our correctness
theorem, i.e., that the divisibility topology is a correct generalisation
to the topological setting of the divisibility preorder from Hasegawa.

Theorem 8.2.33. Let Ḡ be the lift of an analytic functor respecting
Alexandroff topologies, Noetherian spaces, and embeddings. Then,
the divisibility topology of µG is the Alexandroff topology of the di-
visibility preorder of µG, which is a well-quasi-ordering.

Proof of the well-quasi-ordering. Assuming that the two topologies co-
incide, it suffices to notice that the specialisation preorder of a Noeth-
erian Alexandroff topology is a well-quasi-ordering. ■
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Proof of the first inclusion ⊆. It suffices to prove that Alex(�) is a
post-fixed point of E[Ḡ]⋄.

Let us consider a subbasic open subset U ∈ E[Ḡ]⋄(Alex(�)). It is of the
form U = ↑⊑δ(V ) for some V open subset of Ḡ(µG,Alex(�)). Recall
that δ is the identity function. Moreover, V is an upwards closed subset
of Ḡ(µG,Alex(�)) in its specialisation preorder Ḡ(�). We can leverage
Lemma 8.2.31 to conclude:

↑⊑V = ↑⊑↑Ḡ(⪯)V

= ↑Ḡ(⪯)⊑V

= ↑⪯V ∈ Alex(�) .

We have proven that U ∈ Alex(�). ■

Proof of the second inclusion ⊇. It suffices to prove that, for all n ∈ N,
E[Ḡ]⋄(Alex(�)↓An) = Alex(�)↓An+1.

For the first inclusion, let U be a subbasic open subset of the topology
E[Ḡ]⋄(Alex(�)↓An). It is of the form U = ↑⊑δ(V ) for some V open sub-
set of the topology Ḡ(µG,Alex(�)↓An). Because δ is assumed to be the
identity map, and Ḡ(�↓An) is the specialisation preorder of the result-
ing space, V = δ(V ) = ↑Ḡ(⪯↓An )V . We can leverage Lemma 8.2.32 to
conclude:

↑⊑V = ↑⊑↑Ḡ(⪯↓An )V

= ↑Ḡ(⪯↓An )⊑V

= ↑⪯↓An+1V .

Conversely, let U = ↑⪯↓An+1E, then U = ↑⊑↑Ḡ(⪯↓An )E, and V
def
=

↑Ḡ(⪯↓An )E is an open subset of Ḡ(µG,Alex(�)↓An) because the latter
is an Alexandroff topology with specialisation preorder �↓An

. ■

8.3. Discussion

Variations on Trees. When considering trees, we have implicitly re-
stricted our attention to unranked, ordered trees of finite height. This
was natural because both the Kruskal tree theorem and topological
Kruskal theorem are formulated on this class of trees. However, it
might be interesting to play with other definitions of trees, and their
corresponding notions of “tree-embedding” as it was done in [52]. In
particular, we hope to obtain the topological analogues of their results
stated in terms of well-quasi-orders.

The Divisibility Expander. There is an interesting notion behind the
construction of a divisibility expander, namely the notion of a sub-
structure ordering that accompanies inductive definitions made using
analytic functors. The intervention of the substructure ordering some-
how explains why the topologies placed on finite words and finite trees
had the “shape” of finite words and finite trees.
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Another Correctness Theorem. As mentioned in the introduction
of Chapter 7 (Topology expanders and Noetherian Topologies), there
is another way to inductively construct well-quasi-orderings. Based on
the ideas of total order dilators introduced by [42], Freund [36] intro-
duced a categorical construction (not unlike the one of Hasegawa) to
study the gap embedding relation between finite trees. Computations
are done inside the category PO of partial orders and quasi-embeddings.
Instead of considering an endofunctor of PO that is a U-lift of an
analytic functor, Freund consider partial order dilators defined as fol-
lows.

Definition 8.3.1 [36, Definition 2.1]. A partial order dilator (or
PO-dilator) consists of

▶ a functor F : PO → PO that preserves embeddings and
▶ a natural transformation suppF : F ⇒ Pfin satisfying the fol-

lowing condition: given any embedding f : X → Y of partial or-
ders, the embedding F (f) : F (X) → F (Y ) satisfies Im(F (f)) =

{ b ∈ F (Y ) : suppFY (b) ⊆ Im(f) }.

Whenever F is a PO-dilator that preserves well-quasi-orderings, we call
it a WPO-dilator. A PO-dilator is called normal when for all (X,≤),
and a, b ∈ F (X), a F (≤) b implies suppFX(a) ≤H suppFX(b).

We believe that an analogue of Theorem 8.2.33 holds for WPO-dilators,
because the key notion of support is already baked in the definition.
Proving such a result however would involve defining a suitable notion
of “topology dilator”, and extract the correct notion of “divisibility
preorder” from [36, Definition 2.4]. Under these assumptions, we con-
jecture the following (second) correctness result.

Conjecture 8.3.2. For every topology dilator that respects Alex-
androff topologies, Noetherian spaces, and embeddings. The divisib-
ility topology over its initial algebra is the Alexandroff topology of
Freund’s divisibility preorder, which is a well-quasi-ordering.
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Concluding Remarks 9.
Outline of the chapter

This chapter is the last one of this thesis.

Meta Reading Notes. It is quite hard to write a self-contained doc-
ument that maintains a coherence in the notations, motivations, and
still lists widely different results. Even at this stage, it can be argued
that Chapter 7 (Topology expanders and Noetherian Topologies) and
Chapter 8 (Inductive Constructions) are not entirely fitting the big
picture of studying preservation theorems. This explains the need for
a conjunction in the title of this manuscript.

Reflecting on Locality. There is much to talk about with respect
to Chapter 4 (Locality and Preservation) and Chapter 5 (A Local-to-
Global Preservation Theorem). The main technical tool that we used
in these two sections is the Gaifman locality theorem of first order
logic. In view of the proof of Theorem 4.2.2, and the problems arising
when using Theorem 5.1.2 on classes that are not sparse, it seems that
this notion of locality is too coarse to faithfully represent the semantic
properties of FO.

This is not a novel remark, and the notion of “differential games” [38],
“twin-width” [9], and the newly introduced “flipper games” [30, 39], all
try to account for the intrinsic combinatorial complexity of neighbour-
hoods. It is possible that the (recurring) proof technique that uses the
notion of covering points and generic points can be adapted to this
setting of “neighbourhood similarity”, leading to better local normal
forms and/or a strengthening of the local-to-global technique of The-
orem 5.1.2.

Reflecting on Noetherian Constructions. There are plenty of open
questions and conjectures in Chapter 7 (Topology expanders and No-
etherian Topologies) and in Chapter 8 (Inductive Constructions). How-
ever, there is a deeper issue that can only be seen when considering this
document as whole: the space of finite words (resp finite trees, infinite
words, infinite trees) is presented in two different ways. The first one
is as coloured structures,1 and the second one is as inductively defined
datatypes in Chapter 8 (Inductive Constructions).

This opens an interesting question regarding the precise relationship
between the wreath topology and the divisibility topology, that gener-
alises a conjecture due to Pouzet regarding the labelling of well-quasi-
orders.

Conjecture 9.0.1 (Labelling of Noetherian Spaces). Let σ be a
finite relational signature without unary predicates, C be a class of
finite structures over σ, F be a fragment of FO[σ], such that (C,≤F)
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is ∞-wqo.

Then, for every Noetherian space (X, τ), C ⋊ X with the wreath
topology associated to F is Noetherian.

In the study logically presented pre-spectral spaces that was performed
in Chapter 6, the notion of definable subset allowed us to prove a
variation of the above conjecture in Theorem 6.3.44.

Reflecting on Backward Algorithms. We have spent a lot of time
proving or disproving the relativisation of preservation theorems to
classes of structures. While this is a sound question regarding the com-
pleteness of some logical fragment, a more pragmatic approach would
ask: how can we leverage the compactness to build algorithms? Recall
that lpps were introduced as a generalisation of wqos and Noetherian
spaces, both of which have interesting applications in the verification of
transition systems. One hope would be to leverage lpps to verify “data-
centric transitions systems”, that is, dynamical systems obtained using
first order interpretations (see for instance the presentation of [8]).

Unfortunately, it is not possible to use the theory of lpps to obtain
an analogue of the “backward algorithm” that powers the decision
procedures over well-structured transition systems and well-structured
topological transition systems. The main issue comes from the fact that
a generic backwards algorithm would build an increasing sequence of
definable open subsets, and the termination of such algorithms (in the
case of Noetherian spaces) comes from the compactness of the union2

of the sets in this sequence. In the case of lpps, an arbitrary union
of definable subsets might not be definable, and therefore one cannot
conclude that the union is compact. That is, the generic backward
algorithm may not terminate.

As a concrete example, let us consider the set C def
= ∆2

deg of directed
graphs of degree bounded by 2. We know that 〈〈C,Alex(⊆i),FO〉〉 is a
lpps. Now, let us produce the following FO-interpretation I from C to
C: φdom(x)

def
= >, and φE(x, y)

def
= ∃z.E(x, z) ∧ E(z, y). It is quite clear

that I : C → C is a logical map that defines a deterministic transition
system. Let us now consider a target set S of all graphs that contain a
cycle E(x, y)∧E(y, x). It is clear that S is an definable open subset of
C. The backward algorithm constructs the increasing sequence I−i(S)
for i ≥ 0, but here, the union is precisely the set of all directed graphs
that have a strongly connected component, which is neither definable
(due to locality) nor compact.

Reflecting on the Chase. Instead of importing the backward al-
gorithm from well-structured transition systems to database driven sys-
tems, it may be interesting to recast the well-known Chase algorithm
in a topological setting. Using a slight reformulation of the analysis
performed by [25, Definition 6], a Chase algorithm answers the follow-
ing problem: given as input a set Σ of first-order constraints3 together
with an input database A ∈ C, output a sentence ψ ∈ ∃PQF such thatJψKC = ↑⪯h

(JΣKC ∩ ↑⪯h
A). Usually, the algorithm will incrementally



235

[19]: Daligault, Rao and Thomassé
(2010), ‘Well-Quasi-Order of Relabel
Functions’
[83]: Rossman (2008), ‘Homomorph-
ism preservation theorems’

build ψ by “chasing” the constraints in Σ, but this is not relevant to
this high-level description.

As noticed by [25, Theorem 17], the Homomorphism Preservation The-
orem implies that one can characterise when a specific version of the
Chase algorithm, the “core chase,” terminates: the algorithm termin-
ates with input (Σ,A) if and only if the output ↑⪯h

(JΣK ∩ ↑⪯h
A) is

first-order definable. We do not have a complete explanation for this
result, but it seems that the “core chase step” given a set Σ of con-
straints is a logical map IΣ : C → C [25, Definition 4].

Reflecting on Regularity Conditions. In order to get closer to al-
gorithmic applications of lpps, it might be necessary to not only ask
for “effective representations”, but also to strengthen the grasp that
is given over K◦(X). One way to do so is to strengthen the condition
τ ∩ B ⊆ K◦(X) into the following one: for all definable subset D ∈ B,
its interior D̊ is compact.

This leads to the following definition: A lps 〈〈X, τ,B〉〉 is interior com-
pact if and only if for every D ∈ B, D̊ ∈ K◦(X). It is an easy check
that every interior compact lps is an lpps.

One reason to study these spaces is that the main result from [83, The-
orem 5.15] can be rephrased as the fact that 〈〈Fin(σ), 〈EPFO〉topo,FO〉〉
is an interior compact lps. However, it is unclear whether the abil-
ity to consider interiors of definable subsets allows us to build proper
algorithms.

Reflecting on Free Variables. In the introduction of this thesis, we
introduced first order logic as a way to build queries for databases.
However, most of the technical developments were considering first or-
der sentences, because those define actual subsets which is meaningful
from a topological point of view.

The problem of lifting results over sentences to formulas with free vari-
ables is not new and we know at least two way this can be done. The
first one works mostly for homomorphisms and is the notion of “ple-
beian companion” that one can find in [19, 83]. Overall, this method
encodes the query parameters as partially evaluated relations by ex-
tending the vocabulary.

Another, maybe more categorical way to add free variables to lpps
would be to consider pointed structures, which are represented by pair-
ing finite domain valuations to structures. Over this extended notion of
structures, one can interpret formulas as subsets, and therefore apply
the topological tools that were developed in this manuscript. However,
once the space accounts for free variables, one must be careful with
renaming and the domains of the valuations. In particular, the notion
of F-embedding or even the semantics of a formula are not completely
straightforward to define.

One application of these (involved) definition could be to recast the
Chang-Łoś-Suszko Theorem in a simpler framework. Recall that this
theorem investigates the semantic properties of ∃∀QF sentences. By
“removing one layer of quantification,” we obtain ∀QF formulas, that
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we have to evaluate over pointed structures. This seems to be another
formulation of the combinatorial approach introduced in [85, Chapter
11]. In particular, we would be able to reformulate sufficient condi-
tions based on “coloured structures being wqos” [85, Theorem 11.2.2]
together with structural stability properties [85, Chapter 10 Section
10.2], by leveraging the technical developments done in Chapter 6 (Lo-
gically Presented Spaces).
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[3]: Adámek, Herrlich and Strecker
(1990), Abstract and Concrete
Categories : The Joy of Cats
[18]: Community (2008), The nLab
wiki
[23]: Demeri, Finkel, Goubault-
Larrecq, Schmitz and Schnoebelen
(2012), ‘Algorithmic Aspects of
WQO Theory (MPRI course)’
[26]: Dickmann, Schwartz and Tressl
(2019), Spectral Spaces
[45]: Goubault-Larrecq (2013), Non-
Hausdorff Topology and Domain
Theory
[62]: Joyal (1986), ‘Foncteurs ana-
lytiques et espèces de structures’
[68]: Libkin (2012), Elements of
finite model theory
[73]: Mac Lane (1978), Categories
for the Working Mathematician

You are now entering the appendix containing various cheatsheets.
Most of the results and definitions are folklore, and in the worst case
scenario, can be found in one of the following list of “go-to” documents
[3, 18, 23, 26, 45, 62, 68, 73].

The goal is not to provide a Wikipedia-like list of definitions, but
rather to quickly answer to questions regarding some details in defini-
tions, and/or formally state theorems that are used in the main part
of the manuscript. As a consequence, these cheatsheets have little to
no pedagogical virtue, are not exhaustive, and are for the most part
unordered.





Set Theory Cheat Sheet A.
A.1. Sets
Definition A.1.1. We write { a, b, c, . . . } for the set with elements
a, b, etc.

Definition A.1.2. We write |S| for the number of elements in S

when the set is finite.

Definition A.1.3. A set S is countable if there exists a map f : S →
N that is injective.

Definition A.1.4. We write A ⊆ B to denote the inclusion of the
set A inside the set B, that is, whenever ∀x.x ∈ A⇒ x ∈ B.

We write A ⊆fin B to denote the fact that A is a finite set and A ⊆ B.

Definition A.1.5. We write P(A) for the set of subsets of A.

Definition A.1.6. We write Pfin(A) for the set of finite subsets of
A.

Definition A.1.7. We write {x ∈ A : P (x) } for the usual compre-
hension axiom of set theory.

Definition A.1.8. A set A is a co-finite subset of B, whenever
A ⊆ B and B \A is finite.

Definition A.1.9. A multiset M over a set X is a function from X
to N.

We write {| a, a, b |} for the multiset containing two occurrences of a
and one occurrence of b.

A multiset is finite whenever
∑
x∈X M(x) is finite.
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A.2. Relations

Definition A.2.1. A relation R between S and S′ is a subset of
S × S′.

Definition A.2.2. A relation R over a set X is reflexive if xRx for
allx ∈ X.

Definition A.2.3. A relation R over a set X is transitive if xRy
and yRz implies xRz for all x, y, z ∈ X.

Definition A.2.4. The transitive closure of a relation R over a set
X is the coarsest relation that is transitive and contains R.

Definition A.2.5. A relation R over a set X is symmetric if xRy
implies yRx for all x, y ∈ X.

Definition A.2.6. A relation R over a set X is antisymmetric if
xRy and yRx implies x = y for all x, y ∈ X.

Definition A.2.7. A relation R over a set X is an equivalence
relation if it is reflexive, transitive, and symmetric.

Definition A.2.8. Let R be an equivalence relation over a set X.
The equivalence class of a point x ∈ X is the set { y ∈ X : xRy }.

The quotient of X by R is the collection of its equivalence classes.

Definition A.2.9. Let R be an equivalence relation over a set X. A
subset S of X is saturated if it is a union of equivalence classes.

Fact A.2.10. The equivalence classes of an equivalence relation R

over X partition the space X.

Definition A.2.11. An equivalence relation R over X is of finite
index whenever it has finitely many distinct equivalence classes.
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A.3. Functions
Definition A.3.1. We write dom(f) for the domain of a function
f .

Definition A.3.2. We write Im(f) for the image of the function f ,
that is, the collection { f(x) : x ∈ dom(f) }.

We often use the notation f(S)
def
= { f(x) : x ∈ S }, in which case

Im(f) = f(dom(f)).

Definition A.3.3. A function from X to Y is injective whenever
∀x, y ∈ X, f(x) = f(y) ⇒ x = y.

Definition A.3.4. A function from X to Y is surjective whenever
f(X) = Y .

Definition A.3.5. A function from X to Y is bijective if it is
injective and surjective.

Definition A.3.6. Let (X,≤X) and (Y,≤Y) be two partial orders.
A map f : X → Y is a quasi-embedding of partial orders if for all
x, x′ ∈ X, f(x) ≤Y f(x′) implies x ≤X x′.

Definition A.3.7. Let (X,≤X) and (Y,≤Y) be two quasi-orders. A
map f : X → Y is an embedding of quasi-orders if for all x, x′ ∈ X,
f(x) ≤Y f(x′) if and only if x ≤X x′.

Definition A.3.8. Let (X,≤X) and (Y,≤Y) be two quasi-orders. A
map f : X → Y is an isomorphism of quasi-orders if f is an embedding
of quasi-orders that as an inverse g that is also an embedding of
quasi-orders.

Definition A.3.9. Let (X,≤X) and (Y,≤Y) be two partial orders.
A map f : X → Y is monotone or non-decreasing if for all x, x′ ∈ X,
x ≤X x′ implies f(x) ≤Y f(x′).

Definition A.3.10. Let f : X → X. An element a ∈ X is a fixed
point of f whenever f(a) = a.





Order, Algebras, and Rings
Cheat-Sheet B.

B.1. Orders
Definition B.1.1. A relation R over a set X is a partial order if it
is reflexive, transitive, and antisymmetric.

Definition B.1.2. A partial order ≤ over a set X is a total order
if for all x, y ∈ X, either x ≤ y or y ≤ x.

Definition B.1.3. A relation ≤ over a set X is a quasi-order if it
reflexive, and transitive.

We use the term preorder as a synonym of quasi-order.

Definition B.1.4. Let (X,≤) be a quasi-order. A sequence (ai)i∈N
is a decreasing sequence whenever ai < aj for all i < j ∈ N.

Definition B.1.5. A quasi-order (X,≤) is well-founded whenever
every decreasing sequence (xi)i∈N of elements in X is finite.

Definition B.1.6. Let (X,≤) be a quasi-order, and S ⊆ X. A point
a ∈ X is an upper bound of S if for all b ∈ S, a ≤ b.

Conversely, a ∈ X is an lower bound of S if for all b ∈ S, b ≤ a.

Definition B.1.7. Let (X,≤) be a quasi-order. An element a ∈ X is
a maximum if a is an upper bound of X. Conversely, it is a minimum
if it is a lower bound of X.

We write min.

Definition B.1.8. Let (X,≤) be a quasi-order. An element a ∈ X
is a maximal element if for all b ∈ X, a ≤ b⇒ a = b. Conversely, it
is a minimal element if for all b ∈ X, b ≤ a⇒ a = b.

We write maxS (resp. minS) for the maximal element (resp. min-
imal element) of S when it exists.
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Definition B.1.9. Let (X,≤) be a partial order. It is inductive when
every totally ordered subset of X has an upper bound in X.

Lemma B.1.10. Let (X,≤) be an inductive partial order. Then X
contains at least one maximal element.

This is known as Zorn’s Lemma.

Definition B.1.11. Let (X,≤) be a partial order and S ⊆ X be a
subset of X.

A point a ∈ X is the supremum of S, written a
def
= supS whenever a

is the minimal upper bound of S.

Similarly, a is the infimum of S, written a def
= infS whenever a is the

maximal lower bound of S.

Definition B.1.12. Let (X,≤) be a well-founded partial order. The
ordinal height of X, written h(X), is defined by well-founded induc-
tion as follows:

▶ The ordinal height of ∅ is zero,
▶ The ordinal height of X is defined as the supremum of the or-

dinal heights of { y ∈ X : y < x } where x ranges over elements
in X.

B.2. Lattices

Definition B.2.1. A lattice is a partial order (X,≤) such that every
set { a, b } ⊆ X has both a supremum and an infimum.

Definition B.2.2. Let (X,≤) be a lattice. A set S ⊆ X is a sublattice
of (X,≤) when S is a lattice and the infimums and supremums are
computed as in X.

Definition B.2.3. A lattice (X,≤) is a complete lattice if every
subset S ⊆ X has both a supremum and an infimum.

In particular, a complete lattice is non-empty.

Theorem B.2.4 (Knaster-Tarski). Let (X,≤) be a complete lattice
and f : X → X be a monotone function. Then, the set of fixed points
of f is a complete lattice.

This is the Knaster-Tarski fixed point theorem.
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B.3. Boolean Algebras

Definition B.3.1. Let X be a set. A Boolean subalgebra of P(X)
is a subset of P(X), stable under finite intersections, finite unions,
complement, containing X, and containing ∅.

In this document, we will use the term Boolean algebra interchange-
ably with Boolean subalgebras of P(X) for some set X.

Definition B.3.2. Let X′ ⊆ X, and B be a Boolean subalgebra
of P(X). The induced Boolean algebra over X′, written B|X is the
collection of the sets S ∩ X′ for S ∈ B.

Definition B.3.3. Let X be a set and S ⊆ P(X). The Boolean
algebra generated by S, written 〈S〉bool, is the smallest Boolean sub-
algebra of P(X) containing S.

Equivalently, it is the Boolean subalgebra of P(X) composed of finite
unions of finite intersections of subsets of the form D∩X\D′ where
D,D′ ∈ S.

Definition B.3.4. Let B and B′ be two Boolean subalgebras respect-
ively of P(X) and P(X′). The product algebra written B ×b B′ is the
Boolean subalgebra of X × X′ generated by the sets D ×D′ where D
ranges over B, and D′ ranges over B′.

For a family (Xi,Bi)i∈I of sets with associated Boolean subalgebras,
the product algebra is generated by the products

∏
i∈I Di, where

Di ∈ Bi and Di = Xi for all but finitely many i’s. The product
algebra is then written

∏
i∈I Bi.

Definition B.3.5. Let B and B′ be two Boolean subalgebras respect-
ively of P(X) and P(X′). The sum algebra B +b B′ is the Boolean
subalgebra of X ] X′ generated by the sets D ∪ D′, where D ranges
over B and D′ ranges over B′.

For a family (Bi)i∈I of Boolean subalgebras, the sum algebra is gen-
erated by the unions

⋃
i∈I Di, where Di ∈ Bi The sum algebra is

then written
∑
i∈I Bi.

Definition B.3.6. A Boolean algebra is a complete Boolean algebra
whenever it is stable under arbitrary intersections.

Equivalently, a complete Boolean algebra is a Boolean algebra that
is stable under arbitrary unions.
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Definition B.3.7. Let S ⊆ X. The complete Boolean subalgebra
of P(X) generated by S, 〈S〉comp

bool is the smallest complete Boolean
subalgebra of P(X) that contains S.

B.4. Rings

Definition B.4.1. We write N for the set of natural numbers, Z
for the set of integers, Q for the set of fractions, R for the set of
real numbers, and C for the set of complex numbers.

Definition B.4.2. We write K[X1, . . . , Xn] for the ring of polyno-
mials with indeterminates X1, . . . , Xn and coefficients in the field
K.

Definition B.4.3. A (bilateral) ideal of a ring is a subset S that
is stable under addition, and such that a × S × b ⊆ S for all a, b
elements of the ring.

Definition B.4.4. A ring is a Noetherian ring whenever every in-
creasing sequence I1 ⊆ I2 ⊆ I3 ⊆ · · · of ideals has a maximal
element.



Well-Quasi-Orderings Cheat
Sheet C.

Definition C.0.1. Let (X,≤) and (X′,≤′) be two quasi-orders. The
co-product ordering over X ] X′ is defined by

x ≤X⊎X′ y ⇐⇒ ∨

{
x ≤ y and x, y ∈ X
x ≤′ y and x, y ∈ X′ .

Definition C.0.2. Let (X,≤) and (X′,≤′) be two quasi-orders. The
product ordering over X × X′ is defined by

(x, y) ≤X×X′ (x′, y′) ⇐⇒ ∧
{
x ≤ x′y ≤′ y′ .

Definition C.0.3. Let (X,≤) be a quasi-order. The multiset order-
ing relation ≤⊛ over M⋄(X) is defined inductively as follows:

▶ ∅ ≤⊛ m for all m ∈ M⋄(X),
▶ If m ≤⊛ m′ and a ∈ X, then m ≤⊛ m′ ] {| a |},
▶ If a ≤ b and m ≤⊛ m′ then m ] {| a |} ≤⊛ m′ ] {| b |}.

Definition C.0.4. Let (X,≤) be a quasi-order. The Hoare quasi-
ordering relation ≤H over Pf(X) is defined as follows:

S ≤H S′ ⇐⇒ ∀x ∈ S, ∃y ∈ S′, x ≤ y .

Lemma C.0.5. Let (W,≤) be a quasi-ordered set. Let (xi)i∈N be
a bad sequence in W , and α : N → N be a strictly increasing map.
Then, the sequence

(
xα(i)

)
i∈N is a bad sequence.
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D.1. Basic Topology

Definition D.1.1. Let (X, τ) be a topological space. We write H(X)
for the collection of closed subsets of X.

Definition D.1.2. Let (X, τ) and (X, θ) be two topological spaces.
The topology τ is coarser than θ if τ ⊆ θ, in this case, we also say
that θ is finer than τ.

Definition D.1.3. Let (X, τ) be a topological space. A subset S ⊆ X
is dense when for all non-empty subset U ∈ τ, S ∩ U 6= ∅.

Definition D.1.4. Let (X, τ) be a topological space, x ∈ X be a
point, and U ∈ τ be an open subset. We say that U is an open
neighbourhood of x whenever x ∈ U .

Definition D.1.5. Let (X, τ) be a topological space, and S ⊆ X be
a subset. We write S̊ for the interior of S, i.e., the maximal open
subset contained in S.

Similarly, we define the closure of S, written S, as the minimal
closed subset containing S.

Definition D.1.6. Let (X, τ) be a topological space. The space X is
irreducible if all non-empty open subsets of X are dense, or equival-
ently if any two non-empty open subsets have a non-empty intersec-
tion.

A subset S ⊆ X is irreducible if it is irreducible in its induced
topology.



252 D. Topology Cheat Sheet

D.2. Building New Topologies

Definition D.2.1. The co-finite topology over a set X is the topo-
logy composed of the co-finite subsets of X.

Definition D.2.2. Let (X, τ) and (Y, θ) be two topological spaces.
The product topology τ ×t θ over X × Y is the topology generated
by the sets U × V , where U ranges over τ and V ranges over θ.

For a family (Xi, τi)i∈I of topological spaces, the product topology
is generated by the products

∏
i∈I Ui, where Ui ∈ τi and Ui = Xi

for all but finitely many i’s. The product topology is then written∏
i∈I τi.

Definition D.2.3. Let (X, τ) and (Y, θ) be two topological spaces.
The sum topology over X ] Y is the topology generated by the sets
U ∪ V , where U ranges over τ and V ranges over θ.

For a family (Xi, τi)i∈I of topological spaces, the sum topology is
generated by the unions

⋃
i∈I Ui, where Ui ∈ τi The sum topology

is then written
∑
i∈I τi.

Definition D.2.4. Let (X, τ) and (X, θ) be two topological spaces.
The join topology over X is the topology generated by τ ∪ θ.

For a family (X, τi)i∈I of topological spaces, the join topology is
generated by the union

⋃
i∈I τi. The join topology is then written∨

i∈I τi.

Definition D.2.5. Let (X, τ) be a topological space and S ⊆ X be
a subset of X. The topology induced by τ over S is the topology
τ|S

def
= {U ∩ S : U ∈ τ }.

Definition D.2.6. Let (X, τ) be a topological space and ≡ be an equi-
valence relation over X. The quotient topology over the equivalence
classes of ≡ is the collection of sets

{E : E ∩ U 6= ∅ } ,

where U ranges in τ.
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D.3. Topological Maps

Definition D.3.1. Let X and Y be two topological spaces. A map
f : X → Y is continuous when for all open subset U of Y, f−1(U) is
an open subset of X.

Definition D.3.2. Let X and Y be two topological spaces. A map
f : X → Y is an homeomorphism when f is a bijection, f is continu-
ous, and f−1 is continuous.

Definition D.3.3. Let X and Y be two topological spaces. A map
f : X → Y is a topological embedding if it is injective, continuous
and f : X → f(X) is an homeomorphism when f(X) is equipped with
the induced topology of Y.

Definition D.3.4 ([26, Definition 1.2.2]). Let X and Y be two topo-
logical spaces. A map f : X → Y is a spectral map if it is continuous
and for all U ∈ K◦(Y), f−1(U) ∈ K◦(X).

D.4. Compactness

Theorem D.4.1. The Tychonoff theorem states that the product of
compact spaces is compact.

Definition D.4.2. Let (X, τ) be a topological space. We write K(X)
for the closed subsets of X that are also compact subsets of X.

Lemma D.4.3. The union of two compact subsets is compact.

D.5. Separation

Definition D.5.1. A topological space (X, τ) is T0 if and only if for
every pair x, y ∈ X, there exists an open subset U such that x ∈ U

and y 6∈ U , or y ∈ U and x 6∈ U . Equivalently, if ≤τ is a partial
order.

Definition D.5.2. The T0 quotient of a topological space (X, τ) is
the space obtained by considering equivalence classes for ≤τ.
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Definition D.5.3. A topological space (X, τ) is a sober space whenever
every (non-empty) irreducible closed subset of X is the topological
closure of a single point.

Definition D.5.4. Let (X, τ) be a topological space. The sobrific-
ation S(X) is the collection of all irreducible closed subsets of X
equipped with the lower Vietoris topology.

The map X 7→ S(X) is an endofunctor of Top that maps X to the
“free sober space” generated by X.11: See [45, Section 8.2.6].

D.5.1. Ordinal Invariants

Definition D.5.5. Let (X, τ) be a Noetherian space. Then the stature
of τ, written ‖τ‖, is the ordinal height of (H(X),⊆) minus one.

D.6. Noetherian Spaces

Definition D.6.1. Let n ∈ N. The Zariski topology over Cn is
generated by the following closed subsets:

{ x⃗ ∈ Cn : P (x1, . . . , xn) = 0 } ,

where P ∈ C[X1, . . . , Xn].

Definition D.6.2. Let (X, τ) be a topological space. Remark that
M⋄(X) is exactly the quotient of X⋆ by the equivalence relation ≡ that
permutes letters. The multiset topology over M⋄(X) is defined as the
quotient topology of the subword topology over X⋆ by the equivalence
relation ≡.

Definition D.6.3. Let (X, τ) be a topological space. The lower Vi-
etoris over P(X) is the topology generated by the following open
subsets:

{E ∈ P(X) : E ∩ U 6= ∅ } ,

where U ranges in τ.

Lemma D.6.4. The product of two Noetherian spaces is Noetherian.

Lemma D.6.5 ([45, Proposition 9.7.6]). A space (X, τ) is Noeth-
erian if and only if for every increasing sequence of open subsets
(Ui)i∈N, there exists j ∈ N such that

⋃
i∈N Ui =

⋃
i≤j Ui.
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Lemma D.6.6 ([45, Proposition 9.7.18]). If (X, τ) and (X, τ′) are
Noetherian spaces, then (X, τ ∨t τ′) is a Noetherian space.

D.7. Strange Topologies

Definition D.7.1. Let (P,≤) be a quasi-order. The d-topology is
the coarsest topology having as closed subsets the subsets S ⊆ P

such that for all directed families (xi)i∈I of elements in S that has
a supremum x = supi∈I xi in P , x ∈ S.

D.8. Topology of the Real Line

Definition D.8.1. Let a ≤ b be two real numbers. We define the
open interval between a and b ]a,b[ as the set {x ∈ R : a < x < b }.
Similarly, we define the closed interval between a and b [a,b] as the
set {x ∈ R : a ≤ x ≤ b }.

For completeness, let us also introduce the notations for the natural
closed/open variants ]a,b] and [a,b[.

Lemma D.8.2. Let x ∈ R. Then, there exists a natural number
n ∈ N such that n > x.

This is called the Archimedean property.

Lemma D.8.3. Let ([ai,bi])i∈N be a decreasing sequence of non-
empty closed intervals. Formally, ai ≤ bj for all i, j ∈ N, (ai)i∈N is
a non-decreasing sequence, and (bi)i∈N is a non-increasing sequence.
There exists x ∈

⋂
i∈N [ai,bi].

This is called the Nested Intervals Theorem.
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E.1. Master Theorems of Model Theory

Theorem E.1.1. Let σ be a countable relational signature, and T be
a first order theory. If T has a model A, then there exists a countable
model B that satisfies T.

This is the consequence of the Löwenheim-Skolem Theorem for count-
able relational signatures.

Theorem E.1.2. Lyndon’s positivity theorem states that a first
order formula is preserved under X-positive homomorphisms on all
structures if and only if it is logically equivalent to an X-positive
formula.

E.2. Monadic Second Order Logic

Definition E.2.1. Let σ be a relational signature, V be a countable
set of first order free variables, and MV be a countable set of second
order free variables. The Monadic Second Order formulas with first
order free variables x⃗ ⊆fin V, and second order free variables X⃗ ⊆fin
MV are defined inductively as follows:

φ(x⃗, X⃗) ::= φ(x⃗′, X⃗ ′) ∧ φ(x⃗′′, X⃗ ′′) when: x⃗ = x⃗′ ∪ x⃗′′ ∧ X⃗ = X⃗ ′ ∪ X⃗ ′′

| R(x1, . . . , xn) when: R ∈ σ ∧ arity(R) = n

| x ∈ X

| ¬φ(x⃗, X⃗)

| ∃y.φ(x⃗y, X⃗)

| ∃Y.φ(x⃗, X⃗Y )

| >

We call MSO[σ] the collection of Monadic Second Order formulas,
and omit σ when the signature is irrelevant or clear from the context.

Definition E.2.2. The satisfaction relation |= is defined by in-
duction on the formulas follows: given A ∈ Struct(σ), x⃗ ⊆fin V,
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X⃗ ⊆fin MV, υ : x⃗→ A, Υ: X⃗ → P(A), and φ(x⃗, X⃗) ∈ MSO[σ]

A,υ,Υ |= R(y⃗)
def⇐⇒ (υ(y1), . . . ,υ(yn)) ∈ RA

A,υ,Υ |= y ∈ Y
def⇐⇒ υ(y) ∈ Υ(Y )

A,υ,Υ |= ψ1 ∧ ψ2
def⇐⇒ A,υ,Υ |= ψ1 and A,υ,Υ |= ψ2

A,υ,Υ |= ¬ψ def⇐⇒ A,υ 6|= ψ1

A,υ,Υ |= ∃z.ψ def⇐⇒ there exists a ∈ A,A,υ[z 7→ a],Υ |= ψ

A,υ,Υ |= ∃Z.ψ def⇐⇒ there exists S ⊆ dom(A),

A,υ,Υ[Z 7→ S] |= ψ

A,υ,Υ |= > def⇐⇒ always

Definition E.2.3. Let σ be a relational signature, C be a class of
structures over σ, and φ(x⃗) ∈ MSO[σ] be a Monadic Second Order
formula that only has first order free variables. The formula φ(x⃗) is
an r-local MSO formula over C if and only if the following holds:

∀A ∈ C, ∀υ : x⃗→ A,A,υ |= φ if and only if NA(υ(x⃗), r),υ |= φ .

E.3. Structural Properties

Definition E.3.1. Let σ be a relational signature. A class C of
structures has bounded degree whenever there exists M ∈ N such
that for all A ∈ C, for all a ∈ dom(A), the number of edges in
Gaif(A) that contain a is bounded by M .

Definition E.3.2. A tree decomposition of a graph G is a tree T
with nodes X1, . . . , Xn, where each Xi is a subset of the vertices of
G, satisfying the following properties:

▶ Every vertex of G belongs to some Xi,
▶ For every vertex v of G, the nodes of T that contain v form a

(connected) subtree of T ,
▶ For every edge (u, v) in the graph G, there exists 1 ≤ i ≤ n

such that {u, v } ⊆ Xi.

The width of a tree decomposition is the maximum of |Xi| − 1 when
1 ≤ i ≤ n.

The tree width of a graph G is defined as the minimum width of a
tree decomposition of G.

A class has bounded tree width whenever there exists M ∈ N such
that for all graph G in the class, the tree width of G is at most M .

Definition E.3.3. The clique width of a graph G is defined as the
minimum number of labels needed to construct G using the following
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One can interpret m-partite co-
graphs as graphs of clique width m

without relabelling functions.

operations:

▶ Creation of a labelled vertex
▶ Disjoint union of two labelled graphs
▶ Selecting a pair of labels (l, l′) and connecting every vertex

labelled by l to every vertex labelled by l′.
▶ Relabelling every vertex with label l into an l′ labelled vertex.

A class of graphs has bounded clique width whenever there exists
M ∈ N such that for all graph G in the class, the clique width of G
is at most M .

Definition E.3.4. An m-partite cograph is a graph that can be
build using the following operations:

▶ Creating a node with a label 1 ≤ i ≤ m,
▶ Taking the disjoint union of two graphs,
▶ Selecting two labels 1 ≤ i, j ≤ m and connecting every vertex

labelled by i to every vertex labelled by j.

Definition E.3.5. A graph is planar whenever it can be drawn on
the two-dimensional plane in such a way that edges intersect only at
their endpoints.

Definition E.3.6. The definition of Shrub Depth is quite involved,
and we unfortunately have to redirect the reader to [41, Definition
3.3] [41]: Ganian, Hlinený, Nešetřil, Ob-

drzálek and Mendez (2017), ‘Shrub-
depth: Capturing Height of Dense
Graphs’

.

Definition E.3.7. A class C of finite structures is quasi-wide if
there exists a function f : N → N, N : N× N → N, such that for all
r,m ∈ N, for all structure A ∈ C with at least N(r,m) elements,
there exists a subset C ⊆ dom(A) of size at most f(r), such that
Gaif(A) \ C |= ∃≥mr x.>.

Definition E.3.8. A class C of finite graphs is nowhere dense if
there exists a function f : N → N, such that for all r ∈ N and every
G ∈ C, Kf(r) is not an depth-r minor of G. We redirect the reader
to [77, Chapter 4, Section 2, Shallow Minors] [77]: Nešetřil and Ossona de Mendez

(2011), ‘On nowhere dense graphs’
for the definition of

depth-r minors.

E.4. Positive Sentences
Definition E.4.1. Let σ be a relational signature, and X be a unary
relational symbol inside σ. A sentence φ ∈ FO[σ] is X-positive if
and only if the symbol X occurs below an even number of negations
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in the syntax tree of φ.

Definition E.4.2. Let σ be a relational signature, A,B be two
relational structures over σ, and X be a unary relational symbol
inside σ. A map f : A → B is a X-positive homomorphism if and
only if f is an embedding of A into B over the signature σ\{ (X, 1) },
and f is a homomorphism from A into B over the whole signature
σ.

Definition E.4.3. Let σ be a relational signature containing a unary
predicate X. A sentence φ ∈ FO[σ] is in X-positive Gaifman normal
form whenever it is a Boolean combination of basic local sentences
(φi)1≤i≤n, where φi is of the form ∃≥kiri x.ψi(x), ri, ki ∈ N, and ψi
is an X-positive formula for all 1 ≤ i ≤ n.



As per usual, we have to be extremely
careful with the size issues, and for
the sake of simplicity, we will avoid
mentioning any of these issues here.

D

C

A B

h
gf

πBπA

Figure F.1.: The commutative dia-
gram of the product construction.

Category Theory Cheat Sheet F.
F.1. Basic Category

Definition F.1.1. A category C is a collection of object together
with collections Hom(A,B) of morphisms between A and B, where
A,B ranges over the objects of C, and an associative composition
operator ◦ : Hom(A,B)× Hom(B,C) → Hom(A,C), such that:

▶ For all objects A, there exists a morphism IdA ∈ Hom(A,A),
▶ For all f ∈ Hom(A,B), f ◦ IdA = f and IdB ◦f = f .

Definition F.1.2. Let C be a category. Two objects A,B of C are iso-
morphic whenever there exists f ∈ Hom(A,B) and g ∈ Hom(B,A)

such that f ◦ g = IdB and g ◦ f = IdA.

Definition F.1.3. Let C be a category. A category C′ is a full
subcategory of C if its objects belong to C and for all A,B in C′,
HomC′(A,B) = HomC(A,B).

Definition F.1.4. Let C be a category and A be an object of C. We
write Aut(A) denotes the set of automorphisms of A, i.e., invertible
elements of the monoid (Hom(A,A), ◦).

Definition F.1.5. The category Set is defined as having sets as
objects, and functions as morphisms.

Definition F.1.6. The category Top is defined as having topological
spaces as objects, and continuous functions as morphisms.

Definition F.1.7. The category Ord is defined as having quasi-
orders as objects, and monotone maps as morphisms.

Definition F.1.8. Let C be a category. An object A of C is an initial
object if for every B, Hom(A,B) contains exactly one morphism.

Definition F.1.9. Let C be a category, and A,B be two objects of
C. The product of A and B is an object C with two morphisms
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D

C

A B

h

ιA

g

ιB

f

Figure F.2.: The commutative dia-
gram of the co-product construction.

πA ∈ Hom(C,A) and πB ∈ Hom(C,B), such that for all D with
morphisms f ∈ Hom(D,A), and g ∈ Hom(D,B), there exists a
unique morphism h ∈ Hom(D,C) such that f = πA ◦ h and g =

πB ◦ h.

We refer the reader to Figure F.1 for a diagrammatic presentation
of the above equations.

Definition F.1.10. Let C be a category, and A,B be two objects of
C. The co-product of A and B is an object C with two morphisms
ιA ∈ Hom(A,C) and ιB ∈ Hom(B,C), such that for all D with
morphisms f ∈ Hom(A,D), and g ∈ Hom(B,D), there exists a
unique morphism h ∈ Hom(C,D) such that f = h◦ιA and g = h◦ιB.

We refer the reader to Figure F.2 for a diagrammatic presentation
of the above equations.

Definition F.1.11. Let C be a category. A projective system is
a family of objects (Ei)i∈I , together with a family of morphisms
(fi,j)i≥j∈I , such that fi,j ∈ Hom(Ei, Ej), and such that fi,i = IdEi

,
and fi,j ◦ fj,k = fi,k for all i ≥ j ≥ k ∈ I,

Definition F.1.12. Let C be a category. A limit of a projective
system (fi,j ∈ Hom(Ei, Ej))i≥j∈I , is an object A of C together with
morphisms fi ∈ Hom(A,Ei), and such that fi = fi,j ◦ fj for all
i ≥ j ∈ I.

The limit of a projective system is unique up to isomorphism.

F.2. Functors
Definition F.2.1. Let C and C′ be two categories. A functor F from
C to C′ is a mapping from objects A of C to objects F (A) of C′, that
associates with morphisms f ∈ Hom(A,B) of C a morphism F (f) ∈
Hom(F (A), F (B)) in C′. Furthermore, a functor should satisfy that

▶ F (IdA) = IdF (A) for all objects A of C,
▶ F (f ◦ g) = F (f) ◦ F (g) for all morphisms f, g of C.

Definition F.2.2. Let C be a category. An endofunctor of C is a
functor from C to itself.

Definition F.2.3. Let C be a category, and F be an endofunctor of
C. An initial algebra of F is a pair (µF, δ) where µF is an object
of C and δ ∈ Hom(F (µF ), µF ), such that for all (A, ρ) where ρ ∈
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Hom(F (A), A), there exists a unique h ∈ Hom(µF,A) such that
h ◦ δ = ρ ◦ F (h).

F.3. Liftings

Definition F.3.1. The forgetful functor from Top (resp. Ord) to
Set is the mapping from (X, τ) (resp. (P,≤)) to the underlying set
X (resp. P ), that furthermore associates the map f to the map f

(forgetting that it was continuous or monotone).

Definition F.3.2. An endofunctor G′ of Top is a lift of an endo-
functor G of Set if the following diagram commutes, where U is the
forgetful functor

Top Top

Set Set

G′

U U
G
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131, 133, 134, 141, 147, 148, 257

shortest path distance . . . . . . . . . . . . . . . . . . . . . 69
sober space . . . . . . . . . . . . . . . . . . . . . 147–149, 254
sobrification functor . . . . . . . 147, 148, 200, 254
space

bitopological space . . . . . . . . . . . . . . . . . . 146
compact topological space 30, 49–52, 54, 65,

137, 143–147, 151–155, 160, 162, 163,
168, 171, 174, 192, 234, 235, 253

logically presented pre-spectral space . . . 65,
124, 137–139, 143–162, 164, 165, 167,
169–175, 177, 180, 203, 234, 235

logically presented space.137, 138, 140–143,
146, 151–154, 156, 161, 165, 167, 169,
172, 175, 235

spectral space . . .65, 137, 138, 145–149, 153,
160, 174

specialisation preorder54, 72, 146, 188, 189, 227,
228

spectral map . . . . . . . . . . . . . . . . . . . 174, 175, 253
stature . . . . . . . . . . . . . . . . . . . . . . . . . 200, 211, 254
strong injective embedding 20, 21, 29, 87, 260
structural subtree ordering. . .181, 192, 208, 209,

214, 215, 219, 221, 224
subbasis of a topology . . 48, 50–52, 54, 140, 141,

143, 147, 161, 165–167, 169, 174,
190–193, 201, 203, 209, 221, 222, 228,
252, 254

sublattice . . . . . . . . . . . . . . . . . . . . . . . . . . . 147, 246
subset restriction . . . . . . 187–189, 194, 197, 222
substructure . . . . . . . . . . . . . . . . . . . . 18, 21–23, 29
substructure embedding . . . . . . . . . . . . . . . 21, 22
subword topology . . . 66, 139, 159, 162, 166, 178,

186, 187, 199, 200, 208, 209, 223, 254
suffix ordering . . . . . 181, 192, 215, 219, 221, 223,

225
sum topology . . . . . . . . see co-product topology
support of a functor . . . . . . . . . . . . 220, 225, 229

T

template graph . . . . . . . . . . . . . . . . . . . . . . . . 87–92
the Kruskal Tree Theorem . . . 159, 173, 177, 179,

180, 182, 192, 208, 215, 228



topological closure. . . . . . . . . . . . . . . . . . .251, 254
topological embedding 221–223, 227, 229, 253
topological sequence

bad sequence . . . . . . . . . . 192–195, 197, 200
good sequence . . . . . . . . . . . . . 192, 195, 196

topological space . . . . 3, 47, 48, 50, 140, 251, 253,
261

topologies
Alexandroff. . . . .see Alexandroff topology
asymptotic subword . . . . . . . . see asymptotic

subword topology
co-finite . . . . . . . . . . . . see co-finite topology
co-product . . . . . . see co-product topology
d-topology . . . . . . . . . . . . . . . . see d-topology
discrete . . . . . . . . . . . . see discrete topology
divisibility . . . . . . . see divisibility topology
induced . . . . . . . . . . see induced topology, see

Noetherian topology
join . . . . . . . . . . . . . . . . . . . . see join topology
Lower-Vietoris . . . . . . . . . . see Lower-Vietoris

topology
minimal . . . . . . . . . . . see minimal topology
multiset. . . . . . . . . . . .see multiset topology
patch. . . . . . . . . . . . . . . . .see patch topology
prefix . . . . . . . . . . . . . . . . see prefix topology
product . . . . . . . . . . . . see product topology
subword . . . . . . . . . . . see subword topology
transfinite subtree . . . see transfinite subtree

topology
transfinite subword . see transfinite subword

topology
tree . . . . . . . . . . . . . . . . . . . . see tree topology
trivial . . . . . . . . . . . . . . . .see trivial topology
upper . . . . . . . . . . . . . . . . see upper topology
Zariski . . . . . . . . . . . . . . see Zariski topology

topology expander. . . .65, 66, 178, 180, 184, 187,
189–204, 207–212, 214, 215, 219,
221–223

divisibility expander . 66, 207, 221, 222, 226,
228

effective topology expander . . . . . . . . . . 202
transfinite subtree topology . . . . . . . . . 213, 214
transitive object . . . . . . . . . . . . . . . . 217–220, 225
tree depth. . . . . . . . .24, 25, 44–46, 55, 122, 123
tree embedding relation . 139, 158, 173, 174, 177,

179, 181, 208, 213, 223
tree orderings

embedding. . .see tree embedding relation
gap embedding . . . . . . . . . see gap embedding

relation

subtree . . . see structural subtree ordering
tree topology. . . . .139, 178, 208, 209, 223, 224
tree width . . . . . . . . . . . . . . . . . . . . . . . . 46, 55, 258
trivial topology . . . . . . . . . . . . . . . . . 184, 187, 202
the Tychonoff Theorem154, 155, 160, 168, 253

U

U-lift . . . . . . . . . . . . . . . . . .215, 221–224, 229, 263
union of a chain . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
upper topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
upward closure . . . 38, 39, 54, 124, 140, 141, 143,

144, 163, 165, 184, 213, 215
upwards closed set . . 38, 43, 44, 53, 54, 141, 142,

149, 160, 185, 189, 227, 228

W

weak normal form 215, 216, 218–220, 224, 225
weak normal form property . . . . . . . . . . 215, 218
well quasi order. .3, 30, 40, 42–47, 52–55, 65, 66,

113, 121–125, 137–139, 145, 146, 150,
158, 162, 163, 168, 177–179, 181, 182,
185, 195, 200, 207, 209, 214, 215, 224,
227–229, 233, 234, 236

well-founded ordering . . . . . 43, 44, 192, 193, 245,
246

word orderings
prefix. . . . . . . . . . . . . . . . .see prefix ordering
subword . . . . . . . . . . . see subword ordering
subword ordering . . . . 66, 139, 158, 160, 177,

179, 180, 186, 189, 223–225
suffix . . . . . . . . . . . . . . . . . see suffix ordering

wreath product
wreath topology . . . . . . . . . . . . . . . . . . . . . 167

X

X-positive Gaifman normal form . . . . . 68, 260
X-positive homomorphism. . . . . . . 68, 257, 260
X-positive sentence . . . . . . . . . 68, 257, 259, 260

Z

Zariski topology . . . . . . . . . . . . . . . . . 53, 139, 254
Zorn’s Lemma . . . . . . . . . . . . . 154, 162, 170, 246





Math Commands

Alex(≤) – the Alexandroff topology of ≤, 54,
140–145, 150, 152, 165, 174, 175,
184–186, 188, 200, 208, 224, 228, 234

Aut(A) – automorphisms of A, 217, 220, 261

categories
Elt – category of elements, 215, 216,

218–220, 224, 225
LPPS – category logically presented

pre-spectral spaces and logical maps,
145, 152, 153, 155, 174, 175

LPS – category of logically presented
spaces and logical maps, 142, 145, 152,
153, 155, 174

Ord – category of quasi-orders and
monotone maps, 214, 215, 224, 261,
263

Set – category of sets and functions, 66,
214–220, 261, 263

Spec – category of spectral spaces and
spectral maps, 174

Top – category of topological spaces and
continuous maps, 175, 214, 215,
221–223, 254, 261, 263

classes of structures
∆d

deg – finite structures of degree bounded
by d, 124, 149–151, 165, 234

Cliques – finite cliques, 70, 123, 156–158
Cycles – finite cycles, 35, 36, 38, 46, 53, 54,

70, 73, 96, 124, 125, 133, 144, 145, 150,
151, 174

D – finite diamonds, 123
LinOrd – finite linear orders, 39, 163, 164,

166, 167
Fin(σ) – the collection of all finite

relational structures over σ, 4, 13, 17,
18, 21–25, 29, 31, 35, 36, 38, 39, 41, 42,
44–46, 48, 52, 55, 64, 72, 80, 93, 95,
97–100, 102–106, 108–113, 118,
120–122, 124, 126–129, 131, 133, 134,
140–144, 146, 150, 163–165, 167, 169,
172, 174, 175, 235

Paths – finite paths, 40, 44, 70, 96, 99, 100,
125, 156–158

Struct(σ) – the collection of all relational
structures over σ, 13, 15–18, 20–24,
29–37, 39, 42, 44, 48, 49, 51, 52, 71–75,
77–79, 81–89, 93–96, 105, 122, 129,

130, 141–144, 147–149, 157, 163, 166,
167, 257

Stars – finite stars, 122, 123
classical set theory

|A| – cardinal of the set A, 44, 45, 96, 119,
121, 133, 144, 145, 149, 241, 258

Pfin(X) – the finitary powerset of X, 90, 91,
104, 119, 201, 202, 219, 229, 241

P(X) – the powerset of X, 47, 48, 65, 121,
137, 139, 140, 143, 145–147, 153, 160,
161, 174, 177, 184, 203, 241, 247, 248,
254, 258

S1 ⊆fin S2 – S1 is a finite subset of S2, 15,
32, 33, 36, 43, 44, 49–52, 80, 154,
161–163, 167, 170, 171, 191, 241, 257,
258

closure operators
]C – closure of C under disjoint unions, 99,

100, 123
〈S〉bool – the Boolean algebra generated by

S, 141, 147–149, 151, 157, 162, 164,
170, 171, 175, 247

〈S〉comp
bool – the complete Boolean algebra
generated by S, 161, 162, 167, 172,
173, 248

S(X) – the sobrification of X, 147, 160,
201–203, 254

〈S〉topo – the topology generated by S, 48,
49, 51, 52, 54, 124, 140–149, 157, 158,
161, 162, 167, 169, 171, 172, 174, 175,
190, 191, 193, 194, 210, 235JφKC – the collection of models of a sentence, 4,
38–40, 42, 44, 48, 49, 51, 52, 98,
102–106, 110, 119, 124, 140–145,
163–165, 172, 173, 234, 235

K◦(X) – the compact open subsets of X, 52, 143,
144, 146–149, 151, 162, 167, 171, 175,
235, 253

∆∃F
A – diagram sentence of A in fragment ∃B,

31, 36, 40, 73, 134, 172
τdisc – the discrete topology, 153, 174, 184, 187,

199, 200
dA(a, b) – the shortest path distance between a

and b in the Gaifman graph of A, 69,
71, 81, 82, 87, 89, 92, 130

domA – domain of a relational structure, 13,
14, 16, 19, 21, 23, 30, 32, 33, 69, 258,
259



↓≤A – the downward closure of A for ≤, 35, 36,
38, 54, 99, 123, 125, 133, 145, 150, 151,
190, 203, 223

∃≥kr x – basic local quantification, 4, 72, 73, 76,
85, 86, 90, 91, 93, 112, 121, 127, 131,
259, 260

first order fragment
EFO – existential first order formulas,

20–23, 29, 30, 35, 36, 38, 44, 54, 73, 93,
95, 97, 113, 117–119, 124, 133, 134,
141–149, 157, 158, 174

EPFO – existential first order formulas, 23,
24, 29, 30, 36, 38, 42, 44, 118, 134, 141,
144, 146, 175, 235

EPFO ̸= – existential positive first order
formulas with non-equality, 22, 23, 29,
30, 36, 38, 44, 118, 134, 141, 144–146

FO – first order formulas, 15–20, 23, 29–42,
44, 48, 49, 51, 52, 64, 65, 68, 71–76,
79–82, 93, 94, 96–98, 101, 105, 113,
124, 126–128, 131, 133, 134, 138–145,
147, 149, 150, 152, 155–158, 163–169,
172–175, 233–235, 259, 260, 265

FOLoc – local formulas, 64, 69, 74, 98, 106,
109, 113, 117, 118, 126

PQF – positive quantifier free formulas, 23,
24, 26, 30, 31, 234

PQF – positive quantifier free formulas
with non-equality, 22, 30, 31

QF – quantifier free formulas, 20, 21, 30,
31, 33, 34, 36, 64, 74, 95, 119, 120, 140,
166, 167, 174, 234, 235, 268

h : A →F B – an F-embedding from A to B, 30,
31, 119, 120, 168–171

fv(φ) – the free variables of a formula, 15, 163,
172

Gaif(A) – the Gaifman graph of A, 17, 25, 55,
69, 70, 102, 104, 258, 259

Hom(A,B) – morphism between A and B,
215–220, 224, 225, 261–263

IdA – the identity morphism on A, 169, 174,
175, 217, 222, 261, 262

indepN (x⃗,r) – formula stating the non
intersection of the r-local
neighbourhoods of the variables
x1, . . . , xn, 72, 75, 76, 78, 82–85, 90,
121, 130, 132

S̊ – the interior of S, 235, 251

Local(A, r, k) – the collection of r-local
neighbourhoods around k-tuples of

elements in A, 69–71, 73, 93–96,
117–129, 133, 134, 165

|φ|x⃗r – local restriction of a formula, 71, 72, 84,
93, 96, 119, 120, 126

Typesq,kr (A) – the collection of (q, r)-local types
of size at most k in A, 94–96, 128

JA→ BKmon – Monotone Functions from A to
B, 198, 199JTop(X) → Top(X)Ksub

mon – pseudo topology
expanders over X, 199

NA(⃗a, r) – the r-local neighbourhoods of the
tuple a⃗ inside A, 69, 71, 72, 77, 78,
82–84, 86, 88, 89, 91, 96, 99, 100, 102,
111, 112, 119–123, 126, 127, 129, 130,
132, 133, 258

y ∈ N (x⃗, r) – the first order sentence stating
that y belongs to the r-local
neighbourhood of x⃗, 71, 72, 76, 78,
87–89, 110

tpqA (⃗a, r) – the (q, r)-local type of the tuple a⃗
inside A, 94–96, 112, 126, 132

mtpqA (⃗a, r) – the MSO (q, r)-local type of the
tuple a⃗ inside A, 127–130, 132

ordering of structures
A ≤F B – the preorder associated to F,

30–32, 34, 35, 37, 38, 40–44, 48, 52, 54,
68, 134, 140, 141, 143–146, 168, 169,
171, 172, 233

A �h B – A homomorphically embeds into
B, 23, 24, 26, 29, 30, 38, 42, 55, 175,
234, 235

A ⊆i B – A is an induced substructure of
B, 18, 20, 21, 26, 29, 30, 33–36, 38–40,
43–47, 53–55, 69, 95, 117–121,
123–129, 131, 133, 134, 140, 142–145,
149–152, 165, 166, 168, 174, 234

A ⇛r,k
q B – A has fewer first order local
behaviours than B, 68, 94–98, 101,
109–113, 117, 118, 126

A ⇛r,k
q,MSO B – A has fewer monadic second
order local behaviours than B, 128,
129, 131, 132

A ⊆ B – A is a substructure of B, 18, 21,
22, 26, 29, 30, 38, 44, 45

rk(φ) – the quantifier rank of a formula, 24, 41,
42, 131, 132, 164, 173

(F)rk≤q – quantifier rank restriction, 41, 42

realATMSO – the collection of tuples a⃗ ∈ A that
realise the MSO type TMSO, 129, 130

satisfaction relation



φ |=C ψ – entailment of ψ from φ over a
class C, 17, 18, 32, 33

A |= φ – a model A satisfies a first order
sentence φ, 15, 16, 18, 20–24, 26,
30–38, 40–42, 71–74, 78, 80–89, 91, 92,
94–97, 99, 100, 106–108, 111–113,
119–121, 124, 126, 127, 129–133, 144,
145, 149, 150, 156, 164, 169, 173, 259

A |= φ – a model A satisfies a monadic
second order sentence φ, 128, 132, 257,
258

A |= T – a model A satisfies a theory T, 31,
32

second order fragment
MSO – monadic second order order

formulas, 79, 127–133, 257, 258
MTypesq,kr (A) – the collection of MSO

(q, r)-local types of size at most k in A,
128–130

C/A – the slice category, 215, 216, 218–220,
225

≤τ – the specialisation preorder of τ, 54, 188,
253

Th(A) – the theory of a structure A, 40–42, 95,
97

S – the topological closure of S, 147, 211, 251
td(A) – the tree depth of A, 24, 25, 45, 122,

123
CTreesΣ – tree constructor over alphabet Σ,

178, 179, 182, 184, 217, 221, 224
τtriv – the trivial topology, 184–187, 189,

191–193, 198–203, 210, 223

Alex(≤) – the Upper topology of ≤, 54
↑≤A – the upward closure of A for ≤, 38, 39, 43,

44, 119, 150, 165, 166, 184, 185, 187,
190, 192, 210–212, 221–223, 227, 228,
234, 235

CTreesΣ – word constructor over alphabet Σ,
178, 179, 181, 182, 184, 215–219, 221,
223–225
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Titre : Théorèmesdepréservationpour la logique aupremier ordre : localité, topologie et construc-
tions limites.
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Noethériens.

Résumé :
Les théorèmes de préservation en logique

du premier ordre constituent une collection de
résultats provenant de la théorie classique des
modèles. Ceux-ci établissent une correspon-
dance directe entre les propriétés sémantiques
des formules et les contraintes syntaxiques im-
posées par le langage utilisé pour les expri-
mer. Cependant, l’étude de ces théorèmes de-
vient particulièrement difficile lorsqu’on se res-
treint à des modèles finis, ce qui est d’autant
plus regrettable que le domaine de la théo-
rie des modèles finis est mieux adaptée pour
décrire les phénomènes observés en informa-
tique. Cette thèse propose une approche sys-
tématique pour étudier les théorèmes de pré-
servation dans le cadre de la théorie des mo-

dèles finis. Les preuves ad-hoc déjà existantes
sont comprises dans le cadre d’une théorie plus
générale qui englobe les techniques basées sur
la localité, reposant sur une présentation to-
pologique des théorèmes de préservation ap-
pelée espaces préspectraux logiquement pré-
sentés. L’introduction de ces espaces topolo-
giques permet le développement d’une théo-
rie compositionnelle des théorèmes de préser-
vation. De plus, cette thèse constitue une pre-
mière étape vers l’examen systématique des
théorèmes de préservation dans des classes
de structures finies définies par induction. Cela
est réalisé en démontrant un théorème de
point fixe générique pour une classe restreinte
d’espaces préspectraux logiquement présen-
tés, plus précisément les espaces Noethériens.

Title : First Order Preservation Theorems in Finite Model Theory : Locality, Topology, and Limit
Constructions
Keywords : Preservation Theorem, Topology, Locality, First Order Logic, Noetherian Space.

Abstract : Preservation Theorems in first-order
logic are a collection of results derived from
classical Model Theory. These results establish
a direct correspondence between the seman-
tic properties of formulas and the syntactic
constraints imposed on the language used to
express them. However, studying these theo-
rems becomes notably challenging when focu-
sing on finite models, which is unfortunate gi-
ven that the field of Finite Model Theory is bet-
ter equipped to describe phenomena occur-
ring in Computer Science. This thesis presents
a systematic approach to investigating Preser-
vation Theorems within the realm of Finite Mo-
del Theory. The traditional ad-hoc proofs are

replaced with a theoretical framework that ge-
neralizes techniques based on locality, and in-
troduces a topological presentation of preser-
vation theorems called logically presented pre-
spectral spaces. Introducing these topological
spaces enables the development of a compo-
sitional theory for preservation theorems. Ad-
ditionally, this thesis takes an initial stride to-
wards systematically examining preservation
theorems across inductively defined classes of
finite structures. It accomplishes this by proving
a generic fixed point theorem for a topological
restriction of logically presented pre-spectral
spaces, specifically Noetherian spaces.
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