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On the conflict between mate preference and adaptation: a
mathematical approach

Sexual preferences play a major role in the process of adaptation and speciation. While

preferences for adaptive traits have been extensively studied, but various targets of pref-

erence are observed in natural populations, including attractions towards dissimilar or

maladaptive traits . During my thesis, I focused on these peculiar forms of sexual pref-

erences. I used mathematical modelling to identify the conditions for the evolution of

mate preference targeting locally adaptive vs. maladaptive traits. I focused on the evo-

lution of preference targeting warning traits, associated with defence against predators

as a case study. Warning colorations reduce predation when they become widespread in

a given environment: the local community of predators learns to associate the warning

trait with defence and then avoid attacks on prey displaying them. Warning coloration

are thus a relevant example of convergent evolution driven by local adaptation. Because

these colorations can also be used as a cue during mate choice, they appear as a relevant

trait to study the interactions between preference evolution and local selection on the

preferred cue in sympatric species. First, I focused on the evolution of disassortative

mating in polymorphic populations. I focused on the species H. numata, which display

polymorphism in warning signals, controlled by a single supergene. Using numerical

simulations, I studied how disassortative preferences, leading to preference on locally

maladaptive phenotypes can emerge. I showed that the recessive deleterious mutations

usually associated with supergenes promotes the evolution of disassortative preference

(chapter 1). I also identified the genetic architecture of trait and preference allowing

the evolution of disassortative preference. I then used a more general model focusing on

polymorphic traits used as mating cues, to identify the conditions on dominance relation-

ships between cues alleles and on their association with deleterious mutations allowing

the evolution of disassortative mating (chapter 2). Second, I focused on the effect of re-

productive interference between sympatric species on the evolution of preferences. Since

local adaptation promotes trait similarity between sympatric species, preference for lo-

cally adapted traits may be impaired by reproductive interference. Using quantitative

genetics models, I studied the conditions allowing the evolution of preference towards lo-

cally non-adapted traits limiting reproductive interference, and its consequences on local

adaptation (chapter 3) and sexual dimorphism (chapter 4). Third, I investigated why

and when mate preference targets traits involved in local adaptation rather than neutral

traits that may diverge between sympatric species (chapter 5). Altogether, this thesis

highlights the origin of sexual preferences and shows various conditions where disassorta-

tive or maladaptive preference can emerge. I conclude with a critical review highlighting

the high prevalence of disassortative mate preference in nature and its peculiar role in

the processes of adaptation and speciation.





Étude du conflit entre sélection sexuelle et adaptation:
une approche mathématique

Les préférences sexuelles jouent un rôle majeur dans le processus d’adaptation et de spéciation.

Alors que les préférences pour les traits adaptés ont été bien étudiées, des préférences envers

divers traits sont observées dans les populations naturelles, y compris des préférences envers des

traits dissemblables ou inadaptés . Au cours de ma thèse, j’ai étudié ces formes particulières de

préférences sexuelles. J’ai utilisé des approches de modélisation mathématique afin d’identifier

les conditions menant à l’évolution de préférences sexuelles basées sur des traits adaptés ou, par

contraste, mal-adaptés. Je me suis concentré sur l’évolution de préférences ciblant des signaux

d’avertissement, associés à des défenses contre les prédateurs. Un signal d’avertissement, réduit

la prédation lorsqu’il devient localement répandu : la communauté locale de prédateurs apprend

à associer le signal à une défense et évite alors d’attaquer les proies présentant ce signal. Les

signaux d’avertissement sont donc un exemple pertinent d’évolution convergente promue par une

adaptation locale. Comme ces signaux peuvent également être utilisés lors du choix du parte-

naire, ils apparaissent comme un trait pertinent pour étudier les interactions entre l’évolution des

préférences et la sélection locale chez des espèces sympatriques. Tout d’abord, je me suis concen-

tré sur l’évolution de l’hétérogamie dans les populations polymorphes, en particulier, sur l’espèce

H. numata, qui présente un polymorphisme de patrons de coloration, contrôlé par un seul su-

pergène. A l’aide de simulations numériques, j’ai étudié l’émergence de préférences hétérogames

conduisant à une préférence pour des phénotypes localement inadaptés. J’ai ainsi montré que les

mutations délétères récessives habituellement associées aux supergènes favorisent l’évolution de

la préférence hétérogame (chapitre 1). J’ai également identifié les architectures génétiques des

traits et des préférences permettant l’évolution de préférences hétérogames. J’ai ensuite utilisé

un modèle plus général se concentrant sur les traits polymorphes utilisés dans les préférences sex-

uelles, pour identifier les conditions sur les relations de dominance entre les allèles de trait et sur

leur association avec des mutations délétères permettant l’évolution de l’hétérogamie (chapitre

2). Deuxièmement, j’ai étudié l’effet de l’interférence reproductive entre espèces sympatriques

sur l’évolution des préférences. Puisque l’adaptation locale favorise la ressemblance des traits

entre les espèces sympatriques, la préférence pour les traits adaptés localement peut être al-

térée par l’interférence reproductive. En utilisant des modèles de génétique quantitative, j’ai

étudié les conditions permettant l’évolution de préférences envers des traits localement non-

adaptés limitant l’interférence reproductive, et ses conséquences sur l’adaptation locale (chapitre

3) et le dimorphisme sexuel (chapitre 4). Enfin, j’ai étudié pourquoi et quand les préférences

sexuelles ciblent des traits impliqués dans l’adaptation locale plutôt que des traits neutres qui

peuvent diverger entre espèces sympatriques (chapitre 5). Dans l’ensemble, cette thèse met en

lumière l’origine des préférences sexuelles et montre les différentes conditions dans lesquelles des

préférences hétérogames ou des préférences envers des traits localement mal-adaptés peuvent

émerger. Je conclus par une revue critique soulignant la prévalence des préférences hétérogames

dans les populations naturelles et de leurs rôles dans les processus d’adaptation et de spéciation.
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ont été riches d’enseignements. Merci pour tout ce que tu m’as transmis. J’ai une
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INTRODUCTION

”I feel the bigness of it, but when I speak, I babble

like a little child. It is a great task to transmute

feeling and sensation into speech, written or

spoken, that will, in turn, in him who reads or

listens, transmute itself back into the selfsame

feeling and sensation. It is a lordly task. See, I

bury my face in the grass, and the breath I draw

in through my nostrils sets me quivering with a

thousand thoughts and fancies.”

Jack London

Martin Eden
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INTRODUCTION

Making sense of the world

Everybody carrefully observing its environment can see how strange and fascinat-

ing the world is. For instance, when looking at rock formations called fairy chimney

(Figure 1 (a)), I have the strange feeling that they do not belong to their proper

place. In everyday life, we often have such feelings. A lot of people can observe

ants for a long time, fascinating by their individual and collective behaviors (Fig-

ure 1 (b)). The animals with which we interact the most, i.e. the other humans,

are perhaps the most fascinating for us, because we have trouble to understand the

behaviors of our conspecific (Figure 1 (c)). This strangeness is certainly the spice

of the world and is calling for explanations. Among human efforts to make sense

of the world, there are sciences. We can perfectly explain the formation of fairy

chimney by past glacial melting, the water flow resulting and the erosion. But this

explanation does not make the fairy chimney less strange because it offers us new

sources of strangeness. Indeed, the size of fairy chimney becomes more fascinating

with the explanation, because it means that erosion took away a huge mass of soil.

It is amazing that such a slow process, that we can not even perceive, can have

such a big impact on landscape on a huge time scale.

The world that we try to make sense of is full of living organisms. We live in

very close interactions with numerous conspecifics. Our food comes from other

organisms and trillion of micro-organisms live within our digestive system and

allow us to digest. Our society origins in the domestication of plants, animals

and micro-organisms. Viruses parasite us and live among us. Thus, we need to

understand the living matter, in order to understand our world. Nowadays, the

best understanding of the living matter comes from evolutionary theory. The

theory of evolution states that, like fairy chimney, the living organisms that we

observe nowadays result from a series of slow of processes taking place on a large

timescale. These processes are slow at the scale of our lifetime, and most of the time

we do not perceive it. The characteristics of living organisms such as their shape,

color, behavior can be understood in the light of evolution, i.e. using the concepts

of evolution to explain how these characteristics may have appeared and persisted.
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INTRODUCTION

Fig. 1: (a) Fairy chimney near Molines-en-Queyras. ©Meneerke bloem (b) Ants
and Aphids. ©Vibha Raj (c) Worker in New York from Reggio, Koyaanisqatsi

As we will see below, the main concepts of evolution are simple but they can explain

the amazing diversity and complexity observed within living organisms. However,

even if we understand very well the main concepts of evolution, understanding

evolutionary mechanisms is still challenging.

Understanding evolutionary mechanisms through equations

This thesis aims at participating to a global effort to explain the diversity of living

organisms in the light of evolutionary mechanisms. However, this thesis does not

report data from any field observations or experiments. How can we shed lights

on the mechanisms of evolution without closely looking at any living organisms ?

This work presented here relies on mathematical equations like this one:

∆φ = βφ0,φ Var(φ)
1

w
βw,φ. (1)
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INTRODUCTION

However, the link between Equation (1) and living organisms is, at least for the

moment, not straightforward. Equation (1) describes the evolution of a discrete 1

or a continuous value φ of a quantitative trait T in a population. This equation

can have numerous applications. To illustrate, let us say that T is the beak width

of a bird. In a population, of such birds with overlapping generations, Equation (1)

describes the change of the mean trait value during a single generation ∆φ. The

different analytical expressions composing Equation (1) describe the main concepts

of evolution:

1. Selection and drift ( 1
w
βw,φ): βw,φ is the statistical correlation within the

population between the bird fitness w and the trait value φ, and w is the

mean fitness observed in the bird population. In natural population, the

fitness of an individual depends on numerous traits but also on randomly

occurring events. For example, by chance, an individual may escape or not

a predator. Therefore assuming that the fitness of each individual (w) is a

stochastic variable certainly fits closer the reality. Many models neglect this

stochastic effect and assume that the fitness of an individual only depends

on his different traits.

The trait values changes (∆φ 6= 0) if there is a correlation between the

fitness and the trait value (βw,φ 6= 0). Selection is defined in a broad sense

that includes stochastic effect, i.e. the variability in individual fitness within

the population, is a necessary condition for evolution. Selection can arise

when a trait, variable in the population, impacts the fitness. For example,

after an environmental change, the bird population might have access only

to small resources, individuals with small beak would be better at exploiting

such resources, resulting in a higher fitness than large beak individuals. This

selection drives the evolution toward small values of beak width ( 1
w
βw,φ < 0).

However even if a trait is unrelated to the survival and to the reproduction,

there may be by chance a correlation between the trait value and the fitness

1For example let us assume a population with red and blue individuals, let φ = 1 (resp. φ = 0)
for blue (resp. φ = 1) individuals. Equation (1) then tracks the evolution of the proportion of
blue individuals in the population φ. Similarly Equation (1) can be used to track the evolution
of genotypic frequencies in a population.
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leading to the evolution of that trait. Another mechanisms can lead to the

evolution of a trait unrelated to the survival and to the reproduction. We

assume another trait T ′, plumage coloration, which trait value φ′ is unrelated

to the survival and to the reproduction. We assume a statistic correlation

within the population between traits value φ and φ′. For example we assume

that individuals with small beak tend to have a blue coloration. In this

case there is a correlation between the fitness and the plumage coloration

(βw,φ′ 6= 0) because blue individuals, which have often a small beak, access

to more ressources. This leads to the evolution of plumage coloration even

if this trait does not impact the survival of individuals. In this case we say

that trait T2 is under indirect selection.

2. Variability (Var(φ)): Var(φ) is the variance of the trait value in the popu-

lation. The trait value evolves (∆φ 6= 0) only if the trait value is variable

(Var(φ) > 0). Selection generally erodes variability, therefore mechanisms

generating trait variability, such as mutations for traits with genetic basis,

are essential in the evolutionary process.

3. Heritability (βφ0,φ): βφ0,φ is the statistical correlation, between trait values

observed in the offsprings (φ0) and in their parents (φ). This correlation is

usually interpreted as the heritability of the trait (Rice, 2004). For example,

a trait can be heritable via the transmission of genetic basis of the trait

during reproduction. Note that traits can be heritable without genetic basis:

for exemple, mother tongue in human is a trait highly heritable.

Equation (1) describes the mechanism leading to phenotypic evolution, with the

few main concepts (selection, variability, heritability) of evolution. However, we

can also verbally explain how evolution works. And it would certainly be better

because most people are more confortable with verbal arguments than equations.

Then, we may ask what is the point of using equations to describe evolutionary

processes ? Why use mathematics to say what we can say with words ?

The main reason is that verbal arguments can have logical flaws. The living mat-

ter is composed of numerous interactions, and then the study of life often leads

7
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Fig. 2: Illustration of principles of evolution: selection, variability and
heritability. These principles are linked with mathematical object appearing in
Equation (1).

to countless complex verbal arguments. Because of this complexity, we may miss

logical flaws. Using mathematics, we translate our argumentation in another lan-

guage. This language has been rigoursly built and defines logic rules. A mathe-

matical model may act as proof-of-concepts, allowing us to test the logical validity

of our argumentation (Servedio et al., 2014). Similarly to empiricists making pro-

tocoles and collecting data to test a hypothesis, theoreticians build and analyse

mathematical models, to test the logical soundness of an argument. In a certain

sense, Equation (1) is a proof-of-concepts that the main concepts of evolution lead

to phenotypic evolution. Indeed, Equation (1) is a simplified version of the Price’s

theorem (Price, 1970, 1972). Price did not define this equation, this equation re-

sults from events defined at the population level (fitness, reproduction). Then,

this equation shows that selection acting on a variable and heritable trait leads to

the evolution of this trait, within a population.

Proof-of-concept models may sometimes give the feeling to state the obvious. For

that reason, van Veelen et al. (2012) accuse Equation (1) to be useless, compar-

ing Price’s equation to the ironic words of Johan Cruijff, a famous Dutch football

player, saying that to win a game you need to score more goal that your opponent.

During this thesis, I personally sometimes had the feeling of stating the obvi-

ous. Even if models have obviously increased our understanding of evolutionary

mechanisms (see examples in (Servedio et al., 2014; Otto & Rosales, 2020)), I think

there is some truth in models criticisms of stating the obvious. Theoreticians often

8
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want to show that an evolutionary mechanism is logically sound and can explain

a pattern observed in a natural population. As theoreticians master everything in

their model, they easily create the conditions to observe evolutionary mechanisms

leading to an observed pattern. However, I do think this approach has merit:

by creating the condition under which a mechanism appears, theoreticians clarify

the important conditions for its apparition. This may be particularly useful to

understand mechanisms in complex biological systems, where a lot of parameters

can potentially influence the outcome. Mathematical modelling allows to identify

which parameters importantly influence evolutionary mechanisms, as well as how

these parameters influence it.

We can increase our understanding of evolutionary mechanisms by analysing equa-

tions. The main reason being that we can work and manipulate the concepts of

evolutionary biology through equations. Concepts are very important as they pro-

vide a lens to see the world and to understand it better. How could we make

sense of evolutionary mechanisms without the concepts of gene, of selection, of

individual? By modelling evolutionary mechanisms, we rigorously clarify how key

concepts interact and lead to the evolutionary phenomena. For instance Equation

(1) clarifies how selection, variability and heritability lead to phenotypic evolution.

Because equations perfectly define interactions between objects, I think than math-

ematics provides, in a sense, clearer explanations of evolutionary mechanisms than

verbal arguments. For instance, when I was in a scientific event mixing mathemati-

cians and biologists, I heard a mathematician saying that in order to understand

a biological process, she needed to see the equations modelling this process. For

someone confortable with mathematics, it can be a tool to understand biological

systems. Studies based on university students found a correlation between skills

in statistic and probability and the understanding of evolution (Fiedler et al.,

2019; Harms & Fiedler, 2019). That does not mean that we need mathematics

to master the concepts of evolution or to study evolutionary biology. That means

that mathematics are one amazing tool, among others, to increase our knowledge

about evolutionary mechanisms. The famous quote of John Van Neumann may be

particularly true applied to biology:

9
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If people do not believe that mathematics is simple, it is only because

they do not realize how complicated life is.

Mate preferences are key in evolutionary mechanisms

Evolutionary processes have produced a huge diversity of traits observed among

living organisms. However, the evolution of some traits may seem paradoxal, or

at least at the first glance. For example, in numerous species, individuals (often

males) display extravagant colorful ornements (see examples in Figure 3). Such

ornaments often generate handicap for individuals: in birds, the extravagant tails

can impair flight (Balmford et al., 1993), and colorful ornaments generally attract

predators and parasites (Zuk & Kolluru, 1998). Such handicapping ornaments

should thus have been counter-selected by natural selection. How can we explain

their persistence ? Darwin suggested that these ornaments might confer an advan-

tage during reproduction because there are preferred by females (Darwin, 1871).

Individuals of the opposite sex may mate preferentially with individuals displaying

ornaments, where such choice increases their reproductive success. Such differ-

ence in reproductive success generates sexual selection acting on traits targeted by

preference (Andersson, 1994). Beyond the case of extravagant ornaments, mate

preference is central in the theory of evolution. For instance, one of the biggest

challenges in evolutionary biology is to identify which process may have produced

so many species. Mate preference may have played a key role in the formation of

species. Mate preference may generate sexual isolation between two populations,

limiting genetic exchange and then promoting sympatric speciation (Bolnick &

Fitzpatrick, 2007).

Invoking the role of mate preference in evolutionary processes is often straitfor-

ward, however explaining the evolution of such mate preference is challenging.

For example, the evolution of preference for handicap ornements seems paradoxal,

as choosers prefer to mate with maladaptive mate. In this section, I detail the

evolutionary forces acting on mate preference.

10
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Fig. 3: (a) Peacock with elongated tail flying on rice field, at Karaikudi, Tamilnadu.
©Haribabu Pasupathy (b) Eastern Firefly with a light organ on its abdomen.
©NaturalWorldLover (c) Green swordtail with a elongated caudal fin. ©Usien (d)
Greater sage-grouse with its gular sacs inflated. ©Bureau of Land Management

Costs limiting the evolution of mate preference

The evolution of mate preference seems surprising, because many costs have been

identified to limit it. These costs generate a direct selection against the evolution

of mate preference (see Pomiankowski (1987), for a review of these costs). Several

theoretical studies have highlighted the significant role of these costs in the evolu-

tion of mate preference (Pomiankowski, 1987; Kopp & Hermisson, 2008; Schneider

& Bürger, 2006). For example, mate preference can increase the investment in

mate searching, because one needs to sample several mates to find a suitable one.

This increased sampling effort can be costly in time (Kruijt & Hogan, 1967), in

energy (as empirically estimated in antilopes, Byers et al. (2005)) and may increase

predation risk, for instance in patrolling animals (Hughes et al., 2012). In addi-

tion, the evolution of mate preferences can involve supplementary costs associated
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with the rebuttal. In the fly species Musca domestica, males jump on the back

of females to initiate mating and choosy females have to kick unpreferred males

to avoid mating (Sacca, 1964). These costs increase when the preferred males are

rare in the population, because it increases mate-searching efforts and the number

of males to rebut. We then qualify such cost as relative, because it depends on the

distribution of the preferred and non-preferred mating traits in males (Otto et al.,

2008). In some plant species the individuals expressing same S-alleles do not mate.

Such self-incompatibility limits inbreeding depression, as well as the expression of

genetic deleterious mutations associated with S-alleles in the offspring (Llaurens

et al., 2009; Stift et al., 2013). The incompatibility system is frequently lost in

the expansion range margin of self-incompatible species (Encinas-Viso et al., 2020),

where the low diversity of S-alleles reduces the availability of preferred mate (Byers

& Meagher, 1992; Vekemans et al., 1998). This highlights the effect of the distri-

bution of traits in the population on relative costs and consequently effect on the

evolution of preference. By contrast, fixed costs do not depend on this distribution.

The mechanism underlying mate preference may require specialized morphological,

physiological and cognitive changes (see Rosenthal (2017) for a review), that may

induce specific metabolic costs. For example, in the self-incompatibility system

in the genus Brassica, mate choice involves a specialized receptor-ligang associ-

ation (Hiscock & McInnis, 2003), so that the evolution of self-incompatibility is

associated with metabolic costs implied by the production of the specific proteins.

Mate preference enhances offspring fitness

Despite the numerous associated costs, mate choice evolved multiple times (see

Rosenthal (2017)) suggesting that some positive effects should increase the fitness

of choosy individuals. Selection acting on offspring survival indirectly affects the

evolution of preference, where preference is promoted when it enhances offspring

fitness. Such offspring advantage increases the spread of heritable preferences in

the population (Rosenthal, 2017). Empirical studies confirm that preference gen-

erally increases offspring fitness (Byers & Waits, 2006; Drickamer et al., 2000)

12
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suggesting that this indirect selection promotes the evolution of preference. Theo-

retical results suggest that preference based on trait under natural selection often

evolves, because it increases the production of adapted offspring (Thibert-Plante

& Gavrilets, 2013). In line with this result, a meta-analyse reveals a positive corre-

lation between male survival and the traits targeted by preference (Jennions et al.,

2001). Moreover, a growing number of empirical evidence showing that female

choice does improve offspring fitness is reported (Welch et al., 1998; Sheldon et al.,

1997; Byers & Waits, 2006; Petrie, 1994; Drickamer et al., 2000).

Usually theoretical studies based on population genetic investigate the evolution

of preference mediated by indirect selection on offspring, in the light of genetic as-

sociations between trait and preference (e.g. (Pomiankowski & Iwasa, 1993; Otto

et al., 2008; de Cara et al., 2008)). Preference indeed generates association between

the loci controlling preference and targeted traits within the offspring (Greenfield

et al., 2014): the allele controlling the chosen trait and alleles encoding for the

preference towards this specific trait are frequently encountered within the same

offspring. Such associations between traits and preferences alleles have been con-

firmed by subsequent theoretical studies (Kirkpatrick, 1982; Lande, 1981). As a

consequence, selection on mating traits acts as indirect selection on preferences.

Natural selection acting on mating traits, by generating indirect selection on pref-

erences, has thus a strong indirect effect on their evolution (Fisher, 1930). The

effect of natural selection on mating traits on the evolution of mate preferences,

first identified by Fisher, has now been confirmed in many theoretical studies

(Heisler, 1984, 1985; Kirkpatrick, 1982; O’Donald, 1980a). The indirect selection

on offspring may be a major factor shaping the evolution of mate choice.

Sexual selection impacts the evolution of mate preference

Once mate preferences are established in the population, they generate sexual

selection on the traits exhibited by individuals during courtship. This sexual se-

lection, acting directly on the mating trait, also indirectly impacts the evolution

of preference via the genetic association generated by mating preference. For
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example, once a preference is common in a population, the advantage of hav-

ing this preference may increase because it leads to the production of sexy off-

spring (Weatherhead & Robertson, 1979). Such sexual selection feedback may

drive the evolution of extravagant traits in males, following a fisherian runaway

process (Fisher, 1930; Lande, 1981; Kirkpatrick, 1982) (Box 1). Moreover, sexual

selection also influences the evolution of mate preference, because it impacts the

distribution of mating traits in males, and thus the relative cost of preference.

The evolution of mate preferences thus involves complex evolutionary processes,

whereby preferences co-evolve with the traits displayed by the chosen individuals.

This co-evolution has been observed in natural populations (on the calling song

in Hawaiian crickets Grace & Shaw (2011), on the sperm morphology in diving

beetles Higginson et al. (2012)) and in experimental studies (on the coloration in

guppies Brooks & Couldridge (1999), on the sperm morphology in fruit flies Miller

& Pitnick (2002)), underpinning the importance of sexual selection feedbacks on

the evolution of mate preferences. These sexual selection feedbacks are complex

and can lead to surprising results, calling for mathematical framework to identify

them.
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Box 1: A model of fisherian runaway

To illustrate the importance of genetic correlation between trait and preference on the evo-
lution of mate choice, we summarize the model of R. Lande describing the fisherian runaway
(Lande, 1981).

Presentation of the model Let a trait t expressed in males and a preference for this
trait p expressed in females take quantitative values. We note t and p the mean trait and
preference values in the population. The change of the mean trait and preference values
across one generation follows the equation:(

∆t
∆p

)
=

1

2

(
Vt Ctp

Ctp Vp

)(
βns
t + βss

t

0

)
,

where Vt and Vp are the genetic variances of trait and preference respectively and Ctp is the
genetic covariance between trait and preference. βns

t and βss
t are selection coefficients on

males due to natural and sexual selection respectively.

Dynamics of the model There are an infinite number of equilibrium points given by
βns
t + βss

t = 0 (see blue line in Figure 4(a) and (b)). The model dynamic depends on the
Ctp/Vt ratio. When Ctp/Vt is low, the mean trait and preference converge to the equilibrium
line (Figure 4(a)). The higher Ctp, the more extreme are the equilibrium mean trait and
preference values. By contrast, when Ctp/Vt is higher than a threshold, the mean trait and
preference values diverge to infinity (Figure 4(b)).

Interest of the model Lande’s model shows that trait and preference can evolve to ex-
treme values or diverge to infinity, despite a fixed adapted trait value is promoted by natural
selection in the population. This model highlights that sexual selection generated by pref-
erence feedbacks on the evolution of preference, because of the genetic association between
trait and preference, leads to unexpected dynamics. This example also illustrates the need
to use mathematical model in order to handle the complexity of mate choice evolution.

Fig. 4: Illustration of coevolution between trait and preference when the genetic
correlation between trait and preference is (a) low or (b) great. The blue line shows
the equilibrium point, black arrows show the dynamic of trait and preference.
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Note that indirect selection may not be the main driver of the evolution of prefer-

ence (Kirkpatrick & Barton, 1997). Direct fitness advantages linked to mate choice

may also promote its evolution (Wagner, 2011). For example, beneficial sexually

transmitted infections may promote preference toward infected individuals (Smith

& Mueller, 2015). Another example of direct advantage is observed in comb-footed

spiders, where males mate preference reduces the risk of pre-copulatory cannibal-

ism by females (Pruitt & Riechert, 2009).

Mate preference as a species recognition system

So far, we focused on one facet of the scientific literature, dealing with the evolu-

tion of mate choice within a population. But species evolve generally in contact

with closely related species, and mate preferences are also studied at the light

of these interactions. Individuals may not recognise appropriate mates, as males

buprestids that attempt to mate with a beer bottle (Gwynne & Rentz, 1983). Indi-

viduals may attempt sexual interactions with heterospefics leading to what Fisher

called ”the grossest blunder in sexual preference” (Fisher, 1930). Such interac-

tions between species during the process of mate acquisition lead to fitness costs

called reproductive interference (Gröning & Hochkirch, 2008). For instance, het-

erospecific matings may produce maladapted hybrids (Hatfield & Schluter, 1999;

Merrill et al., 2012)). The poor fitness of hybrids promotes, by indirect selection,

preference for conspecifics, because such preference reduces the production of hy-

brids (Kirkpatrick & Ravigné, 2002). Sexual interactions with heterospecifics may

also be costly even without producing hybrids. For instance, heterospecific mat-

ing attempt has been show to reduce females fertility (e.g. Takafuji et al. (1997);

Fujimoto et al. (1996)). Moreover, sexual interactions with heterospecifics may

be costly, when heterospecifics have an aggressive mating behavior (Gröning &

Hochkirch, 2008). Such costs reducing the fitness of the chooser, generate direct

selection on preference.

Reproductive interference promotes, by indirect or direct selection, preference for

phenotypes common within conspecific and rare within heterospecific. When a
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mating trait is shared between sympatric species, reproductive interference pro-

motes preference for the conspecific trait values, that differs the most from het-

erospecific trait values (McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013).

Through the effect of sexual selection, reproductive interference drives reproductive

character displacement, i.e. the differentiation of mating trait between sympatric

species (McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013). Empirical studies

report that the traits targeted by preference are more dissimilar between species in

sympatric than in allopatric populations (Hinojosa et al., 2020; Yukilevich, 2021),

suggesting that reproductive interference is an important selective force acting on

the evolution of traits targeted by mate choice in natural population.

Because females invest more ressources in reproduction than males, they are gen-

erally assumed to be more choosy than males (Trivers, 1972). Sexual selection

promoting reproductive character displacement may thus especially act on males.

Under weak constraint on sexual differentiation, reproductive interference may

trigger the divergence of male trait, while natural selection may promote the evo-

lution of locally adapted female traits, leading to sexual dimorphism. For instance,

in two out of the three fruit fly species of the genus Blepharoneura that court on

the same host plant, a morphometric analysis reveals sexual dimorphism in wing

shape, where males, but not females, from the two different species differ in wing

shape (Marsteller et al., 2009). In the mexican spadefoot toads Spea multiplicata,

the level of sexual size dimorphism increases with the proportion of species from

the same genus Spea bombifrons living in sympatry (Pfennig & Pfennig, 2005),

suggesting a link between species interactions and sexual dimorphism.

Note that reproductive interference not always results in reproductive character

displacement. Micro-habitat differences among mimetic species may also reduce

heterospecific encounters. For example, the two sympatric ladybird species Har-

monia axyridis and Harmonia yedoensis have similar body size and coloration

(Sasaji, 1998) and experience reproductive interference (Noriyuki et al., 2012).

These species nevertheless have different host specialization (Noriyuki et al., 2011),

that may limit reproductive interference (Noriyuki, 2015).
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Evolution of mate preference towards multiple traits

As we saw the evolution of preferences depend on the selection regimes acting

on the targeted traits within species, but also on interactions with other species

living in sympatry. Individuals display a vast number of traits but only a limited

number of these traits impact fitness and/or differentiate conspecifics from het-

erospecifics. However, little is known on the evolutionary factors determining the

traits preferentially targeted by preferences, and especially the number of different

traits used during mate choice. Such multifactorial selection acting on the different

traits may then favor the evolution of preferences targeting several traits. Using

multiple mating traits may indeed improve some components of the fitness in the

offspring and/or enhance recognition of conspecific males (Candolin, 2003).

Multiple traits preference may then be promoted when targeting traits associated

with different components of the indirect fitness benefit (e.g. Doucet & Mont-

gomerie (2003); Girard et al. (2015); Dale & Slagsvold (1996)). Theoretical mod-

eling shows that preference towards multiple traits providing different indirect

fitness benefit can evolve (Iwasa & Pomiankowski, 1994). The evolution of pref-

erence towards multiple non-adaptive traits can occur, when these traits provide

greater reproductive success in the sons (sexy sons hypothesis) (Pomiankowski &

Iwasa, 1993), suggesting that sexual selection can also promote the evolution of

preference for multiple traits. Furthermore, selection promoting species recogni-

tion also promotes the evolution of preference for multiple traits that differentiate

closely related species (Hohenlohe & Arnold, 2010; Vortman et al., 2013; Patten

et al., 2004). While several sexual and natural selections have been suggested to

favor the evolution of multiple traits preference, such evolution is likely to crucially

depend on variations and covariation in traits within and among sympatric species.

Similar traits may be promoted by natural selection in different sympatric species

(e.g. in mimetic species, Boussens-Dumon & Llaurens (2021)), in contrast with

the classical case of ’magic’ traits (Servedio et al., 2011). Indirect fitness benefit

may then induce selection on preference conflicting with species recognition(e.g.

Gumm & Gabor (2005); Higgie & Blows (2007)). For example, in the spadefoot
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toad, preference for mating call increases the number of eggs fertilized in choosy

females but leads to reproductive interference, because of the similarity of call be-

tween sympatric species (Pfennig, 2000). Preferences targeting multiple traits may

then allow to improve both offspring fitness through the transmission of adapted

alleles and species recognition. For example, in field crickets of the genus Teleogryl-

lus, female targets both (1) cuticular hydrocarbons, providing fitness benefits to

their offspring (Berson & Simmons, 2019), and (2) male calling song (Hill et al.,

1972) that differentiate sympatric species (Moran et al., 2020).

While preference based on multiple traits may be promoted by natural and sexual

selection, several constraints might limit the number of traits targeted by pref-

erence. Preferences are generally associated with fixed cost generated by mate

searching, and these costs might be increased when preference targets multiple

traits. Theoretical studies indeed show that the joint fixed costs of preference

based on different traits indeed promotes preference based on the trait providing

the greatest benefit (Schluter & Price, 1993), especially when the joint fixed costs

quickly increase with the strength of preference for each trait (Pomiankowski &

Iwasa, 1993; Iwasa & Pomiankowski, 1994). The evolution of preference for mul-

tiple traits may also be limited by the number of available partners displaying the

preferred combination of traits. Opportunity costs associated with rejection by

choosy females indeed increase when the number of targeted traits grows.

The evolution of multiple traits preference may also be limited by the complex

cognitive processes involved, explaining the low number of traits used in mate

choice in some clades (Candolin, 2003). Multiple traits-based mate choice may

thus preferentially evolve in species where multiple sensory systems allow cogni-

tive integration. Evolutionary trade-offs are often thought to limit the evolution

of multiple sensory systems: the development of sensory systems is frequently as-

sociated with the regression of others (Barton et al., 1995; Nummela et al., 2013).

Moreover, physical constraints may generate sensory trade-offs: for example, vi-

sual system model of the surfperch reveals trade-off in the performance between

luminance and chromatic detection, because of the limited numbers of the different

types of cones in the eyes (Cummings, 2004). Neural integration of multiple infor-
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mation may also be limited, generating trade-offs in the use of multiple traits in

decision. In the swordtail fish Xiphophorus pygmaeus, females express preference

for a visual and an olfactory traits, when there are exposed to the variation of

only one out of their traits within potential mate. However, when both traits vary

within potential mates, females do not express preference (Crapon de Caprona &

Ryan, 1990), suggesting that sensory trade-off limits the use of multiple traits in

preference.

How to model the evolution of preference ?

Mathematical models have often been used to identify complex interactions hap-

pening during the evolution of mate choice, such as sexual selection feedback. Here,

I describe the usual structure of models investigating mate choice evolution (see

also the review of Kopp et al. (2018)). Usually, models consider a single choosy sex,

assumed to be female, because females generally invest more resources than males

in reproduction (Trivers, 1972). Mate choice models consider up to four types of

traits, controlled by genetic basis. I illustrate these different types of traits with

an example (Figure 5, adapted from Kopp et al. (2018)). Note that these traits

can be either fixed or allowed to evolve.

The first category of trait is mating traits (M) that are the target of mate prefer-

ence. In example (a), females choose their mates according to a single mating trait:

plumage coloration (red or blue). In this example, we consider qualitative varia-

tions in the traits but note that models can also consider quantitative variations.

Models also consider traits that are ecologically selected traits (E). In our example

there are two possible beak sizes in the population, small-beaked and large-beaked,

with facilitated access to resources for large-beaked individuals. Because of the as-

sociation between colors and beak sizes in the population (Figure 5(a)), mating

with a blue male is advantageous because it produces large-beaked offspring. Note

that in many models (e.g. Otto et al. (2008); Servedio et al. (2011)) there is a

single trait, under ecological selection targeted by preference (M=E) as illustrated

in example (b) (Figure 5(b)).
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Fig. 5: Illustration of three main types of models of mate choice evolu-
tion. In the general case (a) four types of traits are considered: (M) mating traits,
(E) ecologically selected traits, (P) preference directions and (C) choosiness. In
some models the mating trait is also the trait under ecological selection (M=E) (b).
Two types of mating rules are considered: preference/trait (a) (b) and matching
rule (c).

Female mating behavior is decomposed in preference (P), describing the values

or states of mating trait preferred by females (the plumage coloration in example

(a)) and in choosiness (C) that describes, how much females discriminate preferred

from unpreferred males. Preference (P) does not depend on the phenotype of the

female and follow a preference/trait rule assumption. By contrast, many mod-

els assumed matching rule, i.e. assumes that mate choice depends on a match

between the phenotypes of the chooser and the chosen individuals (Kopp et al.,

2018). Preference (P) is then not considered, because it is fully determined by

the matching rule (see example (c) Figure 5(c). The matching rule, often used

in mathematical models, may be rather uncommon in nature (Kopp et al., 2018).
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Testing matching rule is hard, because it requires to manipulate the signal of the

chooser, to test whether it modifies the choice. For example, in the brown-headed

cowbird Molothrus ater, individuals preferred mates with the same plumage col-

oration and dying the plumage of the chooser alters the mating behavior (Hauber

et al., 2000).

Mate preference based on adaptive traits: warning traits as

a case-study

Among traits that can be used in mate preference, some traits increase survival in

a given environment. Mating preference targeting adaptive traits may be partic-

ularly advantageous, because it produces offspring adapted to the local environ-

ment. In this thesis, I focus on traits involved in aposematism, i.e. on conspicuous

traits associated with defence against predators (see examples in Figure 6). The

emergence of such warning traits is puzzling since they increase detectability by

predators (see Appendix I). However when warning traits are common, they play

an important role in survival, since they reduce predation.

Warning traits are under positive frequency-dependent selection

Predators aversion for warning traits is generally not innate. However, after some

bad experience, predators learn to associate the warning trait with defence (Boy-

den, 1976; Chai, 1996). Because there are always naive predators, individuals

displaying a conspicuous trait can still undergo attacks. Locally common warning

traits nevertheless benefit from enhanced protection, because it is likely that most

predators already learned to avoid these traits, resulting in a positive frequency-

dependent selection (Müller, 1879). Field experiments confirm the advantage of

locally abundant warning traits, due to a reduced predation rate (Chouteau et al.,

2016; Borer et al., 2010; Mallet & Barton, 1989), in line with the theoretical argu-

ment.
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Fig. 6: Aposematic traits are widespread in animals from different clades: (a) The
bright coloration signals poissons in granulated poison arrow frogs. ©Patrick Gijs-
bers (b) The white striped signals defensive musks in striped skunks . ©Dan & Lin
Dzurisin (c) The color pattern signals venoms in texas coral snakes. ©LA Daw-
son (d) The bright coloration signals poissons in nudibranchs. ©Nick Hobgood
(e) The bright coloration signals venomous bites in the Flamboyant Cuttlefish.
©Jenny Huang (f) The color pattern signals stings in wasps. ©Trounce

This positive frequency-dependent selection generally promotes the fixation of a

single warning signal within a population (Ruxton et al., 2019). Moreover preda-

tion pressure acting on warning traits can be applied to different sympatric species

and then promotes the fixation of the same warning trait in different sympatric

defended species (Chazot et al., 2014). A mimicry ring is then defined as a group

of species, where individuals face the same predator community and display a

similar warning trait (see an example in mimetic butterflies Figure 7, note that

the similarity can be imperfect). Within a mimicry ring, we distinguish Mülle-

rian mimics, i.e. species with defence, participating to predator learning (Müller,

1879) and Batesian mimics, i.e. species without defence, enjoying the protection

provided by the mimicry ring, without participating to predator learning (Bates,

1862). Surprisingly, selection exerted by predators may promote several mimicry

rings living in sympatry, each displaying a different well protected warning trait

(Briolat et al., 2019; Sherratt, 2008).

Warning traits play an important role in survival, and are frequently targeted
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Fig. 7: Butterflies belonging to the Tirumala mimicry ring in tropical forests of
the Western Ghats, India (Joshi et al., 2017). (a) Tirumala limniace. ©Alexander
Boldyrev (b) Tirumala septentrionis. ©Alexander Boldyrev (c) Parantica aglea.
©Alex Dumchus (d) Idea malabarica. ©Nick Hobgood. ©Leeds Museums &
Galleries.

by mate preference (Jiggins et al., 2001; Naisbit et al., 2001; Kronforst et al.,

2006; Merrill et al., 2014). The positive frequency-dependent selection acting on

locally mimetic warning trait is thought to indirectly promote the evolution of

assortative mating (Otto et al., 2008). Because of positive frequency-dependent

selection, most individuals mainly display the locally mimetic warning trait. Then,

in the majority of cases, assortative mating preference targets the adaptive most

common warning trait, enhancing offspring fitness. However, surprisingly in the

mimetic butterfly Heliconius numata, disassortative mating based on warning trait

is observed (Chouteau et al., 2017). H. numata is an unpalatable species, with

polymorphic mimetic color patterns (Arias et al., 2016a). In this species, a local
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polymorphism of wing patterns, belonging to different mimicry rings, is observed

over all its geographical range (Brown & Benson, 1974), in sharp discrepancy with

the positive frequency-dependent selection expectation.

Disassortative mating and the genetic architecture of a warning trait

Fig. 8: Three phenotypes present in a Heliconius numata population of Tarapoto
in northern Peru. (a) H. n. silvana associated with the ancestral allele P0. (b)
H. n. bicoloratus associated with the derived allele P1. (c) H. n. tarapotensis
associated with the derived allele P123.

In H. numata a single locus controls for the wing pattern variation (Joron et al.,

2006b, 2011; Huber et al., 2015). This locus is a supergene created by an in-

version P1, introgressed from the sister species H. pardalinus (Jay et al., 2018).

This inversion suppressed recombination between multiple loci controlling wing

pattern variations (Jay et al., 2022), where a combination of alleles are locked to-

gether within one supergene allele (Joron et al., 2006b, 2011; Huber et al., 2015).

Selection exerted by predators might have promoted such a tightly linked com-

bination of alleles. In H. numata, the introgressed inversion is associated with

a common warning trait in the foothills of the Andes (H. n. bicoloratus in Fig-

ure8(b)) (Chouteau et al., 2016). Other inversions, close to the first one, led to

the formation of another set of supergene alleles P123 (Including H. n. tarapotensis

in Figure8(c)) (Joron et al., 2011), and is also associated with a mimetic color

pattern (Chouteau et al., 2016).

Mimicry is generally assumed to promote the formation of supergene in Batesian

species (Charlesworth & Charlesworth, 1975). Because undefended mimics have
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a negative impact on predators learning (Lindström et al., 1997; Rowland et al.,

2010), the protection provided by a warning trait displayed in a mimicry ring,

decreases with the number of undefended mimics in the rings. Such negative

frequency-dependent selection often promotes polymophism in Batesian species,

where several phenotypes match with different local mimicry rings (Turner, 1987).

Such coexistence of several adaptive variants promotes the formation of supergene

(Charlesworth & Charlesworth, 1975). Indeed, a combination of alleles may code

for each phenotype that mimics local mimicry rings, breaking those combinations

may lead to maladaptive warning trait not common in the mimetic community.

H. numata has similar levels of defence as monomorphic Heliconius species, and

is thus unlikely to be a Batesian mimic (Arias et al., 2016a). The formation of

supergenes might thus also occur in Müllerian species. This is surprising, because

a polymorphism of adaptive phenotypes promotes the formation of supergene and

the positive frequency-dependent selection acting on warning trait in Müllerian

species limits such polymorphism (Turner, 1987). Joron et al. (1999) proposed

that the spatial distribution of mimicry rings may favor polymorphism in H. nu-

mata because of selection/migration balance. Even if a warning trait is under

positive frequency-dependent selection, different mimicry rings coexist in different

localities. For instance, even if the mimetic butterflies H. erato and H. melpomene

are locally monomorphic, their phenotypes vary across localities, exhibiting up

to 30 different warning traits (Brower, 1996; Jiggins & McMillan, 1997; Flanagan

et al., 2004). If the high mobility is assumed in H. numata, migration can main-

tain local polymorphism of warning traits in this species (Joron et al., 1999). A

theoretical study confirms the condition of persistent polymorphism under this se-

lection/migration balance (Joron & Iwasa, 2005). Local adaptation and migration

generate balancing selection, promoting the formation of supergene, because re-

combination between a resident and a migrant haplotype may lead to a phenotype

maladaptive (non-mimetic) in all localities (Kirkpatrick & Barton, 2006).

The formation of supergene often involve chromosomal rearrangements, such as

inversions, that may be advantageous because they reduce recombination between

combination of alleles (Kirkpatrick, 2010). Such a lock of recombination then favors
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the capture and accumulation of deleterious recessive mutations (Kirkpatrick &

Barton, 2006). In H. numata, supergene alleles associated with an inversion are

linked to a genetic load, strongly decreasing larval survival in homozygotes (Jay

et al., 2021), so that disassortative mating may increase offspring fitness through

an increased viability of heterozygotes. The disassortative mating observed in H.

numata is surprising, because preference often does not target the best adapted

warning trait, i.e. the trait the most commonly displayed in the local community.

However, the genetic basis of the warning trait variation may have promoted the

evolution of disassortative mating. The H. numata case highlights the importance

of considering the genetic architecture of the targeted trait to understand the

evolution of mate preference.

When mimetic adaptation conflicts with species recognition

The evolution of preference within a species also depends on interactions with

sympatric species. Species interactions may also limit the evolution of prefer-

ence towards the locally adaptive trait. Warning coloration is indeed frequently

involved in mate choice in butterflies (Jiggins et al., 2001; Naisbit et al., 2001;

Kronforst et al., 2006; Merrill et al., 2014) and shared between sympatric species

(Sherratt, 2008), leading to increased risk of confusion in mimetic species during

sexual interactions. Such risk might be even higher between closely-related species,

which are more likely to share multiple similar traits because of common ances-

try. Species sharing similar warning traits may thus be exposed to substantial

reproductive interference, incurring fitness costs during mate acquisition due to

interspecific interactions. These interactions include heterospecific courtship and

mating, as well as heterospecific male rivalry (Gröning & Hochkirch, 2008). Em-

pirical examples of such reproductive interferences in Müllerian mimetic systems

have been reported in the literature (Vasconcellos-Neto & Brown, 1982; Estrada

& Jiggins, 2008). However, empirical studies precisely estimating the level of

reproductive interference in sympatric species are scarce. Pheromone differences

between mimetic species have been documented to limit the rate of erroneous mat-

27



INTRODUCTION

ings (see Darragh et al. (2017); González-Rojas et al. (2020) for empirical examples

in Heliconius butterflies). However, the pheromones of day-flying butterflies usu-

ally act as short-distance cues and may thus be perceived during courtship only

(Mérot et al., 2015). Females deceived by the color pattern of the heterospecific

males may have already spent time and energy or may need to deploy substan-

tial efforts to avoid heterospecific mating. Therefore, females may still suffer from

costs associated to reproductive interference, even if they manage to avoid mat-

ing with heterospecific males. When females are courted by heterospecific males

displaying their preferred cue before rejected them, this also results in increased

costs associated with mate searching in males (i.e. signal jamming in Gröning

& Hochkirch (2008)). Reproductive interference may promote female preference

toward non-mimetic males (maladaptive as compared to mimetic males), because

such preference reduces sexual interactions with heterospecifics.

Is sexual selection involved in female-limited mimicry ?

Preference toward non-mimetic males may be involved in the evolution of female-

limited mimicry. Sexual dimorphism is frequently observed in butterfly species,

where Batesian mimicry is sometimes surprisingly limited to females (Ford, 1975;

Kunte, 2008; Nishikawa et al., 2015). The evolutionary forces preventing the evo-

lution of mimicry in males are still debated. Sexual selection may limit mimicry

in males. In the female-limited Batesian mimic Papilio glaucus, females tend to

prefer painted non-mimetic traits over artificial mimetic traits (Krebs & West,

1988). Wing colour patterns in mimetic butterflies may therefore modulate male

reproductive success, by influencing both male-male competition and mating suc-

cess with females. In particular, female preference for ancestral trait may generate

sexual selection limiting male mimicry (Belt, 1874.; Turner, 1978). Nevertheless,

because mimetic coloration is under strong positive selection, female preferences

are predicted to favor mimetic coloration in males, as observed in species involved

in Müllerian mimicry (Jiggins et al., 2001; Naisbit et al., 2001; Kronforst et al.,

2006; Merrill et al., 2014). It is thus unclear what does limit the evolution of
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female preferences toward mimetic coloration in males in species involved in Bate-

sian mimicry. As previously highlighted, reproductive interference may promote

such preference.

However the role of sexual selection in the evolution of sexual dimorphism is still

debated. Alternatively female-limited mimicry could be promoted by natural se-

lection, especially if male and female are submitted to different selective pressures.

Because butterfly males and females generally differ in their behavior, the strength

of predation pressure might thus differ among sexes (Ohsaki, 1995, 2005): for in-

stance, butterfly females usually spend a lot of time ovipositing on specific host-

plants, and thus have a more predictable behavior for predators. Moreover, flight

speed is generally lower in females than males: females are heavier because they

carry eggs (Gilchrist, 1990), and males have higher relative thorax mass (Karlsson

& Wickman, 1990) and muscle mass (Marden & Chai, 1991), resulting in increased

flight power (Chai & Srygley, 1990). Predation pressures are thus expected to be

stronger in females.

Wing pattern evolution is also shaped by developmental constraints (Van Bel-

leghem et al., 2020), that may impede divergence from the ancestral trait. Such

trade-off between developmental constraints favoring the ancestral trait and se-

lection promoting mimicry might differ between sexes: if predation is lower in

males, the constraints limiting mimicry may overcome the benefit from mimicry

in males, whereas in females the higher predation pressure may promote mimicry.

Nevertheless, evidence for the limited predation in males as compared to females is

controversial (Wourms & Wasserman, 1985), suggesting that contrasted predation

in males and females may thus not be the main driver of female-limited mimicry.

Main questions and objectives

In this thesis, I aim at identifying the conditions for the evolution of mate pref-

erence targeting locally adapted vs non-adapted traits. While most researches

focused on selective regime acting on traits promoting preference towards adap-
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tive traits enhancing offspring fitness, I focus on cases where preference towards

locally maladapted traits may emerge.

First, I focus on the evolution of disassortative mating in a mimetic species, where

such preference leads to non-mimetic offspring. By focusing on the case of H. nu-

mata I test, using numerical simulations, whether deleterious genetic mutations as-

sociated with derived supergene alleles may explain the evolution of disassortative

mating, despite the positive frequency-dependent selection acting on warning trait.

I also investigate which of genetic architectures of preference allow the evolution of

such disassortative mating (Chapter 1). Then I develop a general mathematical

framework to identify the key mechanisms underlying the evolution of disassorta-

tive mating. Using a QLE analytical resolution as well as numerical simulations, I

investigate the impact of the genetic architecture of targeted traits, identifying the

genetic architecture that allows the evolution of disassortative mating (Chapter

2).

Second, I focus on reproductive interference that results from local selection act-

ing on traits in different sympatric species and how such shared selection limits

preference towards mimetic mate. In sympatric defended species, trait variation

is shaped by similar selective pressure, promoting similar adaptive traits in the

different species, usually shared by both sexes. When preference targets warn-

ing traits, such similarity between species induce reproductive interference. Such

reproductive interference promotes female preference for the scarce males display-

ing slightly imperfect mimicry. The sexual selection generated by such preference

impacts the evolution of locally-adapted traits within sympatric species. Using

quantitative genetic models, I study the impacts of reproductive interference on

the level of trait convergence between sympatric species (Chapter 3). Moreover,

such conflict between mimicry and species recognition may explain the female-

limited mimicry observed in Batesian species. However, natural selection may also

have led to the evolution of female-limited mimicry. I thus compare the evolu-

tion of female-limited mimicry, caused by sexual or natural selection, in order to

provide testable predictions (Chapter 4).
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Third, I investigate why and when traits involved in local adaptation are targeted

by mate preference. When locally adapted traits are shared between sympatric

species, targeting adaptive traits can enhance offspring fitness, but can lead to

reproductive interference. Preference may rather target other traits, unlinked to

local adaptation, but differing between sympatric species. Multiple traits prefer-

ence targeting both adaptive traits, as well as additional species recognition traits,

may produce adapted offspring, without implying reproductive interference. I in-

vestigate the evolution of preference based on multiple traits, when the traits used

as cues can be either neutral or submitted to shared selective pressures favoring

trait similarity between sympatric species (Chapter 5).
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Part I

When adaptation suppresses

recombination: mate preference

limiting the expression of genetic

deleterious mutations

The evolution of mate preference towards traits involved in local adaptation de-

pends on the genetic basis of the traits. In H. numata, deleterious recessive muta-

tions associated with a supergene controlling the variation in wing patterns may

promote the evolution of disassortative mating. However disassortative preference

is costly because it leads to non-mimetic offspring. I test, using numerical simu-

lations, whether deleterious genetic mutations associated with derived supergene

alleles may explain the evolution of disassortative mating, despite the selective

regime acting on wing pattern. I also investigate which of genetic architectures of

preference allow the evolution of such disassortative mating (Chapter 1). Then I

develop a general mathematical framework to identify the key mechanisms under-

lying the evolution of disassortative mating. Using a QLE analytical resolution as

well as numerical simulations, I investigate the impact of the genetic architecture

of targeted traits, identifying the genetic architecture that allows the evolution of

disassortative mating (Chapter 2).
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Abstract

We aim at uncovering the ecological conditions and genetic architecture enabling

the puzzling evolution of disassortative mating based on adaptive traits. This

rare form of mate choice is observed for some polymorphic traits but theoretical

predictions on the emergence and persistence of this behavior are largely lacking.

Thus we developed a mathematical model to specifically understand the evolution

of disassortative mating based on warning trait in the polymorphic butterfly Heli-

conius numata. We show that heterozygote advantage can promote the evolution

of disassortative mating, despite the positive frequency-dependent selection acting

on warning trait. We modelled different possible genetic architectures underlying

mate choice behaviour, such as self referencing alleles, or specific preference or

rejection alleles. Our results showed that each rules enable the emergence of disas-

sortative mating. However, under the more realistic genetic architecture implying

attraction or rejection alleles, disassortative mating evolves only when the mating

trait and preference loci are tightly linked.
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Introduction

Mate preferences often play an important role in shaping trait diversity in nat-

ural populations, but the mechanisms responsible for their emergence often re-

main to be characterized. While the evolution of assortative mating on locally

adapted traits is relatively well understood (Otto et al., 2008; de Cara et al., 2008;

Thibert-Plante & Gavrilets, 2013), the selective forces involved in the evolution

of disassortative mating are still largely unknown. Disassortative mating, i.e. the

preferential mating between individuals displaying different phenotypes, is a rare

form of mate preference (Jiang et al., 2013). In populations where individuals

tend to mate with phenotypically distinct partners, individuals with a rare pheno-

type have a larger number of available mates, resulting in a higher reproductive

success. By generating negative frequency-dependent selection on mating cues,

disassortative mating is often regarded as a process generating and/or maintain-

ing polymorphism within populations. Obligate disassortative mating leads to the

persistence of intermediate frequencies of sexes or mating types (Wright, 1939),

and promotes polymorphism (e.g. the extreme case of some Basidiomycete fungi

where thousands of mating types are maintained (Casselton, 2002)). Disassor-

tative mating can be based on different traits. Disassortative mating based on

odors is known to operate in mice (Penn & Potts, 1999) and humans (Wedekind

et al., 1995). Odor profiles are associated with genotype at the MHC loci affecting

the immune response, known to be under strong balancing selection (Piertney &

Oliver, 2006). Balancing selection on MHC alleles partly stems from heterozygous

advantage, whereby heterozygous genotypes might confer an ability to recognize

a larger range of pathogens. Such heterozygote advantage may promote the evo-

lution of disassortative mating (Tregenza & Wedell, 2000). Extreme examples of

heterozygote advantage are observed for loci with reduced homozygote survival.

In the seaweed fly Coelopa frigida heterozygotes (αβ) at the locus Adh have a

higher fitness than homozygotes (αα or ββ) (Butlin et al., 1984; Mérot et al.,

2020) and females prefer males with a genotype that differs from their own (Day

& Butlin, 1987). In the white-throated sparrow Zonotrichia albicollis, strong dis-
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assortative mating is known to operate with respect to the color of the head stripe

and associated with chromosomal dimorphism (Throneycroft, 1975). This plumage

dimorphism is associated with a spectacular chromosomal polymorphism (Tuttle

et al., 2016), with a complete lack of homozygous individuals for the rearranged

chromosome (Horton et al., 2013).

While the fitness advantage of disassortative mating targeting loci with overdomi-

nance seems straightforward, the genetic basis of disassortative preferences remains

largely unknown. One exception is the self-incompatibility system in Brassicaceae

where the S -locus determines a specific rejection of incompatible pollens (Hiscock

& McInnis, 2003). S-haplotypes contain tightly linked, co-evolved SCR and SRK

alleles, encoding for a protein of the pollen coat and a receptor kinase located in the

pistil membrane respectively, preventing fertilization from self-incompatible pollen

due to specific receptor-ligand interactions. Self-rejection has also been proposed

as an explanation for the disassortative mating associated with odor in humans.

Body odors are strongly influenced by genotypes at the immune genes HLA and

rejection of potential partners has been shown to be related to the level of HLA

similarity, rather than to a particular HLA genotype (Wedekind & Füri, 1997).

In the white-throated sparrow, disassortative mating results from specific prefer-

ences for color plumage that differ between males and females; tan-striped males

are preferred by all females while white-striped females are preferred by all males

(Houtman & Falls, 1994). Different mechanisms leading to mate preferences and

associated genetic architecture can be hypothesized, that may involve the pheno-

type of the chooser. Based on the categories described by Kopp et al. (2018), we

assume that disassortative mating can emerge from two main mechanisms. (1)

Self-referencing, when an individual uses its own signal to choose its mate, which

may generate a disassortative mating that depends on the phenotypes of both

the choosing and the chosen partners. (2) Preferences for or rejection of a given

phenotype in the available partners (recognition/trait hypothesis), independently

from the phenotype of the choosing partner, may also enable the emergence of

disassortative mate preferences. These two mechanisms could involve a two lo-

cus architecture where one locus controls the mating cue and the other one the
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preference towards the different cues (Kopp et al., 2018). The level of linkage dis-

equilibrium between the two loci could have a strong impact on the evolution of

disassortative mating. In models investigating the evolution of assortative mating

on locally-adapted traits, theoretical simulations have demonstrated that assorta-

tive mating is favored when the preference and the cue loci are linked (Kopp et al.,

2018).

Here we explore the evolutionary forces leading to the emergence of disassortative

mating. We use as a model system the specific case of the butterfly species He-

liconius numata, where high polymorphism in wing pattern is maintained within

populations (Joron et al., 1999) and strong disassortative mating operates be-

tween wing pattern forms (Chouteau et al., 2017). Heliconius numata butterflies

are chemically-defended (Arias et al., 2016b; Chouteau et al., 2019), and their

wing patterns act as warning signals against predators (Chouteau et al., 2016).

At a local scale, natural selection on local mimicry usually leads to the fixation of

a single warning signal shared by multiple defended species (Müllerian mimicry)

(Mallet & Barton, 1989). However, local polymorphism of mimetic color patterns

is maintained in certain species for instance under a balance between migration

and local selection on mimicry (Joron & Iwasa, 2005). Yet, the level of polymor-

phism observed within populations of H. numata (Joron et al., 1999) would require

that the strong local selection is balanced by a very high migration rate. However,

disassortative mating based on wing pattern operates in H. numata, with females

rejecting males displaying the same color pattern (Chouteau et al., 2017). Such

disassortative mating could enhance local polymorphism in color pattern within

this species. Nevertheless, the mode of evolution of a disassortative mating is

unclear, notably because preferences for dissimilar mates should not be favoured

if natural selection by predators on adult wing pattern acts against rare morphs

(Chouteau et al., 2016). Building on this well-documented case study, we use a

theoretical approach to provide general predictions on the evolution of disassorta-

tive mating in polymorphic traits, and on expected genetic architecture underlying

this behavior.

Variation in wing color pattern in H. numata is controlled by a single genomic re-
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gion, called the supergene P (Joron et al., 2006b), displaying dictinct chromosomal

inversion combinations, each associated with a distinct mimetic phenotype (Joron

et al., 2011) . These inversions have recently been shown to be associated with a

significant genetic load, resulting in a strong heterozygote advantage (Jay et al.,

2021). We thus investigate whether a genetic load associated with locally adaptive

alleles may favor the evolution of mate preference and promote local polymor-

phism. We then explore two genetic architectures for mate preferences based on

(1) self referencing and (2) based on a recognition/trait rule, and test their respec-

tive impacts on the evolution of disassortative mating. Under both hypotheses,

we assumed that the mating cue and the mating preference were controlled by two

distinct loci, and investigated the effect of linkage between loci on the evolution of

disassortative mating.

Methods

Model overview

Based on earlier models of Müllerian mimicry (Joron & Iwasa, 2005; Llaurens

et al., 2013), we follow the evolution of mate preferences based on color pattern

using ordinary differential equations. We track the density of individuals carrying

different genotypes combining the alleles at the locus P controlling mimetic color

pattern and at the locus M underlying sexual preference. We assume a diploid

species, so that each genotype contains four alleles. All variables and parameters

used in the model are summarized in Table 1 and 2 respectively.

The genotype of an individual is thus characterized by the four alleles at locus P

and locus M , on the maternal and paternal chromosomes. Therefore the set of all

possible four-allele genotypes is defined as G = AP ×AP ×AM ×AM where AP ,

AM are the set of alleles at locus P and M respectively. A given genotype is then

a quadruplet of the form (pm, pf ,mm,mf ) with pm ∈ AP and mm ∈ AM (resp.

pf and mf ) being the alleles at loci P and M on the maternal (resp. paternal)
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chromosomes. A recombination rate ρ between the color pattern locus P and the

preference locus M is assumed.

We consider two geographic patches numbered 1 and 2 where those genotypes can

occur. For all i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, we track down the density of

individuals of each genotype i within each patch n, Ni,n trough time. Following

previous models, polymorphism in mimetic color pattern is maintained within each

of the two patches, by a balance between (1) local selection on color pattern in

opposite directions in the two patches and (2) migration between patches.

The evolution of genotype densities through time, for each patch, is influenced by

predation, mortality, migration between patches and reproduction, following the

general equations :

∀(i, n) ∈ G × {1, 2} d

dt
Ni,n = ∆pred

i,n + ∆mort
i,n + ∆mig

i,n + ∆rep
i,n , (1.1)

where ∆pred
i,n , ∆rep

i,n , ∆mig
i,n , and ∆mort

i,n described the respective contributions of these

four processes to the change in density of genotype i within each patch n. The

computation of each of these four contributions is detailed in specific sections

below.

Since our ordinary differential equations model follows the change in genotype den-

sities at a population level, this amounts to considering that predation, migration,

reproduction and survival occur simultaneously (see Equation (1.1)). In a large

population, we can assume that predation, migration, reproduction and survival

indeed occur in different individuals at the same time. Such a model implies that

generations are overlapping and that there is no explicit ontogenic development:

each newborn individual instantaneously behaves as an adult individual and can

immediately migrate and reproduce. Our deterministic model provides general

predictions while ignoring the effects of stochastic processes such as genetic drift.

41



CHAPTER ONE

Mimetic color pattern alleles at locus P

At the color pattern locus P, three alleles are assumed to segregate, namely alleles

a, b and c, encoding for phenotypes A, B and C respectively. The set of alleles at

locus P is then AP = {a, b, c}. We assume strict dominance among the three alleles

with a > b > c in agreement with the strict dominance observed among supergene

P alleles within natural populations of H. numata (Le Poul et al., 2014) and in

other supergenes (Wang et al., 2013; Tuttle et al., 2016; Küpper et al., 2016). The

three color pattern phenotypes are assumed to be perceived as categorically differ-

ent by both mating partners and predators. We note Tg→cp the function translating

each genotype i = (pm, pf ,mm,mf ) ∈ G into the corresponding color pattern phe-

notype. For example, for all (mm,mf ) ∈ AM × AM , Tg→cp((a, b,mm,mf )) = A

because allele a is dominant over b and the color pattern phenotype depends only

on alleles at locus P . Each color pattern allele is also assumed to carry an indi-

vidual genetic load expressed when homozygous.

Preference modes at locus M

We investigate the evolution of mate preference associated with color patterns,

exploring in particular the conditions enabling the evolution of disassortative mat-

ing. We assume a single choosy sex: only females can express preferences toward

male phenotypes, while males have no preference and can mate with any accepting

females. We assume two different models of genetic architecture underlying mate

preferences: alleles at locus M determine either (1) a preference toward similar

or dissimilar phenotypes, which therefore also depends on the phenotype of the

choosing individual, following the self-referencing hypothesis or (2) a preference

toward a given color pattern displayed by the mating partner, independent of the

color pattern of the choosing individual, following the recognition/trait hypothesis.
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Predation

The probability of predation on individuals depends on their mimetic color patterns

controlled by the locus P . Predation is determined in our model by a basic (patch-

specific) effect of the local community of prey favouring one of the wing patterns

locally (local adaptation through mimicry), itself modulated by positive frequency

dependence of the different wing patterns controlled by P, within the focal species

population. This is detailed below.

Divergent local adaptation in color pattern

Local selection exerted by predators promotes convergent evolution of wing color

patterns among defended species (i.e. Müllerian mimicry, (Müller, 1879)), forming

mimicry rings composed of individuals from different species displaying the same

warning signal within a locality. Mimicry toward the local community of defended

prey therefore generates strong local selection on color pattern and the direction

of this selection then varies across localities (Sherratt, 2006).

Here we assume two separate populations exchanging migrants of an unpalatable

species involved in Müllerian mimicry with other chemically-defended species. Lo-

cal communities of species involved in mimicry (i.e. mimicry rings) differ across

localities. We consider two patches occupied by different mimetic communities:

population 1 is located in a patch where the local community (i.e. other chemically-

defended species, not including H. numata) mostly displays phenotype A, and

population 2 in a patch where the mimetic community mostly displays phenotype

B. This spatial variation in mimicry rings therefore generates a divergent selection

favouring distinct locally adapted phenotypes. Note that allele c has a disad-

vantage because the corresponding phenotype C is locally non-mimetic in both

patches, i.e. different from phenotypes displayed by both mimetic communities.

Every individual of the focal (polymorphic) species is exposed to a predation risk

modulated by its resemblance to the local mimetic community of butterflies. Each

genotype i in population n (with i = (pm, pf ,mm,mf ) ∈ G and n ∈ {1, 2}) suffers
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from a basic predation mortality factor di,n. This parameter is lower for individu-

als displaying the phenotype mimetic to the local community (i.e. the phenotype

A in population 1 and B in population 2). Individuals displaying phenotype C

being locally non-mimetic in both patches, suffer from a high predation risk in

both patches.

Here, to simplify, we consider that this basic mortality factor takes the value dm

for the locally mimetic phenotype (A in patch 1, B in patch 2), and dn-m for the

locally non-mimetic phenotypes (B and C in patch 1, A and C in patch 2). We

therefore introduce parameters dn-m and dm, with dn-m > dm, as follows: the basic

predation mortality factors for individuals not displaying and displaying the same

color pattern as the local community respectively. For i = (pm, pf ,mm,mf ) ∈ G,

the basic predation mortality factors of individuals with genotype i in patch 1 and

2 are

di,1 = 1{Tg→cp(i)=A}dm + 1{Tg→cp(i) 6=A}dn-m, (1.2)

di,2 = 1{Tg→cp(i)=B}dm + 1{Tg→cp(i)6=B}dn-m, (1.3)

where 1 is the indicator function which return 1 if the condition under brace is

true and 0 else.

Local positive frequency-dependent predation

Predation exerted on a given phenotype depends on its match to the local mimetic

environment (taken into account by the parameter di,n for all i = (pm, pf ,mm,mf ) ∈
G and for all n ∈ {1, 2}, see previous paragraph), but also on its own abundance

in the patch as predators learn to associate warning patterns with chemical de-

fense. This learning behavior generates positive frequency-dependent selection on

color patterns (Chouteau et al., 2016): displaying a widely shared color pattern

decreases the risk of encountering a naive predator (Sherratt, 2006). Number-

dependent predator avoidance in the focal species is assumed to depend on its
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unpalatability coefficient (λ) and on the density of each phenotype within the

population: the protection gained by phenotypic resemblance is greater for higher

values of the unpalatability coefficient λ. For i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2},
the change in the density of a genotype i in patch n due to predation thus takes

into account both the spatial variation in mimetic communities (using di,n) mod-

ulated by the local frequency-dependent selection, and is thus described by the

equation:

∆pred
i,n = − di,nNi,n

1 + λ
∑

j∈G 1{Tg→cp(i)=Tg→cp(j)}Nj,n

, (1.4)

where
∑

j∈G 1{Tg→cp(i)=Tg→cp(j)}Nj,n is the total density, within patch n, of individ-

uals sharing the same color pattern as individuals of genotype i.

Mortality

We assume a baseline mortality rate δ. The recessive genetic loads δa, δb, δc

associated with the respective alleles a, b and c limit the survival probabilities of

homozygous genotypes at locus P.

For i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2} the change in density of individuals with

genotype i in patch n is given by

∆mort
i,n = −(δ + (1{pm=pf=a}δa + 1{pm=pf=b}δb + 1{pm=pf=c}δc))Ni,n. (1.5)

Migration

We assume a constant symmetrical migration rate m corresponding to a proportion

of individuals migrating from one patch to the other, as classically assumed in pop-

ulation genetics models (see for instance Holt (1985); Kuang & Takeuchi (1994);

Joron & Iwasa (2005)). The number of individuals of each of the genotypes mi-

grating to the other patch is therefore directly proportional to their density in
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their source population. For i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, n′ ∈ {1, 2} with

n 6= n′, the change in the density of individuals with genotype i in patch n due to

migration between patches n and n′ is given by the difference between the density

of individuals coming into the patch mNi,n′ and those leaving the patch mNi,n:

∆mig
i,n = mNi,n′ −mNi,n. (1.6)

where m is the migration coefficient m ∈ [0, 1].

Reproduction

In the model, the reproduction term takes into account the basic demographic

parameter, the effect of mate preference controlled by locus M and the fecundity

limitations associated with choosiness.

Local demography

We assume that the populations from both patches have identical carrying capac-

ities K and growth rates r. We name Ntot,n the total density in patch n. The

change in the total density due to reproduction is given by the logistic regulation

function r(1 − Ntot,n

K
)Ntot,n. Thus for i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, the

change in the density of genotype i in patch n generated by sexual reproduction

is given by:

∆rep
i,n = r(1− Ntot,n

K
)Ntot,nFi,n, (1.7)

where (Fi,n)i∈G are the frequencies of each genotype in the progeny. These fre-

quencies depend on the behavior of the female, controlled by the preference locus

M , and on the availability of the preferred partners in the population, as detailed

in the following section.

46



GENETIC ARCHITECTURE OF DISASSORTATIVE MATING

Mate preferences

During sexual reproduction, we assume that only one out of the two sexes expresses

a mate preference, as often observed in sexual reproduction where females are usu-

ally choosier. Thus we assume females to be the choosy sex. The mate preference

of female is then considered strict, implying that choosy individuals never mate

with individuals displaying their non-preferred phenotype. Two hypothetical mate

preference mechanisms are investigated.

Under the self-referencing hypothesis (hyp 1), three alleles are assumed at loci M,

coding for (i) random mating r, (ii) assortative mating sim and (iii) disassortative

mating dis respectively (see Figure A1.1 for more details), (AM = {r, sim, dis}).
We assume that the self-referencing preference alleles sim and dis are dominant

to the random-mating allele r (see Figure A1.1 for more details). The dominance

relationship between the sim and dis alleles is not specified however, because we

never introduce these two alleles together. Note that under the self-referencing

hypothesis (hyp. 1), mate choice depends not only on the color pattern of the

male, but also on the phenotype of the female expressing the preference.

The alternative mechanism of mate preference investigated assumes a specific

recognition of color patterns acting as mating cue (recognition/trait, hyp. 2).

Under hyp. 2, four alleles segregate at locus M : allele mr, coding for an absence

of color pattern recognition (leading to random mating behavior), and alleles ma,

mb and mc coding for specific recognition of color pattern phenotypes A, B and

C (AM = {mr,ma,mb,mc}). The no-preference allele mr is recessive to all the

preference alleles ma, mb and mc, and preference alleles are co-dominant, so that

females with heterozygous genotype at locus M may recognize two different color

pattern phenotypes. Then, the recognition enabled by preference alleles ma, mb

and mc triggers either attraction (hyp. 2.a) or rejection (hyp. 2.b) toward the rec-

ognized color pattern, leading to assortative or disassortative mating depending

on the genotype i of the female and the color pattern phenotype of the male (see

Figure A1.2 and Figure A1.3 for more details).
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Genotype frequencies in the progeny

We assume separate sexes and obligate sexual reproduction, and therefore compute

explicitly the Mendelian segregation of alleles during reproduction, assuming a

recombination rate ρ between the color pattern locus P and the preference locus

M . We assume that the frequency of males and females of a given phenotype is the

same. For i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, the frequency of genotype i in the

progeny in patch n (Fi,n) then also depends on the frequencies of each genotype in

the patch and on the mate preferences of females computed in equation (1.13). We

introduce the preference coefficients (cprefi,J )(i,J)∈G×{A,B,C}. These coefficients depend

on the alleles at locus M as detailed in the next section. For i = (pm, pf ,mm,mf ) ∈
G, J) ∈ {A,B,C} the preference coefficient cprefi,J is defined as cprefi,J = 1 when females

with genotype i accept males with phenotype J as mating partners and cprefi,J = 0

otherwise.

For i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, we define Ti,n as the probability that

a female of genotype i in patch n accepts a male during a mating encounter (see

(Otto et al., 2008)):

Ti,n = cprefi,A PA,n + cprefi,B PB,n + cprefi,C PC,n, (1.8)

where for J ∈ {A,B,C}, PJ,n =
∑
i∈G Ni,n1{Tg→cp(i)=J}∑

i∈G Ni,n
denotes the frequency of

phenotype J in patch n.

Because choosy individuals might have a reduced reproductive success due to lim-

ited mate availability (Kirkpatrick & Nuismer, 2004; Otto et al., 2008), we also

assume a relative fitness cost associated with choosiness. This cost is modulated

by the parameter cr. When this cost is absent (cr = 0), females have access to a

large quantity of potential mates, so that their mating rate is not limited when

they become choosy (”Animal” model). When this cost is high (cr = 1), females

have access to a limited density of potential mates, so that their mating rate tends

to decrease when they become choosy (”Plant” model). Intermediate values of cr

imply that females can partially recover the fitness loss due to the encountering of
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non-preferred males towards reproduction with other males. This cost of choosi-

ness is known to limit the evolution of assortative mating (Otto et al., 2008) and

may thus also limit the emergence of disassortative mating.

Following (Otto et al., 2008) we compute the mating rate Mi,n of a female with

genotype i in patch n :

Mi,n = 1− cr + crTi,n. (1.9)

We note Mn the average mating rate in patch n defined as

Mn =
∑
i∈G

fi,nMi,n, (1.10)

where for i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, fi,n is the frequency of genotype i

in patch n.

For (j, k) ∈ G2, the quantity

fj,nMj,n

Mn

, (1.11)

is the probability that, given that a female has mated in patch n, this female is of

genotype j, and

cprefj,Tg→cp(k)fk,n

Tj,n
=

cprefj,Tg→cp(k)fk,n

cprefj,A PA,n + cprefj,B PB,n + cprefj,C PC,n
, (1.12)

is the probability that, given that a female of genotype j has mated in patch n,

its mate is a male of genotype k, depending on female preference and availability

of males carrying genotype k.

For i = (pm, pf ,mm,mf ) ∈ G, n ∈ {1, 2}, the frequency of genotype i in the
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progeny of the population living in patch n is

Fi,n =
∑

(j,k)∈G2

cseg(i, j, k, ρ)× fj,nMj,n

Mn︸ ︷︷ ︸
probability, given that

a female has mated, that this
female is of genotype j

×
cprefj,Tg→cp(k)fk,n

Tj,n︸ ︷︷ ︸
probability, given that a female

of genotype j has mated,
that her mate is a male of genotype k

,

(1.13)

where cseg(i, j, k, ρ) controls the mendelian segregation of alleles during reproduc-

tion between an individual of genotype j and an individual of genotype k, de-

pending on the recombination rate ρ between the color pattern locus P and the

preference locus M (see Appendix A1.1 for detailed expression of cseg(i, j, k, ρ)).

Model exploration

The complexity of this two-locus diploid model prevents comprehensive exploration

with analytical methods, we therefore used numerical simulations to identify the

conditions promoting the evolution of disassortative mating. All parameters and

parameter intervals used in the different simulations are summarized in Table 2.

The values of the basic predation mortality factor dm and dn−m, the unpalatability

λ and migration rate m are chosen as conditions maintaining balanced polymor-

phism at the color pattern locus P assuming random mating, taken from (Joron

& Iwasa, 2005).

Simulations are performed using Python v.3. and by using discrete time steps

as an approximation (Euler method) (see Appendix A1.2 for more details about

the numeric resolution). We checked that reducing the magnitude of the time

step provided similar dynamics (see Figure A1.4), ensuring that our discrete-time

simulations provide relevant outcomes.
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Abbreviation Description
Ni,n Density of individuals with genotype i in patch n

∆pred
i,n Change in the density of individuals with genotype i caused by

predation
∆rep
i,n Change in the density of individuals with genotype i caused by

reproduction

∆mig
i,n Change in the density of individuals with genotype i caused by

migration
∆mort
i,n Change in the density of individuals with genotype i caused by

mortality
Tg→cp(i) Color pattern phenotype of individuals with genotype i

cprefi,J Preference of individuals with genotype i towards individuals
with phenotype J

fi,n Frequency of genotype i in patch n
PI,n Frequency of phenotype I in patch n
Ti,n Probability that a female of genotype i in patch n accepts a male

as mating partner during one mating encounter
Mi,n Mating rate of females with genotype i in patch n
Mn Average female mating rate in patch n
Fi,n Frequency of genotype i in the progeny of the population living

in patch n
Ps-acc Proportion of individuals expressing a self-accepting behavior
Ps-av Proportion of individuals expressing a self-avoidance behavior

Table 1.1: Description of variables used in the model.
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Abbreviation Description Parameter interval
AP Set of all possible alleles at locus P {a, b, c}
AM Set of all possible alleles at locus M {r, sim, dis} (hyp. 1)

{mr,ma,mb,mc} (hyp. 2)
G Set of all possible genotypes AP ×AP ×AM ×AM
N0

tot,n Initial population density 100
in patch n

dm Basic predation mortality factor for 0.05
individuals displaying the color
pattern matching the local community

dn−m Basic predation mortality factor for 0.15
individuals displaying a color pattern
different from the local community

λ Unpalatability coefficient 0.0002
m Migration rate [0,1]
ρ Recombination rate [0, 0.5]
r Growth rate 1
K Carrying capacity within each patch 2000
δ Baseline mortality rate 0.1
δi Genetic load linked to allele i [0, 1]
cr Relative cost of choosiness [0, 1]

Table 1.2: Description of parameters used in the model and range ex-
plored in simulations.

52



GENETIC ARCHITECTURE OF DISASSORTATIVE MATING

Introduction of preference alleles

We assume that random mating is the ancestral preference behavior. Before in-

troducing preference alleles, we therefore introduce color pattern alleles in equal

proportions, and let the population evolves under random mating until the dy-

namical system reaches an equilibrium. We assume that a steady point is reached

when the variation of genotype frequencies in the numerical solution during one

time unit is below 10−5 (see Appendix A1.3 for more details). At this steady state,

we then introduce the preference allele dis in proportion 0.01 (when exploring hyp.

1) or the preference alleles ma, mb, mc in proportion 0.01
3

(when exploring hyp. 2).

After the introduction of preference alleles, we follow the evolution of disassortative

mating and its consequences in the two populations:

• Early dynamic : First, we identify the range of parameters enabling the

emergence of disassortative mating, by tracking genotype numbers during

the first 100 time steps after the introduction of preference alleles.

• Steady state : Then, we study the long-term evolutionary outcome associ-

ated with the changes in mating behavior, by computing genotype numbers

at equilibrium, i.e. by running simulations until the variation of genotype

frequency during one time unit is below 10−5 (see Supp. 4 for more details).

Summary statistics

To facilitate the interpretation of our results, we compute a number of summary

statistics from the outcomes of our simulations. We define haplotypes as the pairs

of alleles in AP × AM containing two alleles located on the same chromosome or

inherited from the same parent. We then calculate haplotype frequencies in patch

n (fhaplo
p,m,n)(p,m)∈AP×AM for n ∈ {1, 2}. Then for (p,m, n) ∈ AP ×AM × {1, 2}, the
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frequency of haplotype (p,m) in patch n is given by:

fhaplo
p,m,n =

∑
i=(pm,pf ,mm,mf )∈G Ni,n(1

2
1{pm=p}1{mm=m} + 1

2
1{pf=p}1{mf=m})∑

i=(pm,pf ,mm,mf )∈G Ni,n

. (1.14)

The estimation of haplotype frequencies allows to characterize the association be-

tween color pattern alleles and preference alleles, leading to different mating be-

haviors among partners with different color patterns, specifically under the recogni-

tion/trait hypothesis (Hyp.2). To characterize female mating preferences generated

by the different genotypes at locus M and the link with their own color pattern

phenotype, we then distinguish two main behaviors emerging under hyp. 2 (Fig-

ures A1.2 and A1.3) for attraction (hyp. 2.a) and rejection (hyp. 2.b) hypotheses

respectively:

• Self-acceptance : females mate with males displaying their own color pattern

phenotype.

• Self-avoidance : females do not mate with males displaying their own color

pattern phenotype.

In order to compare the mating behaviors observed under self-referencing (hyp. 1)

attraction (hyp. 2.a) and rejection (hyp. 2.b) hypotheses, we compute population

statistics, Ps-acc (see equation (1.15)) and Ps-av (see equation (1.16)) as the pro-

portion of individuals exhibiting respectively a self-acceptance or a self-avoidance

behavior throughout both patches. These two inferred behaviors can be directly

compared with mate preferences empirically estimated. For example, in experi-

ments where females can choose partners among males displaying different color

patterns (Chouteau et al., 2017), the proportion of females mating with males dis-

playing their own phenotype color pattern can be easily scored and compared to

the proportion of self-accepting individuals computed in our model.
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Ps-acc =
∑
i∈G

fic
pref
i,Tg→cp(i), (1.15)

Ps-av =
∑
i∈G

fi(1− cprefi,Tg→cp(i)). (1.16)

Data and Code Accessibility

Codes are available online: github.com/Ludovic-Maisonneuve/Evolution and

genetic architecture of disassortative mating.

Results

Effect of mate choice on polymorphism

The emergence of disassortative mating requires initial polymorphism at the trait

used as mating cue. Because the costs associated with mate searching and court-

ing penalize females preferring rare phenotypes, the distribution of color pattern

variation in the population may be an important condition for the emergence of dis-

assortative mating. In turn, the evolution of disassortative mating is likely to gen-

erate a positive selection on rare phenotypes, therefore enhancing polymorphism

at the color pattern locus P . To disentangle the feedbacks between polymorphism

of the cue and evolution of disassortative mating, we first investigate the impact of

different mating behaviors on the distribution of color pattern phenotypes within

populations.

Under random mating, the frequencies of color pattern alleles at equilibrium com-

puted for different migration rates m show that polymorphism can be maintained

through an equilibrium between spatially heterogeneous selection and migration

(Figure 1.1(a)), consistent with previous results from the literature (Joron & Iwasa,

2005). In the absence of migration however, phenotypes A and B are fixed in the
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populations living in patch 1 and 2 respectively, owing to their mimetic advantage

within their respective communities. Polymorphism with persistence of phenotypes

A and B within each population can only be maintained with migration, but in

all cases phenotype C, locally non-mimetic in both patches, is not maintained in

any of the two populations (Figure 1.1(a)).

To test the effect of mate choice on this selection/migration equilibrium, we then

compare those simulations assuming random mating (i.e. with preference alleles

r) with simulations where self-referencing preference alleles generating either as-

sortative (sim allele) or disassortative (dis allele) behavior were introduced at the

mate choice locus M (hyp. 1), assumed to be fully linked to the color pattern locus

P (ρ = 0). Assuming assortative mating via self-referencing (hyp. 1) the results

are similar to whose observed under random mating (Figures 1.1(a) and 1.1(b)).

Nevertheless, the proportion of locally adapted alleles is higher than under ran-

dom mating because assortative mating reinforces positive frequency dependent

selection on those alleles. In contrast, disassortative mating maintains a higher

degree of polymorphism, with the two locally mimetic phenotypes A and B and

the locally non-mimetic phenotype C persisting within both populations, for all

migration rates (Figure 1.1(c)). The locally non-mimetic phenotype C is rarely

expressed because allele c is recessive. Nevertheless, individuals displaying pheno-

type C benefit from a high reproductive success caused by disassortative mating.

Indeed, the strict disassortative preference assumed here strongly increases the re-

productive success of individuals displaying a rare phenotype such as C. Negative

frequency-dependent selection (FDS hereafter) on color pattern thus generated

by disassortative mating counteracts the positive FDS due to predator behavior

acting on the same trait. Therefore, disassortative mate preferences can strongly

promote polymorphism within the two populations living in patch 1 and 2 respec-

tively. When polymorphism is high, the cost of finding a dissimilar mate may be

reduced, therefore limiting selection against disassortative preferences. Our results

thus highlight the decreased cost of finding a dissimilar mate once disassortative

mating becomes established.
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(a) (b)

(c)

Fig. 1.1: Influence of mate preferences on color pattern diversity within both
patches. The equilibrium frequencies of color pattern phenotypes in patches 1 and 2 for different
migration rates m are computed assuming different mating behaviors, i.e. , random (a), assorta-
tive (b) or disassortative (c). The heights of the colored stacked bars indicate the frequencies of
color pattern phenotypes A, B and C (blue, orange and green areas respectively) in patches 1 and
2 (on the left and right side respectively, for each migration level). The three alleles at the locus
P controlling color pattern variations are introduced in proportion 1

3 in each patch. The locus
M controls for the self-referencing based mate preferences (hyp. 1): preferences alleles r, sim
and dis were introduced in simulations shown in panel (a), (b) and (c) respectively. Simulations
are run assuming r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05, dn−m = 0.15,

ρ = 0, cr = 0.1, δa = δb = δc = 0 and δ = 0.1.

Linked genetic load favors the persistence of maladaptive

alleles

In the following simulations, the migration parameter m is set to 0.1, to allow

for the persistence of polymorphism of color pattern phenotype A and B when

assuming random mating. We then investigate the influence of a genetic load
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associated with the different color pattern alleles on polymorphism at the color

pattern locus P , under random mating. This allows quantifying the effect of

heterozygote advantage, independently of the evolution of mating preferences. We

observe that the locally non-mimetic phenotype C is maintained together with

phenotypes A and B within both populations, when (i) all three alleles carry a

genetic load of similar strength, i.e. δa = δb = δc > 0 or (ii) when allele c is the only

one without any associated genetic load (δa = δb > 0 and δc = 0) (Figure A1.5).

In contrast, phenotype C is not maintained when a genetic load is associated with

allele c only (δa = δb = 0 and δc > 0), or when this load is stronger than the

one associated with alleles a and b (Figure A1.5). The heterozygote advantage

generated by genetic load associated with the dominant mimetic alleles at locus P

therefore favors the persistence of a balanced polymorphism and more specifically

promotes the maintenance of allele c in both patches, even though this allele does

not bring any benefit through local (mimicry) adaptation.

Evolution of disassortative mating

Because we expect heterozygote advantage at the color pattern locus P to enhance

the evolution of disassortative-mating allele at locus M, we first investigate the

influence of a genetic load on the evolution of disassortative behavior by testing

the invasion of self-referencing mutation triggering self-avoidance dis (hyp. 1)

in a population initially performing random mating with genotype frequencies at

equilibrium. We compute the frequency of mutants 100 time units after their

introduction, assuming full linkage between loci P and M. Figure 1.2 shows that

the genetic load associated with alleles a and b (δa = δb), has a strong positive

impact on the emergence of disassortative mating. The genetic load associated

with the recessive allele c (δc) has a weaker positive effect on the evolution of

disassortative mating. Simulations assuming different relative cost of choosiness

(cr) show a similar effect of associated genetic loads (Figure 1.2). However the cost

of choosiness reduces the range of genetic load values allowing the emergence of

disassortative preference. When this cost is high, the invasion of mutant allele dis
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is prevented, regardless of the strength of genetic load (Figure 1.2(d)). Although

an increased cost of choosiness slows down the invasion of the disassortative mating

mutant dis (Figure 1.2), a genetic load linked to the color pattern locus P generally

favors the emergence of disassortative mating in both patches.

To investigate the long-term evolution of disassortative mating promoted by the

genetic loads associated with color pattern alleles, we then compute the frequency

of mutant allele dis at equilibrium in conditions previously shown to promote its

emergence (i.e. assuming limited cost of choosiness). Figure 1.3 shows that the

mutant preference allele dis is never fixed within populations. This suggests that

the heterozygote advantage at locus P allowing the emergence of disassortative

mating decreases when this behavior is common in the population. The dis mutant

nevertheless reaches high frequencies when the genetic load associated with the

recessive allele c is intermediate (δc ≈ 0.35) and the genetic load associated with

dominant alleles a and b is strong (Figure 1.3). This result seems surprising because

the highest level of disassortative mating is not reached when the genetic load is

the highest in all the three alleles at locus P . On the contrary, disassortative

mating is favoured when a genetic load is associated with the dominant alleles

only: disassortative mating produces fitter offspring (i.e. expressing no genetic

load), when the genetic load is associated with dominant alleles. Indeed dominant

alleles are always expressed as color pattern phenotypes, and therefore females

carrying at least one dominant allele linked with a genetic load avoid mating with

males carrying at least the same allele.

How does the genetic architecture of mating preference in-

fluence the evolution of disassortative mating ?

To study the impact of the genetic architecture of mate preferences on the evolution

of disassortative mating, we then compare the invasion of self-referencing alleles

dis with the invasion of recognition/trait alleles (i.e. alleles mr, ma, mb and mc

controlling random mating and specific recognition of phenotype A, B and C

respectively, hyp. 2). We assume loci P and M to be fully linked (ρ = 0),
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(a) (b)

(c) (d)

Fig. 1.2: Influence of a linked genetic load on the emergence of disassortative mating
for different costs of choosiness, assuming self-referencing (hyp. 1). The frequency
of the mutant disassortative-mating allele dis is shown 100 time units after its introduction
depending on the strength of genetic load associated with the dominant alleles a and b, δa = δb,
and to the recessive allele c, δc. The initial frequency of allele dis was 0.01, the area where mutant
allele increase (resp. decrease) is shown in blue (resp. red). Simulations are run assuming either
(a) no cost of choosiness cr = 0, (b) a low cost of choosiness cr = 0.1, (c) an intermediate cost of
choosiness cr = 0.25 or (d) an elevated cost of choosiness cr = 0.5. Simulations are run assuming
r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05, dn−m = 0.15, m = 0.1 and

ρ = 0.
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Fig. 1.3: Influence of a linked genetic load on the level of disassortative mating at
equilibrium for low cost of choosiness (cr = 0.1), assuming self-referencing (hyp. 1).
The frequency of the mutant disassortative-mating allele dis is shown at equilibrium after its
introduction depending on the strength of genetic load associated with the dominant alleles a
and b (δa = δb) and with the recessive allele c, δc. The initial frequency of allele dis is 0.01.
The area where the frequency of the mutant allele increases (resp. decrease) is shown in blue
(resp. red). Simulations are run assuming r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002,

dm = 0.05, dn−m = 0.15, m = 0.1, ρ = 0 and cr = 0.1.

61



CHAPTER ONE

and compare simulations where mate preference alleles trigger either disassortative

preference (hyp. 1), attraction (hyp. 2.a) or rejection (hyp. 2.b) of the recognized

color pattern phenotype. We report the frequencies of haplotypes, in order to

follow the association of color pattern and preference alleles (Figures 1.4(a), 1.4(b)

and 1.4(c) respectively).

(a)

(b) (c)

Fig. 1.4: Influence of a genetic load on haplotype diversity, assuming (a) self-
referencing (hyp. 1), (b) attraction rule (hyp. 2.a) or (c) rejection rule (hyp.
2.b) at the preference locus (recognition/trait). The proportion of haplotypes at equilib-
rium after the introduction of preference alleles in both patches are shown for different values of
genetic load associated with alleles a and b (δa = δb). For each value of genetic load (δa = δb)
the first and second bars show the frequencies of haplotypes in the patches 1 and 2 respectively.
Simulations are run assuming r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05,

dn−m = 0.15, ρ = 0, m = 0.1, δc = 0, δ = 0.1 and cr = 0.1.

Under a self-referencing rule, alleles a and b are associated with preference allele

dis when the genetic load associated with the dominant alleles (alleles a and b) is
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greater than 0. Indeed disassortative mating favors the production of heterozygotes

and reduces the expression of the genetic load in offspring. In contrast, the recessive

allele c, not associated with any genetic load, is preferentially linked with the

random-mating allele r. This result is surprising because heterozygotes carrying a c

allele have a lower predation risk than homozygotes with two c alleles: homozygotes

are indeed locally non-mimetic in both patches, while heterozygotes are locally

mimetic in one out of the two patches. However, the benefit associated with

haplotype (c, dis) through increased production of heterozygous offspring is weak.

Because of the genetic load associated with the dominant color alleles a and b,

c allele is common in the population, resulting in relatively high frequency of

homozygotes with two c alleles, and of heterozygotes with one c allele. Alleles a

and b are frequently linked with the disassortative preference allele dis, further

promoting the formation of heterozygotes. Since c allele is recessive, disassortative

crosses between individuals with phenotype C and eitherA orB frequently produce

progeny with half of the offspring carrying two c alleles, suffering from increased

predation. The limited survival of these offspring reduces the benefits associated

with the haplotype (c, dis). Because the dis allele is also associated with a cost of

choosiness, linkage between allele c and the random-mating allele r could then be

promoted.

When preference alleles cause female attraction to males exhibiting a given pheno-

type (hyp. 2.a), only haplotypes (a,mc) and (c,ma) are maintained in both patches

at equilibrium (Figure 1.4(b)). The haplotype (a,mc) benefits from both positive

selection associated with mimicry and limited expression of the genetic load due

to the preferential formation of heterozygotes. Haplotype (c,ma) is maintained

because of the benefit associated with the choice of the most frequent mimetic

phenotype A, and the limited expression of the locally non-mimetic phenotype C

due to c being recessive. The proportion of haplotype (a,mc) decreases as the

genetic load associated with allele a increases. Indeed the mating between two

individuals of genotype (a, c,mc,ma) becomes more likely and leads to the forma-

tion of individuals (a, a,mc,mc) suffering from the expression of the genetic load.

Allele b is then lost because of the dominance relationships between alleles a and b.
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Phenotype A is more commonly expressed than phenotype B: haplotype (c,ma)

is thus favoured over haplotype (c,mb), through increased mate availability. Sex-

ual selection caused by disassortative preferences generate a strong disadvantage

associate with b allele, ultimately leading to its extinction.

By contrast, when mate preference is based on alleles causing rejection behavior

(hyp. 2.b) and when a genetic load is associated with the dominant alleles a

and b at locus P, these alleles become associated with the corresponding rejection

alleles at locus M (i.e. (a,ma) and (b,mb) have an intermediate frequencies in

both patches) (Figure 1.4(c)). Recessive allele c becomes associated with random-

mating preference allele r. The three alleles (a, b and c) persist within patches for

all positive values of genetic load. This contrasts with the evolutionary outcome

observed under attraction rule (hyp. 2.a) where allele b is lost if the genetic load

is greater than 0 (Figure 1.4(b)).

We then investigate how these haplotype frequencies translate into individual be-

haviors in the populations at equilibrium. As highlighted in Figure 1.5, the pro-

portion of each behavior depends more on the existence of a genetic load linked

to dominant alleles, than on its strength. The proportion of disassortative mating

is similar when assuming self-referencing (hyp. 1) and recognition/trait leading to

rejection (hyp. 2.b) (Ps-av ≈ 48%) (Figures 1.5(a) and 1.5(c)).

By contrast, when we consider preference alleles leading to attraction (hyp. 2.a),

the disassortative behavior is scarcer at equilibrium (Ps-av ≈ 36%) (Figure 1.5(b)).

This may seem surprising given that most haplotypes are formed by a color pattern

allele linked with an attraction allele for a different color pattern (Figure 1.4(b)).

Nevertheless, the color pattern allele c is linked to ma coding for attraction to

A. As a consequence, most individuals formed are heterozygous at both the color

pattern locus P (with one allele a and one allele c) and at the preference locus

M (with one preference allele coding for attraction toward phenotype A and an-

other preference allele triggering attraction toward phenotype C). These double

heterozygotes thus benefit from mimicry and avoid the expression of deleterious

mutations, and are self-accepting. However, under the self-referencing (hyp. 1) or
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(a)

(b) (c)

Fig. 1.5: Influence of a genetic load on the distribution of mating behavior observed
at the population level, assuming (a) self-referencing (hyp. 1), (b) attraction rule
(hyp. 2.a) or (c) rejection rule (hyp. 2.b) at the preference locus (recognition/trait).
The proportion of individuals displaying self-acceptance Ps-acc (in purple) and self-avoidance
Ps-av (in blue) obtained at equilibrium after the introduction of preference alleles are shown for
different values of the level of genetic load of δa and δb. Simulations are run assuming r = 1,
K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05, dn−m = 0.15, ρ = 0, m = 0.1, δc = 0,

δ = 0.1 and cr = 0.1.

rejection (hyp. 2.b) rules disassortative mating is more likely to emerge. Indeed

under hyp. 2.b, haplotypes composed by a phenotype allele and its correspond-

ing preference allele ((a,ma) for example) generally immediately translates into

a self-avoiding behavior, whatever the genotypic combinations within individuals.

Moreover under hyp. 1 disassortative haplotype, i.e. an haplotype where the

preference allele is dis, always generates a disassortative behavior.

This highlights that the genetic architecture of mate preference plays a key role

in the evolution of the mating behavior of diploid individuals: the evolution of
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disassortative haplotypes inducing disassortative preferences do not necessarily

cause disassortative mating at the population level. At equilibrium, the proportion

of self-avoidance behavior in the population hardly depends of the strength of the

genetic load (Figure 1.5). However, the strength of the genetic load does increase

the speed of evolution of disassortative mating (see Figure A1.6 comparing the

invasion dynamics of the self-avoiding behavior when assuming different levels

of genetic load), therefore suggesting stronger positive selection on disassortative

mating when the genetic load associated with dominant wing color pattern alleles

is higher.

Impact of linkage between loci P and M on the evolution

of disassortative mating

In previous sections, we observed that the genetic load associated with the two

most dominant alleles at the color pattern locus P impacts the evolution of mate

choice. Assuming that the color pattern locus P and the preference locus M

are fully linked, we also noticed that disassortative mating is more prevalent at

equilibrium under the self-referencing rule (hyp. 1) and the rejection rule (hyp.

2.b) rather than under the attraction (hyp. 2.a) rule. We then test the effect of

recombination between alleles at the two loci on the evolution of mate choice by

performing simulations with different values of the recombination rate ρ.

Assuming self-referencing (hyp. 1), increasing recombination rate strongly pro-

motes the self-avoidance behavior (Ps-av ≈ 98%) (see Figure 1.6(a)). Selection

generated by the genetic load associated to color pattern alleles a and b promotes

their linkage with the disassortative self-referencing allele dis, while the genetic-

load free allele c tends to be linked to the random-mating allele r (as observed

in simulations assuming no recombination, Figure A1.7(a)). Because allele dis

reaches a high frequency in the population, recombination generates a large den-

sity of recombinant haplotypes (a, r), (b, r), (c, dis). Haplotypes (a, r) and (b, r)

are disfavored because they lead to a the production of offspring suffering from the

expression of a genetic load, whereas (c, dis) leads to the production of viable off-
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(a)

(b) (c)

Fig. 1.6: Influence of the recombination rate between color pattern and preference
alleles on the distribution of mating behavior observed at the population level, as-
suming different genetic architectures of mate preferences: either (a) self-referencing
(hyp. 1), or recognition/trait leading to (b) attraction rule (hyp. 2.a) or (c) rejection
rule (hyp. 2.b). The proportion of individuals displaying self-acceptance Ps-acc (in purple) and
self-avoidance Ps-av (in blue) obtained at equilibrium are shown for different values of recombi-
nation rate ρ between the preference locus M and the color pattern locus P . Simulations are
run assuming r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05, dn−m = 0.15,

m = 0.1, δa = δb = 0.5, δc = 0, δ = 0.1 and cr = 0.1.

spring. Therefore, under the self-referencing hypothesis (hyp. 1), recombination

thus significantly increases the proportion of disassortative mating.

Under self-referencing rule (hyp. 1), mate preference depends on the phenotype

displayed by the individual, so that allele dis always translates into a disassor-

tative behavior. By contrast, when assuming recognition/trait for a given color

pattern allele (hyp. 2), mating behavior depends only on the genotype at the pref-

erence locus M, independently from the color pattern of the female. We therefore

expect a stronger effect of recombination rate on mate choice evolution. Figures

67



CHAPTER ONE

1.6(b) and 1.6(c) indeed confirms this prediction. Under attraction (hyp. 2.a) and

rejection (hyp. 2.a) rules, the most striking effect is observed when comparing

simulations assuming ρ = 0 vs ρ > 0: self-avoidance behavior is rarely observed in

the population (Ps-av ≈ 1%) when there is recombination (ρ > 0).

Our results suggest that disassortative mating can emerge either (1) under the

self-referencing rule or (2) under the recognition/trait rule assuming a tight linkage

between the loci controlling cue and preference. Nevertheless, strict self-referencing

behaviour, under which preference varies according to the chooser’s phenotype, is

rarely observed in natural populations (see Kopp et al. (2018) for a review). We

thus expect that disassortative mating might emerge when the mating cue and the

preference loci are tightly linked or are controlled by a single pleiotropic gene.

Discussion

Genetic architecture of disassortative mating: theoretical

predictions

Our model shows that, without recombination between color pattern and pref-

erence alleles, disassortative mating is more likely to emerge when the genetic

architecture is with self-referencing or with color pattern recognition triggering

rejection. Loci underlying disassortative mating empirically identified are gener-

ally consistent with either the self-referencing hypothesis (e.g. the heterostyly

locus in Primulaceae, controlling for different length of style and anthers mechani-

cally preventing assortative mating (Li et al., 2016)), or with the specific rejection

hypothesis, triggered by molecular recognition (e.g. self-incompatibility locus in

Brassicaceae (Hiscock & McInnis, 2003) or mating type loci MAT in fungi (Billiard

et al., 2011)).

Similar mate preference is obtained with some recognition/trait genotypes as with

some self-referencing genotypes: for example, under the rejection rule, the geno-

type (a, a,ma,ma) leads to the same mate preference as the genotype (a, a, dis, dis)
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under the self-referencing genetic architecture. However, our results show that

when recombination between the two loci does occur, a self-referencing architec-

ture may facilitate the evolution of disassortative mating. Introducing recombi-

nation in the recognition/trait architecture enables the decoupling of the mating

cue and of its corresponding preference alleles, thereby disrupting the self rejec-

tion behavior. The evolution of disassortative mating through specific recognition

alleles could nevertheless occur, pending their tight linkage with cue alleles, as ob-

served in the well-documented S -locus of Brassicaceae. At this S -locus, the gene

SCR, controlling the pollen cue and the gene SRK encoding the receptor located

in the pistil have been tightly linked over the course of their evolution (Sato et al.,

2002). The S -locus shows important structural rearrangements that limits the

recombination between these two genes (Goubet et al., 2012). This recombination

suppression may have favored the evolution of self-incompatibility.

In contrast, the genetic mechanisms involved in disassortative mating are largely

unknown in animals. The genetic basis of mate preferences are mostly docu-

mented for assortative mating behaviors. Attraction towards specific cues have

been documented to trigger assortative mating in Heliconius butterflies. The lo-

cus controlling preference for yellow vs. white in H. cydno maps close to the gene

aristaless, whose expression differences determine the white/yellow switch in this

species (Kronforst et al., 2006; Westerman et al., 2018). In H. melpomene, a ma-

jor QTL associated with preference towards red was identified in crosses between

individuals displaying a red pattern and individuals with a white pattern (Merrill

et al., 2019). This QTL is also located close to the gene optix involved in the

variation of red patterning in H. melpomene. Assortative mating in Heliconius

thus seems to rely on alleles encoding preference for specific cues, linked to with

loci involved in the variation of these cues.

In contrast with the attraction alleles documented in animal species where assorta-

tive mating behavior is observed, our results show that alleles coding for rejection

of certain cues are more likely to promote the evolution of disassortative mat-

ing. Indeed when preference alleles cause attraction to males exhibiting a given

phenotype, heterozygote advantage favors haplotypes formed by a color pattern
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allele linked with an attraction allele for a different color pattern. However, these

haplotypes do not necessarily imply a complete self-avoidance behavior in females

carrying them. The co-dominance assumed at the preference locus indeed generates

preference for two different phenotypes in heterozygotes at the preference locus,

favoring self-acceptance. This effect is reinforced by the mate choice, promoting

the association between a color allele and the corresponding attraction allele in

the offspring, and therefore increasing the emergence of self-accepting genotypes.

This might explain the low proportion of self-avoidance behavior observed within

populations, when assuming the attraction rule.

Altogether, our theoretical model shows that the genetic basis of mate preferences

has a strong impact on the evolution of disassortative mating at loci under het-

erozygote advantage. This emphasizes the need to characterize the genetic basis

of mate preference empirically and the linkage disequilibrium with the locus con-

trolling variation in the mating cues.

Evolution of disassortative mating results from interactions

between dominance and deleterious mutations

Here, we confirm that the evolution of disassortative mating is promoted by the

heterozygote advantage associated with alleles determining the mating cue. As

mentioned above, the phenotype of the chosen individuals depends on the dom-

inance relationships at the color pattern locus. Our model highlights that the

interaction between dominance and associated genetic load is crucial for the evo-

lution of disassortative mating: when the associated genetic load is low in the

recessive cue alleles and large in dominant cue alleles, disassortative mating is fa-

vored. Indeed, disassortative mating is advantageous when it favors the production

of offspring free from genetic load expression and the dominance allows a direct

signalling of the shared deleterious mutations. This theoretical prediction is in

accordance with the few documented cases of polymorphism promoted by disas-

sortative mating. In the polymorphic butterfly Heliconius numata for instance,

the top dominant haplotype bicoloratus is associated with a strong genetic load
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(Jay et al., 2021). Similarly, in the white throated sparrow, the dominant white

allele is also associated with a significant genetic load (Tuttle et al., 2016). Again,

in the self-incompatibility locus of the Brassicaceae, dominant haplotypes carry a

higher genetic load than recessive haplotypes (Llaurens et al., 2009). Disassorta-

tive mating is beneficial because it increases the number of heterozygous offspring

with higher fitness. Once disassortative mating is established within a population,

recessive deleterious mutations associated with the dominant haplotype become

sheltered because the formation of homozygotes carrying two dominant alleles is

strongly reduced, thereby limiting the opportunities for purging via recombination

(Llaurens et al., 2009). Falk & Li (1969) proved that disassortative mate choice

promotes polymorphism, and therefore limits the loss of alleles under negative se-

lection. Disassortative mating might thus shelter deleterious mutations linked to

dominant alleles, and reinforce heterozygote advantage. The sheltering of delete-

rious mutations is favored by the interaction between two aspects of the genetic

architecture: dominance at the mating cue locus and limited recombination. This

is likely to happen in polymorphic traits involving chromosomal rearrangements,

where recombination is limited. Many rearranged haplotypes are indeed associated

with serious fitness reduction as homozygotes (Faria et al., 2019), such as in the

derived haplotypes of the supergene controlling plumage and mate preferences in

the white-throated sparrow (Thomas et al., 2008). The deleterious elements in the

inverted segment can be due to an initial capture by the inversions (Kirkpatrick,

2010), but they could also accumulate through time, resulting in different series of

deleterious mutations associated to inverted and non-inverted haplotypes (Berdan

et al., 2021).

Here, we assume that mate choice relied purely on a single cue. Nevertheless,

mate choice could be based on other cues, controlled by linked loci and enabling

discrimination between homozygotes and heterozygotes, thereby further increasing

the proportion of heterozygous offsprings with high fitness. We also modelled

strict preferences regarding color patterns, but choosiness might be less stringent

in the wild, and may limit the evolution of disassortative mating. Depending

on the cues and dominance relationships among haplotypes, different mate choice
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behaviors may also evolve, which might modulate the evolution of polymorphism

within populations. Our model thus stresses the need to document dominance

relationships among haplotypes segregating at polymorphic loci, as well as mate

choice behavior and cues, to understand the evolutionary forces involved in the

emergence of disassortative mating.

Conclusions

Inspired by a well-documented case of disassortative mating based on cues subject

to natural selection, our model shows that heterozygote advantage is likely to favor

the evolution of disassortative mating. We highlight that disassortative mating is

more likely to emerge when loci code for self-referencing disassortative preference

or rejection of specific cues. However rejection locus only promotes disassorta-

tive mating when they are in tight linkage with the locus controlling mating cue

variation.
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Appendix

A1.1 Mendelian segregation

To compute the proportion of a given genotype in the progeny of the different

crosses occurring in the population, we define a function cseg(g
O, gM , gF , ρ) sum-

marizing the Mendelian segregation of alleles assuming two diploid loci and a

rate of recombination ρ between these loci. Let gO = (pOm, p
O
f ,m

O
m,m

O
f ), gM =

(pMm , p
M
f ,m

M
m ,m

M
f ) and gF = (pFm, p

F
f ,m

F
m,m

F
f ) be the offspring, maternal and pa-

ternal genotypes respectively, all in G. For I ∈ {O,M,F}, pIm and mI
m (resp. pIf

andmI
f ) are the alleles on the maternal (resp. paternal) chromosomes. cseg(g

O, gM , gF , ρ)

is the average proportion of genotype gO in the progeny of a mother of genotype

gM mating with a father of genotype gF given a recombination rate ρ.

Each diploid mother can produce four types of haploid gametes containing al-

leles (pMm ,m
M
m ), (pMf ,m

M
f ), (pMf ,m

M
m ) or (pMm ,m

M
f ), in proportion 1−ρ

2
,1−ρ

2
,ρ
2

and
ρ
2

respectively. Then the proportion of gametes with alleles (p,m) ∈ AP × AM
produced by the mother is given by the function cseg−h(p,m, g

M , ρ), where

cseg−h(p,m, g
M , ρ) =

1− ρ
2

1{p=pMm }1{m=mMm } +
1− ρ

2
1{p=pMf }

1{m=mMf }

+
ρ

2

1− ρ
2

1{p=pMf }
1{m=mMm } +

ρ

2

1− ρ
2

1{p=pMm }1{m=mMf }
.

Similarly, each diploid father can produce four types of haploid gametes. The

proportion of genotype (p,m) ∈ AP ×AM in the gametes of a given father is given

by the function cseg−h(p,m, g
F , ρ).

The average proportion of genotype gO in the progeny of a cross between a mother

of genotype gM and a father of genotype gF given a recombination rate ρ is given

by:
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cseg(g
O, gM , gF , ρ) = cseg−h(p

O
m,m

O
m, g

M , ρ)cseg−h(p
O
f ,m

O
f , g

F , ρ).

A1.2 Numerical resolution

In this study, we used a numerical scheme to simulate our dynamical system. For

(i, n) ∈ G × {1, 2}, let N t
i,n be the numerical approximation of Ni,n(t). We use a

explicit Euler scheme, therefore we approximate the quantity d
dt
Ni,n(t) by

N t+∆t
i,n −N t

i,n

∆t
,

with ∆t being the step time in our simulations.

For (i, n) ∈ G × {1, 2}, an approximation of equation (1) becomes:

N t+∆t
i,n −N t

i,n

∆t
=
(

∆pred
i,n

)t
+
(
∆mort
i,n

)t
+
(
∆mig
i,n

)t
+
(
∆rep
i,n

)t
.

This equation is equivalent to:

N t+∆t
i,n = N t

i,n + ∆t

((
∆pred
i,n

)t
+
(
∆mort
i,n

)t
+
(
∆mig
i,n

)t
+
(
∆rep
i,n

)t)
.

Given (N0
i,n)(i,n)∈G×{1,2}, we can simulate an approximation of the dynamical sys-

tem.

A1.3 Numerical approximation of equilibrium states

To estimate the equilibrium reached by our dynamical system using simulations

assuming different initial conditions, we define the variable V t quantifying the

change in the numerical solution :
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V t =

√√√√ ∑
(i,n)∈G∈{1,2}

(
N t+∆t
i,n −N t

i,n

∆t

)2

.

When V t

Ntot
< 10−5, we assume that the dynamical system has reached equilibrium,

with Ntot being the total density in both patches.
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Figures

Fig. A1.1: Mate preferences expressed by individuals carrying different genotypes
at the preference locus M, assuming self-referencing (hyp. 1). 1. Butterflies carrying
two r alleles mate at random, independently of either their own color pattern or the color pat-
tern displayed by mating partners. 2-3. Butterflies carrying a dis allele display disassortative
mating, and mate preferentially with individuals with a color pattern different from their own.
4. Butterflies carrying a sim allele display an assortative mating behavior and therefore prefer-
entially mate with individuals displaying the same color pattern. Cases 1 and 4 therefore lead
to self-acceptance, while cases 2 and 3 lead to self-avoidance.
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Fig. A1.2: Mate preferences expressed by individuals carrying different genotypes
at the preference locus M, assuming preference alleles encoding for attraction of
specific color patterns (recognition/trait) (hyp. 2.a). 1. A butterfly displaying phenotype
A (in blue) carries one allele coding for specific attraction toward partners displaying phenotype
A (in blue) and the allele coding for random mating at the locus M controlling the mate choice.
This butterfly will mate preferentially with individuals displaying phenotype A, resulting in
assortative mating. 2. A butterfly displaying phenotype A (in blue) carries one allele coding
for specific attraction toward partner displaying phenotype B (in orange) and one allele coding
for specific attraction toward partners displaying phenotype C (in green). This individual will
preferentially mate with individuals displaying phenotype B and C, resulting in disassortative
mating 3. A butterfly displaying phenotype A (in blue) carries one allele coding for specific
attraction toward partner displaying phenotype A (in blue) and one allele coding for specific
attraction toward partners displaying phenotype B (in orange). This individual will preferentially
mate with individuals displaying phenotype A and B 4. A butterfly displaying phenotype A (in
blue) carries two alleles coding for specific attraction toward partner displaying phenotype B
(in orange). This individual will preferentially mate with individuals displaying phenotype B,
resulting in disassortative mating. Cases 1 and 3 therefore lead to self-acceptance, while cases 2
and 4 lead to self-avoidance.
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Fig. A1.3: Mate preferences expressed by the different individuals carrying different
genotypes at the preference locus M, assuming preference alleles encoding for rejec-
tion of specific color patterns (recognition/trait) (hyp. 2.a). 1. A butterfly displaying
phenotype A (in blue) carries one allele coding for specific rejection toward partners displaying
phenotype B (in orange) and one allele coding for specific rejection toward partners displaying
phenotype C (in orange). This butterfly will mate preferentially with individuals displaying
phenotype A, resulting in assortative mating. 2. A butterfly displaying phenotype A (in blue)
carries one allele coding for specific rejection toward partners displaying phenotype A (in orange)
and one allele coding for random mating (in grey). This butterfly will mate preferentially with
individuals displaying phenotypes B and C, resulting in disassortative mating. 3. A butterfly
displaying phenotype A (in blue) carries two alleles coding for specific rejection toward partners
displaying phenotype C (in green). This butterfly will mate preferentially with individuals dis-
playing phenotypes A and B. 4. A butterfly displaying phenotype A (in blue) carries one allele
coding for specific rejection toward partners displaying phenotype A (in blue) and one allele cod-
ing for specific rejection toward partners displaying phenotype C (in green). This butterfly will
mate preferentially with individuals displaying phenotype B resulting in disassortative mating.
Cases 1 and 3 therefore lead to self-acceptance, while cases 2 and 4 lead to self-avoidance.
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(a) (b)

Fig. A1.4: Evolution of the proportion of a mutant dis in the population
immediately after its introduction, using simulations with three differ-
ent time units (∆t = 1 in blue, ∆t = 0.1 in orange or ∆t = 0.01 in green),
under the self-referencing hypothesis (hyp. 1). All simulations give similar
dynamics, assuming (a) δa = δb = 0.5, δc = 0 or (b) δa = δb = δc = 0.2, confirming
that using discrete time simulations provides relevant estimations of the evolution
of disassortative mating. Simulations are run during 2500 time steps and assuming
, r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05, dn−m = 0.15,

ρ = 0, m = 0.1, δ = 0.1 and cr = 0.1.

δ₁ = δ₂ δ₃ Population 1 Population 2
Proportion of morph A Proportion of morph B Proportion of morph C Proportion of morph A Proportion of morph B Proportion of morph C

0,00 0,00 90,5 % 9,5 % 0,0 % 49,8 % 50,2 % 0,0 %
0,00 0,25 90,5 % 9,5 % 0,0 % 49,8 % 50,2 % 0,0 %
0,00 0,50 90,5 % 9,5 % 0,0 % 49,8 % 50,2 % 0,0 %
0,00 1,00 90,5 % 9,5 % 0,0 % 49,8 % 50,2 % 0,0 %
0,25 0,00 61,8 % 7,7 % 30,6 % 22,3 % 52,1 % 25,6 %
0,25 0,25 78,8 % 17,9 % 3,3 % 36,2 % 57,6 % 6,2 %
0,25 0,50 80,5 % 17,8 % 1,7 % 39,3 % 57,2 % 3,5 %
0,25 1,00 81,6 % 17,6 % 0,8 % 41,5 % 56,6 % 1,8 %
0,50 0,00 54,5 % 5,7 % 39,8 % 18,7 % 49,6 % 31,7 %
0,50 0,25 76,3 % 18,6 % 5,1 % 33,9 % 57,8 % 8,3 %
0,50 0,50 78,7 % 18,7 % 2,6 % 37,5 % 57,7 % 4,8 %
0,50 1,00 80,2 % 18,5 % 1,3 % 40,2 % 57,3 % 2,5 %
1,00 0,00 49,9 % 4,6 % 45,5 % 16,9 % 47,7 % 35,4 %
1,00 0,25 74,6 % 18,9 % 6,5 % 32,7 % 57,4 % 9,8 %
1,00 0,50 77,5 % 19,1 % 3,3 % 36,6 % 57,7 % 5,7 %
1,00 1,00 79,3 % 19,0 % 1,7 % 39,6 % 57,4 % 3,0 %

Fig. A1.5: Influence of genetic load on color pattern polymorphism, as-
suming random mating. The proportions of phenotypes A, B and C in the pop-
ulations living in patch 1 and 2 respectively at equilibrium depend on the different
values of genetic load associated with the dominant allele a (δa), intermediate-
dominant allele b (δb) and recessive allele c (δc). Simulations are run assuming
r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05, dn−m = 0.15,

ρ = 0, m = 0.1, δ = 0.1 and cr = 0.1.
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(a)

(b) (c)

Fig. A1.6: Frequency of self-avoidance behavior at the population level through
time for different levels of genetic load, assuming (a) self-referencing (hyp. 1), (b)
attraction rule (hyp. 2.a) or (c) rejection rule (hyp. 2.b) at the preference locus
(recognition/trait). The evolution of the proportion of individuals displaying self-avoidance
Ps-av after the introduction of preference alleles until equilibrium are shown for different values
of genetic load δa and δb. Simulations are run assuming r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100,

λ = 0.0002, dm = 0.05, dn−m = 0.15, ρ = 0, m = 0.1, δc = 0, δ = 0.1 and cr = 0.1.
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(a)

(b) (c)

Fig. A1.7: Influence of the recombination between color pattern and preference alle-
les on haplotype diversity, assuming (a) self-referencing (hyp. 1), (b) attraction rule
(hyp. 2.a) or (c) rejection rule (hyp. 2.b) at the preference locus (recognition/trait).
The proportion of haplotypes at equilibrium after the introduction of preference alleles in both
patches are shown for different values of recombination rate ρ between the preference locus M
and the color pattern locus P . For each value of recombination rate (ρ) the first and second bars
represented haplotype proportions in the populations living in the patch 1 and 2 respectively.
Simulations are run assuming r = 1, K = 2000, N0

tot,1 = N0
tot,2 = 100, λ = 0.0002, dm = 0.05,

dn−m = 0.15, m = 0.1, δa = δb = 0.5, δc = 0, δ = 0.1 and cr = 0.1.
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Abstract

Disassortative mating is a form of mate preference that promotes the persistence

of polymorphism. While the evolution of assortative mating, and its consequences

on trait variation and speciation have been extensively studied, the conditions en-

abling the evolution of disassortative mating are still poorly understood. From

the analysis of a two-locus diploid model, with one locus controlling the mating

trait under viability selection and the other locus coding for the level of disassor-

tative preference, we show that heterozygote advantage and negative frequency-

dependent viability selection acting at the mating trait locus promote the evolution

of disassortative preferences. We also show that disassortative mating generates

sexual selection which disadvantages heterozygotes at the mating trait locus, lim-

iting the evolution of disassortative preferences. Our results show that, when one

mating trait allele is dominant and rare, it reduces such negative sexual selection

feedback as well as opportunity costs associated with disassortative mating. For

that reason we show that the genetic architecture of the warning trait in H. nu-

mata, where alleles carrying genetic deleterious mutation are dominant, promotes

the evolution of disassortative mating.
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Introduction

The evolution of mate preferences is puzzling because preferences increase the risk

of missing mating opportunities, which may incur significant fitness costs. While

the evolution of assortative mating has been reported in many species, disassor-

tative mating is more scarcely observed (Jiang et al., 2013; Janicke et al., 2019),

suggesting that the ecological conditions enabling its evolution could be more re-

strictive. Here, using a general approach, we investigate the selection regimes

allowing the evolution of disassortative mating using a mathematical model.

The multiple costs associated with mate choice tend to generate direct selection

against the evolution of mate preferences (see (Pomiankowski, 1987) for a review),

and may further limit the evolution of disassortative mating (see (Pomiankowski,

1987; Schneider & Bürger, 2006; Kopp & Hermisson, 2008; Otto et al., 2008) for

theoretical studies). These costs of choosiness are generally separated into fixed

and relative costs (Otto et al., 2008). Relative costs depend on the distribution of

the mating cue within population. For example, relative costs of choosiness may

emerge from the increased investment in mate searching, because an individual

needs to investigate several mates to find a suitable one. Increased sampling effort

can be costly in time Kruijt & Hogan (1967), in energy (as empirically estimated

in antilopes Byers et al. (2005)) and may enhance predation risk, for instance in

patrolling animals Hughes et al. (2012). Evaluation effort increases with the pro-

portion of unpreferred males, implying growing relative costs of choosiness when

the preferred cue is rarely displayed in the population. In addition, mate rejection

by choosy individuals can also incur relative fitness costs, as in the case of males

harassment: in the fly species Musca domestica, males jump on females’ back to

initiate mating and choosy females have to kick unpreferred males to avoid mating

(Sacca, 1964). The number of males to kick out decreases with the proportion of

preferred males. By contrast, fixed costs associated with mate choice do not depend

on the composition of the population. For instance, metabolic costs may emerge

from the mechanisms underlying mate choice, requiring specialized morphological,

physiological and cognitive changes (see Rosenthal (2017) for a review). For exam-
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ple, in the self-incompatibility system in the genus Brassica, mate choice involves

a specialized receptor-ligand association (Hiscock & McInnis, 2003), so that the

evolution of self-incompatibility is associated with metabolic costs induced by the

production of the specific proteins.

Despite these costs, mate choice is ubiquitous in nature (Jiggins et al., 2001; Mer-

rill et al., 2014; Backwell & Passmore, 1996; Cisar, 1999; Hiscock & McInnis, 2003;

Barrett, 1990; Savolainen et al., 2006) indicating that mate preference evolves read-

ily and that choosy individuals enjoy benefits compensating those costs. Choosy

individuals may enjoy direct benefits (Wagner, 2011) (for instance through ben-

eficial sexually transmitted microbes (Smith & Mueller, 2015), or by decreasing

risk of pre-copulatory cannibalism (Pruitt & Riechert, 2009)), as well as indirect

benefits associated with mate preferences through an enhanced quality of their

offspring (Petrie, 1994; Sheldon et al., 1997; Welch et al., 1998; Drickamer et al.,

2000; Jiggins et al., 2001; Byers & Waits, 2006).

Viability selection acting on mating cues, by generating indirect selection on pref-

erences, may thus promote their evolution (Fisher, 1930). Such indirect selection

is caused by genetic associations between mating preference and mating cues (link-

age disequilibirum) (Ewens, 1979; Barton & Turelli, 1991; Kirkpatrick et al., 2002),

generated during zygote formation because of mate preferences. The indirect effect

of viability selection, that acts directly on mating cues, on the evolution of mate

preferences, first identified by Fisher, has now been confirmed in many theoretical

studies (O’Donald, 1980a; Heisler, 1984; Barton & Turelli, 1991). Preference based

on a selectively neutral mating cue may also evolve if the cue is correlated with an

adaptive trait due to linkage disequilibrium between preference and an adaptive

trait (Heisler, 1985). A growing number of empirical evidence showing that fe-

male choice does improve offspring fitness is reported (Welch et al., 1998; Sheldon

et al., 1997; Byers & Waits, 2006; Petrie, 1994; Drickamer et al., 2000), suggesting

that preferences generate linkage disequilibria between preference alleles and other

combinations of alleles favored by viability selection. The indirect selection may

thus be a major driver of the evolution of mate choice.
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Once mate preferences are established in the population, they generate sexual se-

lection on the traits exhibited by individuals during courtship, that may drive the

evolution of extravagant traits in males, following a Fisherian runaway (Fisher,

1930; O’Donald, 1980b; Lande, 1981; Kirkpatrick, 1982; Veller et al., 2020; Go-

mulkiewicz & Hastings, 1990; Otto, 1991; Greenspoon & Otto, 2009). The evo-

lution of mate preferences thus involves complex evolutionary processes where

preferences co-evolve with the cues displayed by the chosen individuals. This co-

evolution has been observed in natural populations (Grace & Shaw, 2011; Higgin-

son et al., 2012) and in experimental studies (Brooks & Couldridge, 1999; Miller &

Pitnick, 2002), underpinning the importance of sexual selection feedbacks on the

evolution of mate preferences.

The different selection regimes acting on mating cues can therefore drive the evo-

lution of different mating patterns, through indirect selection. Disruptive selection

on mating cue has been demonstrated to promote assortative preferences (Kirk-

patrick, 2000; Dieckmann, 2004; Gavrilets, 2004; Otto et al., 2008; Bank et al.,

2012; de Cara et al., 2008). By contrast, selection conferring fitness advantages to

intermediate phenotypes is often thought to promote disassortative mating (Kon-

drashov & Shpak, 1998; Kirkpatrick & Nuismer, 2004). Nevertheless, the selection

regimes enabling the evolution of disassortative mating are much less studied than

the selective pressures involved in the evolution of assortative mating, extensively

investigated in the context of speciation (Gavrilets, 2004; Kopp et al., 2018).

Disassortative mating has been documented only in a few cases. The best docu-

mented cases are the MHC loci in humans and mice, where females prefer males

with a genotype different from their own (Wedekind et al., 1995). MHC genes

are involved in specific recognition of pathogens, and host-pathogens interactions

classically generate negative frequency dependent selection and/or heterozygote

advantage (recognition of a larger range of pathogens) (Piertney & Oliver, 2006).

Such balancing selection regimes are thought to promote disassortative mating at

MHC loci (Slade & McCallum, 1992; Penn & Potts, 1999; Ihara & Feldman, 2003).

Using numerical simulations in a haploid model, Howard & Lively (2003, 2004)

confirm that host-pathogens interactions at MHC loci promote the emergence of
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disassortative mating, although they never observed the fixation of this mating

behavior in the population. In a more general model, Nuismer et al. (2008) ob-

serve that sexual selection due to non-random mating generates indirect selection

on preference that hampers the fixation of disassortative mating in the popula-

tion. Despite this limitation, the frequency of disassortative mating can be high

when viability selection strongly promotes this behavior. In an extension of Nuis-

mer et al. (2008)’s model, Greenspoon & M’Gonigle (2014) show that maternal

transmission of pathogens leads to higher levels of disassortative mating. Since

transmitted pathogens tend to be adapted to MHC genotype of the mother, disas-

sortative preferences targeting the MHC locus may be advantageous: the resulting

offsprings have MHC genotypes differing from their mother and are thus more

likely to efficiently eliminate transmitted pathogens.

Other cases of disassortative mating in traits unlinked to immune functions have

been reported, such as disassortative mating based on the plumage coloration in

the white throated sparrow (Throneycroft, 1975), or on the wing color pattern in

the mimetic butterfly Heliconius numata (Chouteau et al., 2017). In both cases,

one cue allele is linked to a genetic load (Tuttle et al., 2016; Jay et al., 2021),

so that disassortative mating may increase offspring fitness through an increased

viability of heterozygotes. In both cases, cue alleles associated with a genetic

load are dominant to other alleles, suggesting that dominance among cue alleles

may play a role in the evolution of disassortative mating. Numerical simulations

matching the specific case of the polymorphic mimicry in the butterfly Heliconius

numata confirm that selection promoting heterozygotes at the mimicry supergene

may favor the emergence of disassortative mating (Maisonneuve et al., 2021).

Other theoretical studies have focused on the effect of disassortative mating on

the persistence of variations at the cue locus, illustrating that this mate prefer-

ence may limit the purging of maladaptive cue alleles, and therefore promotes

higher levels of polymorphism at the cue locus (Karlin & Feldman, 1968; Falk &

Li, 1969; Ihara & Feldman, 2003). Polymorphism, in turn, maintains conditions

favoring this mate preference. These results suggest that the evolution of disassor-

tative preferences is likely to depend on viability selection acting at the cue locus
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but also on feedbacks between cue polymorphism and mate choice. These com-

plex interactions between selective pressures, identified in different systems where

disassortative mating is observed, are now calling for a mathematical framework

providing unifying perspective on the evolution of disassortative preference. Here,

we use a modelling approach to draw general predictions on the selection regimes

enabling the emergence of this mate preference and to shed light on the feedback

generated by sexual selection on the evolution of disassortative mating when this

behavior is common.

We thus conduct an analytical exploration of the conditions enabling the evolution

of disassortative mating by adapting a previous model of evolution of assortative

mating developed by Otto et al. (2008). The model assumes a population of diploid

individuals with two key loci: the first locus C controls variation in a single mating

cue, that may be subject to viability selection. The second locus P controls mate

preference based on the cue encoded by locus C. We take into account fixed

and relative costs associated with choosiness. Contrary to the original model

built to understand the evolution of assortative mating, alleles at preference locus

P generate disassortative preference. Moreover, we introduce coefficients that

describe the dominance at both loci to identify how the dominance relationships

impact the evolution of disassortative mating.

We first analyze the model under a Quasi-linkage Equilibrium (QLE) to derive

analytical expressions of changes in genetic frequency at both the cue and prefer-

ence loci, providing general expectations on the conditions enabling the emergence

and persistence of disassortative mating. We then use numerical simulations to

explore the evolution of disassortative preferences under strong overdominant se-

lection acting at the cue locus, that does not match the QLE assumptions. We

finally compare our theoretical predictions with the few documented cases of dis-

assortative mating and discuss why the evolution of disassortative mating may be

limited in natural populations.
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Methods

Following the theoretical framework developed by Otto et al. (2008), we investigate

the evolution of disassortative mating by assuming a diploid sexual species with

balanced sex ratio, and considering two loci C and P. The locus C controls for a

trait used as a mating cue and the locus P for the mate preference. We consider

two different alleles, a and b, at locus C so that GC = {aa, ab, bb} is the set of

possible genotypes at this locus. This locus C can be under different viability

selection regimes. At the mating preference locus P, we assume two alleles: a

resident allele M and a mutant allele m. The set of possible genotypes at locus

P is thus GP = {MM,Mm,mm}. The two loci recombine with probability r at

each birth event. We consider a discrete time model and follow the genotypes

frequencies over time.

Mating cue locus under viability selection

We define Res(i, j) as the phenotypic resemblance between individuals with geno-

types i and j at locus C, for all (i, j) ∈ G2
C . Individuals with genotypes aa and bb at

locus C display distinct phenotypes, so that Res(aa, bb) = 0. Dominance between

the cue alleles a and b is controlled by the dominance coefficient at locus C, ha.

This coefficient describes the dominance of the focal allele a with the following

rule, for every i ∈ GC :

Res(ab, i) = Res(i, ab) =
1 + ha

2
Res(aa, i) +

1− ha
2

Res(bb, i). (2.1)

Hence if ha = 0 alleles a and b are codominant and if ha = 1 (resp. −1) the focal

allele a is dominant (resp. recessive) to b. If 0 < ha < 1 (resp. −1 < ha < 0) allele

a is incompletely dominant (resp. recessive) to b.

The cue induced by the genotype at locus C determines mating success but can

also be under viability selection. We explore the evolution of disassortative mating

under different viability selective regimes acting on the mating cues, specifically
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focusing on balancing selection regimes promoting polymorphism at locus C.

Let f(i, k) be the frequency of genotype (i, k) ∈ GC × GP . We introduce a se-

lection coefficient Si(f, ha) acting on genotype i ∈ GC , which may vary depend-

ing on genotypic frequencies at locus C and dominance between alleles a and b.

This allows exploring different regimes of balancing selection, including negative

frequency-dependent selection, that can favor polymorphism at locus C. Let wi

be the fitness of genotype i resulting from viability selection acting at locus C

wi := 1 + Si(f, ha). (2.2)

We assume that viability selection generating changes in genotype frequencies at

locus C acts before reproduction. As a consequence, the changes in frequencies due

to sexual selection depend on the frequencies at locus C after viability selection,

described below. For (i, k) ∈ GC × GP :

f ′i,k =
wi
w
fi,k , (2.3)

with

w =
∑
i∈GC

wi

(∑
k∈GP

fi,k

)
, (2.4)

being the average fitness of the females.

Mate choice and reproduction

Reproduction depends on the mating cues controlled by locus C, but also on mate

preferences controlled by locus P. Each genotype k ∈ GP is associated with a

coefficient ρk, which quantifies how much a female of genotype k tends to reject

males with the same cue as her own (i.e. the strength of disassortative preference

of females). The values of ρMM and ρmm are fixed. For the genotype Mm, we

introduce a dominance coefficient hm at locus P . Similarly to the dominance at

locus C, this coefficient hm in [−1, 1] describes the dominance of the mutant allele
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m.

We assume females to be the choosy sex (Otto et al., 2008; de Cara et al., 2008;

Lande, 1981; Gavrilets & Boake, 1998), so that males can mate with any accepting

females. We assume a balanced sex-ratio and consider that the frequencies of

females and males with genotype i are equal (Otto et al., 2008; de Cara et al.,

2008; Gavrilets & Boake, 1998).

To quantify the mating probability between two individuals we introduce the pref-

erence matrix Pref(ρk), k ∈ GP . For (i, j) ∈ G2
C , k ∈ GP , the preference matrix is

defined by Prefij(ρk) = 1− ρkRes(ij) that measures the strength of preference of

female i with genotype k at locus P for male j. Using (2.1) the preference matrix

is given by:

Pref(ρk) =

aa ab bb
1− ρk 1− 1+ha

2
ρk 1

1− 1+ha
2
ρk 1− ρk 1− 1−ha

2
ρk

1 1− 1−ha
2
ρk 1− ρk


aa

ab

bb

. (2.5)

With the help of this preference matrix describing disassortative mating behavior

in the framework of Otto et al. (2008) (initially designed to explore the evolution

of assortative mating), we investigate the evolution of disassortative mating.

For (i, k) ∈ GC × GP , we define Ti,k as the probability that a female of genotype

(i, k) accepts a male during a mating encounter:

Ti,k =
∑
j∈GC

Prefij(ρk)p
′
j, (2.6)

with

p′j :=
∑
l∈GP

f ′j,l (2.7)

being the proportion of genotype j at the cue locus C in the population after the

viability selection step.
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Choosy females of genotype k at locus P are assumed to pay a fixed cost cfρk for

their choosiness (the choosier a female is, the higher is this cost). Mating behavior

is indeed thought to be more costly for choosy females than for females mating

with the first male encountered, regardless of displayed cue. Choosy females also

pay a relative cost of choosiness, depending on the proportion of preferred males

and on a coefficient cr ∈ [0, 1]. This relative cost is small if the preferred mates

are abundant in the population. When a female rejects a given male because he

displays an unpreferred cue, she can still accept another mate with probability

1− cr.

We define the fertility of a female of genotype (i, k) ∈ GC × GP as

Fi,k = (1− cr + crTi,k)(1− cfρk). (2.8)

The average fertility in the population is thus:

F =
∑

(i,k)∈GC×GP

f ′i,kFi,k. (2.9)

Then changes in genotypes frequencies after reproduction are as follows. For

(i′, k′) ∈ GC × GP :

f ′′i′,k′ =
∑

(i,k)∈GC×GP

(
f ′i,k

Fi,k

F

∑
(j,l)∈GC×GP

coefi′,k′,i,k,j,l,r
Prefij(ρk)f

′
j,l

Ti,k

)
, (2.10)

where coef controls the Mendelian segregation of alleles during reproduction. coefi′,k′,i,k,j,l,r

describes the proportion of individuals of genotype i′ at locus C and k′ at locus P

in the offspring of a choosing individual of genotype i at locus C and k at locus P

and a chosen individual of genotype j at locus C and l at locus P . The Mendelian

segregation depends on the recombination probability r between the cue locus C

and the preference locus P. All variables and parameters used in the model are

summed up in Table 2.1.
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Abbreviation Description
GC Set of possible genotypes at locus C: GC = {aa, ab, bb}
GP Set of possible genotypes at locus P : GP = {MM,Mm,mm}
fi,k Frequency of genotype (i, k) in the population, (i, k) ∈ GC × GP
f ′i,k Frequency of genotype (i, k) in the population after viability selection, (i, k) ∈ GC × GP
f ′′i,k Frequency of genotype (i, k) in the population after reproduction, (i, k) ∈ GC× ∈ GP
pα Proportion of allele α at locus C in the population (with α ∈ {a, b}).
pm Proportion of allele m at locus P in the population (with m ∈ {m,M}).
r Recombination probability between the loci C and P.
ρk Strength of disassortative mating within a female of genotype k ∈ GP at locus P as described in the preference matrix

(2.5).
ha/hm Dominance coefficient at locus C describing the dominance of allele a/m.
Si(f, ha) Viability selection coefficient when the allele frequencies are f and the dominance coefficient at locus C is ha.
cf/cr Fixed/relative cost of choosiness.
DC Genetic diversity at locus C, DC = papb.
DP Genetic diversity at locus P, DP = pmpM .

PHW
he Proportion of heterozygotes at the Hardy-Weinberg equilibrium, PHW

he = 2papb
PHW
ho Proportion of homozygotes at the Hardy-Weinberg equilibrium, PHW

ho = p2a + p2b
Hns/Hss Heterozygote advantage due to viability/sexual selection.
H Heterozygote advantage.
ρ Average strength of disassortative mating in the population.
∆ρ Effect of allele m on the level of disassortative mating in the population.
Dam Linkage disequilibrium between alleles a and m within chromosome (cis). Dam = pam − papm, where pam is the

proportion of the association between alleles a and m within the chromosome.
Da,m Linkage disequilibrium between alleles a and m between homologous chromosomes (trans).

Da,m = pa,m − papm, where pa,m is the proportion of the association between alleles a and m between homologous
chromosomes.

Dhe Excess of heterozygotes at locus C, Dhe = 1− p2aa − p
2
bb.

Dhe,m Trigenic disequilibrium measuring the association between allele m and the excess of heterozygotes at locus C.
δ Fitness reduction in homozygotes in numerical simulations.
µ Asymmetry in viability selection acting on the two homozygous genotypes in numerical simulations.

Table 2.1: Description of variables and parameters used in the model.

Model exploration

QLE approximation exploring the evolution of weak disassortative pref-

erence

We use the QLE analysis results presented in a previous model of evolution of

assortative mating (see Appendix B in (Otto et al., 2008)). This approach is

valid when the selection coefficients, the strength of choosiness as well as costs of

assortment are small relative to recombination; namely, for all (i, f, ha) ∈ GC ×
FC,P × [0, 1] (where FC,P denotes the space of frequencies on GC×GP ) and k in GP ,

Si(f, ha), ρk, cr and cf are of order ε with ε small and the recombination rate r is of

order 1. Under this hypothesis the genetic associations (linkage disequilibria and

departures from Hardy-Weinberg) are small (of order ε). This approach allows

to obtain mathematical expressions of allele frequency changes at the cue and

preference loci from the Hardy-Weinberg equilibrium. This method highlights the

key evolutionary mechanisms shaping the evolution of allele frequencies at these

loci. In particular, we assume that the mutant allele m increases disassortative

preference (i.e. ρmm > ρMM), and investigate the evolutionary forces acting on
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this allele. The QLE approximation assumes a weak viability selection at the

cue locus C and is mostly relevant to explore the evolution of weak tendency to

disassortative mating (low values of ρ).

Numerical simulations

We then use numerical simulations to explore the evolutionary stable level of

strength of disassortative mating when the hypothesis of weak selection is re-

laxed. We specifically focus on a realistic case of viability selection promoting

polymorphism at the cue locus, assuming overdominance. We explore the effect of

variations in key parameters, in the range where the QLE analysis is not relevant.

To explore the evolution of disassortative mating acting on the cue locus submitted

to overdominance, we model a viability selection regime favoring heterozygotes.

We thus set the selection coefficients associated with the different genotypes at the

cue locus as:

Saa = −1 + µ

2
δ, Sab = 0 and Sbb = −1− µ

2
δ, (2.11)

where δ is the fitness reduction in homozygotes and µ is the asymmetry in viability

selection acting on the two homozygous genotypes. If µ = 1 (resp. −1), the disad-

vantage is applied to genotype aa (resp. bb) only, and if µ = 0 the disadvantage is

the same for both homozygotes. To study the evolutionary stable level of strength

of disassortative mating, we numerically compute the invasion gradient. First we

consider a population without mutant (pm = 0), for each value of the strength of

disassortative mating of the resident ρMM , we let the initial population evolve until

the genotype frequencies at the cue locus C reach equilibrium. At equilibrium, we

introduce the mutant allele m with an initial 0.01 frequency. We call ∆100pm the

change in the mutant frequency after hundred generations. We then numerically

estimate

D(ρMM) =
∂∆100pm
∂ρmm

. (2.12)

The evolutionary stable level of strength of disassortative mating is the value ρ for
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which D(ρ) = 0.

We explore the effect of variations in every key parameter (δ, ha, µ, cf and cr)

using independent simulations. The default values for the remaining parameters

follow the assumptions: codominance at cue locus ha = 0, δ = 1, pure symmetry

in viability selection µ = 0 and low cost of choosiness cf = cr = 0.005. We assume

no recombination r = 0 and codominance at preference locus hm = 0.

Data and Code Accessibility

Codes are available online: github.com/Ludovic-Maisonneuve/when-do-opposites-

attract.

Results

Sexual selection at the cue locus generated by disassortative

mating

Following the QLE approach, the change in frequency of allele a at the locus C

controlling mating cue is (see Eq. (B2a) in (Otto et al., 2008)):

∆pa =

Effect of viability selection︷ ︸︸ ︷
DC(pa(Saa(f, ha)− Sab(f, ha)) + pb(Sab(f, ha)− Sbb(f, ha)))

+ρ(1 + cr)DC((p4
b − p4

a)/4 + ha(P
HW
ho − 2PHW

he )/4)︸ ︷︷ ︸
Effect of sexual selection and opportunity cost

+O(ε2), (2.13)

where DC = papb is the genetic diversity at locus C,

ρ = p2
MρMM + 2pMpmρMm + p2

mρmm, (2.14)
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is the average disassortative mate preference at locus P,

PHW
he = 2papb and PHW

ho = p2
a + p2

b (2.15)

are respectively the proportion of heterozygotes and homozygotes at the Hardy-

Weinberg equilibrium. Under the QLE assumption the departure from the Hardy-

Weinberg equilibrium is small, hence the proportions of heterozygotes and ho-

mozygotes are close to PHW
he and PHW

ho .

Eq. (2.13) highlights that the dynamics of the mating cue allele a can be affected by

viability and sexual selections on males and relative cost of choosiness impacting fe-

males. Contrary to assortative mating that generates positive frequency-dependent

sexual selection, disassortative preferences generate negative frequency-dependent

sexual selection on cue alleles (see arrows C and E in Fig. 2.1). The strength of

this sexual selection then depends on the average strength of disassortative pref-

erence (ρ). Disassortative mating also generates a relative cost of choosiness on

females (see arrow D in Fig. 2.1). Similarly to sexual selection, this cost especially

disfavors females displaying a common phenotype because these females tend to

prefer males with rare phenotype.

Sexual selection and relative cost of choosiness also tightly depend on dominance

at the cue locus C. When ha 6= 0 (departure from co-dominance), the evolutionary

fate of alleles is strongly influenced by their dominance. When heterozygotes are

frequent at locus C, i.e. when allele a is neither rare or common (PHW
ho −2PHW

he < 0

i.e. pa ∈ (0.21, 0.79), see details in Appendix A2.1), allele a is favored when re-

cessive (ha < 0), because aa homozygotes then display the rarest phenotype and

therefore benefit from an improved reproductive success. By contrast, when het-

erozygotes are rare at locus C (2PHW
he − PHW

ho < 0), allele a is favored when

dominant (ha > 0). Indeed, when allele a is rare (pa < 0.21, ), bb individuals

are numerous and preferentially mate with individuals displaying the phenotype

encoded by allele a (the rare phenotype). Therefore, when a is dominant, ab

individuals benefit from a greater mating success than bb individuals, thereby in-
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Fig. 2.1: Selective forces acting on cue and preference loci. Dashed ar-
rows represent indirect selection due to positive linkage disequilibrium between
cue genotype and preference genotype. Green and red arrows represent the pos-
itive and negative impact respectively. Black arrows represent an impact that is
either positive or negative (see manuscript for details). Disassortative allele is pro-
moted by heterozygote advantage (A) and negative frequency-dependent viability
selection (B) at the cue locus via indirect selection due to linkage disequilibrium.
Disassortative mating triggers sexual selection on males (C) and opportunity costs
on females due to a cost of choosiness (D) that generates negative frequency de-
pendent sexual selection (E) and impacts the fitness of heterozygotes at the cue
locus (F). Sexual selection often causes a disadvantage to heterozygotes at the cue
locus hampering the fixation of disassortative mating. However the dominance
relationship at cue locus impacts sexual selection (G). Under certain conditions
sexual selection favors heterozygotes at the cue locus (C), promoting high levels
of disassortative mating. The disassortative allele suffers from costs of choosiness
(H). These costs depend on the dominance relationship at the cue locus (I).
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creasing the frequency of allele a. When the cue allele a is common (pa > 0.79),

the dominance of allele a limits the reproductive success of the few remaining het-

erozygotes ab displaying the frequent phenotype shared with homozygotes aa, as

allele b is mostly present in heterozygotes that leads to the gradual elimination of

the alternative allele b.

These conclusions are drawn from the QLE approximation, and are relevant for

moderate levels of disassortative mating (low values of ρ). Stronger levels of dis-

assortative mating may lead to contrasted outcomes, because some crosses (e.g.

aa× aa) will occur at very low frequency.

Evolutionary fate of disassortative mating mutants

To understand the conditions enabling the evolution of disassortative mating, we

now approximate the change in frequency of the mutant allele m at the preference

locus P, associated with an increased level of disassortative preference as com-

pared to the resident allele M . The QLE analysis highlights that the evolution of

disassortative mating depends on (1) the heterozygote advantage, (2) the genetic

variation at the cue locus C, and (3) the costs of choosiness, described by the terms

∆hepm, ∆Cpm and ∆costpm respectively. Assuming that ε is small, we get (see Eq.

(B3a) in (Otto et al., 2008)):

∆pm = ∆hepm + ∆Cpm + ∆costpm +O(ε3). (2.16)

In the following sections we define these three terms and dissect the evolutionary

mechanisms acting on preference alleles.
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Disassortative mating is promoted by heterozygote advantage at the cue

locus

The impact of heterozygote advantage on the frequency of the mate choice allele

m is given by:

∆hepm = Dhe,mH, (2.17)

where Dhe,m (see (2.20)) is the trigenic disequilibrium describing the association

between the mutant m at the mate choice locus P and heterozygotes at the cue

locus C, and H is the heterozygote advantage at the cue locus C (see (2.18)).

The fitness advantage of heterozygotes H can be influenced by both viability and

sexual selections, as detailed below:

H =

Viability selection acting on cues (Hns)︷ ︸︸ ︷
2Sab(f)− Saa(f)− Sbb(f) +

Sexual selection acting on cues (Hss)︷ ︸︸ ︷
1

2
(p2
aHaa + 2papbHab + p2

bHbb) . (2.18)

The sexual selection promoting heterozygotes at the cue locus C depends on mate

preferences for heterozygotes over homozygotes expressed by the different geno-

types i ∈ GC at locus C (Hi):

Hi = 2Pref(ρ)i,ab − Pref(ρ)i,aa − Pref(ρ)i,bb. (2.19)

The effect of heterozygote advantage at the cue locus C on the disassortative

mating allele m is then modulated by the association between the mutant m and

heterozygotes at the cue locus (i.e. the trigenic disequilibrium Dhe,m), as described

by Eq. (2.17). At QLE, the trigenic disequilibrium satisfies:

Dhe,m =
1

2
DP∆Dhe +O(ε2), (2.20)

where Dhe is the excess of heterozygotes at locus C due to allele m and DP = pMpm

is the genetic diversity at locus P.

The trigenic disequilibrium depends on the change in the excess of heterozygotes
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due to allele m following a single round of mating. This change depends on (1)

the fraction of homozygotes at the cue locus C, determined by allele frequencies

(pa and pb) and dominance relationships (ha) and (2) the increase in disassortative

preferences in the population ∆ρ (Eq. (2.21)).

∆Dhe = D2
C∆ρ(P

HW
ho + ha(pb − pa)) +O(ε2). (2.21)

The increase in disassortative preferences ∆ρ depends on the effect of the mutant

m at the preference locus P and its frequency (Eq. (2.22)).

∆ρ = pm(ρmm − ρMm) + pM(ρMm − ρMM). (2.22)

The change ∆Dhe has the same sign than the increase in disassortative preferences

∆ρ (see Appendix A2.1 for details). As the mutant m increases the strength of

disassortative preferences (i.e. ρmm > ρMM), ∆Dhe > 0, meaning that individ-

uals with disassortative preferences tend to produce more heterozygotes at locus

C. As a consequence, mutant alleles m, increasing disassortative preferences, are

preferentially associated with heterozygotes at the cue locus C. The disassorta-

tive mutant m is thus promoted when viability and sexual selections both favor

heterozygotes at the mating cue locus C (see arrow A in Fig. 2.1). This contrasts

with the assortative mating model of Otto et al. (2008), where the assortative

allele is preferentially associated with homozygotes at cue locus, suggesting that

assortative mating can be promoted when homozygotes are favored.

Dominance relationships affect the change in the frequency of heterozygotes. For

instance, when a rare cue allele is dominant, a round of moderate disassortative

mating (i.e. ρMM and ρmm are small) produces more heterozygotes than when the

rarer cue allele is recessive. Indeed when the dominant allele is rarer, individuals

with disassortative preferences have a higher fecundity because dominance reduces

the cost of choosiness (see an explanation for this phenomenon in section The costs

of choosiness limit the fixation of disassortative mating).
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Sexual selection produced by disassortative mating generates a het-

erozygote disadvantage limiting the evolution of such a behavior

As described above, the disassortative alleles m tend to be preferentially associ-

ated with heterozygotes at locus C. Because ab heterozygotes with disassortative

preferences (i.e. carrying a m allele) mate preferentially with either of the aa or bb

homozygotes (depending on the dominance relationship), the evolution of disassor-

tative preferences is likely to generate a sexual selection disfavoring heterozygotes

at locus C. This mechanism may hamper the fixation of allele m and limit the

evolution of disassortative mating in natural populations. This effect is determined

by the mating success of heterozygotes at locus C. From Eq. (2.18), this sexual

selection term can be written as:

Hss = ρ

(
−P

HW
he

2
+
ha
2

(pb − pa)
)
. (2.23)

Sexual selection on heterozygotes depends on the strength of disassortative mating

(ρ), the allele frequencies at locus C (pa and pb) and the dominance of allele a (ha).

Assuming codominance at cue locus (ha = 0), sexual selection always disfavors

heterozygotes at the cue locus (see arrow F in Fig. 2.1). The more common

disassortative preferences are in the population, the higher this sexual selection

acting against heterozygotes is. Since the disassortative allele m is preferentially

associated with heterozygotes at cue locus, it suffers from sexual selection caused

by disassortative mating. The spread of a disassortative allele is thus limited by

this negative feedback.

However, the sexual selection acting against heterozygotes at the cue locus de-

pends on the dominance relationship at the cue locus (see arrow G in Fig. 2.1).

Assuming strict dominance at the cue locus (ha = −1 or ha = 1), heterozygous

individuals are indistinguishable from homozygotes, therefore modifying the pro-

portion of phenotypes in the population. Heterozygote advantage at the cue locus

due to sexual selection increases when the most common allele is recessive: when

allele a is recessive and common heterozygous males ab have the same phenotype
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as homozygotes bb. ab males then display the rarest phenotype and benefit from

negative frequency-dependent selection. When the dominant cue allele is suffi-

ciently rare, sexual selection favors heterozygotes (see Appendix A2.1), generating

a positive feedback loop favoring the evolution of disassortative mating (see arrow

F in Fig. 2.1). However, this effect should often be transient because negative

frequency-dependent sexual selection rapidly balances phenotypic cue frequencies.

In the general case where allele frequencies are balanced at the cue locus, sexual

selection is thus expected to limit the evolution of disassortative mating.

Such a negative effect of sexual selection has already been described for the evo-

lution of assortative mating (Otto et al., 2008). Nevertheless, since (1) the assor-

tative allele is preferentially associated with homozygotes at the cue locus, and

(2) assortative mating promotes homozygotes, the negative effect of sexual selec-

tion on the evolution of assortative mating is expected to be more limited than

for disassortative mating where (1) the disassortative allele is preferentially asso-

ciated with heterozygotes at the cue locus, and (2) disassortative mating disfavors

heterozygotes.

Disassortative preferences are favored when the rarer allele is promoted

The change in the frequency of cue alleles impacts the evolution of preference

alleles. This impact is described by the term:

∆Cpm = (Dam +Da,m)
∆pa
DC

. (2.24)

As highlighted in Eq. (2.24), the invasion of a disassortative mutant m depends

on its linkage with the cue allele a (either in cis or in trans, described by Dam

and Da,m respectively) and on the variation in the frequency of allele a (∆pa). If

allele m is associated with allele a, the frequency of allele m increases with the

rise of frequency of allele a. The QLE approximates the cis and trans linkage
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desequilibria between the mutant allele m and the cue allele a as:

Dam = Da,m +O(ε2) =
DPDC

2
∆ρ((p4

b − p4
a) +

ha
2

(PHW
ho − PHW

he )) +O(ε2). (2.25)

Dam and Da,m have the same sign as pb− pa (see Appendix A2.1 for more details),

thus Dam and Da,m are positive (resp. negative), when allele a is the rarer (resp.

most common). Contrary to assortative alleles preferentially associated with the

most common cue allele (Otto et al., 2008), Eq. (2.25) indicates that the disas-

sortative mating allele m tends to be linked with the rarer allele at locus C. This

predicts that disassortative mating is likely to emerge when viability selection on

the cue provides fitness benefit to rare alleles (see arrow D in Fig. 2.1), while

assortative mating is promoted when the most common cue alleles are favored.

Disassortative allele m also tends to be more tightly linked either to the dominant

cue allele when the frequency of homozygotes is high, or to the recessive allele

when the frequency of heterozygotes is high (i.e when ha
2

(PHW
ho − PHW

he ) ≥ 0), in-

creasing the association between alleles a and m). The effect of dominance can

thus modulate the association between allele m and the rarer cue allele.

Given that (1) the disassortative allele m is associated with the rarer cue allele

and (2) disassortative mating promotes the rarer allele via sexual selection, the

disassortative mating allele m could benefit from a positive feedback loop promot-

ing the evolution of disassortative mating. However, negative frequency-dependent

sexual selection rapidly increases the frequency of the initially rare allele, limiting

the spread of the m allele in the population. The initially rarer allele may become

as common as the other allele breaking the linkage disequilibrium between allele

m and alleles at cue locus. Thus this positive effect of sexual selection on the evo-

lution of disassortative mating could be broken with the increase of the initially

rarer allele frequency.
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The costs of choosiness limit the fixation of disassortative mating

The evolution of mate preferences is generally limited by the costs associated with

choosiness. Eq. (2.26) shows that both fixed and relative costs of choosiness indeed

limit the fixation of the disassortative mutant m (see arrow H in Fig. 2.1):

∆costpm = −∆ρ

2
DP

(
cf + cr

(
mate0 +

1

2
mate1 +

ha
2

(matea1 −mateb1)

))
(2.26)

where matei, i ∈ {0, 1} and mateα1 , α ∈ {a, b} describe the proportion of mating

partners sharing different numbers of alleles (see Eq. (2.27) and (2.29)). The costs

of choosiness disfavor preference alleles increasing disassortative choices (i.e. when

ρmm > ρMM) (see Appendix A2.1 for details). The relative cost of choosiness

then crucially depends on the proportion of preferred mates. This effect can be

captured by the parameters matek, k ∈ {0, 1} representing the probability that a

female encounters a male differing by k allele at locus C at the Hardy-Weinberg

equilibrium:

mate0 = p2
ap

2
a + 2papb2papb + p2

bp
2
b , (2.27)

mate1 = p2
a(2papb) + 2papb(p

2
a + p2

b) + p2
b(2papb). (2.28)

The mating between individuals differing by zero (mate0) or one cue allele (mate1)

may be partially avoided when individuals have a disassortative preference, result-

ing in a cost cr for the choosy female that may fail to find a suitable male. The

term mate0 + 1
2
mate1 is minimal when pa = pb, so that the impact of the relative

cost of choosiness is weaker when the cue alleles are in similar proportions in the

population, maximizing the opportunities for females to find a male displaying the

preferred cue. The dominance at the cue locus C then modulates the crosses at

the Hardy-Weinberg equilibrium between individuals carrying at least one allele a
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(matea1) and between individuals carrying at least one allele b (mateb1)

matea1 = p2
a(2papb) + 2papb(p

2
a), (2.29)

mateb1 = p2
b(2papb) + 2papb(p

2
b). (2.30)

When a is dominant (ha > 0), matings between individuals sharing at least one

allele a (matea1) are limited by disassortative preference, leading to an increased

cost of choosiness. By contrast, matings between individuals sharing at least one

allele b (mateb1) are promoted by disassortative preference, therefore limiting the

cost of choosiness. The difference between matea1 and mateb1 is thus crucial to

understand the impact of the dominance relationship at locus C on the cost of

choosiness. This difference is given by:

matea1 −mateb1 = 4papb(pa − pb). (2.31)

Thus when a is dominant (ha > 0), the relative cost of choosiness is limited when

allele a is rare, because bb homozygotes will frequently meet ab heterozygotes

displaying their preferred cue. Symmetrically, the cost of choosiness acting on the

mutant allele m is higher when the most common cue allele is dominant. The

dominance relationship therefore influences the evolution of disassortative mating

also by modulating the costs of choosiness (see arrow I in Fig. 2.1).

Recombination rate does not impact the evolution of disassortative mat-

ing based on a matching rule under QLE hypothesis

The QLE approximation revealed no effect of the recombination rate r between

cue and preference alleles, suggesting that it does not impact the evolution of

disassortative mating. Similarly, recombination does not impact the analytical

results brought by QLE approach applied to the evolution of assortative mating

(Otto et al., 2008). These two models assume mate preferences based on matching

rule, i.e. that females use their own cue to choose their mate (Kopp et al., 2018).

Under this assumption, a mutant allele m immediately translates into disassor-
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tative mating in any female carrying it, independently from her genotype at the

cue locus. By contrast, assuming a trait/preference rule, i.e. when females choose

their mate independently of their own cue, any preference allele in a female does

not always generate a disassortative behaviour, depending on her genotype at the

cue locus. Under such a preference/trait hypothesis, the recombination rate would

likely impact the evolution of disassortative preference.

Evolution of disassortative mating assuming strong over-

dominance at the cue locus

The QLE approximation allows to draw analytic approximations for the change

in frequencies at both loci, assuming low levels of selection. Appendix A2.2

shows that QLE approximations are relevant when the parameters Si(f, ha) for

all (i, f, ha) ∈ GC ×FC,P × [0, 1], ρi for all i ∈ GC , cr and cf are small, but are not

valid outside these conditions. Since, we could not perform a local stability anal-

ysis using analytical derivation, we run numerical simulations to study ecological

situations where viability selection at the cue locus can be strong and/or marked

mate preferences lead to high rate of disassortative mating.

Well-documented cases of disassortative mating in natural population present

strong heterozygote advantage (Jay et al., 2021; Tuttle et al., 2016). We thus

focus on the evolution of disassortative mating acting on a cue locus where strong

overdominance is operating (Fig. 2.2).

Recombination between cue and preference loci does not impact the

evolution of disassortative mating

We demonstrate using the QLE approach that the recombination rate between

cue and preferences alleles does not impact the evolution of disassortative mating.

However QLE assumes that recombination is strong compared to the strengths of

preference and selection. We numerically evaluate the effect of the recombination

rate on the evolutionary stable level of disassortative mating when this assumption
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Fig. 2.2: Evolutionary stable level of strength of disassortative mating
ρ acting on a cue locus submitted to overdominance. We plotted the
evolutionnary stable level of strength of disassortative mating ρ. The effects of
key parameters on the evolution of the disassortative mating acting on the cue
loci submitted to overdominance are explored in the different panels: (a) Effect of
fitness reduction in homozygotes δ and of dominance coefficient at the cue locus
C ha, (b) Effect of fitness reduction in homozygotes δ and asymmetry in this
reduction on the two homozygotes µ, (c) Effect of dominance coefficient at the cue
locus C ha and asymmetry in the fitness reduction on the two homozygotes µ and
(d) Effect of fixed cost of choosiness (cf ) and relative cost of choosiness (cr). The
default parameters values are as follows: ha = hm = 0, r = 0, δ = 0.9, µ = 0 and
cr = cf = 0.005.
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is violated and find consistent results (Fig. 2.2(a)). These results certainly emerge

from the matching-rule used in the model.

Disassortative mating is favored by asymmetrical overdominance

Our simulations show that the difference between the fitness of heterozygotes and

homozygotes has a strong effect on the evolution of disassortative mate preferences

(Fig. 2.2(b) and 2.2(c)). Higher levels of disassortative mating are favored when

heterozygotes at the cue locus are advantaged by viability selection (i.e. when

homozygotes suffers from a significant genetic load δ, Fig. 2.2(b) and 2.2(c)),

consistent with the predictions brought by the QLE approximation. Interestingly,

higher levels of disassortative mating are favored when there is a moderate asym-

metry (µ) in the negative selection acting on homozygotes at the cue locus, i.e.

when one out of the two cue alleles is associated with a stronger genetic load (Fig.

2.2(c)). Selection indirectly acting on mating preference indeed crucially depends

on genotypic frequencies at the cue locus C, which become unbalanced under

asymmetrical selection. Unbalanced cue allele frequencies tend to increase the fre-

quency of homozygotes compared to the frequency of heterozygotes, increasing the

relative advantage of heterozygotes due to viability selection, to sexual selection

and to opportunity cost. As disassortative preference tends to be linked with het-

erozygotes, high levels of disassortative mating are favored by the unbalanced cue

allele frequencies.

Because disassortative mating mutants are preferentially associated with the rare

allele (carrying the recessive genetic load), once the asymmetrical selection against

the rare allele is too strong, it prevents the emergence of the disassortative mating

alleles associated with this maladaptive cue allele. When the negative viability

selection on the rare allele is lower than a threshold, viability selection allows the

emergence of the disassortative mating mutant and even favors the evolution of

stronger levels of disassortative mating because as the level of disassortative be-

havior increases, the disadvantage of being associated with the rarer allele becomes

weaker.
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Asymmetrical overdominance therefore promotes the evolution of disassortative

mating preference, but only when the asymmetry in the genetic load associated

with cue alleles is not too high.

Interactions between dominance and fitness of cue alleles determine the

evolution of disassortative mate preferences

High levels of disassortative mating are favored when dominance relationships at

the cue locus are strict (i.e. when allele a (resp. b) is fully dominant to b (ha = 1)

(resp. a (ha = −1)) as highlighted on Fig. 2.2(b). The dominant allele is disfavored

by sexual selection generated by disassortative mating. When the dominant allele

is rare the association of disassortative preference and cue heterozygosity increases,

promoting high levels of disassortative mating. Moreover when the dominant allele

is rare, the impact of the costs of choosiness on frequency changes is lower, further

promoting high levels of disassortative mating.

When combining both effects leading to unbalanced cue allele frequencies (i.e.

dominance and asymmetrical negative selection on cue alleles), we show that high

levels of disassortative mating are strongly favored when the fitness reduction in

homozygotes is associated with the dominant cue allele (Fig. 2.2(d)). This numer-

ical result is consistent with the prediction drawn from the QLE approximation

because the dominant allele is here in low frequency (because of both viability and

sexual selections).

The challenging evolution of disassortative mating

Numerical simulations confirm that the evolution of disassortative mating is chal-

lenging when moderate overdominance (enhancing the fitness of heterozygotes) is

at play at the cue locus. In most cases, strict disassortative mating is not favored.

The higher the disassortative preferences, the more sexual selection acts against

heterozygotes. When heterozygote advantage is not strong enough, sexual selec-

tion caused by mating preferences can overcome heterozygote advantage, favoring
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intermediate level of disassortative mating (see green areas on Fig. 2.2(b) and

2.2(c)). By contrast, when viability selection produces strong heterozygote ad-

vantage (δ is high) that can compensate sexual selection, complete disassortative

preferences can be fixed (see Fig. 2.2(b) and 2.2(c)).

The costs of choosiness may further limit the evolution of the disassortative mutant.

Fig. 2.2(e) shows that disassortative mating is under positive selection only when

the costs of choosiness are limited (at least inferior to 0.03).

Discussion

Predicted selection regimes promoting disassortative mat-

ing match empirical observations

Our results show that disassortative mating is promoted either (1) when heterozy-

gotes at cue locus are in average fitter that homozygotes or (2) when viability

selection on cue favors the rarest cue allele. These selection regimes promoting

disassortative mating are opposed to the selection regimes promoting assortative

mating, such as homozygote advantage at cue locus or viability selection on cue

favoring the most common allele (Otto et al., 2008) (see Table 2.2).

Interestingly, our simulations also show that higher levels of disassortative mat-

ing are promoted when one cue allele is dominant. The dominance relationship

can indeed decrease sexual selection and relative cost of choosiness impairing the

evolution of disassortative preferences.

Simulations also highlight that higher levels of disassortative mating are promoted

when the dominant allele is disfavored when homozygous. This effect is consistent

with the observed cases of disassortative mating. For instance the butterfly H.

numata displays a strong disassortative mating based on wing-pattern phenotype

(in a tetrad experiment, 3/4 of the realized crosses were involving disassortative

pairs) (Chouteau et al., 2017). In this species, the variation in wing-pattern morphs

111



CHAPTER TWO

is controlled by a supergene with three main haplotypes (Joron et al., 2011). The

dominant haplotypes are associated with a low survival of homozygous larvae (Jay

et al., 2021). This case of disassortative mating seems to gather the conditions

pinpointed by our model to enable the evolution of higher levels of disassortative

mating.

Similarly, in the white-throated sparrow Zonotrichia albicollis an almost strict

disassortative mating based on plumage morphs (white or tan) has been reported

(Throneycroft, 1975). Two supergene haplotypes, here referred to as t and w,

control this variation in plumage coloration. Individuals with tt genotype have

a tan coloration whereas individuals carrying tw and ww genotypes have a white

coloration. However the dominant haplotype w is associated with strong genetic

load, generating homozygote disadvantage in ww individuals (Tuttle et al., 2016).

Individuals with white coloration may be advantaged over tan individuals because

they invest less into parental care (Knapton & Falls, 1983), generating an advan-

tage of heterozygotes tw over homozygotes tt. Here the dominant cue allele is

again associated with a strong disadvantage when homozygous, which, according

to our results, strongly favors the emergence of disassortative preferences (see Fig

2.3).

Polymorphism at the mating cue has a crucial effect on the

evolution of disassortative mating

The number of mating cues within the population is an important parameter

in the evolution of mate preference (Otto et al., 2008), because it modulates the

opportunity costs generated by choosiness. In our model, we consider only two cue

alleles, generating at most three different cue phenotypes in the population. With

a higher number of alleles, the number of phenotypes would be greater. Under

disassortative mating, these phenotypes should have their frequencies balanced by

negative frequency-dependent selection. Thus both females and males would still

have sufficient mating opportunities, weakening the relative cost of choosiness and

sexual selection. Hence disassortative mating should evolve more easily when the
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Fig. 2.3: Selective forces acting on cue loci in the example of the white-
throated sparrow (Zonotrichia albicollis). See Figure 2.1 for details of the
meaning of symbols.

Present model studying the
Otto et al. (2008) model studying

evolution of disassortative mating the evolution of assortative
mating

Viability selection on mating cue Heterozygotes advantage Homozygotes advantage
that promotes preferences

Negative frequency-dependent Positive frequency-dependent
viability selection viability selection

Sexual selection on mating cue
due

Is expected to disadvantage Is expected to disadvantage

to preferences heterozygotes unless when one
type

homozygotes unless when females

of homozygote is common and sufficiently reject males differing
by

heterozygotes display the same one cue allele and homozygotes
are

mating cue as rare homozygotes common

Negative frequency-dependent Positive frequency-dependent
sexual selection sexual selection

Relative cost of choosiness Lower when one type of Lower when one type of
homozygote is common and homozygote is common
heterozygotes display the same
mating cue as rare homozygotes

Table 2.2: Comparison between the evolution of disassortative mating based on
the present study and the evolution of assortative mating based on Otto et al.
(2008)’s study.
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number of mating cues is higher. This is consistent with the numerical analysis

reported in Greenspoon & M’Gonigle (2014), showing that the evolutionary stable

level of disassortative preference targeting a MHC locus increases with the number

of alleles at this locus. The evolution of disassortative preference at MHC loci may

be facilitated by the multiple alleles maintained by selection (de Vries, 1989).

When the mating cue is a quantitative trait (e.g. size-related preferences, (Jiang

et al., 2013; Janicke et al., 2019)), variations within populations may be considered

as multiple cues, depending on the discrimination rules of the choosy partners.

If quantitative variations are perceived as multiple differentiated phenotypes, it

would probably promote the evolution of disassortative mating, in a similar manner

as high level of discrete polymorphism.

The number of mating cues maintained within a population can also be increased

via contacts between populations. The effect of immigration of individuals display-

ing alternative cues on the evolution of disassortative mating will then depend on

viability selection. Cotto & Servedio (2017), show that the contact between pop-

ulations promotes higher level of assortative mating, because individuals adapted

to different habitats produce intermediate offspring maladaptive in each habitat.

Contacts between locally adapted populations may thus limit the evolution of

disassortative mating because it generates viability selection against hybrids, dis-

favoring such preferences.

Mating opportunities also depend on the distribution of cues in the population.

A more balanced cue distribution within population often increases the negative

effect of sexual selection on the evolution of assortative preferences (Otto et al.,

2008). For instance, migration between populations has been shown to limit the

evolution of further assortative mating because it promotes a more balanced poly-

morphism within populations and therefore increases the negative effect of sexual

selection (Servedio, 2011). Similarly, migration between populations may limit the

evolution of disassortative mating, because the resulting more balanced polymor-

phism increases the negative sexual selection.
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Negative feedback in the evolution of disassortative mating

contrasts with the evolution of assortative mating

A striking result from our analyses stems from the role of sexual selection gen-

erated by disassortative preferences on its evolution, which contrasts with the

evolutionary dynamics of assortative mating. Our results confirm that the sexual

selection generated by disassortative mating often limits its own spread, as already

mentioned by Nuismer et al. (2008). Indeed, the disassortative mating allele is gen-

erally associated with heterozygotes at the cue locus. Individuals with such allelic

combinations tend to preferentially mate with homozygotes, generating sexual se-

lection disfavoring heterozygotes at the cue locus. However, this sexual selection

acting against heterozygotes depends on the distribution of cue allele frequency

(see more details in Tab. 2.2).

Similarly, the evolution of assortative mating is thought to be limited by sexual

selection (Otto et al., 2008) (but sexual selection can promote the evolution of

assortative mating in some cases, see more details in Tab. 2.2). However, this

negative effect of sexual selection decreases when the proportion of homozygotes

at the cue locus is high. Assortative mating usually produces more homozygotes

than random mating: a decrease in the level of heterozygosity at the cue locus

is thus expected when assortative preferences are spreading within a population.

During the evolution of assortative mating, the negative effect of sexual selection

on the evolution of assortative mating decreases as the proportion of homozygote

increases. The evolution of disassortative mating may therefore be more severely

impaired by sexual selection than the evolution of assortative mating.

In two meta-analyses (Jiang et al. (2013); Janicke et al. (2019)) covering 1,116 and

1,447 measures of strength of assortment respectively, most of the values corre-

sponding to disassortative mating range from −0.5 to 0 (but see below exception),

suggesting that high values of strength of disassortative mating are rarely observed.

By contrast, most values corresponding to assortative mating behavior range from

0 to 1, suggesting that the evolution of strict assortative mating is observed in a

wide range of organisms.
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Jiang et al. (2013) and Janicke et al. (2019) also show that weak disassortative

mating is rare. This observation is unlikely to reflect the negative feedback of

sexual selection on the evolution of disassortative preferences, precisely because

this effect is weak when preferences are weak. The rarity of weak disassortative

mating may instead reflect the effect of a cost of choosiness, which increases with

the proportion of heterozygotes in the population, which is itself promoted by the

selection regimes that favor disassortative mating.

Alternative genetic architectures of mate preferences may

limit the evolution of disassortative mating

The genetic architecture of preference may also have an impact on the evolution of

disassortative mating. Theoretical studies on the evolution of assortative mating

usually rely on two main types of matching rules Kopp et al. (2018): (1) when

mate choice of an individual depends on its own phenotype (matching rule) and

(2) when preference is independent from the phenotype of the chooser (prefer-

ence/trait rule). The evolution of assortative mating is strongly promoted either

when assuming the matching rule, or when the cue and preference/trait loci are

tightly linked (Kopp et al., 2018). Here, our results on the evolution of disassorta-

tive mating are obtained assuming a matching rule, and we expect that assuming a

preference/trait rule might limit such an evolution, because selection might break

the unmatching allelic combinations. In the specific case of polymorphic mimicry,

Maisonneuve et al. (2021) showed that under preference/trait rule, disassortative

mating can emerge only if the preference and the cue loci are fully linked.

Moreover, here we only consider a single choosy sex. However, when both sexes

are choosy (Servedio & Lande, 2006), the positive selection on the evolution of

mate preference in one sex may be relaxed when strong mate preferences are fixed

in the other sex (Aubier et al., 2019). Drift then leads to periodic cycles where

male and female alternatively become the most choosy sex (Aubier et al., 2019).
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Conclusions

Our analytical and numerical results provide a general theoretical framework es-

tablishing the conditions enabling the evolution of disassortative mating. Our

results pinpoint two selective regimes on mating cue that promote disassortative

mating through indirect selection: heterozygote advantage and negative frequency-

dependent selection. We also observe that disassortative mating generates sexual

selection that often hampers its own fixation, leading to intermediate level of disas-

sortative mating. This sexual selection depends on the dominance at the cue locus:

if one type of homozygote at the cue locus is common and if heterozygotes display

the same cue as the rare homozygote, sexual selection promotes the evolution of

disassortative mating. We also show that this condition reduces the costs associ-

ated with choosiness. Interestingly, the favorable selective conditions predicted by

our model match with two well-characterized cases of strong disassortative mating.
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Appendix

A2.1 Details of analytic results

We study the evolution of alleles frequencies in a two locus diploid model. One

locus controls the mating cue (with two alleles a and b) and the other controls

mate preference (with two alleles M and m). The model is described in the main

file. We used a QLE analysis to approximate the changes in frequency of the cue

allele a and of the preference allele m (see main file for more details). Here, we

detail how our analytic results pinpoint some mechanisms explained in the main

file.

The dominance relationship at cue locus impacts the action of sexual

selection in a way depending on the proportion of heterozygotes

The approximation of the change in frequency of the cue allele a using QLE analysis

is given by:

∆pa =DC

(
pa(Saa(f, ha)− Sab(f, ha)) + pb(Sab(f, ha)− Sbb(f, ha))

)

+ ρ(1 + cr)DC

(
p4
b − p4

a

4
+
ha
2

(PHW
ho − 2PHW

he )

)
+O(ε2),

where we recall that under the QLE approximation, ε is a small quantity.

Here we aim to study the impact of the dominance relationship on the variation

of allele a frequency. We therefore study the sign of the term

A :=
ha
2

(PHW
ho − 2PHW

he ),

describing the effect of the dominance relationship. As PHW
he +PHW

ho = 1 by defini-
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tion we have:

A =
ha
2

(1− 3PHW
he ).

Thus A > 0 when a is partially dominant (ha > 0) (resp. recessive (ha < 0)

and the proportion of heterozygotes is lower (resp. higher) than 1/3. This entails

that when the proportion of heterozygotes is low (resp. high), the dominant (resp.

recessive) cue allele is favored.

The condition on PHW
he translates in a condition on pa as follows:

PHW
he > 1/3 ⇐⇒ 2papb > 1/3

⇐⇒ 6pa(1− pa)− 1 > 0

⇐⇒ pa ∈ (
3−
√

3

6
,
3 +
√

3

6
).

For the sake of readability we use in the manuscript the approximation 3−
√

3
6

= 0.21

and 3+
√

3
6

= 0.79.

Disassortative preference promotes heterozygote excess at

cue locus

We develop the expression of the change of excess of heterozygotes at cue locus

due to the preference allele m, ∆Dhe:

∆Dhe = D2
C∆ρ(p2

a + p2
b +

ha
2

(pb − pa)) +O(ε2).

Thus ∆Dhe depends on the sign of the term p2
a + p2

b + ha
2

(pb − pa). But the latter

can be written as follows:
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p2
a + p2

b +
ha
2

(pb − pa) = p2
a + (1− pa)2 +

ha
2

(1− 2pa),

= 2p2
a − (2 + ha)pa +

2 + ha
2

.

This term is a quadratic function in pa. The value of its discriminant is:

∆ = h2
a − 4 < 0,

which entails that this quadratic function is always positive, and that ∆Dhe has

the same sign as ∆ρ. Hence, when allele m is associated with higher disassortative

preference (∆ρ) it promotes heterozygoty excess.

Sexual selection generated by disassortative mating can fa-

vor or disfavor heterozygotes at cue locus.

The heterozygote advantage due to sexual selection is given by:

Hss = ρ

(
−P

HW
he

2
+
ha
2

(pb − pa)
)
.

To study the impact of sexual selection on heterozygotes we look at the sign of

−PHW
he

2
+ ha

2
(pb − pa). The latter can be written as follows:

−P
HW
he

2
+
ha
2

(pb − pa) = −pa(1− pa) +
ha
2

(1− 2pa),

= p2
a − (1 + ha)pa +

ha
2
.

It is a quadratic function in pa with discriminant:

∆ = (1 + ha)
2 − 2ha = 1 + h2

a > 0.
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Therefore Hss is equal to

(pa − (1 + ha −
√

1 + h2
a)/2)(pa − (1 + ha +

√
1 + h2

a)/2).

When there is codominance at cue locus (i.e. ha = 0), we have Hss = −ρpa(1 −
pa) ≤ 0, thus disassortative preference always disfavor heterozygotes at cue locus.

A classical functional study yields that (1 + ha −
√

1 + h2
a)/2 belongs to [−1, 1]

and has the sign of ha, and that (1 + ha +
√

1 + h2
a)/2 belongs to [0, 1]. As a

consequence when ha 6= 0, Hss can be either positive or negative depending on the

frequency of allele pa. Therefore when the dominance relationship is unbalanced,

sexual selection due to disassortative mating may favor or disfavor heterozygotes

at cue locus.

Mutant allele m is always associated with the rarer cue al-

lele.

The associations between allele m and cue alleles are given by the cis (Dam) and

trans (Da,m) linkage disequilibria. At QLE these linkages can be approximate by:

Dam = Da,m +O(ε2) =
DPDC

2
∆ρ((p4

b − p4
a) +

ha
2

(PHW
ho − PHW

he )) +O(ε2).

To understand the association between allele m and cue alleles we have to look at

the sign of (p4
b − p4

a) + ha
2

(PHW
ho − PHW

he ). But the latter can be written as follows:
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(p4
b − p4

a) +
ha
2

(PHW
ho − PHW

he ) = (p2
b + p2

a)(p
2
b − p2

a) +
ha
2

(p2
a + p2

b − 2papb),

= (p2
b + p2

a)(pb − pa) +
ha
2

(1− 4papb),

= (2p2
a − 2pa + 1)(1− 2pa) +

ha
2

(2pa − 1)2,

= (2pa − 1)

(
−(2p2

a − 2pa + 1) +
ha
2

(2pa − 1)

)
,

= (2pa − 1)

(
−2p2

a + (2 + ha)pa − 1− ha
2

)
= (2pa − 1)Q[pa].

where Q is a quadratic function, with discriminant:

∆ = (2 + ha)
2 − 4(2 + ha) = h4

a − 4 < 0.

It entails that Q is always negative, and that Dam and Da,m have the sign of 1−2pa

(i.e. pb − pa). As a consequence preference allele m is associated with the rarer

allele at cue locus at QLE.

Costs of choosiness penalize the preference allele associated

with higher levels of disassortative mating

Here we study the impact of the costs of choosiness on frequencies of preference

alleles. We recall that the impact of the costs of choosiness on allele m frequency

is given by:

−∆ρ

2
DP

(
cf + cr

(
mate0 +

1

2
mate1 +

ha
2

(mateb1 −matea1)

))
.
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We are interested in the sign of the term B defined by:

B := mate0 +
1

2
mate1 +

ha
2

(mateb1 −matea1)

= (p4
a + 4p2

ap
2
b + p4

b) + 2papb((1− ha)p2
a + (1 + ha)p

2
b).

B is this the sum of two positive terms. Hence when ∆ρ is positive (i.e. when

ρmm > ρMM), the costs of choosiness penalize the preference allele associated with

higher disassortative preferences.
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A2.2 Comparison of QLE analysis results with

numerical simulations

We used a QLE analysis to draw analytic approximations for the changes in fre-

quencies at the cue and preference loci (∆pa and ∆pm). The results of the QLE

analysis are only relevant when for all (i, f, ha) ∈ GC × FC,P × [0, 1] (where we

recall that FC,P denotes the space of frequencies on GC × GP ), Si(f, ha) = O(ε);

for all k in GP , ρk = O(ε), cr = O(ε) and cf = O(ε) with ε small.

To illustrate that the QLE results provide a good approximation under the QLE

hypothesis, we then compare the values of the frequency changes predicted by

the QLE analysis (∆QLEpa and ∆QLEpm) with values from numerical simulations

(∆numpa and ∆numpm). We define Err∆pa = |∆QLEpa−∆numpa
∆numpa

| and Err∆pm =

|∆QLEpm−∆numpm
∆numpm

| to quantify the error of the QLE approximation. We assume that

the viability selection does not depend on the frequencies distribution and of the

dominance at cue locus. Then for all i ∈ GC , Si(f, ha) = Si. The results are plotted

in Figures A2.1 and A2.2 and show that the error of the QLE approximations are

low when the hypotheses of the QLE are satisfied i.e. the parameters Saa, Sab, Sbb,

ρMM , ρmM , ρmm, cr and cf are small.
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Fig. A2.1: Change of allele a frequency at cue locus (∆) after the intro-
duction of mutant predicted by the QLE analysis (orange lines) and by
numerical simulations (blue lines). The effect of key parameters on the evolution of
the disassortative mating is explored in the different panels: (a)(b) Effect of the viability selection
acting on homozygote aa at cue locus (Saa), (c)(d) Effect of the strength of disassortative mating
within an individual of genotype mm at preference locus (ρmm), (e)(f) Effect of the relative cost
of choosiness (cr). The default parameters values are as follows: ρMM = 0, ρmm = 0.01, ha = 1,
hm = −1, r = 0.1, cr = 0, cf = 0, Saa = 0, Sab = 0.01 and Sbb = 0.
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Fig. A2.2: Change of allele m frequency at preference locus (∆pm) after
the introduction of the mutant predicted by the QLE analysis (orange
lines) and by numerical simulations (blue lines). The effect of key parameters
on the evolution of the disassortative mating is explored in the different panels: (a)(b) Effect of
the viability selection acting on homozygote aa at cue locus (Saa), (c)(d) Effect of the strength
of disassortative mating within an individual of genotype mm at preference locus (ρmm), (e)(f)
Effect of the fixed cost of choosiness (cf ), (g)(h) Effect of the relative cost of choosiness (cr).
The default parameters values are as follows: ρMM = 0, ρmm = 0.01, ha = 1, hm = −1, r = 0.1,
cr = 0, cf = 0, Saa = 0, Sab = 0.01 and Sbb = 0.
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Part II

When adaptation promotes

species similarity: mate

preference limiting reproductive

interference

The evolution of preference within a species also depends on interactions with

sympatric species. I now focus on reproductive interference that results from local

selection promoting traits similarity in different sympatric defended species and

how such shared selection limits preference towards mimetic mate. Such repro-

ductive interference promotes female preference for the scarce males displaying

slightly imperfect mimicry. The sexual selection generated by such preference

impacts the evolution of locally-adapted traits within sympatric species. Using

quantitative genetic models, I study the impacts of reproductive interference on

the level of trait convergence between sympatric species (Chapter 3). Moreover,

such conflict between mimicry and species recognition may explain the female-

limited mimicry observed in Batesian species. However, natural selection may also

have led to the evolution of female-limited mimicry. I thus compare the evolu-

tion of female-limited mimicry, caused by sexual or natural selection, in order to

provide testable predictions (Chapter 4).
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Abstract

Mutualistic interactions between defended species represent a striking case of evo-

lutionary convergence in sympatry, driven by the increased protection against

predators brought by mimicry in warning traits. However, warning traits are

also involved in mate recognition, so that trait convergence might result in het-

erospecific courtship and mating. Such reproductive interference may drive the

evolution of preference towards non-mimetic males, and sexual selection may limit

mimicry between sympatric species. Here, we develop a mathematical model to

investigate the evolution of a warning trait and of a preference targeting this trait

in sympatric defended species. We show that reproductive interference promotes

preference for less mimetic males, because such preference reduces interactions

with heterospecific. Such preference partially or totally limits the evolution of

mimicry, promoting either imperfect mimicry or complete divergence. Our model

reveals highlights the importance of female and predator discriminations, as well

as historical constraints limiting the warning trait evolution, in the evolution of

imperfect mimicry.
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Introduction

Mutualistic interactions frequently drive convergent evolution of different traits in

sympatric species. For example, avian vocal resemblance has been suggested to al-

low the formation of mixed-species flocks that may benefit all individuals from the

different species (Goodale & Kotagama, 2006); trait similarity between sympatric

species may promote pollinator attraction in nectar-rewarding flowers (Schemske,

1981; Benitez-Vieyra et al., 2007). In aposematic species, warning traits are as-

sociated with defenses against predators, such as venoms or disgusting tastes.

Because predators eventually learn such associations, mimicry among species fac-

ing similar communities of predators is often observed (Müllerian mimicry, see

Sherratt (2008) for a review). Such convergence in warning trait among defended

species is certainly the best documented case of mutualistic interactions driving

trait evolution in sympatric species and is observed in a wide range of organisms

including plants (Lev-Yadun, 2009), mollusks (Cortesi & Cheney, 2010), verte-

brates (Sanders et al., 2006; Springer & Smith-Vaniz, 1972) and insects (Mallet

& Gilbert Jr., 1995). Field experiments report the intense selection exerted by

predators favoring warning trait convergence in sympatry (Benson, 1972; Mallet

& Barton, 1989; Kapan, 2001; Arias et al., 2016c; Chouteau et al., 2016). Surpris-

ingly, despite such intense selection, many sympatric defended species exhibit only

imperfect resemblance (e.g. (Savage & Slowinski, 1992)) or even different warning

traits (e.g. (Beccaloni, 1997)) (Briolat et al., 2019).

The level of trait convergence between sympatric species may vary depending on

their level of phylogenetic relatedness. For instance, the significant phylogenetic

signal observed on the warning trait of mimetic butterflies of the tribe Ithomi-

ini (Elias et al., 2008; Chazot et al., 2014) suggests that historical constraints may

limit the convergent evolution of warning traits. Such historical constraints are ex-

pected to be more different between distantly related species than closely-related

ones, because closely-related species are expected to share similar ancestral trait

values. These historical constraints may also imply differences between clades in

both (1) the developmental pathway involved in the variation of warning traits or
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(2) the selective trade-offs between warning signals and other traits. For example,

evolutionary history of different species influences their diet and since diet can in-

fluence the warning trait (Grill & Moore, 1998; Ojala et al., 2007), this may lead to

different species-specific trade-offs limiting convergence between defended species.

Historical constraints thus not only determine ancestral trait values, but also the

evolvability of the traits in different species. Theoretical studies suggest that an-

cestral trait states may play a key role in the evolution of warning traits, because

the convergence of trait can be facilitated by an initial resemblance between species

(Franks & Noble, 2004; Balogh & Leimar, 2005; Franks & Sherratt, 2007). The

initial resemblance between species, in the eyes of predators, depends on predator

discrimination capacities, that then determines the strength of selection promot-

ing convergence of warning traits. Other theoretical studies highlight that the

level of standing genetic and phenotypic variance within species strongly influ-

ences convergence between species (Ruxton et al., 2008). The balance between (1)

the shared predation pressure faced by individuals from different sympatric species

and (2) the historical constraints within each species may thus strongly shape the

level of evolutionary convergence in warning traits. This balance may also mod-

ify the direction of evolution of traits within the different defended species living

in sympatry. While convergence (Sherratt, 2008) usually assumes a joint evolu-

tion of traits in several sympatric species toward resemblance (e.g. Symula et al.

(2001); Flanagan et al. (2004)), resemblance might also emerge from advergence,

whereby trait evolution occurs in a given species (i.e. the ’mimic’ species), lead-

ing to high similarity to the ancestral trait displayed in another species (i.e. the

’model’ species) (see (Dalziell & Welbergen, 2016) for the terminology).

Moreover, the convergence of warning traits in different species may entail costs due

to behavioral interference, thereby limiting positive selection on trait resemblance.

Warning traits are indeed frequently involved in species recognition (Jiggins et al.,

2001; Naisbit et al., 2001; Kronforst et al., 2006; Merrill et al., 2014), leading to

increased risk of confusion in mimetic species during sexual interactions. Such risk

might be even higher between closely-related species, which are more likely to share

multiple similar traits because of common ancestry. Species sharing similar warn-
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ing traits may thus be exposed to substantial reproductive interference incurring

fitness costs during mate acquisition due to interspecific interactions, including het-

erospecific courtship and mating as well as heterospecific male rivalry (Gröning &

Hochkirch, 2008). Empirical examples of such reproductive interferences in Mül-

lerian mimetic systems have been reported in the literature (Vasconcellos-Neto

& Brown, 1982; Estrada & Jiggins, 2008). However, empirical studies precisely

estimating the level of reproductive interference in sympatric species are scarce.

Pheromone differences between mimetic species have been documented to limit

the rate of erroneous mating (see Darragh et al. (2017); González-Rojas et al.

(2020) for empirical examples in Heliconius butterflies). However, the pheromones

of day-flying butterflies usually act as short-distance cues that may be perceived

only during courtship (Mérot et al., 2015). Females deceived by the color pattern

of the heterospecific males may have already spent time and energy or may need

to deploy substantial efforts to avoid heterospecific mating. Therefore, females

may still suffer from costs associated to reproductive interference, even if females

refuse mating with heterospecific males. When females are courted by heterospe-

cific males displaying their preferred cue before being rejected, this also results in

increased costs associated with mate searching in males (i.e. signal jamming in

(Gröning & Hochkirch, 2008)).

Reproductive interference can generate reproductive character displacement (Grön-

ing & Hochkirch, 2008; Kyogoku, 2015), whereby reproductive traits are more dis-

similar between species in sympatric than in allopatric populations (Brown & Wil-

son, 1956). Such reproductive character displacement may thus impair convergence

driven by mutualistic interactions. Theoretical studies have investigated how the

evolution of female preferences may promote reproductive character displacement

in males (McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013): reproductive

interference costs are predicted to favor divergence between female preference and

trait displayed by heterospecifics, because this reduces mating attempts with het-

erospecifics, and therefore promotes the divergence of reproductive traits between

conspecific and heterospecific males through sexual selection. Female discrimina-

tion then determines the level of divergence between female preference and trait
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displayed by heterospecifics necessary to limit the cost of reproductive interference

(McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013). Numerical simulations

assuming two discrete warning traits and fixed warning trait-based assortative

mating show that reproductive interference may impair the convergence of warn-

ing traits (Boussens-Dumon & Llaurens, 2021). Nevertheless, understanding the

impact of reproductive interference on the evolution of warning trait requires to

specifically explore the evolution of female preference towards this trait. Moreover,

the outcomes of these antagonistic selective forces might range from trait diver-

gence to full convergence, through limited convergence and cannot be investigated

in models assuming only discrete and well-differentiated warning traits, calling for

a theoretical framework providing general expectations on the gradual evolution

of convergent traits.

Here, we thus investigate the selective pressure limiting the convergence of traits

involved in mimetic interactions, by building a mathematical model that describes

the evolution of quantitative traits in two sympatric species engaged in mimetic

interaction. We specifically study the evolution of (1) the quantitative trait t in-

volved in mimetic interaction, displayed in both males and females and (2) the

preference p, which value indicates the male trait value preferred by the female.

We assume that individuals from different species gain protection from predators,

by sharing similar warning trait values with other defended individuals living in

the same environment, whatever species they belong to. However, trait similarity

between species generates fitness costs for females via reproductive interference

(McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013). We neglect fitness costs

of reproductive interference acting on males, reflecting the asymmetrical invest-

ment in reproduction between sexes observed in numerous species. We assume

that a parameter cRI modulates the strength of reproductive interference, and

that may reflect the levels of ecological and morphological resemblance between

species, likely to increase with their phylogenetic proximity. Because the selective

forces acting on warning traits strongly depend on the sensitivity of both females

and predators, we test the effect of their discrimination capacity on convergent

evolution. We then investigate the interactions between these opposed selective
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forces with the effect of historical constraints, reflecting evolutionary history, by

assuming different ancestral trait values in the two interacting species, as well as

stabilizing selection promoting these ancestral values within each species. Using

weak selection approximation (Barton & Turelli, 1991; Kirkpatrick et al., 2002),

we obtain equations describing the evolution of the mean trait and mean prefer-

ence values in both species. We then use analytical results and numerical analyses

to investigate the effect of reproductive interference on the convergence of trait,

depending on different ecological factors.

Methods

We consider two sympatric species, called species 1 and 2, displaying a warning

trait (t1 and t2 in species 1 and 2, respectively). We investigate the evolution of

the warning trait within each species, influenced by both the learning behavior

of shared predators (promoting mimicry between species) and mate choice. In

each species i ∈ {1, 2}, the trait ti is expressed in both males and females and

we assume that only females express a mating preference for males. The value

of female preference pi indicates the value in male trait triggering the highest

attraction of the female. We assume that males and females traits have the same

genetic basis, neglecting sexual dimorphism, because sexual dimorphism is rare in

mimetic species (Mallet & Joron, 1999). Individuals of both species benefit from

increased survival when they display similar trait values, because predators may

recognize and associate the warning trait with defense. This resemblance then

induces costs for females of each species, because of reproductive interference.

We thus assume increasing fitness costs due to reproductive interference, when

the traits displayed by males in both species become more similar (see Equation

(3.11)).

We assume that in each species the trait and preference are quantitative traits,

with an autosomal polygenic basis, and additive effects. We consider discrete and

non-overlapping generations. Within each generation, both (1) natural selection
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acting on survival and (2) sexual selection acting on reproductive success do occur.

Natural selection acting on an individual depends on the trait value it expresses.

In each species i ∈ {1, 2}, we note W i
ns(t) (defined after in Equation (3.8)) the

fitness components due to natural selection acting on an individual displaying the

trait value t. To compute the fitness component due to reproduction, we then note

W i
r(tm, pf ) (defined after in Equation (3.7)) the contribution of a mating between

a male with trait tm and a female with preference pf of species i ∈ {1, 2} to the

next generation. In each species i ∈ {1, 2}, we also compute W i
RI(pf ) (defined after

in Equation (3.11)) the female fitness component describing fitness reduction due

to reproductive interference. Following (Kirkpatrick et al., 2002), the reproductive

success W i(tm, tf , pf ) stemming from a mated pair of a male with trait tm and a

female with trait tf and preference pf of species i is given by:

W i(tm, tf , pf ) = W i
ns(tm)W i

r(tm, pf )W
i
ns(tf )W

i
RI(pf ). (3.1)

We assume constant population size (and then constant density) in the two species.

We note W i the mean fitness value across all possible mating pairs in species i for

i ∈ {1, 2}. We assume lottery competition where a mated pair of a male with

trait tm and a female with trait tf and preference pf can be chosen as parents with

probability W i(tm, tf , pf )/W i.

We assume weak natural and sexual selective pressures (Iwasa et al., 1991; Po-

miankowski & Iwasa, 1993) implying that the variance of trait and preference is

small relative to the curvature of the fitness function in each species. Using the

Price’s theorem (see Rice (2004) for instance), we can approximate the change in

the mean values of traits (t1, t2) and preferences (p1, p2) in both species, after the

natural and sexual selection respectively, by:(
∆ti
∆pi

)
=

1

2

(
Gti Ctipi
Ctipi Gpi

)(
βti
βpi

)
, (3.2)

where for i ∈ {1, 2} Gti and Gpi are the additive genetic variances of ti and pi

and Ctipi is the additive genetic covariance between ti and pi. βti and βpi describe
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the selective forces acting on the trait ti and the preference pi respectively and are

given by:

βti :=
∂

∂tm
lnW i(tm, tf , pf ) +

∂

∂tf
lnW i(tm, tf , pf )

∣∣∣∣
(tm,tf ,pf )=(t,t,p)

, (3.3)

βpi :=
∂

∂pf
lnW i(tm, tf , pf )

∣∣∣∣
(tm,tf ,pf )=(t,t,p)

. (3.4)

Under weak selection hypothesis, genetic correlations generated by selection and

non-random mating quickly reach equilibrium (Nagylaki, 1993) and can thus be

approximated by their equilibrium values. Weak selection hypothesis also implies

that the variance of trait and preference is low in each species (Iwasa et al., 1991).

Following (Iwasa et al., 1991), we assume that for each i ∈ {1, 2}, Gti and Gpi

are positive constants maintained by an equilibrium between selection and recur-

rent mutations. Under weak selection, for each i ∈ {1, 2}, the genetic covariance

between ti and pi can be approximated by (see Appendix A3.3):

Ctipi = aiGtiGpi , (3.5)

where ai is the female discrimination in species i (see more details below).

Because under the weak selection hypothesis we assume that ai is small (weak

sexual selection), for each i ∈ {1, 2}, Ctipi is small in comparison with Gti and Gpi ,

allowing us to approximate the change in the mean values of trait and preference

in each species i ∈ {1, 2} by: (
∆ti
∆pi

)
=

1

2

(
Gtiβti
Gpiβpi

)
. (3.6)
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Reproduction

In each species i ∈ {1, 2}, the contribution to the next generation of a mating

between a male with trait ti and a female with preference pi is given by

W i
r(t, p) = exp

[
−ai(pi − ti)2

]
, (3.7)

where female discrimination ai > 0, assumed constant among conspecific females,

quantifies how much females of species i reject males with a non-preferred trait

value. Because preference generates sexual selection, we also assume weak female

discrimination, in line with the previously-described weak selection hypothesis, i.e.

∀i ∈ {1, 2}, ai being of order ε, with ε small.

Ancestral trait value

Phenotypic evolution in both species away from their ancestral trait is limited

by historical constraints, specific to each species. The phenotypic evolution thus

strongly depends on ancestral trait values in both species ta1, ta2, as well as on the

stabilizing selection promoting this ancestral trait value tai within each species.

The strength of the stabilizing selection within each species i depends on the

coefficient si. The fitness component due to natural selection is thus given by:

W i
ns(ti) = Wpred(ti) exp

[
−si(ti − tai)2

]
, (3.8)

where Wpred is the fitness component due to predation in species i (see Equation

(3.10) below). Because we focus on the interplay between different evolutionary

forces, we assume selective coefficients s1 and s2 of order ε2. This makes selective

pressures due to historical constraints, predation and reproductive interference to

be of the same order of magnitude (see Appendix A3.2).
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Predation depending on the level of mimicry of trait t.

Within each species, the evolution of the trait t, expressed by males and females

from the focal species, is strongly influenced by the trait displayed in the other

species. Müllerian mimicry indeed generates positive density-dependent selection

(Benson, 1972; Mallet & Barton, 1989; Chouteau et al., 2016), due to predator

learning. This density-dependence is non linear and is often modeled as an hyper-

bolic decrease in mortality (see (Joron & Iwasa, 2005; Llaurens et al., 2013) for

example). The density-dependence is modulated by the individual levels of defense

λ1 and λ2, assumed constant among individuals of species 1 and 2, respectively,

shaping predator deterrence: the higher the defense, the quicker predators learn.

The protection gained against predators then depends on the level of resemblance

among defended prey, as perceived by predators, and on the number of individuals

sharing similar trait values. The level of protection gained by an individual with

trait t because of its resemblance with other individuals is approximated by:

D(t) =
2∑
i=1

protection gained by resemblance
with individuals of species i︷ ︸︸ ︷
λini exp

[
−b(t− ti)2

]
, (3.9)

because the variance of traits is small relative to the curvature of the fitness func-

tion (see Appendix A3.1 for more details). For each i ∈ {1, 2}, ni is the density

of individuals in species i. Due to the positive density-dependent selection, λini is

then the defense level in species i. exp [−b(t− τ)2] describes how much predators

perceive the trait values t and τ as similar. The predator discrimination coeffi-

cient b thus quantifies how much predators discriminate different trait values. We

assume that this parameter is of the same order of magnitude as female discrim-

ination a (i.e of order ε). For each i ∈ {1, 2}, fi is the distribution of traits in

species i.

We note d ∈ (0, 1) the basic predation rate and we assume this parameter to be

of order ε, with ε small, in line with the weak selection hypothesis. The impact of
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predation on the fitness of an individual displaying the trait value t is given by:

Wpred(t) = 1− d

D(t)
. (3.10)

Cost induced by reproductive interference.

Because heterospecific males may resemble conspecific males, females will suffer

from reproductive interference generated by erroneous mating attempts with het-

erospecific males (see (Gröning & Hochkirch, 2008) for a review of reproductive

interference costs). The risk of heterospecific mating depends on the relative densi-

ties of heterospecific and conspecific males. We assume a balanced sex-ratio within

each species i.e. the density of males in species i is ni/2, for i ∈ {1, 2}. However,

we also consider the capacity of females to recognize conspecific males using al-

ternative cues (pheromones for example). In the model, the investment of females

in interspecific mating interaction is captured by the parameter cRI ∈ [0, 1]. This

cost of reproductive interference incurred to females can be reduced when female

choice is also based on alternative cues differing between mimetic species. Using

Equation (1b) in (Yamaguchi & Iwasa, 2013) and that the variance of traits is

small relative to the curvature of the fitness function (see Appendix 1 for more de-

tails), the fitness of a female of species i ∈ {1, 2} with preference pi is modulated

by:

W i
RI(pi) =

probability of encountering
a conspecific male

with trait t︷ ︸︸ ︷
ni

ni + nj

probability of accepting
a conspecific male︷ ︸︸ ︷

exp
[
−ai(pi − ti)2

]
exp

[
−ai(pi − ti)2

]
ni

ni+nj
+

nj
ni + nj︸ ︷︷ ︸

probability of encountering
an heterospecific male

with trait t

cRI exp
[
−ai(pi − tj)2

]︸ ︷︷ ︸
probability of accepting
an heterospecific male

,

(3.11)

with j ∈ {1, 2} with j 6= i. cRI is the strength of reproductive interference, assumed

of order ε, with ε small, in line with the weak selection hypothesis.
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Abbreviation Description
ti/pi Mean trait/preference value in species i
Gti/Gpi Genetic variance of trait ti/preference pi
Ctipi Genetic covariance between trait ti and preference pi
βti/βpi Selection coefficient on trait ti/preference pi
ai Female discrimination in species i
si Strength of stabilizing selection due to historical constraints

on trait ti
tai Ancestral trait in species i
d Basic predation rate
b Predator discrimination
ni Density of species i
λi Individuals defense level in species i
λini Defense level in species i
cRI Strength of reproductive interference

Table 3.1: Description of variables and parameters used in the model. The sub-
script i ∈ {1, 2} denotes the identity of the species.

All variables and parameters used in the model are summed up in Table 3.1.

Model exploration.

To specifically test the effect of species interactions on trait convergence, we as-

sume the two species to be initially isolated and explore trait evolution when they

become sympatric. Preference for uncommon males leads to opportunity costs

(see Equation (A3.3)), promoting mean females preference to be initially equal to

mean males trait. We thus assume the initial mean trait and females preference

values to equal ancestral trait values within each species. The dynamics of the

mean trait and preference values when both species become in contact are then

given by Equation (3.6).

Evolution of warning trait in a mimetic species interacting with a fixed

model species

We first consider the classical case where the species 1 is a mimic of the model

species 2. We thus assume higher abundance (n2 � n1) and greater defense level
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in species 2 as compared to species 1. In this case, species 1 weakly impacts

the evolution of trait and preferences in species 2, neither through mimicry nor

through reproductive interference. We then assume fixed mean trait and preference

in species 2, sticking to the ancestral trait value (t2 = p2 = ta2). This hypothesis

allows a full analytical resolution (see below).

Analytical resolution assuming weak female and predator discrimina-

tions (a1 = O(ε) and b = O(ε)) Assuming that a1 and b are of order ε and that

s1 is of order ε2, we analytically determine the mean trait and preference values in

species 1 at equilibrium (t
∗
1 and p∗1).

Model exploration assuming strong female and predator discriminations

(a1 = O(1) and b = O(1)) Because the stringency of the discrimination behavior

of female and predator are key drivers of the advergence toward the trait displayed

in species 2, we then explore larger values of female and predator discriminations,

i.e. a1 = O(1) and b = O(1). Under such assumptions, the effects of predation

and reproductive interference on the changes in the mean trait and preference are

of order ε. We also assume that s1 is of order ε, because if s1 were of order ε2

the strength of historical constraints would be negligible as compared to the other

two selective forces. Assuming strong female discrimination violates the weak

selection hypothesis, because strong female discrimination generates strong sexual

selection for males and large opportunity cost for females. However, because strong

female discrimination leads to higher sexual selection, the discrepancy between

preference and trait values (|t∗1− p∗1|) becomes limited. Therefore, sexual selection

and opportunity cost are actually weak and we can still estimate the matrix of

genetic covariance and assume that the genetic variances of traits and preference

are low. We assume that the variances of trait and preference are low to keep

them small relative to the curvature of the fitness function in each species when

(a1 = O(1) and b = O(1)). However, because of the complexity of the model,

under strong female and predator discriminations (a1 = O(1) and b = O(1)), we

cannot analytically determine the mean trait and preference values at equilibrium
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(t
∗
1 and p∗1). We then use numerical simulations of Equation (3.6) to explore cases

where a1 and b are of order 1 and s1 is of order ε.

Effect of weak or strong female and predator discriminations To in-

vestigate the impact of weak or strong female and predator discriminations, we

run simulations assuming different values of these parameters. We assumed that

a1 ∝ ε̃′, b ∝ ε̃′, s1 ∝ ε̃ε̃′, d ∝ ε̃ and cRI ∝ ε̃, where ∝ means ’proportional to’.

Where ε̃ = 0.01 in line with the weak selection hypothesis and ε̃′ ∈ {1, 0.1, 0.01}.
The different values of ε̃′ allows to investigate the intermediate case between weak

and strong female and predator discriminations.

The effect of the different parameters on the level of trait divergence |t∗1 − t2|,
assuming weak or strong female and predator discriminations, are presented in

Appendix A3.4.2.

Joint evolution of warning traits within two interacting species

We then study the joint evolution of trait and preference in both species 1 and 2,

accounting for the general case of mimicry between sympatric species with various

relative abundances and defense levels, where evolution of traits can occur in both

species.

Exploration assuming weak female and predator discriminations (a1 =

O(ε), a2 = O(ε) and b = O(ε)) When we assume that a1, a2 and b are of order

ε and s1 and s2 are of order ε2, we can analytically determine the mean traits

and preferences values at equilibrium in most cases. In the few remaining cases,

we use numerical analyses to estimate these values (see Appendix A3.5.2). We

note t
∗
1, t
∗
2, p
∗
1 and p∗2 the mean traits and preferences at equilibrium. We follow

the quantity |t∗1 − t
∗
2|, i.e. the mean phenotypic distance between both species at

equilibrium, reflecting the level of convergence of traits between species.
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Exploration assuming strong female and predator discriminations (a1 =

O(1), a2 = O(ε) and b = O(1)) Similarly to the previous model exploration, we

use numerical simulations to study cases where female and predator discrimina-

tions are strong (a1 = O(1), a2 = O(1), b = O(1) and s1 = O(ε)).

The effect of different parameters on the level of trait divergence |t∗1 − t
∗
2|, assum-

ing weak or strong female and predator discriminations, are presented in Appendix

A3.5.3.

Testable predictions

We use our theoretical model to investigate 3 main questions and to generate

predictions that could be then investigated in natural communities of defended

species:

What is the impact of reproductive interference on the level of conver-

gence between species ?

To identify the general impact of the strength of reproductive interference cRI

on the phenotypic distance between the two species (|t∗1 − t
∗
2|), we first look at

the analytical resolution assuming that trait and preference are fixed in species

2 (t2 = p2 = ta2) and weak female and predator discriminations (a1 = O(ε) and

b = O(ε)). We then check whether the results obtained in this simplified case still

stand when assuming the joint evolution of traits and preference between the two

species and strong female and predator discriminations.

What is the impact of the discrimination capacities of predators and

choosing females on the level of convergence ?

We assume a fixed level of reproductive interference (cRI = 0.002), and that female

discrimination is equal in both species (a1 = a2 = a). We investigate the impact of
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female and predator discriminations (a and b) on the phenotypic distance between

the two species (|t∗1 − t
∗
2|).

What is the impact of relative abundance and defenses levels between

species on the direction and strength of convergence ?

We assume that species 2 is well defended (λ2 = 0.1, n2 = 10). We investigate

the impact of density and of the individual defense level in species 1 (n1 and λ1)

on the traits displayed in both species and on the phenotypic distance between

the two species (t
∗
1 − t

∗
2) with either or not reproductive interference (cRI = 0 or

cRI = 0.005). To determine the direction of advergence, we check whether the

trait values observed at equilibrium (i.e. t
∗
1 and t

∗
2) are closer to the ancestral trait

value of species 1 or of species 2 (ta1 or ta2 respectively).

Data and Code Accessibility

Codes are available online: github.com/Ludovic-Maisonneuve/limits-of-ev-conv

Results

Evolution of warning trait in a mimetic species in sympatry

with a model species

When species 2 is well defended and more abundant than species 1 (n2 � n1), we

assumed that trait and preference are fixed in species 2, as in classical mimic/model

interactions between species (see Method for more details). Assuming weak female

and predator discriminations, the mean trait and preference values both converge

to the equilibrium values t
∗
1 and p∗1 with

t
∗
1 =

2bdλ2n2

(1+λ1n1+λ2n2)2 t2 + 2s1ta1 − a1cRI
n2

n1
t2

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

, (3.12)
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and

p∗1 = t
∗
1 + cRI

n2

n1

(t
∗
1 − t2), (3.13)

when

a1
n2

n1

cRI <

(
4bdλ2n2

(1 + λ1n1 + λ2n2)2
+ 4s1

)
, (3.14)

see Appendix A3.4.2.

These analytical expressions allow to predict on the level of resemblance between

the trait displayed in species 1 and the fixed trait exhibited in the model species

2 (|t∗1 − t2|) and to study the impact of the different evolutionary forces on the

advergence between mimic and model.

However, when (3.14) is not verified, the distances between mean trait and pref-

erence values in species 1 and t2 become very large (not of order 1), and mimicry

does not emerge (see Appendix A3.4.2).

Reproductive interference limits mimicry.

Selection exerted by predators favors the advergence of trait in species 1 toward

the fixed trait value exhibited in the model species 2. When (3.14) is verified, the

level of advergence toward t2 is given by:

|t∗1 − t
∗
2| =

2s1

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

|ta1 − t2|. (3.15)

Hence, if we assume no reproductive interference (cRI = 0), we have |t∗1 − t2| <
|ta − t2|, implying that the trait displayed in species 1 gets closer to the trait

displayed in species 2. We then observe different evolutionary outcomes ranging

from (a) mimicry to (b) imperfect mimicry, see Figures 3.1(a) and 3.1(b). The

mimicry in the species 1 becomes nearly perfect (|t∗1 − t2| close to zero) when

the strength of selection due to predation (2bdλ2n2/(1 + λ1n1 + λ2n2)2) is large

enough, as compared to the historical constraints limiting the evolution of the trait

in species 1 (s1) (outcome (a) mimicry see Figure 3.1(a)).
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(a)

(b)

(c)

Fig. 3.1: Illustration of three approximate patterns referred in this paper:
(a) mimicry : the value of the trait in species 1 t1 becomes very close to the mean
value displayed in species 2 t2, (b) imperfect mimicry : the value of the trait in
species 1 t1 gets closer but stays distant from the mean value displayed in species
2 t2, (c) warning trait displacement : the value of the trait species 1 t1 diverges
away from the mean value displayed in species 2 t2.

However, assuming reproductive interference between females from species 1 and

males from species 2 impairs advergence. When reproductive interference is non

null but has a limited strength, satisfying Inequality (3.14), Equation (3.15) im-

plies that ∂|t∗1 − t2|/∂cRI > 0 (see Appendix A3.4.2). Reproductive interference

thus increases the distance between the traits displayed in both species, leading

to imperfect mimicry in species 1. Reproductive interference promotes the evolu-

tion of preference in the opposite direction of the trait displayed by heterospecific

males (3.13). Because female preference generates sexual selection on male traits,

reproductive interference promotes phenotypic divergence between both species

(see Equation (3.13)). Thus reproductive interference limits Müllerian mimicry.

However, when the cost associated with reproductive interference crosses a thresh-
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old and (3.14) is verified, i.e. when

n1

a1n2

4bdλ2n2

(1 + λ1n1 + λ2n2)2
≤ cRI <

n1

a1n2

(
4bdλ2n2

(1 + λ1n1 + λ1n1)2
+ 4s1

)
, (3.16)

then

|t∗1 − t
∗
2| > |ta1 − t2|. (3.17)

When assuming such an elevated cost of reproductive interference, imperfect mimicry

is thus no longer observed, and reproductive interference rather promotes warning

trait displacement. The trait in species 1 diverges away from the trait displayed

in species 2 t2 (see Figure 3.1(c) for an illustration).

When inequality (3.14) is not satisfied, the phenotypic distance between both

species becomes very large. This very large divergence is biologically unrealistic

but suggests that reproductive interference can promote phenotypic divergence be-

tween defended species living in sympatry. This unrealistic divergence stems from

the weak female discrimination (a1 = O(ε)) assumed: since females have low dis-

crimination (because a1 is low), females almost always accept heterospecific males,

except when the difference between female preference in species 1 and the trait

displayed in species 2 is very high. Reproductive interference promotes females

preference that limits fitness costs due to reproductive interference, and therefore

promotes a large distance between females preference value in species 1 and the

value of the trait displayed in species 2. Relaxing the weak female and predator

discriminations hypothesis, i.e. assuming that a1 = O(1) and b = O(1), confirms

that reproductive interference limits mimicry in species 1 (see Figure 3.2). How-

ever, in this case, when a strong divergence is favored, this divergence becomes high

but stays of order O(1). Indeed, as female discrimination is high, this divergence

strongly reduces fitness cost due to reproductive interference. Therefore, stabiliz-

ing historical constraints on the trait become more important than reproductive

interference, thereby preventing very large divergence. Figure 3.2 shows that nu-

merical simulations with parameter values matching weak female and predator

discriminations provide similar predictions than the analytical approximation ob-

tained under the same hypotheses.
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Fig. 3.2: Influence of the strength of reproductive interference cRI on
the phenotypic distances between the two species t

∗
1 − t2 when trait in

species 2 is fixed (t2 = ta2), using the analytical approximation (purple
curve) or numerical simulations (green curves). We assume (a) s1 = 0.5ε̃ε̃′,
ta1 = 0, ta2 = 1, (b) s1 = 0, ta1 = 0, ta2 = 1, and (c) s1 = 0.5ε̃ε̃′, ta1 = ta2 = 1 with
ε̃ = 0.01. We also assume: Gt1 = Gp1 = 0.01, a1 = ε̃′, b = ε̃′, d = 2ε̃, λ1 = 0.1
, λ2 = 0.1, n1 = 10, n2 = 20. Analytical approximation curves are obtained with
ε̃′ = 0.01.

These results are maintained when traits and preferences jointly evolve in the two

sympatric species (see Figure A3.11).

Historical constraints promoting ancestral trait values allow

the evolution of imperfect mimicry

Our previous results highlight that reproductive interference limits the convergence

of warning traits. However, the effect of reproductive interference on trait diver-

gence strongly depends on the historical constraints (s1) promoting the ancestral

trait value (ta1). In particular, the effect of historical constraints depends on the

distances between the ancestral trait values in species 1 and 2. When species

ancestrally display different traits, historical constraints limit the convergence of

trait between both species, when predator pressure exceeds reproductive inter-

ference (see Appendix A3.4.2). By contrast, historical constraints may limit the

divergence of trait between both species when reproductive interference exceeds

predator pressure and promotes warning trait displacement (see Appendix A3.4.2).

Assuming historical constraints (s1 > 0) and when the ancestral trait values of the
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two species differ (ta1 6= ta2), an increase in strength of reproductive interference

leads to a progressive increase in the phenotypic distance between both species

until the phenotypic distance between both species becomes very large (see purple

curve in Figure 3.2(a)).

Surprisingly, without historical constraints (s1 = 0) or when the ancestral trait

values are the same in both species (ta1 = ta2), t1 is either equal to t2 when

(3.14) is verified, or is very large, when (3.14) is not verified (see purple curve in

Figures 3.2(b) and 3.2(c)). Therefore an increase in the strength of reproductive

interference (cRI) has no effect on the phenotypic distance between both species,

as long as this strength remains below a threshold. This effect is also observed

assuming strong female and predator discriminations (see green curves in Figures

3.2(b) and 3.2(c)).

However, when the strength of reproductive interference (cRI) is greater than this

threshold, assuming weak female and predator discriminations, the phenotypic

distance between both species becomes instantaneously very large. A similar trend

is observed when female and predator discriminations are strong: the phenotypic

distance is null when the strength of reproductive interference remains below a

threshold, but it quickly increases to a high value when the strength of reproductive

interference crosses the threshold (see green curves in Figures 3.2(b) and 3.2(c)).

This pattern is also observed when traits jointly evolve in both species (see Figure

A3.20).

Our results highlight that historical constraints promoting ancestral traits strongly

modulate the effect of reproductive interference on the convergence of warning

traits. Surprisingly, drastic divergence might be promoted by a strong strength of

reproductive interference, even when the ancestral phenotypes are the same in the

two interacting species.

Overall, our analytical results reveal the mechanisms underlying trait and pref-

erence evolution. However, these analytical results are obtained under restrictive

hypotheses: we assumed fixed trait and preference in species 2 and weak female

and predator discrimination. To relax those hypotheses, we then study the joint
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evolution of traits and preference in both species and study the effect of strong

female and predator discrimination using numerical simulations in the following

sections.

Higher female than predator discrimination not always fa-

vors the convergence of warning traits between two inter-

acting species.

The joint evolution of the traits in both species is shaped by two antagonistic

evolutionary forces, generated by reproductive interference and Müllerian mimicry,

respectively. Reproductive interference indirectly limits mimicry by impacting

females’ preference. Therefore, female discrimination a1 and a2 may be a key

feature to understand the evolution of the trait within each species. The selection

exerted by predation also depends on animal behavior through predator learning.

We thus investigate the impact of the strength of female discrimination, assumed

equal in both species a1 = a2 = a, and of predator discrimination coefficient b on

the evolution of the warning trait.

When female and predator discriminations are low (a and b approximately lower

than 3), higher predator than female discrimination favors the convergence of warn-

ing traits. Indeed, when female and predator discriminations are low, selections

due to predation and reproductive interference are limited and increase with fe-

male and predator discriminations respectively. Females are not discriminant (a

is low) and tend to accept all encountered males, including heterospecific males,

whatever the direction of their preference. The difference in fitness cost due to

reproductive interference between females with different preferences is then low,

leading to poor divergent selection generated by reproductive interference. With a

higher level of female discrimination, fitness cost due to reproductive interference

depends more on the direction of preference, leading to higher selection caused by

reproductive interference. A similar reasoning on the difference in fitness cost due

to predation between individuals displaying different traits explain that selection
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promoting convergence, due to predation, increases with the strength of preda-

tor discrimination. Therefore, higher predator than female discrimination implies

higher selection due to predation than selection due to reproductive interference

and promotes mimicry.

By contrast, with higher female discrimination (a approximately greater than 3)

and lower predator discrimination (b approximately lower than 3), mimicry be-

comes more likely (Figure 3.3). Higher levels of female discrimination allow fe-

males to accurately distinguish between conspecific and heterospecific males even

when they display similar traits. Accurate choice by females allows both species

to harbor similar traits from the point of view of predators, without entailing

heterospecific mating, relaxing divergent selection generated by reproductive in-

terference.

Surprisingly, when predator discrimination increases above a certain threshold,

increased discrimination no longer promotes accurate mimicry (see sharp transition

in Figure 3.3). When b is approximately greater than 5.5, mimicry is limited,

even without reproductive interference (cRI = 0), because of historical constraints

(see Figure A3.21). For intermediate predator discrimination (b ≈ 5), mimicry is

limited when reproductive interference is strong and makes similarity too costly

for females (a ≈ 1) (Figure 3.3).

When reproductive interference limits mimicry, it generally leads to warning trait

displacement (|t∗1− t
∗
2| > |ta1− ta2|), when female discrimination is low. Under low

female discrimination, reproductive interference promotes a large distance between

female preference value in species 1 and the value of the trait displayed in species

2, therefore increasing phenotypic distance between the two species.

Reproductive interference can modify the model/mimic re-

lationship.

The defense levels in both species, i.e. λini, i ∈ {1, 2}, are likely to impact the

joint evolution of traits in both species. To investigate how the relative defense
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Fig. 3.3: Influence of female and predator discriminations (a1 = a2 = a
and b) on the phenotypic distance between the two species |t∗1 − t

∗
2|.

The red solid line shows the case where the phenotypic distance between the two
species is equal to the ancestral phenotypic distance (|t∗1 − t

∗
2| = |ta1 − ta2|). We

assume: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, cRI = 0.002, d = 0.02, λ1 = λ2 = 0.1,
n1 = n2 = 20, s1 = s2 = 0.005, ta1 = 0, ta2 = 1.

levels of the two species affect the joint evolution of traits, we study the phenotype

at equilibrium in both species and also the phenotypic distance between the two

species, for different values of the two components of the defense level of species

1: the individual defense level (λ1) and the density (n1). Here we assumed that

species 2 is already well protected (λ2 = 0.1, n2 = 10).

When assuming no reproductive interference (cRI = 0), species traits converge

toward the ancestral trait initially displayed in the most defended species. In

Figures 3.4(a) and 3.4(b), individuals from the poorly defended species 1 (i.e.

when λ1n1 is low) get weak protection from conspecific individuals and thus have

a greater advantage to look similar to individuals of species 2. Convergence of

153



CHAPTER THREE

warning traits is thus more likely to happen when species 1 is weakly defended

(λ1n1 small) (see Figure 3.4(c)). The more species 1 is defended, i.e. the greater

λ1n1 is, the closer its mean trait value is to the ancestral trait value ta1 (see Figure

3.4(a)). Such increase in the defense level of species 1 also impacts the evolution

of trait in the sympatric species 2 (see Figure 3.4(b)): when the individual defense

level in species 1 (λ1) is below a threshold, the more individuals from species 1 are

protected, the more the mean trait value in species 2 moves away from its ancestral

trait (ta2). Surprisingly, above this threshold, the better protected species 1 is, the

closer the mean trait value in species 2 gets to its ancestral trait value (ta2). As the

mean trait value in species 1 becomes very close to the ancestral trait value ta1, trait

values in species 2 leading to protection from heterospecific matings necessitate a

great departure from the ancestral trait ta2. Nevertheless, historical constraints

still prevent the trait in species 2 to evolve too far away from its ancestral trait

value ta2.

When assuming positive strength of reproductive interference (cRI > 0), advergence

in species 1 toward the trait displayed in species 2 is observed when the individual

defense level in species 1 is low (λ1 approximately lower than 0.1) and when the

density in species 1 is sufficiently large (n1 approximately greater than 2). In this

case, the defense level of species 1 (λ1n1) is low, the protection gained by positive

frequency-dependent selection within species is low, and the advergence toward

species 2 is thus strongly promoted. Surprisingly, advergence is impaired for similar

values of defense level, when the density of species 1 is low (n1 approximately lower

than 2). When the density of species 1 is low, females pay higher fitness costs

due to reproductive interference, because they encounter more often heterospecific

than conspecific males. Altogether, our results suggest that advergence of the

warning traits is likely to happen for low level of individual defense in species 1

(i.e. Batesian (λ1 = 0) or quasi-Batesian (λ1 > 0 but small) mimicry) and when

the density of species 1 is high.

The trait value of species 1 does not always converge toward the trait value initially

displayed in species 2 (ta2). On the contrary, individuals of species 2 can mimic

individuals of species 1 (see blue zone in Figure 3.4(e)), when the defense level of
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Fig. 3.4: Influence of the density and of the individual defense level in species
1 (n1 and λ1) on the traits displayed in both species and on the phenotypic
distance between the two species t

∗
1−t

∗
2, for different strengths of reproductive

interference (cRI). (a)(b)(d)(e) Trait values greater than 2 (resp. lower than −1) are shown in red (resp.
blue). The yellow solid line shows the case where both species have the same level of defense (λ1n1 = λ2n2).
Below (resp. above) this line species 1 has a lower (resp. higher) level of defense than species 2. (c)(f) Phenotypic
distances greater than 1.5 are shown in yellow. Yellow lines indicate equal levels of t

∗
1 − t

∗
2. Different values of

strengths of reproductive interference are assumed: (a), (b) and (c) cRI = 0, (d), (e) and (f) cRI = 0.005. We
assume: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, a1 = a2 = 1, d = 0.05, b = 1, λ2 = 0.1, n2 = 10, s1 = s2 = 0.005,
ta1 = 0, ta2 = 1.

individuals of species 1 is high and when species 1 is rare. Because individuals from

both species are well defended (high λ1 and λ2), individuals of both species benefit

from looking similar. However, when species 1 is rarer, this leads to an increased
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cost of reproductive interference in species 1, inhibiting convergence towards the

ancestral trait value displayed in the alternative species (ta2) (see Figure 3.4(d)).

Since predation pressure promotes convergence of traits of both species, the mean

trait in species 2 becomes closer to species 1 ancestral trait value ta1. Surprisingly

assuming weak female and predator discriminations, such advergence also happens

when individuals of species 2 are more defended than individuals from species 1,

i.e. λ2n2 > λ1n1 (see blue zones in Figures A3.22 (c) and (d) below the yellow solid

line). By contrast, when the density in species 1 exceeds the density in species 2,

individuals from both species exhibit traits close to their ancestral traits. Both

species are well-protected and then gain little from mimicry. Because unbalanced

relative density ratio leads to strong cost of reproductive interference in the scarcest

species limiting mimicry, mimicry is more likely to be observed between species of

similar density (see Figure 3.4(f)).

Our results highlight that reproductive interference impacts the evolution of warn-

ing traits, and may even reverse the expected model/mimic relationship, depending

on the relative abundances and individual defense levels of sympatric species.

Discussion

Reproductive interference alone can not explain imperfect

mimicry

Our results show that reproductive interference and historical constraints pro-

moting ancestral traits can generate a continuous range of phenotypic distances

from quasi perfect mimicry to warning trait displacement. Our study suggest that

reproductive interference alone is unlikely to promote imperfect mimicry, in con-

tradiction with previous predictions (Pfennig & Kikuchi, 2012). When sympatric

species share the same ancestral trait, or in absence of historical constraints, we

indeed observe either perfect mimicry or strong trait divergence, depending on

the strength of reproductive interference. In our model, imperfect mimicry is
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observed only when interacting species have different ancestral traits. The con-

trasted historical constraints undergone by the different species may thus play an

important role in imperfect mimicry. These different constraints may be strongly

correlated with the phylogenetic distances between species: closely-related species

are likely to share similar genetic bases and developmental pathway leading to the

warning trait and to also share similar environments, due to niche conservatism

(Chazot et al., 2014; Joshi et al., 2017; Elias et al., 2008), likely to limit depar-

ture from ancestral trait values. Our results suggest that imperfect mimicry could

not be promoted among closely-related species experiencing high levels of repro-

ductive interference but limited differences in ancestral traits. Imperfect mimicry

may rather be observed between phylogenetically-distant species, subject to more

strikingly different historical constraints, where reproductive interference might be

more limited. Distantly-related species indeed might have diverged in other traits,

facilitating mate recognition through different cues.

For similar historical constraints, mimicry between defended species can then either

be promoted or limited depending on predator discrimination. Low predator dis-

crimination allows the evolution of imperfect mimicry, since imperfect mimics are

seen as similar by predators, allowing mutualistic relationship without implying

strong cost of historical constraints. By contrast under high predator discrimi-

nation, mutualistic mimetic relationships necessitate a strong similarity between

species, which is limited by historical constraints. Empirical studies based on

vertebrates or on insects show that predators do not perceive difference between

Batesian mimics and their models, or at least this difference does not entail a

difference in behavior (Dittrigh et al., 1993; Kikuchi & Pfennig, 2010; Morris &

Reader, 2016). Loose predator discrimination may therefore play a key role in the

evolution of imperfect mimicry.
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How important are historical constraints in the evolution of

warning trait?

Estimating the level of historical constraints potentially shaping the evolution of

warning traits is not straightforward. Genetic studies, reviewed in Joron et al.

(2006a), show that Heliconius species share the same ’toolkit’ of genes, repeatedly

recruited during both convergent and divergent evolutions of warning traits within

and between species. This important lability in color patterns observed in this

genus suggests a limited level of developmental constraints, facilitating the evolu-

tion of mimicry, even between species from different sub-clades within this genus

(Hines et al., 2011). By contrast, in butterflies from the tribe ithomiines and in

butterflies in tropical forests of the Western Ghats, India, a strong phylogenetic

signal on the warning trait is observed (Elias et al., 2008; Chazot et al., 2014;

Joshi et al., 2017), suggesting that historical constraints may limit the evolution

of mimicry among distantly related species.

Evolution of female preferences limiting the reproductive

interference costs generated by mimicry

When considering reproductive interference, the relationship between female and

predator discriminations is crucial to understand the evolution of warning traits.

Surprisingly, when female and predator discriminations are low, higher predator

than female discrimination promotes convergence of warning traits because se-

lection due to predation and reproductive interference increase with predator and

female discrimination respectively. By contrast, when female and predator discrim-

inations are high, imperfect mimicry can evolve despite reproductive interference.

When female discrimination is high, successful species recognition might occur

without decreasing the protection brought by mimicry. Such situation arises when

predators largely generalize, and therefore do not discriminate imperfect mimics.

Some studies report similar female and predator discriminations (Finkbeiner et al.,

2014; McClure et al., 2019), suggesting that reproductive interference may act on
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mimetic species. On the other hand, differences in the discrimination of color

patterns between prey and predators may exist in the wild. For instance, Llau-

rens et al. (2014) showed that the variations in color pattern between co-mimetic

species from the distantly related genera Heliconius and Melinaea might be bet-

ter perceived by the Heliconius butterflies themselves but not by avian predators.

The evolution of visual perception in females could also enhance species discrim-

ination without impairing mimicry. The evolution of vision in females from the

Heliconius butterflies indeed coincides with the evolution of the yellow pigments

3-OH-kinurenin displayed on their wings (Bybee et al., 2012). The evolution of

high discrimination capacities in mimetic prey, as well as the evolution of mating

cues undetected by predators could thus limit the cost of reproductive interference

in mimetic prey. In butterflies, mate choice indeed often relies on pheromones that

may strongly differ among closely-related mimetic species (Darragh et al., 2017;

González-Rojas et al., 2020). Similarly, in non-mimetic species, chemical cues may

reduce reproductive interference without entailing reproductive character displace-

ment on a trait under natural selection. Females of the swordtails Xiphophorus

pygmaeus prefer larger mate leading to reproductive interference with males of

the Xiphophorus nigrensis species. However X. pygmaeus females avoid mating

with heterospecific on the basis of chemical cues (Crapon de Caprona & Ryan,

1990). Micro-habitat differences among mimetic species may also allow reduc-

ing heterospecific encounters, while still benefiting mimicry by sharing the same

predator community (Estrada & Jiggins, 2002). For example the two sympatric la-

dybird species Harmonia axyridis and Harmonia yedoensis have similar body size

and coloration (Sasaji, 1998) and experience reproductive interference (Noriyuki

et al., 2012). These species nevertheless have different host specialization (Noriyuki

et al., 2011), that may limit reproductive interference (Noriyuki, 2015). Likewise,

in three Morpho butterfly species displaying local convergence in wing patterns

(Llaurens et al., 2021), temporal segregation in patrolling activity has been ob-

served between species sharing similar color patterns (Le Roy et al., 2021), which

may strongly limit heterospecific rivalry.

The levels of reproductive interference among mimetic species might thus be mod-
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ulated by the evolution of the converging traits themselves, as well as the evolution

of other traits involved in species interactions.

Reproductive interference strongly impacts species with low

relative density.

Our model shows that the effect of reproductive interference strongly depends on

the relative abundances of interacting species, leading to surprising evolutionary

outcomes. For example, in rare defended species, selection favoring mimicry to-

wards a defended model species is expected to be strong. Nevertheless, our model

shows that an elevated cost of reproductive interference prevents the evolution

of mimicry in the rarest species, because females then encounter much more het-

erospecific than conspecific males.

Reproductive interference may particularly promote the emergence and persistence

of a distinct warning trait in low-density populations of warning species coming

into contact with a local mimicry ring that exhibits a different warning trait.

Nevertheless, our model does not take into account the dynamics of population

density, and therefore ignores the extinction risk of low-density populations. Such

non-mimetic populations with low density might nevertheless persist in the wild,

when the level of individual defense is sufficiently high.

Because undefended mimics have a negative impact on predator learning (Lind-

ström et al., 1997), they are expected to be scarce compare to their models (Kunte

et al., 2021). In line with this prediction, empirical studies report low density of

undefended mimics compared to their defended models (Long et al., 2015; Prusa

& Hill, 2021). Reproductive interference may act strongly on Batesian mimics

because of their low density with respect to the model species. Our model thus

suggests that Batesian mimicry among closely related species may be limited by

strong reproductive interference acting on Batesian mimics due to phylogenetic

proximity and unbalanced density. By contrast, Batesian mimicry may evolve

between distantly-related species despite unbalanced density, because high phylo-
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genetic distance reduces risk of reproductive interference. This is supported by the

pattern of convergence observed in tropical forests of the Western Ghats in India:

Müllerian mimicry is observed between closely related species whereas Batesian

mimicry involves more distantly related species (Joshi et al., 2017).

Reproductive interference does not always promote divergence of reproductive

character (here the warning trait) but can also provoke spatial segregation be-

tween species (Gröning & Hochkirch, 2008). The strong reproductive interference

acting on scarce mimetic species may limit their coexistence with more abundant

mimetic species displaying similar warning signals. Reproductive interference may

then restrict the spatial distribution of mimetic species with low abundance to the

edges of the range occupied by more abundant co-mimetic species.

Our model also brings new insights to the ecological processes driving the direc-

tion of advergence in warning traits. In the absence of reproductive interference,

warning traits are expected to evolve in the less defended species (e.g. low density

populations and/or low level of individual defense) and become mimetic of better-

defended species living in sympatry (Balogh & Leimar, 2005; Franks & Sherratt,

2007). When considering the cost of reproductive interference, however, this gen-

eral trend does not always hold. Our results show that warning traits in the most

defended species can evolve toward the warning trait of the less abundant one.

Our model therefore highlights the interplay between mutualism and reproductive

interference in sympatric species, which determines the strength and the direction

of traits evolution involved in these ecological interactions.

Reproductive interference can explain the emergence of mimetic

diversity

In our model, we consider the evolution of warning trait between two interacting

species. In the wild however, natural communities involve a variable number of

mimetic species, with mimicry ring size ranging from 2 to a dozens of species

(Kunte et al., 2021). Assuming reproductive interference, species richness within a
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mimicry ring may influence warning trait evolution. We hypothesize that mimicry

rings with high species richness are more likely to contain closely related species.

The evolution of mimicry in a species may be limited if a closely related species

is abundant in the ring because of the strong cost of reproductive interference

generated. However, in a mimicry ring with high species richness, species distantly

related from the focal species and belonging to the mimicry ring do not imply cost

(or at least weak) of reproductive interference but do increase protection against

predators promoting mimicry in the focal species. This increased advantage of

mimicry towards mimicry ring with high species richness may counterbalance costs

due to reproductive interference, increasing the likelihood of having closely related

species within large mimicry rings.

Our results shed light not only on the persistence of distinct warning traits within

local communities of defended species in the wild, but also on the emergence of

these distinct warning traits in the first place. Mimetic diversity is an apparent

paradox but several hypotheses have been suggested to promote the persistence of

different warning signals, such as the segregation of predators within microhabitats

(Beccaloni, 2008; Devries et al., 1999; Elias et al., 2008; Willmott et al., 2017). The

spread of distinct warning traits has then frequently been shown to be promoted

by demographic stochasticity, as in shifting balance models (Mallet & Joron, 1999;

Sherratt, 2006) or in other models combining predator behaviors, such as neopho-

bia, to stochastic effects (Aubier & Sherratt, 2015). However, these models do

not provide any selective mechanism explaining the emergence of warning signal

with different levels of divergence, contributing to mimetic diversity. By contrast,

reproductive interference selects for different levels of divergence in warning traits,

and could be a major driver of the diversity of mimetic traits. Note that other

mechanisms may generate gradual departure from the ancestral trait value and

may also contribute to the diversity of mimetic traits: the evolution of aposematic

signals in defended species away from those exhibited in Batesian mimics has been

theoretically shown to be promoted (Franks et al., 2009). Artificial modification

of the warning trait of mated females has also been demonstrated to reduce ha-

rassment by males in the butterfly H. erato, and would therefore allow them to lay
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more eggs, suggesting that evolution of slightly divergent trait could be promoted

in females (Merrill et al., 2018).

We hope our theoretical work will encourage experimental approaches investigating

the impact of reproductive interference on mimicry. Such studies may shed lights

on the actual role of reproductive interference on mimetic diversity.

Conclusion

Our analytical and numerical results show that reproductive interference and phy-

logenic constraints can explain a wide range of levels of convergence, and even

explain divergence of warning trait between sympatric species. Our results suggest

that reproductive interference alone cannot explain imperfect mimicry, highlight-

ing the role of historical constraints in the evolution of imperfect mimicry. Our

study also highlights the importance of female and predator discriminations in the

evolution of warning traits.
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Appendix

In Section 1 we detail how some components of fitness can be approximated using

that the genetic covariances of traits and preference are low. In Section 2 we

detail the computation of the selection vector describing the impact of the selective

forces on the evolution of traits and preference. In Section 3, in line with the weak

selection hypothesis we suppose that the genetic correlation between trait and

preference is at equilibrium and estimate this quantity. In Section 4 we derive

results assuming higher abundance in species 2 compared to species 1, allowing to

consider fixed trait and preference in species 2. In Section 5 we derive results in

the general case.

A3.1 Relative small variance approximation

Because we assume that the variance of traits and preferences is small relative to

the curvature of the fitness function we may use approximations in Equations (3.9)

and (3.11). Here we detail how we obtained these approximations. D is defined by

D(t) =
2∑
i=1

protection gained by resemblance
with individuals of species i︷ ︸︸ ︷∫

τ

λinifi(τ) exp
[
−b(t− τ)2

]
dτ , (A3.1)

Let i ∈ {1, 2}, we have

∫
τ

fi(τ) exp
[
−b(t− τ)2

]
dτ exp

[
−b(t− ti)2

] ∫
τ

fi(τ) exp
[
b(2t− τ − ti)(τ − ti)

]
dτ.

Using a Taylor expansion of exp
[
b(2t− τ − ti)(τ − ti)

]
we have

exp
[
−b(t− ti)2

] ∫
τ

fi(τ)
(
1 + b(2t− τ − ti)(τ − ti) +O(b(τ − ti)2)

)
dτ,
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which is equal to

exp
[
−b(t− ti)2

]
(1− bVar(ti) +O(bVar(ti))) .

Hence when the variance of ti is small relative to the curvature of the fitness

function (implying than bVar(ti) is low) the first term of D can be approximated

by

2∑
i=1

λini exp
[
−b(t− ti)2

]
.

The reasoning is similar for each approximation so for i ∈ {1, 2}, Equation (3.11)

is a approximation of W i
RI(pi) defined by

W i
RI(pi) = (A3.2)∫

t

probability of encountering
a conspecific male

with trait t︷ ︸︸ ︷
ni

ni + nj
fi(t)

probability of accepting
a conspecific male

with trait t︷ ︸︸ ︷
exp

[
−ai(pi − t)2

]
dt∫

t

ni
ni+nj

fi(t) exp [−ai(pi − t)2] dt+

∫
t

nj
ni + nj

fj(t)︸ ︷︷ ︸
probability of encountering

an heterospecific male
with trait t

cRI exp
[
−ai(pi − t)2

]︸ ︷︷ ︸
probability of accepting
an heterospecific male

with trait t

dt

.

A3.2 Selection coefficients

In this section we detail how we obtain the expressions for the selection vectors.
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For i ∈ {1, 2}, the selection coefficients are defined by:

βti :=
∂

∂tm
lnW i(tm, tf , pf ) +

∂

∂tf
lnW i(tm, tf , pf )

∣∣∣∣
(tm,tf ,pf )=(t,t,p)

,

βpi :=
∂

∂pf
lnW i(tm, tf , pf )

∣∣∣∣
(tm,tf ,pf )=(t,t,p)

,

where W i are the fitness of a mated pair of a male with trait tm and a female with

trait tf and preference pf of species i, and write

W i(tm, tf , pf ) = W i
ns(tm)W i

r(tm, pf )W
i
ns(tf )W

i
RI(pf ).

Here W i
ns is the impact of natural selection on fitness and W i

RI is the impact of

reproductive interference on fitness of individuals of species i.

A3.2.1 Computation of βt1 and βt2

For i ∈ {1, 2} the selective forces acting on the trait value in species i write:

βti =
∂

∂tm
lnW i(tm, tf , pf ) +

∂

∂tf
lnW i(tm, tf , pf )

∣∣∣∣
(tm,tf ,pf )=(ti,ti,pi)

=
∂

∂tm

{
−ai(pf − tm)2 + lnWpred(tm)− si(tm − tai)2

}∣∣∣∣
(tm,tf ,pf )=(ti,ti,pi)

+
∂

∂tf

{
lnWpred(tf )− si(tf − tai)2

}∣∣∣∣
(tm,tf ,pf )=(ti,ti,pi)

=− 2ai(ti − pi) + 2
∂

∂t
ln (Wpred(t))

∣∣∣∣
t=ti

− 4si(ti − tai).
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Recall the definition of Wpred in (10). The second term of the right hand side equals

2
∂

∂t
ln (Wpred(t)) =− 4b

(
(t− t2)λ2n2 exp

[
−b(t− t2)2

]
+ (t− t1)λ1n1 exp

[
−b(t− t1)2

])
(

1

1 + λ1n1 exp
[
−b(t− t1)2

]
+ λ2n2 exp

[
−b(t− t2)2

]
− d

− 1

1 + λ1n1 exp
[
−b(t− t1)2

]
+ λ2n2 exp

[
−b(t− t2)2

]).
When the parameters b and d are of order ε, we obtain

βti = −2ai(ti − pi)−
4bd(ti − tj)λjnj

(1 + λ1n1 + λ2n2)2 − 4si(ti − tai) +O(ε3). (A3.3)

A3.2.2 Computation of βpi

For i ∈ {1, 2} the selective forces acting on the preference value in species i write:

βpi =
∂

∂pf
lnW i(tm, tf , pf )

∣∣∣∣
(tm,tf ,pf )=(ti,ti,pi)

=
∂

∂pf

{
−a(pf − tm)2 + lnW i

RI(pf )
}∣∣∣∣

(tm,tf ,pf )=(ti,ti,pi)

.

The last term of the right hand side equals

∂

∂pf
ln
(
W i
RI(pf )

)
= − ln

(
1 + cRI exp

[
ai(ti − tj)(ti + tj − 2pf )

]nj
ni

)
−
−2cRIai(ti − tj) exp

[
ai(ti − tj)(ti + tj − 2pf )

]nj
ni

1 + cRI exp
[
ai(ti − tj)(ti + tj − 2pf )

]nj
ni

=
2cRIai(ti − tj)

cRI + exp
[
ai(ti − tj)(2pf − ti − tj)

]
ni
nj

,

with j ∈ {1, 2}, j 6= i.
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When the parameters a1, a2 and cRI are of order ε, we finally obtain

βpi = −2ai(pi − ti) + 2cRIai(ti − tj)
nj
ni

+O(ε3). (A3.4)

A3.3 Computation of the matrix of correlation

In this part we approximate the genetic covariance between trait and preference

Ctipi in species i for i ∈ {1, 2}, using the results from (Kirkpatrick et al., 2002).

Trait and preference are controlled by different sets of unlinked loci with additive

effects, denoted Ti and Pi, respectively. For each j in Ti (resp. Pi), we note ξtj

(resp. ξpj ) the contribution of the locus j on trait (resp. preference) value. The

trait and preference values of an individual are then given by

ti =
∑
j∈Ti

ξtj and pi =
∑
j∈Pi

ξpj . (A3.5)

As in (Lande, 1981) we assume that the distributions of ξtj and ξpj are multivariate

Gaussian. Let Cjk be the genetic covariance between loci j and k. Then the

elements of the matrix of correlation are given by:

Gti =
∑
j,k∈Ti

Cjk, Gpi =
∑
j,k∈Pi

Cjk and Ctipi =
∑

k∈Ti,k∈Pi

Cjk. (A3.6)

To compute the change on genetic correlation we need to identify various selection

coefficients (see (Barton & Turelli, 1991; Kirkpatrick et al., 2002)). These coeffi-

cients are obtained using the fitness of a mated pair of a male with trait tm, and

a female with trait tf , and preference pf W
i(tm, tf , pf ), defined in Equation (3.1).

For simplicity we consider only leading terms in the change in genetic correlation.

For (j, k) ∈ Ti × Pi, combining Equations (9), (12), (15) from Kirkpatrick et al.

(2002) gives the change in the genetic covariance between loci j and k:
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∆Cjk =− Cjk
2

+
1

4
ãitmtm

∑
l,m∈Ti

(CjlCkm + CjmCkl) +
1

4
ãipfpf

∑
l,k∈Pi

(CjlCkm + CjmCkl)

+
1

4
ãitmpf

∑
l∈Ti,m∈Pi

CjlCkm +
1

4
ãitmpf

∑
l∈Ti,m∈Pi

CjmCkl +O(ε2) (A3.7)

with ãiµρ for (µ, ρ) ∈ {tm, tf , pf}2 being the leading term of

aiµρ :=
1

2

∂2

∂µ∂ρ
ln(W i(tm, tf , pf ))

∣∣∣∣
(tm,tf ,pf )=(ti,ti,pi)

,

the selection coefficient calculated from the fitness of a mated pair of a male with

trait tm and a female with trait tf and preference pf . The expressions of these

coefficients are:

aipfpf =− ai −
2cRIa

2
i (ti − tj)2 ni

nj
exp

[
ai(ti − tj)(2pi − ti − tj)

](
cRI + ni

nj
exp

[
ai(ti − tj)(2pi − ti − tj)

])2 ,

aitmtm =− ai − si + 2b2
(
λjnj

(
1 + (ti − tj)2

)
exp

[
b(ti − tj)2

]
+ λini

)
×

(
1

1 + λini + λjnj exp
[
b(ti − tj)2

]
− d
− 1

1 + λini + λjnj exp
[
b(ti − tj)2

])
+
(
2bλjnj(ti − tj) exp

[
b(ti − tj)2

])2

×

(
1(

1 + λini + λjnj exp
[
b(ti − tj)2

]
− d
)2 −

1(
1 + λini + λjnj exp

[
b(ti − tj)2

])2

)
,

and
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aitmpf = 2ai.

A Taylor expansion gives ãipfpf = −ai, ãitmtm = −ai and ãitmpf = 2ai.

By summing Equations (A3.7) over each j, k in Ti and Pi we obtain:

∆Ctipi =− Ctipi
2
− 1

2
aiGtiCtipi −

1

2
aiGpiCtipi +

1

2
aiGtiGpi +

1

2
aiC

2
tipi

+O(ε2).

(A3.8)

For the sake of simplicity we assumed that the genetic correlations between traits

and preference are at equilibrium (as in (Barton & Turelli, 1991; Pomiankowski &

Iwasa, 1993)). We obtain from (A3.8) that the value at equilibrium is given by

C∗tipi =
1 + ai(Gpi +Gti)−

√
−4a2

iGpiGti + (1 + ai(Gpi +Gti))
2

2ai
.

Because the genetic variances of trait and preference are low we have

C∗tipi ≈ aGtiGpi .

When we relax the hypothesis ai = O(ε) and b = O(ε) the previous calculation

still stands, except that ãipfpf , ã
i
tmtm and ãitmpf are of order 1 instead of being of

order ε.
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A3.4 Evolution of warning trait toward a fixed

defended species

We assume higher abundance in species 2 compared to species 1 (n2 � n1). We also

assume a great defense level in species 2. In this case species 1 weakly impacts the

evolution of trait and preferences in species 2 through mimicry and reproductive

interference. We assume fixed mean trait and preference in species 2 equal to the

ancestral trait value (t2 = p2 = ta2). This hypothesis, which we will relax later,

allows a full analytical resolution (see below).

In Section 4.1 we compute the values of trait and preference that cancel the leading

term of the selection vector. In Section 4.2 we study when trait and preference

converge toward the point found in the previous section. In Section 4.3 we study

the impact of weak or strong female discrimination hypothesis on the phenotypic

distance between the two species. In Section 4.4 we detail the impact of each

parameter of the phenotypic distance between the two species.

A3.4.1 Quasi equilibria

We search mean values of trait and preference at equilibrium t
∗
1 and p∗1 such as the

leading terms of ∆t1 and ∆p1 are null. We remind that we assume weak female and

predator discriminations. The leading terms of ∆t
∗
1 and ∆p∗1 are thus β̃t1 = β̃p1 = 0

with

β̃t1 = −2a1(t
∗
1 − p∗1)− 4bd(t

∗
1 − t2)λ2n2

(1 + λ1n1 + λ2n2)2 − 4s1(t
∗
1 − ta1), (A3.9)

β̃p1 = −2a1(p∗1 − t
∗
1) + 2cRIa1(t

∗
1 − t2)

n2

n1

. (A3.10)

We call such points quasi equilibria because they are not equilibrium point of

Equation (3.6) but only cancel the term of leading order.
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Lemma 1 If
2bdλ2n2

(λ1n1 + λ2n2 + 1)2
+ 2s1 −

a1cRIn2

n1

6= 0, (A3.11)

there is one quasi equilibrium point (t
∗
1, p
∗
1), where

t
∗
1 =

2bdλ2n2

(1+λ1n1+λ2n2)2 t2 + 2s1ta1 − a1cRIn2

n1
t2

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRIn2

n1

and p∗1 = t
∗
1 +cRI(t

∗
1−t2)

n2

n1

. (A3.12)

Proof 1 Assume that a1 6= 0. From the definitions of β̃t1 and β̃p1 in (A3.9) and

(A3.10), we deduce that the values of trait and preference (t
∗
1, p
∗
1) for which the

selections on trait and preference are null satisfy:

β̃t1 = 0 ⇐⇒ a1(p∗1 − t
∗
1) =

2bd(t
∗
1 − t2)λ2n2

(1 + λ1n1 + λ2n2)2 + 2s1(t
∗
1 − ta1), (A3.13)

and

β̃p1 = 0 ⇐⇒ a1(p∗1 − t
∗
1) = a1cRI(t

∗
1 − t2)

n2

n1

. (A3.14)

From (A3.13) and (A3.14) we derivate:

2bd(t
∗
1 − t2)λ2n2

(1 + λ1n1 + λ2n2)2 + 2s1(t
∗
1 − ta1) = a1cRI(t

∗
1 − t2)

n2

n1

.

By factorizing by t
∗
1 we get:

t
∗
1

(
2bdλ2n2

(1 + λ1n1 + λ2n2)2 + 2s1 − a1cRI
n2

n1

)
= t2

(
2bdλ2n2

(1 + λ1n1 + λ2n2)2 − a1cRI
n2

n1

)
+2s1ta1.

(A3.15)

Using (A3.11), we obtain the value of t
∗
1 given in (A3.12). From (A3.14) we deduce

the associated mean preference and conclude the proof.
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A3.4.2 Fast and slow dynamics.

In this section we study when trait and preference in species 1 converge towards

the quasi equilibrium point.

We suppose that the parameters are such as 2bdλ2n2

(λ1n1+λ2n2+1)2 + 2s1 − a1cRIn2

n1
is not

of an order inferior to ε2. We may have two long term behaviours. In case of

convergence (case 1. of Lemma 2), the trajectories quickly approach the line t = p,

before evolving according to a slower dynamic along this line (see the proof of

Lemma 2 and Figures A3.1 and A3.2).

Lemma 2 1. If

2bdλ2n2

(λ1n1 + λ2n2 + 1)2
+ 2s1 −

a1cRIn2

n1

> 0,

the quantities (t1 − t
∗
1) and (p1 − p∗1) become of order

√
ε when the number

of generations goes to infinity, where the values of t
∗
1 and p∗1 have been given

in (A3.12).

2. If
2bdλ2n2

(λ1n1 + λ2n2 + 1)2
+ 2s1 −

a1cRIn2

n1

< 0,

trait and preference become very large.

Proof 2 As we have said, we can then decompose the dynamics into two steps.

In the first one the leading order terms of the selection coefficient are the terms

describing sexual selection and cost of choosiness. In this case we can approximate
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∆(t1 − p1)2.

∆(t1 − p1)2 = (t1 + ∆t1 − p1 −∆p1)2 − (t1 − p1)2

= 2(t1 − p1)(∆t1 −∆p1) + (∆t1 −∆p1)2

= 2(t1 − p1)(
1

2
Gt1βt1 −

1

2
Gp1βp1) + (

1

2
Gt1βt1 −

1

2
Gp1βp1)2

= −(t1 − p1)

(
2a1(Gt1 +Gp1)(t1 − p1)− a2

1(Gp1 +Gt1)2(t1 − p1)

− 2

(
a1cRIGp1n2(t2 − t1)

n1

+
2bdGt1λ2n2(t2 − t1)

(λ1n1 + λ2n2 + 1)2
+Gt1s1(ta1 − t1)

))
+O(ε3),

where we used (6) for the third equality and (A3.3) and (A3.4) for the last one.

As by assumption, a1, cRI , b and d are of order ε, and s of order ε2, we obtain

∆(t1 − p1)2 =− (t1 − p1)

(
2a1(Gt1 +Gp1)(t1 − p1) +O(ε2)

)
+O(ε3). (A3.16)

Denote by rn the value of (t1 − p1)2 at generation n. We will prove the following

statement:

There exists α > 0 such that for n large enough, rn ≤ 2αε2. (A3.17)

If we introduce the parameter

A := 1− 2a1(Gt1 +Gp1),

Equation (A3.16) may be rewritten:

rn+1 = Arn +
√
rnfn(1, ε) + fn(2, ε),

for every n ∈ N |fn(1, ε)| ≤ c1ε
2, |fn(2, ε)| ≤ c2ε

3 where c1 and c2 are finite

constants. Now introduce the variable

ρn := rn − r0An.
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As a1 is of order ε, and Gt1 and Gp1 of order one, there exists a positive and finite

constant CA such that for ε small enough,

0 < A < 1− CAε.

We will choose in the sequel a positive real number α satisfying√
2

α
c1 +

c2

α
< CA (A3.18)

and
c1√
α

+

√
αc1 + c2

α
< CA. (A3.19)

As 0 < A < 1, we see that for n large enough, r0An ≤ αε2. Thus to prove

(A3.17), it is enough to prove that for n large enough, |ρn| ≤ αε2. We obtain for

ρ the recurrence equation

ρn+1 = Aρn +
√
ρn + r0Anfn(1, ε) + fn(2, ε). (A3.20)

Assume first that |ρn| ≤ αε2. In this case,

|ρn+1| ≤ Aαε2 +
√

2αε2c1ε
2 + c2ε

3

= αε2

(
A+

√
2

α
c1ε+

c2

α
ε

)
≤ αε2

thanks to (A3.18) provided that ε is small enough. Hence it is enough to prove

that there exists one n such that ρn ≤ αε2, and the inequality will hold for later

generations.

Now assume that ρn > αε2. Using that

√
ρn + r0An ≤

√
|ρn|+

√
r0An ≤

√
|ρn|+

√
αε
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for n large enough, we obtain from (A3.20)

|ρn+1| ≤ A|ρn|+
√
|ρn|c1ε

2 + (
√
αc1 + c2)ε3

≤ A|ρn|+
√
|ρn|c1

√
|ρn|
α
ε+ (

√
αc1 + c2)

|ρn|
α
ε

= |ρn|
(
A+

c1√
α
ε+

√
αc1 + c2

α
ε

)
.

Due to (A3.19), the term in bracket belongs to (0, 1) if ε is small enough. We

conclude that there exists n0 such that |ρn| ≤ αε2 for any n ≥ n0. This concludes

the proof of (A3.17) and of the fast convergent phase.

We now want to prove that t1 becomes close to t
∗
1, and p1 to p∗1. To this aim, we

look at the variation of
(t1 − t

∗
1)2

Gt1

+
(p1 − p∗1)2

Gp1

,

where the values of t
∗
1 and p∗1 are the ones defined in (A3.12). By definition,

∆

(
(t1 − t

∗
1)2

Gt1

+
(p1 − p∗1)2

Gp1

)
=

2∆t1(t1 − t
∗
1) +

(
∆t1
)2

Gt1

+
2∆p1(p1 − p∗1) + (∆p1)2

Gp1

.

When t1−p1 is of order ε, ∆t1 and ∆p1 are of order ε2. We then neglect the terms

proportional to
(
∆t1
)2

and (∆p1)2. This yields

∆

(
(t1 − t

∗
1)2

Gt1

+
(p1 − p∗1)2

Gp1

)
=

2∆t1(t1 − t
∗
1)

Gt1

+
2∆p1(p1 − p∗1)

Gp1

+O(ε4)

=βt1(t1 − t
∗
1) + βp1(p1 − p∗1) +O(ε4),

where we used (6). Now notice that

t1−t
∗
1 = t1−p1+p1−p∗1+p∗1−t

∗
1 = p1−p∗1+O(ε) =

t1 − t
∗
1

2
+
p1 − p∗1

2
+O(ε), (A3.21)

as p1− t1 is of order ε and p∗1− t
∗
1 of order ε. We can make the same computation

176



THE LIMIT OF MIMICRY

for p1 − p∗1. Adding that βt1 and βp1 are of order ε2, we obtain:

∆

(
(t1 − t

∗
1)2

Gt1

+
(p1 − p∗1)2

Gp1

)
=(βt1 + βp1)

t1 − t
∗
1

2
+ (βt1 + βp1)

p1 − p∗1
2

+O(ε3).

(A3.22)

Using (A3.3) and (A3.4) and simplifying, we get:

βt1 + βp1 = − 4bd(t1 − t2)λ2n2

(1 + λ1n1 + λ2n2)2 − 4s1(t1 − ta1) + 2cRIa1(t1 − t2)
n2

n1

+O(ε3).

By substracting − 4bd(t
∗
1−t2)λ2n2

(1+λ1n1+λ2n2)2 − 2s1(t
∗
1 − ta1) + 2cRIa1(t

∗
1 − t2)n2

n1
, which is equal

to zero because βt1|(t,p)=(t
∗
1,p
∗
1) = 0 and βp1 |(t,p)=(t

∗
1,p
∗
1) = 0, we get:

βt1 + βp1 =−
(

2bdλ2n2

(1 + λ1n1 + λ2n2)2 + 2s1 − a1cRI
n2

n1

)
2(t1 − t

∗
1) +O(ε3) (A3.23)

=−
(

2bdλ2n2

(1 + λ1n1 + λ2n2)2 + 2s1 − a1cRI
n2

n1

)
2(p1 − p∗1) +O(ε3),

(A3.24)

where we used (A3.21). Replacing βt1+βp1 using (A3.23) and (A3.24) into (A3.22)

yield:

∆

(
(t1 − t

∗
1)2

Gt1

+
(p1 − p∗1)2

Gp1

)
= −A

(
(t1 − t

∗
1)2 + (p1 − p∗1)2

)
+O(ε3), (A3.25)

with

A :=

(
2bdλ2n2

(1 + λ1n1 + λ2n2)2 + 2s1 − a1cRI
n2

n1

)
. (A3.26)

First case: A > 0

We suppose that the parameters are such that A is not of an order inferior to ε2.

Using computations similar to the ones derived to prove (A3.17), we may prove

that after a number of generations large enough, (t1 − t
∗
1)2 and (p1 − p∗1)2 become

of order ε, and thus t1 − t
∗
1 and p1 − p∗1 become of order ε1/2.
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To illustrate this result we simulated two trajectories of the system (6) ((t
1
n, p

1
n))n∈N

and ((t
2
n, p

2
n))n∈N for two different initial conditions: (ti1, pi1) and (ti2, pi2). The

trajectories are shown in Figure A3.1 and the parameter values are given in the

caption. The parameter values correspond to the weak selection hypothesis and are

such that A > 0.

The fast and slow dynamics are visible in Figure 3.1(a) where the trajectories

quickly become close to the line defined by t1 = p1 and then slowly converge toward

the quasi equilibrium points. We noted (t
eq
1 , p

eq
1 ) the equilibrium point reached by

the two simulated trajectories.

(a) (b)

Fig. A3.1: (a) Evolution of mean trait value t1 and mean females preference value
p1 for two different initial conditions. The blue (resp. orange) points represent the
numerical trajectories for the initial condition (ti1, pi1) (resp. (ti2, pi2)) (b) Zoom
on the previous figure. The red circle has for center the quasi equilibrium point
(t
∗
1, p
∗
1) and for radius

√
ε. This illustrates that the numerical steady point (t

eq
1 , p

eq
1 )

is at a distance of order
√
ε. The trajectories were obtained with the parameter

values: (ti1, pi1) = (−1,−1.2), (ti2, pi2) = (−0.8,−1), Gt1 = Gp1 = 0.01, a1 = 10−4,
b = 2 × 10−4, d = 2 × 10−4, λ1 = 0.1, λ2 = 0.1, n1 = 10, n2 = 20, cRI = 10−4,
s1 = 10−8, ta1 = 0 and ta2 = 1. The trajectories are computed over 1,000,000
generations.
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Second case: A < 0.

Recall (A3.25) and that we assumed that A is not of order inferior to ε2. This

entails that (t1− t
∗
1)2/Gt1 +(p1−p∗1)2/Gp1 goes to infinity. However when t1− t2 or

p1−p2 becomes high (for example of order 1/ε) the approximation made in section 2

does not stand. Therefore from a certain number of generations the approximation

does not correctly describe the evolution of trait and preference. We can only

conclude that trait and preference become very large. This is illustrated by Figure

A3.2 which shows a simulation of two trajectories when A < 0.

Fig. A3.2: Evolution of mean trait value t1 and mean females preference value
p1 for two different initial conditions. The blue (resp. orange) points repre-
sent the numerical trajectories for the initial condition (ti1, pi1) (resp. (ti2, pi2)).
The trajectories were obtained with the parameter values: (ti1, pi1) = (−1,−1.2),
(ti2, pi2) = (−0.8,−1), Gt1 = Gp1 = 0.01, a1 = 10−4, b = 2 × 10−4, d = 2 × 10−4,
λ1 = 0.1, λ2 = 0.1, n1 = 10, n2 = 20, cRI = 10−4, s1 = 0.25 × 10−8, ta1 = 0 and
ta2 = 1. The trajectories are computed over 1,000,000 generations.

A3.4.3 Effect of weak or strong female discrimination on

the phenotypic distances between the two species

Previously we obtained an analytic approximation of the phenotypic distance be-

tween the two species when the strengths of female and predator discriminations
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(a1 and b) were weak (i.e. a1 = O(ε) and b = O(ε)). To obtain this approximation

we also assumed that the strength of historical constraints has the same order of

magnitude as selection coefficients due to predation and reproductive interference

(i.e. s1 = O(ε2)). Under this assumption, the phenotypic distance between the

two species becomes very large (see Figure A3.3) when

cRI ≥
2n1

a1n2

(
bdλ2n2

(1 + λ1n1 + λ2n2)2
+ s1

)
. (A3.27)

As explained in the main manuscript, this unrealistic divergence (under the weak

female discrimination hypothesis (a1 = O(ε))) suggests that reproductive inter-

ference promotes strong phenotype divergence between the two species. Under

weak female discrimination, only a large distance between females preference and

the trait displayed by species 2 leads to a reduction of fitness cost generated by

reproductive interference. Because females preference generates sexual selection

on males trait, the phenotype divergence between the two species becomes high.

When we relax the weak female discrimination hypothesis and use numerical sim-

ulations, then a great cost of reproductive interference provokes large but still of

order 1 phenotypic distance between the two species (see Figure A3.3). However,

we observe that the lower female discrimination, the higher is phenotypic distance

when the cost of reproductive interference increases. As explained above, when

females are not very choosy, reproductive interference favors the evolution of larger

phenotypic distances limiting heterospecific mating.
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Fig. A3.3: Influence of the cost generated by reproductive interference cRI
on the phenotypic distances between the two species, using the analyt-
ical approximation (’approx’ curve) or numerical simulations. Different
values of female and predator discriminations coefficient (a1 and b) and strength
of historical constraints (s) are assumed for numerical simulations. This illustrate
that curves obtained by numerical simulations tend to look similar to those using
the analytical approximation where parameters values tends to satisfy weak fe-
male and predator discriminations. We assume: Gt1 = Gp1 = 0.01, a1 = ε̃′, b = ε̃′,
s = 0.5ε̃ε̃′, d = 2ε̃, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, ta1 = 0 and ta2 = 1.

A3.4.4 Effect of different parameters on the level of trait

divergence |t∗1 − t2|

We then aim at disentangling the effects of the different parameters of the model

on trait divergence. We thus focus on the case where A > 0 (recall definition

(A3.26)). In this case, assuming weak female and predator discriminations, we

know that the phenotypic distance between the two species, |t∗1 − t2|, equals

|t∗1 − t2| =
2s1|ta1 − t2|

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

,
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allowing to investigate the relative impact of the different parameters on trait

divergence. We also run numerical simulations to investigate the effect of the dif-

ferent parameters assuming strong females preference and predator discrimination

(i.e. a1 = O(1) and b = O(1)).

Effect of reproductive interference

Assuming weak female and predator discriminations, the impact of the strength

of reproductive interference on the phenotypic distance between the two species is

given by the sign of ∂|t∗1 − t2|/∂cRI . In our case,

∂|t∗1 − t2|
∂cRI

=
2s1a1

n2

n1
|ta1 − t2|(

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 > 0.

Hence the level of divergence increases with the strength of reproductive inter-

ference. A similar effect is observed assuming strong female and predator dis-

criminations (see Figure A3.4(a)). Similarly, assuming weak female and predator

discriminations

∂|t∗1 − t2|
∂a1

=
2s1cRI

n2

n1
|ta1 − t2|(

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 > 0,

thus the phenotypic distance (along with the strength of selection due to reproduc-

tive interference) increases with the strength of female discrimination. However,

when female discrimination is strong and exceeds a threshold, females are able to

distinguish males from their own species from individuals from species 2, which

limits divergence of the trait in species 1 (see Figure A3.4(b)). Accurate females

choice allows a quasi-similarity of the traits of species 1 and of species 2, without

implying heterospecific mating, relaxing the divergent selection exerted by repro-

ductive interference.
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(a) (b)

Fig. A3.4: Influence of the strength of (a) reproductive interference cRI
and of (b) female discrimination a1 on the phenotypic distances between
the two species, assuming strong female and predator discriminations.
The default parameters values are as follows: Gt1 = Gp1 = 0.01, a1 = 1, cRI = 0.01,
b = 1, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0025, ta1 = 0 and
ta2 = 1.

Effect of predation

When a1 and b are of order ε,

∂|t∗1 − t2|
∂d

=
−2bλ2n2

(1 + λ1n1 + λ2n2)2

2s1|ta1 − t2|(
2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 < 0,

hence the phenotypic distance decreases with the basic predation rate d. Assuming

strong female and predator discriminations leads to similar effect (Figure A3.5(a)).

When a1 and b are of order ε,

∂|t∗1 − t2|
∂b

=
−2dλ2n2

(1 + λ1n1 + λ2n2)2

2s1|ta1 − t2|(
2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 < 0.

An increase on predator discriminating ability b thus also promotes phenotypic

convergence as it increases the positive selection on mimicry generated by pre-

dation. Surprisingly, when a1 and b are of order 1 and predator discrimination

exceeds a certain threshold, increased discrimination no longer promotes accurate
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mimicry (Figure A3.5(b)). When b is high, individuals from species 1 benefit from

protection gained by mimicry only when they look very similar to the individuals

of species 2. Reproductive interference makes such high similarity too costly, and

therefore divergence of the trait in species 1 becomes promoted (Figure A3.5(b)).

(a) (b)

Fig. A3.5: Influence of the strength of predation d (a) and of predator dis-
crimination b (b) on the phenotypic distances between the two species,
assuming strong female and predator discriminations. The default param-
eters values are as follows: Gt1 = Gp1 = 0.01, a1 = 1, cRI = 0.01, b = 1, d = 0.02,
λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0025, ta1 = 0 and ta2 = 1.

Effect of the defence level of species 1

Without reproductive interference (cRI = 0) and when a1 and b are of order ε, we

have

∂|t∗1 − t2|
∂λ1n1

=
2s1|ta1 − t2|(
2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1

) 4bdλ2n2

(1 + λ1n1 + λ2n2)3
> 0.

Therefore, the more defended species 1 is, the greater is the phenotypic distance

between the two species.

Assuming reproductive interference generates cost (cRI > 0), the density of species

1 then modulates the fitness cost incurred by reproductive interference. Therefore,

we study the effect of the two components of the level of defence of species 1: the
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individual defence level λ1 and the density n1.

∂|t∗1 − t2|
∂λ1

=
2bdλ2n2N

(1 + λ1n1 + λ2n2)3

2s1|ta1 − t2|(
2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 > 0,

indicates that the individual defence level increases the phenotypic distance. As-

suming strong female and predator discriminations leads to similar effect (Figure

A3.6).

Fig. A3.6: Influence of the individual defence level λ1 on the phenotypic
distances between the two species, assuming strong female and predator
discriminations. The default parameters values are as follows: Gt1 = Gp1 = 0.01,
a1 = 1, cRI = 0.01, b = 1, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20,
s1 = 0.0025, ta1 = 0 and ta2 = 1.

We also have

∂|t∗1 − t2|
∂n1

= − 1

n1

(
a1cRI

n2

n1

− 4bd(λ1n1)(λ2n2)

(1 + λ1n1 + λ2n2)3

)
2s1|ta1 − t2|(

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 .

While strong divergence is promoted when species 1 has a low abundance, for

larger abundances, the effect of the density on the phenotypic distance between

the two species depends on the strength of reproductive interference and preda-

tion (Figure A3.7). When fitness cost due to reproductive interference is great

compared to fitness cost due to predation, an increase in the density of species 1

decreases the phenotypic distance, because its reduces the fitness cost due to repro-

ductive interference (similar effect observed assuming strong female and predator
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discriminations (Figure A3.7(a))). By contrast, when fitness cost due to repro-

ductive interference is low compared to fitness cost due to predation, an increase

in the density of species 1 increases the phenotypic distance because species 1

is better defended (similar effect observed assuming strong female and predator

discriminations (see right part of Figure A3.7(b))).

(a) (b)

Fig. A3.7: Influence of the density of species 1 n1 on the phenotypic dis-
tances between the two species, when (b) predation is low compared
to reproductive interference and (b) when predation is high compared
to reproductive interference, assuming strong female and predator dis-
criminations. Simulations were run assuming: (a) d = 0.02 or (b) d = 0.05. The
default parameters values are as follows: Gt1 = Gp1 = 0.01, a1 = 1, cRI = 0.01,
b = 1, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0025, ta1 = 0 and ta2 = 1.

Effect of historical constraints promoting the ancestral trait value ta1.

When a1 and b are of order ε,

∂|t∗1 − t2|
∂s1

=
2|ta1 − t2|

(
2bdλ2n2

(1+λ1n1+λ2n2)2 − a1cRI
n2

n1

)
(

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 .

Thus when selection due to predation is stronger than selection due to reproductive

interference (i.e. 2bdλ2n2

(1+λ1n1+λ2n2)2 > a1cRI
n2

n1
), historical constraints promotes the di-

vergence of trait between the two species (similar effect observed assuming strong
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female and predator discriminations (Figure A3.8(b))). By contrast, when the se-

lection due to reproductive interference is stronger than selection due to predation

(i.e. a1cRI
n2

n1
> 2bdλ2n2

(1+λ1n1+λ2n2)2 ), historical constraints limits the trait divergence due

to reproductive interference (similar effect observed assuming strong female and

predator discriminations (Figure A3.8(a))).

(a) (b)

Fig. A3.8: Influence of the strength of selective constraints s1 on the
phenotypic distances between the two specie, when (b) predation is
low compared to reproductive interference and (b) when predation is
great compared to reproductive interference, assuming strong female
and predator discriminations. Simulations were run assuming: (a) d = 0.02
or (b) d = 0.05. The default parameters values are as follows: Gt1 = Gp1 = 0.01,
a1 = 1, cRI = 0.01, b = 1, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0025,
ta1 = 0 and ta2 = 1.

Effect of the defence level of species 2.

Finally, we investigate the impact of the composition of species 2 (density n2 and

defense level λ2) on trait divergence. When a1 and b are of order ε, we have:

∂|t∗1 − t2|
∂λ2

=
2bdn2(λ2n2 − 1− λ1n1)

(1 + λ1n1 + λ2n2)3

2s1|ta1 − t2|(
2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 ,
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and

∂|t∗1 − t2|
∂n2

=

(
2bdλ2(λ2n2 − 1− λ1n1)

(1 + λ1n1 + λ2n2)3
+
a1cRI
n1

)
2s1|ta1 − t2|(

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

)2 .

Thus, when the defence level of species 2 (λ2n2) is lower than the defence level of

species 1 plus one (λ2n2 < 1 +λ1n1), an increase in the defence level of individuals

of species 2 promotes phenotypic similarity between the two species (similar ef-

fect observed assuming strong but moderate female and predator discriminations

(Figure A3.9(a))). Indeed, an increase of λ2n2 increases the advantage of look-

ing similar to individuals of species 2. More surprisingly, when the defence level

of species 2 is greater (λ2n2 > 1 + λ1n1), the phenotypic distance increases with

λ2n2 (similar effect observed assuming strong but moderate female and predator

discriminations (Figure A3.9(a))). Under weak (b = O(ε)) or strong but mod-

erate (e.g. b = 1) predator discrimination, predators tend to generalize mimetic

trait. Then individuals of species 1 gain at least a little protection from species

2, even when displaying a imperfectly mimetic trait. When the level of protec-

tion of species 2 is high, the fitness costs linked to predation is low compared to

the reproductive interference and decreases with the defence level of individuals

of species 2. This decrease in selection pressure generated by predation decreases

the phenotype similarity between the two species. When predator discrimination

is strong and high (e.g. b = 10), there is no generalization of imperfect mimics by

predators, this effect is no longer observed (see Figure A3.9(b)).

The density n2 and the individual defence level of species 2 λ2 have the same ef-

fect on the overall defence level of species 2 (function of the parameter λ2n2), and

therefore have a similar effect on the phenotypic distance. However, the density

of species 2 n2 also plays a role on the fitness costs generated by reproductive

interference. When the strength of reproductive interference is high as compared

to predation, the phenotypic distance increases with the density of species 2 (n2),

because it increases the cost of reproductive interference (similar effect observed

assuming strong female and predator discriminations (Figure A3.10(a))). When

the strength of reproductive interference is low compared to predation, the den-
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(a) (b)

Fig. A3.9: Influence of the mean defence level of individuals of species 2
λ2 on the phenotypic distances between the two species for (a) moderate
(b = 1) and (b) high (b = 10) predator discrimination, assuming strong
female and predator discriminations (i.e. a1 = O(1) and b = O(1)). Sim-
ulations were run assuming: (a) a1 = 1 and (b) a = 10. The default parameters
values are as follows: Gt1 = Gp1 = 0.01, a1 = 1, cRI = 0.01, d = 0.02, λ1 = 0.1 ,
λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0025, ta1 = 0 and ta2 = 1.

sity of species 2 (n2) has a similar effect than the defence level of individuals of

species 2 λ2 on the phenotypic distance (similar effect observed assuming strong

but moderate female and predator discriminations (Figure A3.10(b))).
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(a) (b)

Fig. A3.10: Influence of the density of species 2 n2 on the phenotypic
distances between the two species, when (b) predation is low compared
to reproductive interference and (b) when predation is high compared
to reproductive interference, assuming strong female and predator dis-
criminations. Simulations were run assuming: (a) d = 0.02 or (b) d = 0.05. The
default parameters values are as follows: Gt1 = Gp1 = 0.01, a1 = 1, cRI = 0.01,
b = 1, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0025, ta1 = 0 and ta2 = 1.

A3.5 Evolution of mimicry between two inter-

acting species

In this section we focus on the general case where traits and preference co-evolve in

the two species. In Section 5.1 we compute the values of trait and preference that

cancel the leading term of the selection vectors in both species. In Section 5.2 we

study when trait and preference converge toward the point found in the previous

section. In Section 5.3 we detail the impact of each parameter of the interspecific

phenotypic distance. In Section 5.4 we study the impact of historical constraints

on phenotypic divergence. In section 5.5 we study the impact of predator discrim-

ination without reproductive interference. In section 5.5 we study the impact of

the relative defence level on traits co-evolution.
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A3.5.1 Quasi equilibria

We search mean values of traits and preferences at equilibrium t
∗
1, p∗1, t

∗
2 and p∗2

such as the leading terms of ∆t
∗
1, ∆p∗1, ∆t

∗
2 and ∆p∗2 are null, or equivalently,

β̃t1 = β̃p1 = β̃t2 = β̃p2 = 0 with

β̃t1 = −2a1(t
∗
1 − p∗1)− 4bd(t

∗
1 − t

∗
2)λ2n2

(1 + λ1n1 + λ2n2)2 − 4s1(t
∗
1 − ta1), (A3.28)

β̃p1 = −2a1(p∗1 − t
∗
1) + 2cRIa1(t

∗
1 − t

∗
2)
n2

n1

, (A3.29)

β̃t2 = −2a2(t
∗
2 − p∗2)− 4bd(t

∗
2 − t

∗
1)λ1n1

(1 + λ1n1 + λ2n2)2 − 4s2(t
∗
2 − ta2), (A3.30)

β̃p2 = −2a2(p∗2 − t
∗
2) + 2cRIa2(t

∗
2 − t

∗
1)
n1

n2

. (A3.31)

Lemma 3 Let us introduce for i 6= j ∈ {1, 2}2,

Ai =
2bdλjnj − aicRI njni (1 + λ1n1 + λ2n2)2

2bdλjnj + (2si − aicRI njni ) (1 + λ1n1 + λ2n2)2 , (A3.32)

Bi =
2sitai (1 + λ1n1 + λ2n2)2

2bdλjnj + (2si − aicRI njni ) (1 + λ1n1 + λ2n2)2 . (A3.33)

If 2bdλjnj + (2si − aicRI(nj/ni)) (1 + λ1n1 + λ2n2)2 6= 0 for i ∈ {1, 2} and if

A1A2 6= 1 there is a unique quasi equilibrium point given for i ∈ {1, 2} by

t
∗
i =

Bi + AiBj

1− A1A2

, p∗i = t
∗
i + cRI(t

∗
i − t

∗
j)
nj
ni
, (A3.34)

Remark. We do not give the quasi equilibrium traits and preferences when one

of the following conditions is verified:

• 2bdλ2n2 + (2s1 − a1cRI(n2/n1)) (1 + λ1n1 + λ2n2)2 = 0,

• 2bdλ1n1 + (2s2 − a2cRI(n1/n2)) (1 + λ1n1 + λ2n2)2 = 0,

• A1A2 = 1.
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Indeed investigating those cases leads to a long enumeration of subcases with

different quasi equilibrium points, and those cases are negligible compared with

all the possible combinations of parameters. We thus choose to not give this

enumeration.

Proof 3 Let 2bdλjnj + (2si − aicRI(nj/ni)) (1 + λ1n1 + λ2n2)2 6= 0 for i 6= j ∈
{1, 2}2. Using the results of the model with fixed species 2 we have

t
∗
1 =

2bdλ2n2

(1+λ1n1+λ2n2)2 t
∗
2 + 2s1ta1 − a1cRI

N2
N1
t
∗
2

2bdλ2n2

(1+λ1n1+λ2n2)2 + 2s1 − a1cRI
n2

n1

,

and

t
∗
2 =

2bdλ1n1

(1+λ1n1+λ2n2)2 t
∗
1 + 2s2ta2 − a2cRI

N1
N2
t
∗
1

2bdλ1n1

(1+λ1n1+λ2n2)2 + 2s2 − a2cRI
n1

n2

,

which can be rewritten

t
∗
1 = A1t

∗
2 +B1, t

∗
2 = A2t

∗
1 +B2,

where (Ai, Bi), i ∈ {1, 2} have been defined in (A3.32)-(A3.33).

If A1A2 6= 1 there are unique values for traits at quasi equilibrium given by t
∗
1

and t
∗
2 defined in (A3.34). Using previous results we have the associated mean

preferences at quasi equilibrium p∗1 and p∗2 defined in (A3.34).

A3.5.2 Fast and slow dynamics.

In this section we study when trait and preference in the both species converge

towards the quasi equilibrium point.
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Lemma 4 Let us introduce

Bpred =
2bd

(1 + λ1n1 + λ2n2)2 ,

C1 = 2λ2n2Bpred + 4s1 − 2cRIa1
n2

n1

,

C2 = 2λ1n1Bpred + 4s2 − 2cRIa2
n1

n2

,

and recall the definitions of A1 and A2 in (A3.32).

1. If C1 > 0, C2 > 0 and C1C2(1−A1A2)− 1
4
(A1C1−A2C2)2 > 0 the quantities

t1 − t
∗
1, t2 − t

∗
2, p1 − p∗1 and p2 − p∗2 become of order

√
ε when the number of

generation goes to infinity, with t
∗
1, t
∗
2, p

∗
1 and p∗2 defined by (A3.34).

2. If C1 < 0, C2 < 0 and C1C2(1 − A1A2) − 1
4
(A1C1 − A2C2)2 > 0, traits and

preferences become very large.

Remark. When C1C2(1 − A1A2) − 1
4
(A1C1 − A2C2)2 > 0 or C1C2 < 0 we are

not able to analytically determine the convergence or the divergence of traits and

preferences. To infer such information we simulate the dynamic of traits and

preferences considering the leading term of the selection coefficients.

Proof 4 As previously, we can decompose the dynamics into two steps. In the

first one the leading order terms of the selection coefficient are the terms describing

sexual selection and cost of choosiness. Using computations similar to the ones in

the previous model we can approximate ∆(ti − pi)2 for i ∈ {1, 2} by

∆(ti − pi)2 =− (ti − pi)
(

2ai(Gti +Gpi)(ti − pi) +O(ε2)

)
+O(ε3).

Using the same reasoning that in the previous model we may prove that above a

certain number of generations t1 − p1 and t2 − p2 are of order ε.

We now look at the variation of
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A :=
(t1 − t

∗
1)2

Gt1

+
(t2 − t

∗
2)2

Gt2

+
(p1 − p∗1)2

Gp1

+
(p2 − p∗2)2

Gp2

,

with t
∗
1, t
∗
2, p

∗
1 and p∗2 defined by (A3.34).

By definition,

∆A =
2∆t1(t1 − t

∗
1) +

(
∆t1
)2

Gt1

+
2∆t2(t2 − t

∗
2) +

(
∆t2
)2

Gt2

+
2∆p1(p1 − p∗1) + (∆p1)2

Gp1

+
2∆p2(p2 − p∗2) + (∆p2)2

Gp2

.

When t1 − p1 and t2 − p2 are of order ε, ∆t1, ∆t2, ∆p1 and ∆p2 are of order ε2.

We then neglect the terms proportional to
(
∆t1
)2
,
(
∆t2
)2
, (∆p1)2 or (∆p2)2:

∆A =
2∆t1(t1 − t

∗
1)

Gt1

+
2∆t2(t2 − t

∗
2)

Gt2

+
2∆p1(p1 − p∗1)

Gp1

+
2∆p2(p2 − p∗2)

Gp2

+O(ε4).

By replacing the terms ∆t1, ∆t2, ∆p1 and ∆p2 using (12) and simplifying, we

obtain:

∆A = βt1(t1 − t1
∗
) + βp1(p1 − p1

∗) + βt2(t2 − t2
∗
) + βp2(p2 − p2

∗) +O(ε4).

Using that for i ∈ {1, 2}, ti − pi and t
∗
i − p∗i are of order ε, we obtain similarly as

in (A3.22)

∆A = (βt1 + βp1)

(
t1 − t

∗
1

2
+
p1 − p∗1

2

)
+ (βt2 + βp2)

(
t2 − t

∗
2

2
+
p2 − p∗2

2

)
+O(ε3).

(A3.35)

Using (A3.3) and (A3.4) and simplifying, we obtain:

βt1 + βp1 = − 4bd(t1 − t2)λ2n2

(1 + λ1n1 + λ2n2)2 − 4s1(t1 − ta1) + 2cRIa1(t1 − t2)
n2

n1

+O(ε3).

By substracting − 4bd(t
∗
1−t
∗
2)λ2n2

(1+λ1n1+λ2n2)2 − 4s1(t
∗
1− ta1) + 2cRIa1(t

∗
1− t

∗
2)n2

n1
which is equal to
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zero (because βt1|(t1,t2,p1,p2)=(t
∗
1,t
∗
2,p
∗
1,p
∗
2) = 0 and βp1|(t1,t2,p1,p2)=(t

∗
1,t
∗
2,p
∗
1,p
∗
2) = 0, we get:

(βt1 + βp1) =

(
− 4bdλ2n2

(1 + λ1n1 + λ2n2)2 − 4s1 + 2cRIa1
n2

n1

)
(t1 − t

∗
1)

−
(
− 4bdλ2n2

(1 + λ1n1 + λ2n2)2 + 2cRIa1
n2

n1

)
(t2 − t

∗
2) +O(ε3)

=− C1(t1 − t
∗
1) + A1C1(t2 − t

∗
2) +O(ε3).

Because for i ∈ {1, 2}, ti − t
∗
i = pi − p∗i + ti − pi + p∗i − t

∗
i = pi − p∗i +O(ε) we also

have

(βt1 + βp1) =− C1(p1 − p∗1) + A1C1(p2 − p∗2) +O(ε3).

We thus get

(βt1 + βp1)(t1 − t
∗
1) =− C1(t1 − t

∗
1)2 + A1C1(t1 − t

∗
1)(t2 − t

∗
2) +O(ε3),

and

(βt1 + βp1)(p1 − p∗1) =− C1(p1 − p∗1)2 + A1C1(p1 − p∗1)(p2 − p∗2) +O(ε3).

Hence using (A3.35), the symmetry of the model between populations 1 and 2, and

that for i ∈ {1, 2}, ti − pi and t
∗
i − p∗i are of order ε, we obtain:

2∆A =− C1(t1 − t
∗
1)2 + (A1C1 + A2C2)(t1 − t

∗
1)(t2 − t

∗
2)− C2(t2 − t

∗
2)2

− C1(p1 − p∗1)2 + (A1C1 + A2C2)(p1 − p∗1)(p2 − p∗2)− C2(p2 − p∗2)2,

with can be rewritten in matrix form

2∆A =− T tMT − P tMP +O(ε3),
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with

M =

(
C1 −A1C1+A2C2

2

−A1C1+A2C2

2
C2

)
, T =

(
t1 − t

∗
1

t2 − t
∗
2

)
, P =

(
p1 − p∗1
p2 − p∗2

)
,

and T t and P t being the transposed of T and P respectively.

First case: C1 > 0, C2 > 0 and C1C2(1− A1A2)− 1
4
(A1C1 − A2C2)2 > 0.

According to the Sylvester’s criterion the matrix M is positive-definite. Using

computations similar to the ones derived to prove (A3.17), we may prove that

after a number of generations large enough, t1 − t
∗
1, t2 − t

∗
2, p1 − p∗1 and p2 − p∗2

become of order ε1/2.

Second case: C1 < 0, C2 < 0 and C1C2(1− A1A2)− 1
4
(A1C1 − A2C2)2 > 0.

According to the Sylvester’s criterion the matrix −M is positive-definite. Therefore

t1, t2, p1 and p2 become very large.

A3.5.3 Effect of different parameters on the level of trait

divergence |t∗1 − t
∗
2| assuming weak or strong female

and predator discriminations

We want to verify that the different parameters have similar effect on phenotypic

distance between species in this model than in the first. To this aim we plot the

effect of different parameters on the level of trait divergence assuming whether

(using the analytical approximation when possible or numerical simulations) or

(using numerical simulations). The following plots confirm that the parameters

have a similar effect on the phenotypic distance.
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(a) (b)

Fig. A3.11: Influence of the strength of reproductive interference cRI on
the phenotypic distances between the two species, assuming (a) weak
or (b) strong female and predator discriminations. Simulations were run
assuming (a) a1 = a2 = b = 0.01 or (b) a1 = a2 = b = 1. The default parameters
values are as follows: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1,
n1 = 10, n2 = 20, s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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(a) (b)

(c) (d)

Fig. A3.12: Influence of female discrimination in species (a)(b) 1 a1 and
(c)(d) 2 a1 on the phenotypic distances between the two species, as-
suming (a)(c) weak or (b)(d) strong female and predator discrimina-
tions. Simulations were run assuming (a) a2 = b = 0.01, (b) a2 = b = 1, (c)
a1 = b = 0.01 or (d) a1 = b = 1. The default parameters values are as follows:
Gt1 = Gp1 = Gt2 = Gp2 = 0.01, cRI = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10,
n2 = 20, s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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(a) (b)

Fig. A3.13: Influence of the strength of predation d on the phenotypic
distances between the two species, assuming (a) weak or (b) strong
female and predator discriminations. Simulations were run assuming (a)
a1 = a2 = b = 0.01, (b) a1 = a2 = b = 1. The default parameters values are as
follows: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, cRI = 0.01, λ1 = 0.1 , λ2 = 0.1, n1 = 10,
n2 = 20, s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.

(a) (b)

Fig. A3.14: Influence of predator discrimination b on the phenotypic
distances between the two species, assuming (a) weak or (b) strong
female and predator discriminations. Simulations were run assuming (a)
a1 = a2 = 0.01, (b) a1 = a2 = 1. The default parameters values are as follows:
Gt1 = Gp1 = Gt2 = Gp2 = 0.01, cRI = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10,
n2 = 20, s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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(a) (b)

(c) (d)

Fig. A3.15: Influence of the defence level of (a)(b) species 1 λ1 and of
(c)(d) species 2 λ2 on the phenotypic distances between both species,
assuming (a)(c) weak or (b)(d) strong female and predator discrimi-
nations. Simulations were run assuming (a)(c) a1 = a2 = b = 0.01, (b)(d)
a1 = a2 = b = 1. The default parameters values are as follows: Gt1 = Gp1 =
Gt2 = Gp2 = 0.01, cRI = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20,
s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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(a) (b)

(c) (d)

Fig. A3.16: Influence of the defence level of (a)(b) species 1 λ1 and of
(c)(d) species 2 λ2 on the phenotypic distances between both species,
assuming (a)(c) weak or (b)(d) strong female and predator discrimi-
nations. Simulations were run assuming (a)(c) a1 = a2 = b = 0.01, (b)(d)
a1 = a2 = b = 1. The default parameters values are as follows: Gt1 = Gp1 =
Gt2 = Gp2 = 0.01, cRI = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20,
s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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(a) (b)

(c) (d)

Fig. A3.17: Influence of the density of (a)(b) species 1 n1 and of (c)(d)
species 2 n2 on the phenotypic distances between the two species, assum-
ing (a)(c) weak or (b)(d) strong female and predator discriminations.
Simulations were run assuming (a) a1 = a2 = b = 0.01, (b) a1 = a2 = b = 1.
The default parameters values are as follows: Gt1 = Gp1 = Gt2 = Gp2 = 0.01,
cRI = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1, n1 = 10, n2 = 20, s1 = 0.0000025,
s2 = 0.0000025, ta1 = 0, ta2 = 1.

202



THE LIMIT OF MIMICRY

(a) (b)

(c) (d)

Fig. A3.18: Influence of the strength of selective constraints in (a)(b)
species 1 s1 and in (c)(d) species 2 s2 on the phenotypic distances
between the two species, assuming (a)(c) weak or (b)(d) strong fe-
male and predator discriminations. Simulations were run assuming (a)(c)
a1 = a2 = b = 0.01, (b)(d) a1 = a2 = b = 1. The default parameters values are as
follows: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, cRI = 0.01, d = 0.02, λ1 = 0.1 , λ2 = 0.1,
n1 = 10, n2 = 20, s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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(a) (b)

Fig. A3.19: Influence of the strength of selective constraints in species 2
s2 on the phenotypic distances between the two species, when predation
is great compare to reproductive interference, assuming (a) weak or (b)
strong female and predator discriminations. Simulations were run assuming
(a) a1 = a2 = b = 0.01, (b) a1 = a2 = b = 1. The default parameters values are as
follows: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, cRI = 0.01, d = 0.05, λ1 = 0.1 , λ2 = 0.1,
n1 = 10, n2 = 20, s1 = 0.0000025, s2 = 0.0000025, ta1 = 0, ta2 = 1.
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A3.5.4 Historical constraints promoting ancestral trait val-

ues strongly modulate phenotypic divergence driven

by reproductive interference.

Fig. A3.20: Influence of the cost of reproductive interference cRI on the
phenotypic distances between the two species t

∗
1 − t

∗
2 assuming strong

female and predator discriminations. We assume (a) s1 = s2 = 0.005, ta1 = 0,
ta2 = 1, (b) s1 = s2 = 0, ta1 = 0, ta2 = 1, and (c) s1 = s2 = 0.005, ta1 = ta2 = 1.
We also assume: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, a1 = a2 = b = 1, b = 1, d = 0.02,
λ1 = λ2 = 0.1, n1 = n2 = 10.
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A3.5.5 Impact of predator discrimination without repro-

ductive interference.

Fig. A3.21: Influence of predator discrimination b on the phenotypic dis-
tances between the two species t

∗
1 − t

∗
2 assuming no reproductive inter-

ference (cRI = 0). We assume: Gt1 = Gp1 = Gt2 = Gp2 = 0.01, a1 = a2 = b = 1,
b = 1, d = 0.02, λ1 = λ2 = 0.1, n1 = n2 = 10, s1 = s2 = 0.005, ta1 = 0, ta2 = 1.
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A3.5.6 Impact of the relative defence level on traits co-

evolution

Fig. A3.22: Influence of the density and of the individual defense level
in species 1 (n1 and λ1) on the traits displayed in both species, for
different strengths of reproductive interference (cRI). Plots report values obtained
with the analytic approximation, assuming weak female and predator discriminations. Mean trait values can
become very large (black zone). Trait values greater than 2 (resp. lower than −1) are shown in red (resp. blue).
The yellow solid line shows the case where both species have the same level of defense (λ1n1 = λ2n2). Below
(resp. above) this line species 1 has a lower (resp. higher) level of defense than species 2. Different values of
strengths of reproductive interference are assumed: (a) and (b) cRI = 0, (c) and (d) cRI = 0.005. We assume:
Gt1 = Gp1 = Gt2 = Gp2 = 0.01, a1 = a2 = 0.01, d = 0.05, b = 0.01, λ2 = 0.1, n2 = 10, s1 = s2 = 0.000005,
ta1 = 0, ta2 = 1.

207



CHAPTER THREE

208



Chapter 4

Can reproductive interference
explain female-limited mimicry ?

Ludovic Maisonneuve, Charline Smadi and Violaine

Llaurens

Submitted to Evolution (minor revision):

Maisonneuve, L, Smadi, C, Llaurens, V. (2021) Evolutionary origins of sexual

dimorphism : Lessons from female-limited mimicry in butterflies.

bioRxiv.

doi: 10.1101/2021.07.09.451774

209



CHAPTER FOUR

Abstract

The striking female-limited mimicry observed in some butterfly species is a text-

book example of sexually-dimorphic trait submitted to intense natural selection.

The evolution of mimicry in males could be limited by female preference for non-

mimetic males. However, the evolutionary origin of female preference for non-

mimetic males remains unclear. Here, we hypothesise that costly sexual interac-

tions between individuals from distinct sympatric species might intensify because

of mimicry, therefore promoting female preference for non-mimetic trait. Also

natural selection may explain the evolution of female-limited mimicry. Predation

pressure favouring mimicry toward defended species could be higher in females be-

cause of their slower flight, and thus overcome developmental constraints favouring

the ancestral trait that limits the evolution of mimicry in males but not in females.

Using a mathematical model, we compare the evolution of female-limited mimicry

when assuming either alternative selective hypotheses. We show that the patterns

of divergence of male and female trait from the ancestral traits can differ between

these selection regimes. We specifically highlight that divergence in female trait

is not a signature of the effect of natural selection. Our results also evidence why

female-limited mimicry is more frequently observed in Batesian mimics.

Introduction

The evolutionary forces involved in the emergence of sexual dimorphism in differ-

ent animal species are still debated. As highlighted by Wallace (1865), divergent

natural selection could drive the evolution of strikingly different phenotypes in

males and females, because they may occupy different ecological niches. Sexual

selection exerted by females is also a powerful force leading to the emergence of

elaborated traits in males only, therefore leading to sexual dimorphism (Darwin,

1871). The relative contributions of natural and sexual selection to the evolution

of sexually dimorphic traits has generated important controversies. The evolution

of sexual dimorphism in wing colour patterns in butterflies has been central to
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this debate because wing colour patterns are under strong natural selection by

predators and are also involved in mate choice and species recognition (Turner,

1978). Quantifying phenotypic divergence in males and females from the ances-

tral trait may allow one to identify the main evolutionary factors involved in the

evolution of sexual dimorphism. Using a phylogenetic approach on European but-

terflies, van der Bijl et al. (2020) recently showed that the wing colour pattern

dimorphism is mainly driven by the divergence of male phenotype from the ances-

tral trait, in line with the sexual selection hypothesis. In contrast to this general

trend, sexual dimorphism where females exhibit a derived colour pattern is fre-

quently observed in butterfly species involved in Batesian mimicry (Kunte, 2008).

In these palatable species, the evolution of colour patterns looking similar to the

phenotype displayed in chemically-defended species living in sympatry is strongly

promoted: because predators associate conspicuous colouration to defences, indi-

viduals displaying mimetic colouration in palatable species have a reduced preda-

tion risk (Bates, 1862; Ruxton et al., 2019). Despite predation affecting individuals

from both sexes, mimicry is sometimes surprisingly limited to females (Ford, 1975;

Kunte, 2008; Long et al., 2014; Nishikawa et al., 2015), therefore begging the ques-

tion of the evolutionary forces preventing the evolution of mimicry in males (i.e.

female-limited mimicry, named FLM hereafter).

Because butterfly males and females generally differ in their behaviour, the strength

of predation pressure might differ among sexes (Ohsaki, 1995, 2005): for instance,

females usually spend a lot of time ovipositing on specific host-plants, and thus

have a more predictable behaviour for predators. Moreover, flight speed is gen-

erally higher in males than females: females are heavier because they carry eggs

(Gilchrist, 1990), and males have higher relative thorax mass (Karlsson & Wick-

man, 1990) and muscle mass (Marden & Chai, 1991), resulting in increased flight

power (Chai & Srygley, 1990). Predation pressures are thus expected to be stronger

in females. In line with this expectation Su et al. (2015) show that in a mimetic

butterflies where males and females mimic the same species, females are more

prefect mimics than males, suggesting also that some constraints limits perfect

mimicry in males. Wing pattern evolution is also shaped by developmental con-

211



CHAPTER FOUR

straints (Van Belleghem et al., 2020) that may impede divergence from the ances-

tral trait. Phylogenetic analyses show that FLM derived from sexually monomor-

phic non-mimetic ancestors (Kunte, 2009; Timmermans et al., 2017) suggesting

that mimicry in FLM species is associated with a costly displacement from an an-

cestral non-mimetic phenotype. In the female-limited polymorphic butterfly Pa-

pilio polytes, where both mimetic and non-mimetic females co-exist, the mimetic

allele reduces the pre-adult survival rate (Komata et al., 2020; Katoh et al., 2020)

(but see (Komata et al., 2018) in the FLM butterfly Papilio memnon), highlighting

cost associated with mimicry. Such trade-off between developmental constraints

favouring the ancestral trait and selection promoting mimicry might differ between

sexes: if predation is lower in males, the constraints limiting mimicry may over-

come the benefit from mimicry in males, whereas in females the higher predation

pressure may promote mimicry. In line with this idea, in mimetic Asian pitvipers,

where males suffer for a greater predation pressure, females are rarely mimetic,

strengthening the role of sexually contrasted predation in promoting sex-limited

mimicry (Sanders et al., 2006). Nevertheless, evidence for the limited predation in

males as compared to females is controversial in butterflies (Wourms & Wasserman,

1985) therefore questioning whether contrasted predation in males and females is

actually the main driver of FLM.

Other constraints triggered by sexual selection might limit mimicry in males. In

the female-limited Batesian mimic Papilio polyxenes asterius, experimental alter-

ation of male colour pattern into female colour pattern leads to lower success during

male-male encounters and increased difficulty in establishing a territory, therefore

reducing mating opportunities (Lederhouse & Scriber, 1996). Furthermore, in the

female-limited Batesian mimic Papilio glaucus, females prefer control painted non-

mimetic males over painted mimetic males (Krebs & West, 1988) (but see (Low &

Monteiro, 2018) in the FLM butterfly Papilio polytes). Wing colour patterns in

mimetic butterflies may therefore modulate male reproductive success, by influenc-

ing both male-male competition and mating success with females. In particular,

female preference for ancestral trait may generate sexual selection limiting male

mimicry (Belt, 1874.; Turner, 1978). Nevertheless, because mimetic colouration
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is under strong positive selection, females are predicted to prefer mimetic males

because it leads to adapted mimetic offspring, favouring mimetic colouration in

males, as observed in species involved in Müllerian mimicry, i.e. when co-mimetic

species are all chemically-defended (Jiggins et al., 2001; Naisbit et al., 2001; Kro-

nforst et al., 2006; Merrill et al., 2014). It is thus unclear what does limit the

evolution of female preference towards mimetic colouration in males from mimetic

species.

Female preference for mimetic males may be disadvantageous because this be-

haviour may lead to mating interactions with unpalatable ’model’ species. There-

fore reproductive interference, i.e. costly interactions between different species

during mate acquisition (see (Gröning & Hochkirch, 2008) for a definition), may im-

pair the evolution of female preference towards mimetic colour patterns displayed

by other sympatric species. The evolution of mimetic colouration in males may

indeed increase costs linked to reproductive interference in females, and therefore

promote the evolution of preference for non-mimetic traits in males. Such repro-

ductive interference has been observed between species sharing similar aposematic

traits (in Heliconius and Mechanitis species (Estrada & Jiggins, 2008)). The rate

of erroneous mating may be limited by the difference in male pheromones between

mimetic species (see Darragh et al. (2017); González-Rojas et al. (2020) for em-

pirical examples in Heliconius butterflies). However, females may still suffer from

cost associated to reproductive interference, even if they refuse mating with het-

erospecific males: females may allow courting by heterospecific males displaying

their preferred cue, resulting in increased investment in mate searching (see sig-

nal jamming in (Gröning & Hochkirch, 2008)). Pheromones may not limit this

increase of investment in mate searching, because they act as short-distance cue

that may be perceived only during the courtship (Mérot et al., 2015). Females

deceived by the colour pattern then need to deploy substantial efforts to avoid the

heterospecific mating.

Theoretical studies highlight that the reproductive interference between sympatric

species influence the evolution of traits used as mating cues. Reproductive inter-

ference indeed promotes the evolution of female preference towards traits differing
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from the phenotype displayed in other sympatric species, because it reduces the

number of costly sexual interactions (McPeek & Gavrilets, 2006; Yamaguchi &

Iwasa, 2013). However these studies do not consider the independent evolution

male and female traits. Under weak constraint on sex differentiation, reproduc-

tive interference may impede divergence of male trait, while natural selection may

promote the evolution of female trait, leading to sexual dimorphism. For instance,

in two of the three fruit fly species of the genus Blepharoneura that court on the

same host plant, a morphometric analysis reveals sexual dimorphism in wing shape

where males, but not females, from the two different species differ in wing shape

Marsteller et al. (2009). In the mexican spadefoot toads Spea multiplicata, the level

of sexual size dimorphism increases with the proportion of species from the same

genus Spea bombifrons living in sympatry (Pfennig & Pfennig, 2005) suggesting

a link between species interactions and sexual dimorphism. In species exhibiting

FLM, reproductive interference may thus inhibit natural selection in males, while

females become mimetic. A theoretical study show that reproductive interference

can totally impair the evolution of mimicry (Boussens-Dumon & Llaurens, 2021)

therefore suggesting that reproductive interference might indeed be a relevant eco-

logical interaction preventing mimicry in males. In the model investigating the

effect of reproductive interference on mimicry described in Boussens-Dumon &

Llaurens (2021), colour-patten based assortative mating was assumed, prevent-

ing the study of the evolution of disassortative preferences in females. Therefore

understanding the impact of reproductive interference on the evolution of FLM

requires to specifically explore the evolution of female preference, and to assume a

genetic architecture enabling mating cues to evolve in different directions in males

and females.

Interestingly, the two main hypotheses usually explaining FLM, i.e. (1) sexually

contrasted predation and (2) sexual selection on males, are both equally relevant for

palatable, as well as unpalatable mimetic species. Indeed, sympatric unpalatable

species frequently display a common mimetic trait (Sherratt, 2008), suggesting a

strong selection promoting mimicry. However, FLM is considered to be widespread

in palatable species but rare in unpalatable ones (Mallet & Joron, 1999) (but see
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(Nishida, 2017)). This suggests that the evolution of sexual dimorphism in mimetic

species might depend on the level of defences.

Here, we investigate how (1) reproductive interference and (2) sexually contrasted

predation may promote the evolution of FLM, using a mathematical model. Firstly

we pinpoint the specific evolutionary outcomes associated with the emergence of

FLM driven by reproductive interference or sexually contrasted predation, there-

fore providing relevant predictions for comparisons with empirical data. Secondly,

we study the impact of unpalatability levels on the emergence of sexual dimor-

phism, to test whether FLM may be restricted to palatable species. Our model

describes the evolution of quantitative traits, following the framework established

by Lande & Arnold (1985) in a focal species, living in sympatry with a defended

model species exhibiting a fixed warning trait. We specifically study the evolu-

tion of (1) the quantitative traits displayed in males tm and females tf involved

in mimetic interactions, (2) the preference of females for the different values of

males trait pf . We assume that individuals in the focal species gain protection

against predators from the similarity of their warning trait towards the trait dis-

played by the unpalatable model species. However, trait similarity between species

generates fitness costs of reproductive interference paid by females from the focal

species (McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013). We assume that

a mating between individuals from the focal and the model species never produce

any viable hybrid. We also consider constraints limiting mimicry promoting the

ancestral trait value in the focal species, by assuming selection promoting the an-

cestral trait value ta. Using a weak selection approximation (Barton & Turelli,

1991; Kirkpatrick et al., 2002), we obtain equations describing the evolution of the

mean trait and preference values. We then use numerical analyses to investigate

(1) the role of reproductive interference in FLM and (2) the effect of the level of

unpalatability in the focal species on the emergence of FLM.
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Model

We consider a single focal species living in sympatry with a defended species dis-

playing a fixed warning trait (referred to as the model species hereafter). Within

the model species, all individuals display the same warning trait. We investigate

the evolution of the warning trait expressed in the focal species, influenced by

both (1) predators behaviour promoting mimicry towards the model species and

(2) mate choice exerted by females on the trait expressed by males. We assume

that female is the choosy sex, implying an asymmetry in the selection pressure

exerted on male and female traits, potentially favouring the emergence of a sexual

dimorphism. We thus study the traits tm and tf expressed in males and females

respectively, as well as the mate preference expressed by females towards males

displaying trait value pf . In contrast, both males and females of the model species

display traits close to the mean value t
′
, assumed to be fixed. Individuals of the

focal species then benefit from increased survival when they display a trait similar

to the trait expressed in the model species (t
′
), because of the learning behaviour

of predators. This resemblance towards the model species then induces costs for

individuals from the focal species, caused by reproductive interference. These re-

productive interference costs depend on the discrimination capacities and mate

preferences of females and on the phenotypic distances between (1) the traits dis-

played by males from the focal species and (2) the traits expressed in males from

the model species.

We assume that the traits and preference in the focal species are quantitative traits,

with an autosomal, polygenic basis with additive effects (Iwasa et al., 1991). We

assume that the distribution of additive effects at each locus is a multivariate

Gaussian (Lande & Arnold, 1985). We consider discrete and non-overlapping gen-

erations. Within each generation, natural selection acting on survival and sexual

selection acting on reproductive success occur. Natural selection acting on an in-

dividual depends on the trait t expressed. We note W♂
ns (tm) and W

♀
ns(tf ) (defined

after in equations (4.6) and (4.7)) the fitness components due to natural selection

acting on a male of trait tm and a female of trait tf respectively. To compute the

216



FEMALE-LIMITED MIMICRY

fitness component due to reproduction, we then note Wr(tm, pf ) (defined after in

equation (4.21)) the contribution of a mating between a male with trait tm and a

female with preference pf to the next generation. This quantity depends on (1)

female mating preference, (2) male trait and (3) reproductive interference with the

model species. The fitness of a mated pair of a male with trait tm and a female

with trait tf and preference pf is given by:

W (tm, tf , pf ) = W♂
ns (tm)Wr(tm, pf )W

♀
ns(tf ). (4.1)

We assume that the variance of traits and preference is small relative to the cur-

vature of the fitness function, which is a weak selection assumption (Iwasa et al.,

1991; Pomiankowski & Iwasa, 1993). Using the Price’s theorem (Rice, 2004), we

can approximate the change in the mean values of traits tm, tf and preference pf

in the focal species after the natural and sexual selection respectively by:

∆tm
∆tf
∆pf

 =
1

2

Gtmtm Gtmtf Gtmpf

Gtmtf Gtf tf Gtfpf

Gtmpf Gtfpf Gpfpf

βtmβtf
βpf

 , (4.2)

where for i ∈ {tm, tf , pf}, Gii is the genetic variance of i and for i, j ∈ {tm, tf , pf}
with i 6= j Gij, is the genetic covariance between i and j and with

βtmβtf
βpf

 =


d
dtm

log (W (tm, tf , pf ))
d
dtf

log (W (tm, tf , pf ))
d
dpf

log (W (tm, tf , pf ))


∣∣∣∣∣∣∣
(tm,tf ,pf )=(tm,tf ,pf )

, (4.3)

being the selection vector describing the effect of natural and sexual selection on

mean traits and preference (see Appendix 1).

Under the weak selection assumption, genetic correlations generated by selection

and non-random mating quickly reach equilibrium (Nagylaki, 1993) and can thus

be approximated by their equilibrium values.

Following (Iwasa et al., 1991), we assume that for i ∈ {tm, tf , pf}, Gii is a positive
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constant maintained by an equilibrium between selection and recurrent mutations.

We assume Gtmtf to be constant: because neither selection nor nonrandom mating

generate association between tm and tf this quantity depends only on the genetic

architecture coding for traits expressed in males and females. For example Gtmtf =

0 would describe a situation where tm and tf are controlled by different sets of

loci. Non-null value of Gtmtf would mean that tm and tf have (at least partially)

a common genetic basis.

We assume that traits tm and tf have different genetic bases than preference pf .

Thus only nonrandom mating generates genetic association between tm and pf .

Under weak selection assumption Gtmpf is assumed to be at equilibrium. This

quantity is given by (see Appendix 2):

Gtmpf = aGtmtmGpfpf , (4.4)

where a quantifies how frequently females reject males displaying non-preferred

trait (see hereafter).

Because neither selection nor nonrandom mating generate association between tf

and pf , following equation (4a) in Lande & Arnold (1985), we have

Gtfpf =
GtmtfGtmpf

Gtmtm

. (4.5)

Ancestral trait value ta

To investigate the effect of reproductive interference on the evolution of sexual

dimorphism, we study the evolution of male and female traits (tm and tf ) in the

focal species, from an ancestral trait value initially shared between sexes (ta).

This ancestral trait value ta represents the optimal trait value in the focal species,

without interaction with the model species. This optimal value is assumed to

be shaped by developmental as well as selective constraints, specific to the focal

species. The natural selection exerted on males and females then depends on (1)

departure from the ancestral trait value ta, inducing a selective cost s, as well as
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(2) protection against predators brought by mimicry, captured by the term W♂
pred

and W
♀
pred for males and females respectively. It is thus given by:

W♂
ns (tm) = W♂

pred(tm) exp
[
−s(tm − ta)2

]
, (4.6)

W♀
ns(tf ) = W

♀
pred(tf ) exp

[
−s(tf − ta)2

]
. (4.7)

We assume s to be of order ε, with ε small, therefore enabling to apply the weak

selection assumption.

Predation pressure exerted on warning trait

Predators exert selection on individual trait promoting resemblance to the model

species, resulting in an effect on fitness Wpred. Müllerian mimicry indeed gener-

ates positive density-dependent selection (Benson, 1972; Mallet & Barton, 1989;

Chouteau et al., 2016), due to predators learning. The density-dependence is

modulated by the individual defence level λ, shaping predator deterrence: the

higher the defence, the higher the defended individual contributes to the learning

of predators. We note λ′ the defence level of an individual in the model species. We

assume that harmless individuals (λ = 0) neither contribute to predators learning,

nor impair it. The protection gained against predators then depends on the level

of resemblance (as perceived by predators) among defended prey only, and on the

number of defended individuals sharing the same signal. We note N and N ′ the

densities of individuals in the focal species and in the model species, respectively,

and we assume a balanced sex ratio. The level of protection gained by an individual

with trait t because of resemblance with other individuals is given by:
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D(t) =

protection gained by resemblance
with males of the focal species︷ ︸︸ ︷∫

τm

λ
N

2
f♂(τm) exp

[
−b(t− τm)2

]
dτm +

protection gained by resemblance
with females of the focal species︷ ︸︸ ︷∫

τf

λ
N

2
f♀(τf ) exp

[
−b(t− τf )2

]
dτf

+

∫
t′
λ′N ′g(t′) exp

[
−b(t− t′)2

]
dt′︸ ︷︷ ︸

protection gained by resemblance
with individuals of the model species

, (4.8)

where exp [−b(t− τ)2] describes how much predators perceive the trait values t

and τ as similar. The predator discrimination coefficient b thus quantifies how

much predators discriminate different trait values displayed by prey. f♂, f♀ and

g are the distribution of traits in males and females of the focal species and in the

model species respectively.

Because we assume that traits variance is small relative to the curvature of the

fitness function within both the focal and the model species we can approximate

(4.8) by (see Appendix 3):

D(t) ≈ λ
N

2
exp

[
−b(t− tm)2

]
+ λ

N

2
exp

[
−b(t− tf )2

]
+ λ′N ′ exp

[
−b(t− t′)2

]
.

(4.9)

Because males and females can display different traits, the protection brought by

mimicry might differ between sexes. Moreover, because males and females may

have different behaviours and morphologies the strength of predation pressure can

also vary between sexes. We note dm, df ∈ (0, 1) the basic predation rates for

males and females respectively. We assume these parameters to be of order ε, with

ε small.The impacts of predation on the fitness of a male and a female displaying

the trait value tm and tf are given by:

W♂
pred(tm) = exp

{
−dm

1 +D(tm)

}
and W

♀
pred(tf ) = exp

{
−df

1 +D(tf )

}
. (4.10)
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Mating success modulating the evolution of female prefer-

ence and male trait

The evolution of trait and preference also depends on the contribution to the next

generation of crosses between males with trait tm and females with preference

pf , Wr(tm, pf ). Because predators behaviour favours mimicry between sympatric

species, substantial reproductive interference may occur in the focal species, be-

cause of erroneous species recognition during mate searching. Such reproductive

interference depends on (1) female preference towards the warning trait displayed

by males, (2) the distribution of this warning trait in males from both the focal and

the model species and (3) the capacity of females to recognise conspecific males

using alternative cues (pheromones for example). In the model, the investment of

females in interspecific mating interaction is captured by the parameter cRI ∈ [0, 1].

This cost of reproductive interference incurred to the females can be reduced when

female choice is also based on alternative cues differing between mimetic species.

We assume cRI to be of order ε, with ε small. When a female with preference pf

encounters a male displaying the trait value tm, the mating occurs with probability

exp
[
−a(pf − tm)2

]
, (4.11)

when the encountered male is a conspecific or

cRI exp
[
−a(pf − tm)2

]
, (4.12)

when the encountered male belongs to the model species. Female choosiness a,

assumed constant among females, quantifies how frequently females reject males

displaying a non-preferred trait.

During an encounter, the probability that a female with preference pf accepts a

221



CHAPTER FOUR

conspecific male is then given by (Otto et al., 2008):

T (pf ) =

∫
tm

probability of encountering
a conspecific male

with trait tm︷ ︸︸ ︷
N

N +N ′
f♂(tm)

probability of accepting
a conspecific male

with trait tm︷ ︸︸ ︷
exp

[
−a(pf − tm)2

]
dtm. (4.13)

A female with preference pf may also accept an heterospecific male with probabil-

ity:

TRI(pf ) =

∫
t′

probability of encountering
an heterospecific male

with trait t′︷ ︸︸ ︷
N ′

N +N ′
g(t′)

probability of accepting
an heterospecific male

with trait t′︷ ︸︸ ︷
cRI exp

[
−a(pf − t′)2

]
dt′. (4.14)

Because the variance of traits within both the focal and the model species is small

relative to the curvature of fitness function we have the following approximations:

T (pf ) ≈
N

N +N ′
exp

[
−a(pf − tm)2

]
, (4.15)

and

TRI(pf ) ≈
N ′

N +N ′
cRI exp

[
−a(pf − t

′
)2
]
. (4.16)

We assume that heterospecific crosses never produce any viable offspring, and

that females engaged in such matings cannot recover this fitness loss (see Figure

4.1). Only crosses between conspecifics produce viable offspring (see Figure 4.1).

Knowing that a female with preference pf has mated with a conspecific male, the

probability that this male displays the trait tm is given by:

φ(pf , tm) =
exp [−a(pf − tm)2]f♂(tm)∫

τm
exp [−a(pf − τm)2]f♂(τm) dτm

. (4.17)

Using again the assumption that the trait distribution has a low variance, this can
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be approximated by

φ(pf , tm) ≈ exp [−a(pf − tm)2]f♂(tm)

exp
[
−a(pf − tm)2

] . (4.18)

Considering that females only encounter one male, the proportion of crosses be-

tween a female with preference pf and a conspecific male with trait tm would be

P1(pf , tm) = h(pf )T (pf )
exp [−a(pf − tm)2]f♂(tm)

exp
[
−a(pf − tm)2

] , (4.19)

where h is the distribution of preferences in the population.

However, we assume that females refusing a mating opportunity can encounter

another male with probability 1 − c (see Figure 4.1). We interpret c ∈ [0, 1] as

the cost of choosiness (similar to the coefficient cr in (Otto et al., 2008)). The

proportion of matings between a female with preference pf and a conspecific male

with trait tm is thus given by

P(pf , tm) =
+∞∑
i=0

((1− T (pf )− TRI(pf )) (1− c))iP1(pf , tm)

=
P1(pf , tm)

c+ (1− c)(T (pf ) + TRI(pf ))
, (4.20)

where ((1− T (pf )− TRI(pf )) (1− c))i is the probability that a female with prefer-

ence pf rejects the i males she first encounters and then encounters an (i+ 1)− th
male.

The contribution to the next generation of a mating between a male with trait tm

and a female with preference pf , Wr(tm, pf ) is thus given by (see Figure 4.1)

Wr(tm, pf ) =
T (pf )

c+ (1− c)(T (pf ) + TRI(pf ))
× exp [−a(pf − tm)2]

exp
[
−a(pf − tm)2

] (4.21)

All variables and parameters used in the model are summed up in Table 4.1.
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Fig. 4.1: Computation of the contribution to the next generation of a
mating. During an encounter, a female expresses her preference towards the warn-
ing trait displayed by the male and other cues that may differ between conspecific
and heterospecific males. A female accepts a conspecific (resp. heterospecific)
male with probability T (pf ) (resp. TRI(pf )) (see Equation (4.13) (resp. (4.14))).
A mating with an heterospecific male produces no viable offspring and the female
cannot mate anymore. When the female mates with a conspecific of trait tm,
the cross occurs with probability φ(pf , tm). During an encounter the female may
refuse a mating opportunity with a male displaying a trait value tm distant from
her preference pf and can subsequently encounter other males with probability
1− c. Alternatively, she may not recover the fitness loss with probability c, result-
ing in an opportunity cost. The contribution to the next generation of a mating
between a male with trait tm and a female with preference pf is thus given by
Wr(tm, pf ) (see Equation (4.21)). Expressions in blue represent the probabilities
associated with each arrow. In red, the female does not produce any offspring. In
green, the mating between a male with trait tm and a female with preference pf
happens and produces progeny.
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Abbreviation Description
tm/tf Mean trait value displayed in the focal species by males and females respectively
pf Mean female preference value in the focal species
G matrix of genetic covariance
a Female choosiness in the focal species
s Strength of developmental constraints in the focal species
ta Ancestral trait favoured by developmental constraints in the focal species
t′ Trait displayed in the model species

dm/df Basic predation rate in males and females respectively
b Predator discrimination

λ/λ′ Defence level of individuals of the focal and model species respectively
N/N ′ Density of the focal and model species respectively
cRI Strength of reproductive interference
c Cost of choosiness

Table 4.1: Description of variables and parameters used in the model.

Model exploration.

We assume that the focal species is ancestrally not in contact with the model

species, and therefore the initial mean trait values displayed by males and females

are equal to the optimal trait ta. We also assume that the mean female preference

value is initially equal to the mean trait value displayed by males. At the initial

time, we assume that the focal species enters in contact with the model species. The

dynamics of traits and preference values then follow Equation (4.2). In Appendix

4, we explore two alternative scenarios: where the focal and the model species (1)

ancestrally share common predators promoting mimicry before entering sexually

in contact or (2) ancestrally interact sexually before sharing a common predator

promoting mimicry.

Numerical simulations of the quantitative model

We use numerical simulations to estimate the traits and preference values at equi-

librium (t
∗
m, t

∗
f , p

∗
f ). Numerically, we consider that the traits and preference are at

equilibrium when ∥∥∥∥∥∥
∆tm

∆tf
∆pf

∥∥∥∥∥∥
2

< 3× 10−11. (4.22)
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Individual-centred simulations

We also run individual-centred simulations with explicit genetic architecture to

study the evolution of FLM with strong selection, as well as with high and fluctuat-

ing genetic variance of traits and preference. We assume two genetic architectures

in an haploid population:

• Independent genetic basis of male and female trait: we assume three loci Tm,

Tf and Pf , coding respectively for male trait, female trait and preference.

We assume a large number of alleles at each locus, where each allele is as-

sociated with a real number, corresponding to the value of the trait or of

the preference. We assume recombination rate between each loci rTmTf and

rTfPf .

• Partially common genetic basis of male and female trait: we assume four loci

T1, T2, T3 and Pf . Locus T2 controls the trait variations shared by males

and females and loci T1 and T2 (resp. T2 and T3) codes for specific male

(resp. female) trait value with additive effect. Pf codes for female preference

value. We assume a large number of alleles at each locus, where each allele is

associated with a real number. We assume recombination rate between each

loci rT1T2 , rT2T3 and rT3Pf .

We assume non-overlapping generations and constant population size. At each

generation, we first model the effect of natural selection. The survival of an indi-

vidual follows a Bernoulli distribution, where the probability of surviving is given

by the fitness component due to natural selection (see Equations (4.6) and (4.6)).

Second, females and males meet uniformly at random. Female acceptance of a

potential male follows a Bernoulli distribution, where the acceptance probability

is given by Equation (4.11) (resp. (4.12)) if the potential male is a conspecific

(resp. heterospecific). Females pay a fertility cost when attempting mating with

an heterospecific male. Females may also pay a fertility cost when refusing a

mating opportunity, depending on cost of choosiness c.
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Third, a mutation appears at each allele in the new generation. Each mutation

follows a normal distribution centred on the value associated with the allele. We

model the mutation effect across all loci using a constant standard deviation µ.

We also assume an initial genetic variance of trait and preference G0, and no ge-

netic covariance. We run individual-centred simulations across 10,000 generations.

Final trait and preference values are given by the mean value across the 1,000

last generations. We run replicates for each parameter value and we provide the

number of replicate runs in the caption of each figure.

Scripts are available online at github.com/Ludovic-Maisonneuve/evo-flm.

Comparing alternative mechanisms inducing female-limited mimicry

First, we compare the evolutionary outcomes when assuming two alternative mech-

anisms generating FLM in an harmless species (λ = 0): (1) sexual selection gen-

erated by reproductive interference (cRI and a > 0) and (2) sexually contrasted

predation (df > dm). We thus compute the equilibrium traits and preference (t
∗
m,

t
∗
f , p

∗
f ) for different strengths of reproductive interference (cRI ∈ [0, 0.1]) or differ-

ent basic predation rate sexual ratios between males and females dm/df ∈ [0, 1].

Note that the two mechanisms are not mutually exclusive in natural populations.

However here we investigate them separately to identify the specific evolution-

ary trajectories they generate. We then determine the range of key parameters

enabling the evolution of FLM, under each mechanism assumed. We specifically

follow the evolution of sexual dimorphism generated by each mechanism by com-

paring the level of sexual dimorphism at equilibrium defined by |t∗m − t
∗
f |.

Differential divergence from ancestral traits in male and female causing

sexual dimorphism

To investigate whether the evolution of sexual dimorphism stems from increased

divergence of traits from the ancestral states of one of the two sexes, we then
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compute the sexual bias in phenotypic divergence defined by

φ = |t∗m − ta| − |t
∗
f − ta|.

When φ < 0 we have |t∗f−ta| > |t
∗
m−ta| thus the trait diverged more in females than

in males (see an illustration in Figure 4.2(a) and Figure 4.2(b)). By contrast φ > 0

indicates that the trait diverged more in males than in females (see an illustration

in Figure 4.2(c)). We compare this sexual bias in phenotypic divergence under the

two hypothetical mechanisms of FLM, to determine whether this criterium could

be used to infer the actual evolutionary pressures involved in the emergence of

FLM in natural populations.

(a)

(b)

(c)

Fig. 4.2: Illustration of the three main outcomes: (a) male trait value in
the focal species gets closer to the value displayed in the model species t′, (b)
male trait value in the focal species diverges away from the value displayed in the
model species t′, (c) when the ancestral and the mimetic trait are close and male
trait value in the focal species diverges away from the value displayed in the model
species t′ then the phenotypic distance with the ancestral trait is higher in males
than in females.

We first study the values of sexual bias in phenotypic divergence when reproductive

interference causes FLM (cRI = 0.01), using numerical simulations. We investigate
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the effect of two key parameters: female choosiness a modulating cost of reproduc-

tive interference and the phenotypic distance between the ancestral trait ta and

the mimetic trait t′. To investigate the impact of the phenotypic distance between

the ancestral and the mimetic traits, we fixed the mimetic trait value to 1 (t′ = 1)

and vary the ancestral trait value (ta ∈ [0, 1]) (see illustration in Figures 4.2(b)

and 4.2(c)). We then study the sexual bias in phenotypic divergence when FLM

stems from sexually contrasted predation (df > dm), by deriving analytical results

standing for all parameters value (see Appendix 5).

Investigating the impact of the defence level on the evolution of female-

limited mimicry

Because FLM is usually reported for Batesian mimics, we then investigate the

impact of the defence level (λ ∈ [0, 0.1]) on equilibrium traits (t
∗
m, t

∗
f ) and the level

of sexual dimorphism (t
∗
m − t

∗
f ). Because males and females in the focal species

can display different traits, the level of protection gained by individuals of one sex

through mimicry depends on males and females resemblance to the model species

but also on the density of individuals of that sex within the focal species, modulated

by the individual level of defence in the focal species (λ). When males from the

focal species are non-mimetic, their defence level is given by the individual level of

defence λ and the density of males N/2. To investigate the impact of defence level

on the emergence of FLM, we thus explore not only the effect of the individual

defence level λ but also of the density of the focal species (N ∈ [0, 20]).

The effects of all explored parameters and evolutionary forces on the evolution of

FLM are summed up in Figure 4.3.
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Fig. 4.3: Summary of the impact of selective forces and parameters on the evolu-
tion of female-limited mimicry. Green and red arrows represent the positive and
negative impact respectively.

Results

Reproductive interference promotes female-limited mimicry

in palatable species

We first test whether reproductive interference can generate FLM in a harmless

species (λ = 0). We thus investigate the impact of the strength of reproductive in-

terference (cRI) on the evolution of male trait (t
∗
m), female trait and preference (t

∗
f

and p∗f ), for different levels of female choosiness (a) modulating the costs generated

by the strength of reproductive interference (Figure 4.4(a)). Without reproductive

interference (cRI = 0), both males and females in the focal species are mimetic at

equilibrium and the sexual dimorphism therefore does not emerge (Figure 4.4(a)).

By contrast, when assuming reproductive interference (cRI > 0), FLM evolves in

the focal species (Figure 4.4(a), see temporal dynamics in Figure A4.5(a)). Repro-
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ductive interference promotes a greater distance between final female preference p∗f

and the trait of the model species t′. Such female preference for non-mimetic males

reduces costly sexual interactions with heterospecific males of the model species

and generates sexual selection on male trait, inhibiting mimicry in males. Repro-

ductive interference also promotes FLM in alternative scenarios when the focal and

the model species (1) ancestrally share common predators promoting mimicry be-

fore entering sexually in contact or (2) ancestrally interact sexually before sharing

a common predator promoting mimicry (see Appendix 4). Because FLM strongly

depends on the evolution of female preference for potentially scarce non-mimetic

males, it emerges only when the cost of choosiness (c) is low (see Appendix 7 for

more details). FLM also evolves only when male and female traits have at least

partially different genetic basis, allowing divergent evolution between sexes. The

genetic covariance between male and female trait Gtmtf then only impacts the time

to reach the equilibrium (see Appendix 8 for more details).

Fig. 4.4: Influence of (a) the strength of reproductive interference cRI and
(b) female choosiness a on the equilibrium values of male trait t

∗
m (yellow

solid line), female trait t
∗
m (purple solid line) and female preference

p∗f (purple dashed line). By default we assume: Gtm = Gtf = Gpf = 0.01,
Gtmtf = 0.001, cRI = 0.01, c = 0.1, a = 10, b = 5, dm = df = 0.05, λ = 0,

N = 100, λ′ = 0.01, N ′ = 200, s = 0.0025, ta = 0, t
′
= 1.

We also investigate the impact of female choosiness (a) (modulating the stringency

of sexual selection and cost of reproductive interference) on FLM, when there is

reproductive interference (cRI > 0) (Figure 4.4(b)). The relationship between the
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final male trait value and the parameter a is sometimes discontinuous because

for close value of parameters, the evolutionary dynamics can take different paths.

When a is close to 0, both males and females become mimetic to the model species

(Figure 4.4(b)). In this case, non-choosy females tend to accept almost all males,

despite their preference pf . Thus selection on female preference pf is low because

a change on preference hardly changes the mating behaviour and the resulting

cost of reproductive interference. When a is higher than 0 and approximately

lower than 5, selection due to reproductive interference on preference is important

and reproductive interference promotes FLM. Furthermore, our results show that

sexual selection does not only inhibit mimicry in males but may further promote

divergence away from the ancestral trait ta (Figure 4.4(b), see Figure 4.2(b) for an

illustration and Figure A4.5(b) for temporal dynamics). Such divergence from the

ancestral trait in males does not occur when female choosiness is higher (a & 5 in

Figure 4.4(b) see Figure 4.2(a) for an illustration): when females are more picky,

a small difference between female preference and the mimetic trait sufficiently re-

duces the cost of reproductive interference (Figure 4.4(b)). All results described

in this section are confirmed in individual-centred simulations assuming simple ge-

netic architecture of traits and preference (Figures A4.10 and A4.11), highlighting

that the weak selection, constant and low genetic variance assumptions does not

preclude obtaining relevant analytical predictions.

Sexually contrasted predation promotes female-limited mimicry

in palatable species

Higher predation pressure acting on females has been proposed to explain FLM.

Here we investigate the impact of the ratio of basic predation rate on males and

females (dm/df ) on the evolution on FLM (Figure 4.5(a)) in case without repro-

ductive interference and preference (cRI = 0, a = 0). When predation pressures

are largely lower in males than in females (i.e. dm/df <∼ 0.2), sexually contrasted

predation promotes FLM (Figure 4.5(a), and see temporal dynamics in Figure

A4.5(c)). Limited predation pressure in males implies low advantage to mimicry
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that is overcome by developmental constraints. By contrast, predation pressure

is higher on females, resulting in a greater advantage to mimicry that overcomes

costs of departure from ancestral trait value. However, when the predation ra-

tio increases (i.e. dm/df >∼ 0.2), sexual dimorphism is low, because advantage

to mimicry in males becomes greater as compared to costs generated by develop-

mental constraints (Figure 4.5(a)). When males and females suffer from similar

predation pressure (i.e. dm/df = 1), both sexes become mimetic (Figure 4.5(a)).

Fig. 4.5: Influence of (a) the ratio of basic predation rate on males and
females dm/df and (b) the strength of developmental constraints s on
the equilibrium values of male trait t

∗
m (yellow solid line), and female

trait t
∗
f (purple solid line). By default we assume: Gtm = Gtf = Gpf = 0.01,

Gtmtf = 0.001, cRI = 0, c = 0, a = 0, b = 5, dm = 0.005, df = 0.05, λ = 0,

N = 100, λ′ = 0.01, N ′ = 200, s = 0.01, ta = 0, t
′
= 1.

Because developmental constraints are a major factor limiting mimicry, we then

investigate the impact of the strength of developmental constraints (s) on FLM

generated by a sexually contrasted predation (dm/df = 0.1). When there is no

developmental constraints (s = 0), FLM does not evolve, because males become

mimetic even if they suffer for low predation (Figure 4.5(b)). By contrast, in

individual-centred simulations, male trait becomes highly variable due to a lack of

selection, whereas female trait under strong predation pressure, has a low variance

(Figure A4.13). Relaxed selection on males may allow trait values leading to poor

mimicry to emerge in males, while the stronger selection on females favours their

accurate mimicry. This sexually-different selection regime thus increases sexual
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dimorphism. However, higher developmental constraints (0.1 . s . 0.7) limit

mimicry in males, but not in females because of sexually contrasted predation

(see previous paragraph) (Figure 4.5(b)). Important developmental constraints

(s & 0.7) overcome the advantages provided by mimicry in both sexes, and prevent

the evolution of sexual dimorphism (Figure 4.5(b)). Beside the case previously

mentioned, all results shown in this section still hold in our individual-centred

simulations (Figures A4.12 and A4.13)

Different hypothetical causes of female-limited mimicry lead

to different predictions

Here, we use our mathematical model to compare the effect of (1) reproductive

interference and (2) sexually contrasted predation on the evolution of FLM. We

specifically investigate in which sex the trait evolves away from the ancestral trait,

depending on the selective mechanism causing FLM.

First, we focus on the evolution of FLM caused by reproductive interference via

sexual selection (a > 0 and df = dm). We specifically estimate how (1) the

distance between the ancestral trait and the mimetic trait |ta − t′| and (2) the

female choosiness a modulate sexual selection and shape the relative divergence of

males and females from the ancestral trait value |t∗m − ta| − |t
∗
f − ta|. Figure 4.6

highlights that divergence from the ancestral trait can be stronger in males (yellow

zone on figure 4.6(c)) or in females (purple zone on Figure 4.6(c)) depending on

these parameters.

The evolution of female trait only depends on the distance between the ancestral

trait ta and the mimetic trait t′: because selection always promotes mimicry in

females, divergence from the ancestral trait increases with the initial distance from

the mimetic trait (Figure 4.6(b)). The level of mimicry in females slightly decreases

with the ancestral level of mimicry because it increases the costs of developmental

constraints. However, such costs are still overcame by the advantage of being

mimetic. By contrast, the evolution of male trait depends on the interplay between
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Fig. 4.6: Influence of the distance between the ancestral and the mimetic
traits |t′−ta| and of female choosiness a on (a) final male trait t

∗
m, (b) final

female trait t
∗
f and (c) the difference between the level of divergence in

males and females |t∗m− ta|−|t
∗
f− ta|. Note that Figure 4.6(c) results from

Figures 4.6(a) and 4.6(b). Yellow lines indicate equal levels of trait value. We
assume: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001, cRI = 0.01, c = 0.1, b = 5,
dm = df = 0.05, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.0025, t′ = 1.

the sexual selection generated by female preferences and the ancestral level of

mimicry (Figure 4.6(a)).

The relationship between the final male trait and the parameters is discontinuous

as previously highlighted, leading to three zones within where male trait vary

continuously. When female choosiness is low (zone A, a . 1.8), the selection

caused by reproductive interference is mild: females are not very choosy and thus

tend to accept almost all males despite their preference pf , therefore relaxing

selection on female preference, and favouring the evolution of mimetic trait in

males. Mimicry is nevertheless more accurate in females than in males, and males
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phenotype tends to stay closer to the ancestral trait value, and to display a so-

called ”imperfect” mimicry. When the ancestral level of mimicry is poor (|ta− t′| ∼
1), the slight advantage in sexual selection can then overcome the advantage of

imperfect mimicry, resulting to divergence in male trait, even for low values of

female choosiness (a . 1.8).

However, when female choosiness has intermediate values (1.8 . a . 4, zone B),

enhanced female choosiness increases selection due to reproductive interference

and thus reduces mimicry in males. Nevertheless, when the distance between the

ancestral and the mimetic trait is already large, divergence in male trait is limited,

and the sexual dimorphism mainly stems from the evolution of mimicry in females.

Using individual-centred simulations, we then show that stochastic variations may

result in the divergence of male trait away from the ancestral trait, when the initial

distance between the ancestral trait and the mimetic trait is low (|ta − t′| ' 0),

(see Figure A4.19).

Contrastingly, high levels of choosiness in females (a >∼ 4, zone C) promote the

evolution of more mimetic males because even a slight difference between the female

preference and the mimetic trait allows to reduce cost of reproductive interference.

Male divergence is then observed only when the ancestral level of resemblance

between the focal and the model species is very high (i.e low |ta−t′|), and therefore

induced cost of reproductive interference, despite the high pickiness (i.e. high a)

of females.

The evolution of FLM caused by reproductive interference therefore leads to dif-

ferent divergence patterns, including divergence of male phenotypes away from the

ancestral trait value. In contrast when FLM is caused by sexually contrasted pre-

dation (df > dm and a = 0), sexual dimorphism always stems from the evolution of

female phenotypes away from the ancestral trait, i.e. |t∗f − ta| > |t
∗
m− ta| (see Ap-

pendix 5 and see Figure 4.2(a) for an illustration). Individual-centred simulations

confirm this pattern, except when the distance between the ancestral trait and the

mimetic trait is low (|ta − t′| ' 0) (Figure A4.17). In this case, developmental

constraints and predation promote the same trait value (ta ' t′). The higher sta-
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bilising selection in females, caused by a higher predation pressure, implies than

female trait diverge less from the ancestral trait than males (Figure A4.19).

While both the reproductive interference and the sexually-contrasted predation

may result in FLM, the evolutionary pathways causing the sexual dimorphism are

strikingly different. These results are generally maintained when relaxing the weak

selection, constant and low genetic variance assumptions (see Appendix 11).

The evolution of FLM depends on defence level

We then investigate the impact of the individual defence level (λ) and the density

(N) in the focal species on the evolution of sexual dimorphism, when FLM is gener-

ated either (1) by sexually contrasted predation (Figure 4.7) or (2) by reproductive

interference via sexual selection (Figure 4.8).

Surprisingly, when FLM is caused by sexually-contrasted predation (df > dm), the

level of sexual dimorphism can either increase or decrease with defence levels in

both males and females (λN/2), depending on the strength of developmental con-

straints (Figure 4.7). In both sexes, the increase in defence levels indeed reduces se-

lection favouring mimicry, while the developmental and selective constraints favour

ancestral trait value. Great strength of developmental constraints (s = 0.02) then

totally limits mimicry in males for every defence levels (Figure A4.21(a)). An in-

crease in defence levels reduces mimicry in females (Figure A4.21(b)) but not in

males that always displays the ancestral trait resulting in a decrease of the level

of sexual dimorphism (Figure 4.7(b)). By contrast, low strength of developmental

constraints (s = 0.01) allow the evolution of imperfect mimicry in males. How-

ever, the evolution of such mimicry in males is strongly impaired when defence

level increases. In this range of mild levels of defence, mimicry is nevertheless ad-

vantageous in heavily-attacked females (Figure A4.20(b)), resulting in high level of

sexual dimorphism (Figure 4.7(a)). However, when the defence level becomes very

high, both males and females display the ancestral trait, and sexual dimorphism is

no longer observed (Figures A4.20 and A4.21 at the top right). Because of the high
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Fig. 4.7: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of the level of sexual
dimorphism (|t∗m−t

∗
f |) for different strength of developmental constraints

((a) s = 0.01 (b) s = 0.02) when female-limited mimicry is caused by
sexually contrasted predation (df > dm, a = 0). Red lines indicate equal
levels of sexual dimorphism. We assume: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001,
cRI = 0, c = 0, a = 0, b = 5, dm = 0.01, df = 0.05, λ′ = 0.01, N ′ = 200, ta = 0,
t′ = 1.

level of defence, individuals of both sexes gain sufficient protection from similarity

with their conspecifics, relaxing selection promoting mimicry towards the model

species. Individual-centred simulations provide the same patterns. Interestingly,

the only discrepancy is observed for the effect of the density of the focal species

when developmental constraints are low: in this case, the level sexual dimorphism

no longer increases with with density of the focal species(see Appendix 13), con-

trary to what was observed in the deterministic model (A4.21(a)). Stochasticity of

population mean male and female trait values that is likely to increase sexual di-

morphism. The amplitude of this stochastic effect reduce with population density

that decrease the level of sexual dimorphism because when traits evolves randomly

it is likely to produce sexual dimorphism (see figure A4.27).

Similarly, when FLM is caused by reproductive interference (cRI > 0) via sexual se-
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Fig. 4.8: Influence of the density N and of the individual defence level λ
in the focal species on the equilibrium values of (a) the level of sexual
dimorphism |t∗m−t

∗
f |, (b) male trait t

∗
m and (c) female trait t

∗
f when female-

limited mimicry is generated by sexual selection caused by reproductive
interference (cRI , a > 0 and df = dm). Red and yellow lines indicate equal levels
of sexual dimorphism and trait value respectively. We assume: Gtm = Gtf = Gpf =
0.01, Gtmtf = 0.001, cRI = 0.01, c = 0.1, a = 5, b = 5, dm = df = 0.05, λ′ = 0.01,
N ′ = 200, s = 0.02, ta = 0, t′ = 1.

lection, the level of sexual dimorphism can also either increase or decrease with the

individual defence level λ depending on the strength of developmental constraints

(Figures 4.8(a) and A4.22(a)). In contrast with predation differences between

sexes, sexual selection induced by reproductive interference generates markedly

higher sexual dimorphism for low values of density of the focal species (N < N ′

4
)

(Figure 4.8(a)). The relative density of the focal and the model species indeed de-

termines the probability that a female of the focal species encounters a conspecific

rather than an heterospecific male and thus modulates the costs of reproductive

interference. Therefore, when the density of the focal species N is low, costs of

reproductive interference are great, generating higher selection promoting sexual

dimorphism. The density of the focal species therefore impacts much more the
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level of sexual dimorphism than the individual defence level λ.

Under both hypotheses explaining female limited-mimicry, when developmental

constraints totally inhibit mimicry in males, sexual dimorphism decrease with the

level of defence. Under the assumption of sexual selection generated by reproduc-

tive interference however, sexual dimorphism is higher when the focal species is

rarer than the model species.

Under both selective hypotheses, mimicry toward the sympatric defended model

species is no longer promoted in either sexes, when the level of defence within

the focal species is high (Figures A4.20, A4.21 and 4.8(b)(c)) leading to sexual

monomorphism. The distance between the ancestral and the mimetic traits |t′−ta|
limits mimicry in both sexes (Figure A4.23) highlighting the important role of the

initial advantage and disadvantage of mimicry. Using individual-centred simula-

tions, we nevertheless observed that male and female trait can get closer to the

mimetic trait by stochasticity, enabling mimicry to be promoted, when the level

of defence within the focal species is high (Figures A4.24, A4.26 and A4.28).

Discussion

Ancestral levels of resemblance, sexually-contrasted diver-

gences and the evolution of female-limited mimicry

Our model highlights that both (1) sexually contrasted predation and (2) female

preference generated by reproductive interference can favour the evolution of FLM.

By explicitly studying how these contrasted selective pressures influence the diver-

gence of male and female trait from a common ancestral trait, our model sheds

light on contrasted evolutionary pathways towards sexual dimorphism. Empirical

studies based on the estimation of the level of divergence in male and female trait

usually interpret elevated divergence in male trait as compared to female trait,

as a signature of sexual selection, causing sexual dimorphism (van der Bijl et al.,

2020). Focusing on FLM in Papilio butterflies, Kunte (2008) shows that sexual

240



FEMALE-LIMITED MIMICRY

dimorphism is correlated with divergence in female trait, and concluded that FLM

is caused by natural selection. However, our results show that when reproductive

interference induces female preference, FLM can also stem from an increased di-

vergence in female trait. Our results therefore highlight that higher divergence in

female trait is not a reliable evidence of sexually-contrasted selection promoting

FLM.

Contrary to reproductive interference, sexually-contrasted predation can generate

FLM only when the focal and the model species have different ancestral traits.

Such mechanism would thus be especially relevant for distantly-related co-mimetic

species, that are more likely to have divergent ancestors. In contrast, the role of

reproductive interference in generating FLM is probably more important in cases

where mimetic and model species are more closely related. Our results also show

that a non-mimetic ancestral state favour the emergence of FLM under sexually-

contrasted selection. Therefore, the FLM observed in Papilio garamas, which likely

derived from a sexually monomorphic and mimetic ancestor (Kunte, 2009), might

be a good candidate to investigate the potential origin of FLM due to reproductive

interference. Our results thus stress the need to infer the for ancestral levels of

mimicry, as well as the phylogenetic distances between mimetic species and their

co-mimics or model species to empirically investigate the effect of reproductive

interference on the evolution of FLM.

The level of investment of males in reproduction and the

evolution of FLM caused by reproductive interference

Our results show that reproductive interference can generate female preference for

non-mimetic males and therefore may cause FLM. Some studies already suggested

that sexual selection may generate FLM (Belt, 1874.; Turner, 1978), but the ori-

gin of females’ preferences for non-mimetic males was unidentified. Our model

highlights that reproductive interference could be the driver of such females’ pref-

erences.
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Nevertheless, the emergence of sexual dimorphism stems from the assumption that

female is the only choosy sex. This assumption is relevant when females invest

much more in reproduction than males (Trivers, 1972; Balshine et al., 2002). How-

ever, this asymmetrical investment in offspring between males and females can vary

in different Lepidoptera species. In some species, butterfly males provide a nuptial

gift containing nutriments during mating (Boggs & Gilbert, 1979). Such elevated

cost of mating in males could promote the evolution of choosiness in males. If the

asymmetry in reproductive investment between sexes is limited, the evolution of

FLM would then be impaired. Moreover, the investment of males in reproduction

impacts the cost of choosiness for females, because females refusing a mating oppor-

tunity would be denied access to the nuptial gift. In Lepidoptera, females mating

more that once have higher lifetime fecundity than females that mate only once,

because nuptial gifts provide important metabolic resources (Wiklund et al., 1993;

Lamunyon, 1997). Such elevated cost of rejecting a potential mate may limit the

evolution of preference in females, as highlighted by our model: our results indeed

show that reproductive interference promotes FLM only when cost of choosiness is

low. The evolution of female-mimicry is thus likely to be impaired when the costs

of mating are elevated in males, and therefore (1) inducing male choosiness and

(2) increasing the opportunity costs generated by female choosiness.

Even when females are the choosy sex, they can still have preference based on mul-

tiple cues reducing cost of reproductive interference. Butterflies express preference

for pheromones that may strongly differ between closely related species (Darragh

et al., 2017; González-Rojas et al., 2020) thus limiting cost of reproductive in-

terference. Moreover, different micro-habitat preference may reduces interspecific

interactions and then female probability of accepting a heterospecific male (Estrada

& Jiggins, 2002). In our model, the probability to reject an heterospecific male

based on other trait than the warning trait is captured by the parameters cRI .

Our results show that reproductive interference can promote FLM even when cRI

is low. As soon as cRI is non-null, reproductive interference lead to selection on

female preference and the evolution of FLM depends on the relative importance

of each evolutionary forces.
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Because few studies investigate the sexual selection origin of FLM, empirical stud-

ies estimating the reproductive costs and benefits in both sexes are strongly lacking.

Here, we explicit a mechanism by which sexual selection can generate FLM. We

thus hope our theoretical work will encourage experimental approaches investigat-

ing the link between reproductive costs and FLM. Such studies may shed light on

the actual role of sexual selection generated by RI on the evolution of FLM.

Relative species abundances and defences and the evolution

of female-limited mimicry

Our results show that, for both causes of FLM (reproductive interference or sex-

ually contrasted predation), the level of sexual dimorphism decreases with the

individual level of defence when developmental constraints totally inhibit mimicry

in males. This prediction is consistent with the empirical observation reporting

FLM mostly in Batesian mimics, although FLM has still been reported in a few

defended species (Nishida, 2017). Our model stresses the need to precisely quantify

the level of defences carried out by individuals from different species: important

variations in the levels of defences within species have been documented in Mül-

lerian mimics (e.g. in Heliconius butterflies, Sculfort et al. (2020)), as well as in

Batesian mimics (e.g. viceroy butterfly, Prudic et al. (2019)). Empirical quantifi-

cation of the level of deterrence induced by individuals from co-mimetic species

would shed light on the evolutionary conditions favouring the evolution of FLM.

Our model also predicts that the emergence of FLM is strongly linked to the

relative density between mimics and models, and our theoretical approach neglects

the dynamics of population densities of the focal and the model species, that may

depend on their individual defence level. Empirical studies usually report that the

density of undefended mimics is low compared to those of the defended models

(Long et al., 2015; Prusa & Hill, 2021). Undefended mimics can have a negative

effect predator’s learning (Rowland et al., 2010; Lindström et al., 1997), suggesting

that Batesian mimicry could evolve and be maintained only in species with a
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low density compared to the model species. Moreover, a high abundance of the

model species compared to the potential mimics also increases the protection of

imperfect mimics allowing the evolution of gradual Batesian mimicry (Kikuchi &

Pfennig, 2010). The relative density between the focal and the model species is

especially important when assuming reproductive interference, because the costs

generated by heterospecific interactions depend on the proportion of heterospecific

males encountered by females. Our results show that reproductive interference

strongly promotes sexual dimorphism when the density of the focal species in low

as compared to the model species. Considering that FLM is caused by reproductive

interference, the lower relative density of undefended species may promote FLM,

and therefore explain why FLM could be especially favoured in Batesian mimics

is reserved to undefended species.

The reported difference in phenology between defended models emerging sooner

than undefended mimics may further enhance the difference in relative abundances

between models and mimics, therefore increasing the cost of reproductive inter-

ference for undefended females. Batesian mimics often emerge after their models,

when the models warning trait is well known by predators (Prusa & Hill, 2021),

and this might reinforce the evolution of FLM caused by reproductive interference

in Batesian mimics. Overall, our theoretical study stresses the need of ecology

studies quantifying relative densities of mimetic defended and palatable species

through time. Such field studies, as well as chemical ecology studies quantifying

defence variations, are now crucial needed to understand the evolution of FLM, in

Batesian and Müllerian mimics.

Sexual conflict limiting males adaptation

Our study highlight that different fitness optima among sexes, due to natural and

sexual selection, drives the evolution of sexual dimorphism in both hypothesis

explaining FLM. Different fitness optima may stem from sexually dimorphic mor-

phology, leading to different flight ability and to sexually contrasted predation risk.

But different sexual roles, such as different levels of physiological investments in
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offspring, may also leads to contrasted effect of trait variations on female and male

fitness, generating so-called sexual conflicts (Parker, 2006). Sexual conflicts classi-

cally involves the evolution of traits enhancing male mating success with multiple

females, and of traits enhancing the rejection of non-preferred males in females (e.g.

conflicting coevolution of genitalia in males and females Brennan et al. (2010).

FLM driven by reproductive interference provide an original example of sexual

conflict: while mimicry would enhance survival in males, female preferences gen-

erated by reproductive interference and by their greater reproductive investment,

prevent the evolution of mimetic trait in males. This is thus a relevant case-study

of sexual conflict driving the evolution of sexual dimorphism. Similarly, costly

exaggerated trait in males may be regarded as a results of sexual conflicts: female

prefer this expensive trait sign of mate quality (handicap principle (Zahavi, 1975))

leading to maladaptive trait disfavoured by natural selection (Johnstone, 1995b).

In black scavenger flies Sepsis cynipsea and Sepsis neocynipsea species differenti-

ation of exaggerated male forelegs is higher in sympatric population (Baur et al.,

2020), suggesting than species interactions may indeed be a key evolutionary force

involved in the evolution of exaggerated trait in males. Reproductive interference

is indeed expected to promote male exaggerated trait improving species recogni-

tion in females. However, evidences of the role of reproductive interference in the

evolution of sexual dimorphism are still scarce. Our theoretical work on FLM high-

lights that conflict between natural selection promoting the same trait in different

species and reproductive interference may generate sexual dimorphism. We thus

hope our results will stimulate new research on the effect of ecological interactions

between closely-related species on the evolution of sexual dimorphism.

Conclusion

Our model show that both sexually contrasted predation and reproductive inter-

ference (by promoting preference for non-mimetic males) may generate FLM. Our

results therefore show that the patterns of divergence of male and female trait from

ancestral state should be interpreted in light from the selection regime involved.
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Our model also reveals the important role of ecological interactions between sym-

patric species on the evolution of sexual dimorphism, highlighting the need to

consider the role of reproductive interference in the phenotypic diversification in

sympatry.
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Appendix

A4.1 Selection vectors

In this part we detail the calculations to obtain the selection vector (Equation

(4.2)).

A4.1.1 Selection acting on male trait βtm

We compute the first component of the selection vector βtm describing the selection

acting on male trait. This coefficient is given by

βtm =
d

dtm
log (W (tm, tf , pf ))

∣∣∣∣
(tm,tf ,pf )=(tm,tf ,pf )

.

Using (4.1) and (4.6) we have

βtm = −2s(tm − ta) +
d

dtm
log
(
W♂

pred(tm)
)∣∣∣∣

tm=tm

+
d

dtm
log (Wr(tm, pf ))

∣∣∣∣
(tm,pf )=(tm,pf )

.
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Selection due to predation

First we compute the part of the selection coefficient due to predation. Using

(4.10) we have:

d

dtm
log
(
W♂

pred(tm)
)∣∣∣∣

tm=tm

=
d

dtm

(
−dm

1 +D(tm)

)∣∣∣∣
tm=tm

,

=

(
dm

d
dtm
D(tm)

(1 +D(tm))2

)∣∣∣∣∣
tm=tm

.

Using (4.9) we have

d

dt
D(t) =− b(t− tm)λN exp

[
−b(t− tm)2

]
− b(t− tf )λN exp

[
−b(t− tf )2

]
− 2b(t− t′)λ′N ′ exp

[
−b(t− t′)2

]
.

Selection due to reproduction

We now compute the part of the selection coefficient due to reproduction. Using

(4.21) we have:

d

dtm
log (Wr(tm, pf ))

∣∣∣∣
(tm,pf )=(tm,pf )

= −2a(tm − pf ).

Therefore we have

βtm = −2s(tm − ta) +
dm

d
dtm
D(tm)

∣∣∣
tm=tm

(1 +D(tm))2
− 2a(tm − pf ).

A4.1.2 Selection acting on female trait βtf

The second component of the selection vector βtf is given by

βtf =
d

dtf
log (W (tm, tf , pf ))

∣∣∣∣
(tm,tf ,pf )=(tm,tf ,pf )

.
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Using (4.1) and (4.7) we have

βtf = −2s(tf − ta) +
d

dtf
log
(
W

♀
pred(tf )

)∣∣∣∣
tf=tf

.

Similarly than with male traits we have

d

dtf
log
(
W

♀
pred(tf )

)∣∣∣∣
tf=tf

=

(
df

d
dtf
D(tf )

(1 +D(tf ))2

)∣∣∣∣∣
tf=tf

.

Thus we have

βtf = −2s(tf − ta) +

df
d
dtf
D(tf )

∣∣∣
tf=tf

(1 +D(tf ))2
.

A4.1.3 Selection acting on female preference βpf

The last component of the selection vector βtf is given by

βpf =
d

dpf
log (W (tm, tf , pf ))

∣∣∣∣
(tm,tf ,pf )=(tm,tf ,pf )

.

Using (4.1) we have

βpf =
d

dpf
log (Wr(tm, pf ))

∣∣∣∣
(tm,pf )=(tm,pf )

.

Using (4.21) we have

βpf =
d

dpf
log (T (pf ))

∣∣∣∣
pf=pf

− d

dpf
log (c+ (1− c)(T (pf ) + TRI(pf )))− 2a(pf − tm) + 2a(pf − tm)

∣∣∣∣
(tm,pf )=(tm,pf )

.
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Using (4.15) and (4.16) we have

d

dpf
log (T (pf ))

∣∣∣∣
pf=pf

= −2a(pf − tm),

and

d

dpf
log (c+ (1− c)(T (pf ) + TRI(pf )))

∣∣∣∣
pf=pf

=
(1− c)

(
−2a(pf − tm)T (pf )− 2a(pf − t

′
)TRI(pf )

)
c+ (1− c)(T (pf ) + TRI(pf ))

.

Thus

βpf =− 2a(pf − tm)

+ 2a
(1− c)

(
(pf − tm)T (pf ) + (pf − t

′
)TRI(pf )

)
c+ (1− c)(T (pf ) + TRI(pf ))

.

A4.2 Computation of the matrix of correlation

In this part we approximate the genetic covariance between male trait and female

preference Gtmpf , using the results from (Kirkpatrick et al., 2002). Trait and

preference are controled by different sets of unlinked loci with additive effects,

denoted T and P , respectively. We note Tm ⊆ T and Tf ⊆ T the loci controlling

trait in males and in females respectively. For each i in T (resp. P ), we note ξti

(resp. ξpi ) the contribution of the locus i on trait (resp. preference) value. The

trait tm of a male is then given by

tm =
∑
i∈Tm

ξti . (A4.1)

249



CHAPTER FOUR

The trait tf and preference pf values of a female are given by

tf =
∑
i∈Tf

ξti and pf =
∑
i∈P

ξpi . (A4.2)

As in (Lande, 1981) we assume that the distributions of ξti and ξpi are multivariate

Gaussian. Let Gij be the genetic covariance between loci i and j. Then the

elements of the matrix of correlation are given by:

Gtmtm =
∑
i,j∈Tm

Gij, Gtf tf =
∑
i,j∈Tf

Gij, Gpfpf =
∑
i,j∈P

Gij and Gtmpf =
∑

i∈Tm,j∈P

Gij.

(A4.3)

To compute the change on genetic correlation we need to identify various selec-

tion coefficients (see (Barton & Turelli, 1991; Kirkpatrick et al., 2002)). These

coefficients are obtained using the contribution to the next generation of a mating

between a male with trait tm and a female with trait tf and preference pf due to

natural selection and mating preference (see equation 4.1).

For simplicity we consider only leading terms in the change in genetic correlation,

computed with a Mathematica script (available online at https://github.com/Ludovic-

Maisonneuve/evo-flm). For (i, j) ∈ Tm × Pf , combining Equations (9), (12), (15)

from Kirkpatrick et al. (2002) gives the change in the genetic covariance between

loci i and j:

∆Gij =− Gij

2
+

1

4
ãtmtm

∑
k,l∈Tm

(GikGjl +GilGjk) +
1

4
ãpfpf

∑
k,l∈P

(GikGjl +GilGjk)

+
1

4
ãtmpf

∑
k∈Tm,l∈P

GikGjl +
1

4
ãtmpf

∑
k∈Tm,l∈P

GilGjk +O(ε2) (A4.4)

with ãµρ for (µ, ρ) ∈ {tm, tf , pf}2 being the leading term of the selection coefficients
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aµρ calculated from the contribution to the next generation:

aµρ :=
1

2

∂2

∂µ∂ρ
log(W (tm, tf , pf ))

∣∣∣∣
(tm,tf ,pf )=(tm,tf ,pf )

.

The expressions of ãpfpf , ãtmtm and ãtmpf are given in the Mathematica script.

By summing Equations (A4.4) over each i, j in Tm and P we obtain:

∆Gtmpf =−
Gtmpf

2
− 1

2
ãtmtmGtmtmGtmpf −

1

2
ãpfpfGpfpfGtmpf

+
1

4
ãtmpfGtmtmGpfpf +

1

4
ãtmpfG

2
tmpf

+O(ε2). (A4.5)

Under weak selection genetic correlations quickly reach equilibrium (Nagylaki,

1993). For the sake of simplicity we assumed that the genetic correlations between

traits and preferences are at equilibrium (as in (Barton & Turelli, 1991; Pomi-

ankowski & Iwasa, 1993)). We obtain from (A4.5) that the two possible values at

equilibrium are given in the Mathematica file. Only one of the two equilibrium

values checks the Cauchy–Schwarz inequality (Gtmpf ≤
√
GtmtmGpfpf ). Because

the genetic variance of traits and preference is small relative to the curvature of

the fitness function aGtmtm and aGpfpf are low. A Taylor expansion of the genetic

covariance between male trait and female preference at equilibrium gives:

G∗tmpf ≈ aGtmtmGpfpf .

A4.3 Small relative variance approximation

Because we assume that the variance of traits and preference is small relatively to

the curvature of the fitness function we may use approximation in Equations (4.9),

(4.15), (4.16) and (4.18). Here we detail how we obtained these approximations.

The reasoning is similar for each approximation so we only explain how we get an
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approximation of D in (4.9). We recall that D is defined by

D(t) =

∫
τm

λ
N

2
f♂(τm) exp

[
−b(t− τm)2

]
dτm +

∫
τf

λ
N

2
f♀(τf ) exp

[
−b(t− τf )2

]
dτf

+

∫
t′
λ′N ′g(t′) exp

[
−b(t− t′)2

]
dt′.

We first approximate the first term of D. We have∫
τm

λ
N

2
f♂(τm) exp

[
−b(t− τm)2

]
dτm

= λ
N

2
exp

[
−b(t− tm)2

] ∫
τm

f♂(τm) exp
[
b(2t− τm − tm)(τm − tm)

]
dτm.

Using a Taylor expansion of exp
[
b(2t− τm − tm)(τm − tm)

]
we have

λ
N

2
exp

[
−b(t− tm)2

] ∫
τm

f♂(τm)
(
1 + b(2t− τm − tm)(τm − tm) +O(b(τm − tm)2)

)
dτm,

which is equal to

λ
N

2
exp

[
−b(t− tm)2

]
(1− bVar(tm) +O(bVar(tm))) .

Hence when the variance of tm is small relative to the curvature of the fitness

function, implying than bVar(tm) is low, the first term of D can be approximated

by

λ
N

2
exp

[
−b(t− tm)2

]
.

Similar computations for the other terms give the approximation in Equation (4.9).

A4.4 Alternative scenarios

In the main document, we highlighted how the joint action of reproductive inter-

ference and predation may promote the evolution of FLM. We assumed that when
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the focal species enter in contact with model, reproductive interference and preda-

tion simultaneously exerted selection on individuals of the focal species (scenario

1). Here, we investigate the evolution of FLM under two other alternative sce-

narios. In scenario 2, we assume that the focal and the model species ancestrally

shared common predators promoting mimicry, before sexual interactions happen

between heterospecific individuals. In scenario 3, we assume the opposite sequences

of events, whereby heterospecific sexual interactions occur before the two species

start to share the same predators.

We compare the evolution of FLM under the three different scenarios using both

the deterministic quantitative model (Figure A4.1) and individual-centred simula-

tions assuming either independent genetic basis of male and female trait (Figure

A4.2) or common genetic basis of male and female trait (Figure A4.3). Under

scenario 2 (resp. 3) we let the traits in the focal species evolve with predation only

(dm = df > 0 and cRI = 0) (resp. reproductive interference only (dm = df = 0

and cRI > 0)), until equilibrium using the deterministic quantitative model or

after 10,000 generations using individual-centred simulations. Starting from the

equilibria reached under each scenario, we assume that reproductive interference

and predation then jointly influence the dynamics of traits in the focal species

(dm = df > 0 and cRI > 0). We compare the evolutionary outcomes observed

when assuming either (1) that reproductive interference limits mimicry in males

(a = 10) (Figure A4.1(a)(b)(c), Figure A4.2(a)(b)(c), Figure A4.3(a)(b)(c)) or

(2) that reproductive interference promotes divergent evolution of male trait away

from the ancestral value (a = 2.5) (Figure A4.1(d)(e)(f), Figure A4.2(d)(e)(f),

Figure A4.3(d)(e)(f)).

Using the deterministic quantitative model, the three different scenarios leads to

the same final male trait and female trait and preference values (Figure A4.1).

Similarly, using individual-centred simulations male trait and female trait and

preference values generally oscillate around the same value under the three sce-

narios (Figure A4.2 and A4.3), with few notable exceptions (Figure A4.4). When

mimicry evolve first (scenario 2) male trait and female trait and preference values

first oscillates around the trait displayed in the model species. If species enter
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Fig. A4.1: Effect of the history of species interactions on the dynamics
of the mean male trait and female trait and preference values across
generations given by the deterministic quantitative model. Different sce-
narios ((a)(d) simultaneous heterospecific sexual interactions and mimicry, (b)(e)
initial mimicry, (c)(f) initial heterospecific sexual interactions) are explored when
(a)(b)(c) reproductive interference limits mimicry in males (a = 10) and when
(d)(e)(f) reproductive interference promotes divergent evolution of male trait away
from the ancestral value (a = 2.5). We assume: Gtm = Gtf = Gpf = 0.01,
Gtmtf = 0.001, c = 0.1, cRI = 0.01, b = 5, dm = df = 0.05, λ = 0, N = 100,

λ′ = 0.01, N ′ = 200, s = 0.0025, ta = 0, t
′
= 1.

sexually in contact when male trait is superior to the trait displayed in the model

species, male trait increases and oscillates around a trait value that differs from

the value observed under the other scenarios (Figure A4.4(b)).
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Fig. A4.2: Effect of the history of species interactions on the dynamics of
the mean male trait and female trait and preference values across gener-
ations. Each plot shows the dynamics obtained from a single simulation
of individual-centred model in a given scenario, assuming independent
genetic basis of male and female trait. The scenarios used here imply: (a)(d)
simultaneous heterospecific sexual interactions and mimicry, (b)(e) initial mimicry,
(c)(f) initial heterospecific sexual interactions) are explored when (a)(b)(c) repro-
ductive interference limits mimicry in males (a = 10) and when (d)(e)(f) repro-
ductive interference promotes divergent evolution of male trait away the ancestral
value (a = 2.5). We assume: G0 = 0.0025, µ = 0.05, rTmTf = 0.25, rTfPf = 0.25,
c = 0.1, cRI = 0.5, b = 5, dm = df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200,
s = 0.025, ta = 0, t

′
= 1.
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Fig. A4.3: Effect of the history of species interactions on the dynamics of
the mean male trait and female trait and preference values across gener-
ations. Each plot shows the dynamics obtained from a single simulation
of individual-centred model in a given scenario, assuming independent
genetic basis of male and female trait. The scenarios used here imply: ((a)(d)
simultaneous heterospecific sexual interactions and mimicry, (b)(e) initial mimicry,
(c)(f) initial heterospecific sexual interactions) are explored when (a)(b)(c) repro-
ductive interference limits mimicry in males (a = 10) and when (d)(e)(f) repro-
ductive interference promotes divergent evolution of male trait away the ancestral
value (a = 2.5). We assume: G0 = 0.0025, µ = 0.05, rT1T2 = 0.25, rT2T3 = 0.25,
rT3Pf = 0.25, c = 0.1, cRI = 0.5, b = 5, dm = df = 0.5, λ = 0, N = 100, λ′ = 0.01,

N ′ = 200, s = 0.025, ta = 0, t
′
= 1.
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(a) (b)

Fig. A4.4: Two independent replicate runs of the dynamics of the mean
male trait and female trait and preference values across generations
given by individual-centred simulations assuming independent genetic
basis of male and female trait when mimicry evolves first (scenario 2).
We assume: G0 = 0.0025, µ = 0.05, rTmTf = 0.25, rTfPf = 0.25, c = 0.1, a = 2.5,
cRI = 0.5, b = 5, dm = df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.025,
ta = 0, t

′
= 1.
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A4.5 Sexually contrasted predation promotes higher

trait divergence in females

In this part, we show that if FLM in a palatable species (λ = 0) is not caused by

sexual selection (a = 0) but by sexually contrasted predation (df > dm) then at

the final state female trait (t
∗
f ) diverges more from the ancestral trait than male

trait (t
∗
m). In mathematical terms, we prove that if a = 0 and df > dm we have

|t∗f − ta| > |t
∗
m − ta|. (A4.6)

For simplicity we assume that t′ > ta, the other case being obtained by symmetry.

At final state we have βtm(t
∗
m) = 0 (βtm is given in Equation (4.3). Because we

have

βtm(ta) =
−2b(ta − t′)dmλ′N ′ exp [−b(ta − t′)2]

(1 + λ′N ′ exp [−b(ta − t′)2])2
> 0,

and

βtm(t′) = −2s(t′ − ta) < 0,

t
∗
m is bounded by ta and t′. Similar arguments give that final female trait is bounded

by ta and t′.

Because t
∗
m is the final trait we have ∀τ ∈ [ta, t

∗
m[, βtm(τ) > 0.

For all trait τ we have

βtf (τ) = βtm(τ)− (df − dm)
2(τ − t′)λ′N ′ exp [−b(τ − t′)2]

(1 + λ′N ′ exp [−b(τ − t′)2])2 ,

which implies that ∀τ ∈ [ta, t
′[, βtf (τ) > βtm(τ). Then ∀τ ∈ [ta, t

∗
m], βtf (τ) > 0.

Therefore t
∗
f > t

∗
m and then we have (A4.6).

A4.6 Temporal dynamics of sexual dimorphism

Here, we illustrate the temporal dynamics of sexual dimorphism when
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• reproductive interference limits mimicry in males (Figure A4.5(a)).

• reproductive interference promotes divergence from the ancestral trait in

males (Figure A4.5(b)).

• sexually contrasted predation promotes mimicry in females only (Figure

A4.5(c)).

(a) (b) (c)

Fig. A4.5: Evolution of the mean male trait and female trait and pref-
erence values across generations (a)(b) when reproductive interference
or (c) sexually contrasted predation promotes sexual dimorphism. We
assume: (a) cRI = 0.01, a = 10, s = 0.0025, dm = 0.05, (b) cRI = 0.01, a = 2.5,
s = 0.0025, dm = df = 0.05 (c) cRI = 0, a = 0, s = 0.01, dm = 0.005. We assume
for the other parameters: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001, c = 0.1, b = 5,

df = 0.05, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, ta = 0, t
′

= 1. The curves stop
when the male trait and female trait and preference values reach equilibrium.

A4.7 Reproductive interference promotes female-

limited mimicry in palatable species when

females have sufficiently low cost of choosi-

ness

The evolution of FLM strongly depends on the evolution of female preference. As

we have already seen the evolution of female preference depends on reproductive
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interference promoting preferences for non-mimetic males. However such prefer-

ences may cause females to seek for rarer males in the population. The evolution of

preference limiting the cost of reproductive interference may thus be limited by the

cost of choosiness described by the parameter c. We thus investigate the impact

of the strength of reproductive interference (cRI) promoting FLM and the cost of

choosiness (c) on the final level of sexual dimorphism given by |t∗m − t
∗
f | (Figure

A4.6(a)) and on final female preference p∗f (Figure A4.6(b)). Cost of choosiness

limits the evolution of sexual dimorphism due to reproductive interference (Fig-

ure A4.6(a)) because it limits the evolution of female preference (Figure A4.6(b)).

In natural population, reproductive interference may explain FLM in populations

where females have low cost of choosiness.

Fig. A4.6: Influence of the strength of reproductive interference cRI and
of the cost of choosiness c on the final level of sexual dimorphism |t∗m−t

∗
f |

and final preference p∗f . We assume: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001,
a = 5, b = 5, dm = df = 0.05, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.0025,
ta = 0, t

′
= 1.

A4.8 Impact of the genetic correlation between

male and female trait Ctmtf

The evolution of the mean male and female trait values (tm and tf ) depends on the

genetic covariance between male and female trait (Gtmtf ) (see equation (4.2)). We
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investigate the impact of this genetic covariance and of the strength of reproductive

interference (cRI) on the level of sexual dimorphism (Figure A4.7). The level of

sexual dimorphism is not impacted by the genetic covariance unless this quantity is

at its maximum value (Gtmtf =
√
GtmtmGtf tf ). Indeed when the genetic covariance

is at its maximum value male and female trait have the same genetic basis, therefore

the evolution of sexual dimorphism is not possible. By contrast when male and

female trait have at least partially different genetic basis (Gtmtf <
√
GtmtmGtf tf )

the non-shared genetic basis allows the level of sexual dimorphism to increase.

Fig. A4.7: Influence of the strength of reproductive interference cRI and
of the genetic covariance between male and female trait normalized by

its maximum value
Gtmtf√

GtmtmGtf tf
on the final level of sexual dimorphism

|t∗m − t
∗
f |. We assume: Gtm = Gtf = Gpf = 0.01, c = 0.1, a = 5, b = 5,

dm = df = 0.05, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.0025, ta = 0, t
′
= 1.

However Gtmtf impacts the speed at which the equilibrium is reached. When male

trait in the focal species gets closer to the mimetic trait the genetic correlation

increases the speed of convergence because selection on female trait also favours

mimicry and also acts on male trait. By contrast when male trait diverges away

from the mimetic trait the genetic correlation decreases the speed of convergence.
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(a) (b) (c)

(d) (e)

Fig. A4.8: Evolution of the mean male trait and female trait and pref-
erence values across generations for different genetic covariances be-
tween male and female trait Gtmtf when male trait gets closer to the
mimetic trait. We assume different values of the genetic covariance between
male and female traits: (a) Gtmtf = 0, (b) Gtmtf = 0.25

√
GtmtmGtf tf , (c) Gtmtf =

0.5
√
GtmtmGtf tf , (d) Gtmtf = 0.75

√
GtmtmGtf tf , (e) Gtmtf =

√
GtmtmGtf tf . We

assume: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001, cRI = 0.01, c = 0.1, a = 5,
b = 5, dm = df = 0.05, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.0025, ta = 0,
t
′
= 1. The curves stop when the male trait and female trait and preference values

reach equilibrium.

We also investigate the impact of the genetic architecture of trait on the evolu-

tion of FLM, using individual-centred simulations. We assume either independent

genetic basis, or partially common genetic basis of male and female trait. Both

genetic architectures lead to similar equilibrium values (see Figures A4.10, A4.11,

A4.12, A4.13, A4.14, A4.17, A4.26, A4.24 and A4.28). This confirms that ge-

netic correlation between male and female trait does not impact the level of sexual

dimorphism at equilibrium.
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(a) (b) (c)

(d) (e)

Fig. A4.9: Evolution of the mean male trait and female trait and pref-
erence values across generations for different genetic covariances be-
tween male and female traits Gtmtf when reproductive interference pro-
motes divergence of male trait away from the mimetic trait. We as-
sume different value of the genetic covariance between of male and female trait:
(a) Gtmtf = 0, (b) Gtmtf = 0.25

√
GtmtmGtf tf , (c) Gtmtf = 0.5

√
GtmtmGtf tf , (d)

Gtmtf = 0.75
√
GtmtmGtf tf , (e) Gtmtf =

√
GtmtmGtf tf . We assume: Gtm = Gtf =

Gpf = 0.01, Gtmtf = 0.001, cRI = 0.05, c = 0.1, a = 5, b = 5, dm = df = 0.05,

λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.0025, ta = 0, t
′
= 1.

263



CHAPTER FOUR

A4.9 Investigation of the effect of reproductive

interference on the evolution of FLM using

individual-centred simulations

Similarly to the result given by the deterministic quantitative model (shown in

Figure 4.4(a)), the level of sexual dimorphism increases with the strength of repro-

ductive interference (cRI) in the individual-centred simulations (Figure A4.10).

As highlighted in the main text, reproductive interference promotes female pref-

erence towards non-mimetic males, limiting mimicry in males. The deterministic

quantitative model highlights the key role of female choosiness that reduces sexual

dimorphism (Figure 4.4(b)). When female choosiness is high, females can easily

distinguish conspecifics, even when they are almost mimetic. In line with this

result, individual-centred simulations reveal that female choosiness reduces sexual

dimorphism (Figure A4.11).
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(a) (b)

Fig. A4.10: Boxpolts of final mean male (yellow) and female (purple)
traits values for different strength of reproductive interference cRI using
individual-centred simulations assuming (a) independent genetic basis
or (b) partially common genetic basis of male and female trait. We
assume: (a) rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25,
rT3Pf = 0.25. We also assume: G0 = 0.0025, µ = 0.05, c = 0.1, a = 10, b = 5,

dm = df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.025, ta = 0, t
′

= 1.
We explored 5 different values of the parameter cRI and we launched 10 replicate
runs for each parameter set.
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(a) (b)

Fig. A4.11: Boxpolts of final mean male (yellow) and female (purple)
traits values for different female choosiness a using individual-centred
simulations assuming (a) independent genetic basis or (b) partially com-
mon genetic basis of male and female trait. We assume: (a) rTmTf = 0.25,
rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We also assume:
G0 = 0.0025, µ = 0.05, c = 0.1, cRI = 0.5, b = 5, dm = df = 0.5, λ = 0, N = 100,
λ′ = 0.01, N ′ = 200, s = 0.025, ta = 0, t

′
= 1. We explored 5 different values of

the parameter a and we launched 10 replicate runs for each parameter set.
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A4.10 Investigation of the effect of sexually con-

trasted predation on the evolution of FLM

using individual-centred simulations

In line with the result given by the deterministic quantitative model shown in

Figure 4.5(a), the level of sexual dimorphism decreases with the ratio of basic

predation rate on males and females (dm/df ) in individual-centred simulations

(Figure A4.12). This confirms that sexually contrasted predation can drive the

evolution of FLM.

The deterministic quantitative model also highlights that only intermediate values

of developmental constraints allow the evolution of FLM (Figure 4.5(b)). Studying

the mean male and female trait values in the individual-centred simulations allows

to confirm this result (Figure A4.13). However, without developmental constraints

(s = 0), male trait became highly variable, due to a lack of selection. By contrast,

female trait, under strong predation pressure, has a low variance. Relaxed se-

lection on males may allow to trait values leading to poor mimicry to emerge in

males, while the stronger selection on females favours their accurate mimicry. This

sexually-different selection regime thus increases sexual dimorphism.
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(a) (b)

Fig. A4.12: Boxpolts of final mean male (yellow) and female (purple)
traits values for different ratio of basic predation rate on males and
females dm/df using individual-centred simulations assuming either (a)
independent genetic basis or (b) partially common genetic basis of male
and female trait. We assume: (a) rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 =
0.25, rT2T3 = 0.25, rT3Pf = 0.25. We also assume: G0 = 0.0025, µ = 0.05, c = 0,
a = 0, cRI = 0, b = 5, df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.1,
ta = 0, t

′
= 1. We explored 5 different values of the parameter dm/df and we

launched 10 replicate runs for each parameter set.
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(a) (b)

Fig. A4.13: Boxpolts of final mean male (yellow) and female (purple)
traits values for different strength of developmental constraints s using
individual-centred simulations assuming either (a) independent genetic
basis or (b) partially common genetic basis of male and female trait.
We assume: (a) rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25,
rT3Pf = 0.25. We also assume: G0 = 0.0025, µ = 0.05, c = 0, a = 0, cRI = 0,

b = 5, dm = 0.05, df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, ta = 0, t
′

= 1.
We explored 5 different values of the parameter s and we launched 10 replicate
runs for each parameter set.
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A4.11 Exploring the relative divergence of males

and females from the ancestral trait using

individual-centred simulations

A4.11.1 FLM caused by reproductive interference

The deterministic quantitative model and individuals-centred simulations show the

same impact of the distance between the ancestral and the mimetic traits |t′ − ta|
and of female choosiness a on (a)(d) the difference between the level of divergence

in males and females |t∗m − ta| − |t
∗
f − ta| (Figures 4.6(c) and A4.14(a)(d)). The

individual-centred simulations confirm that low distance between the ancestral and

the mimetic traits (|t′ − ta|), as well as intermediate values of female choosiness

(a), both leads to a higher trait divergence in male (Figure A4.14(a)(d)). However,

when the ancestral trait is close to the trait displayed in the model species (ta =

0.99, t′ = 1), the different models then predict a different evolution of mean male

trait value:

• Using the deterministic quantitative model, male traits value diverge from

the mimetic trait towards the ancestral trait value (Figure 4.6(a)).

• Using individuals-centred simulations, final male trait values are centred

around the mimetic trait (Figure A4.14(b)(e)). Male traits also diverge but

not necessarily toward the ancestral trait because stochasticity allows male

trait to reach higher values than the mimetic trait value (Figure A4.16).
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Fig. A4.14: Influence of the distance between the ancestral and the
mimetic traits |t′− ta| and of female choosiness a on (a)(d) the difference
between the level of divergence in males and females |t∗m − ta| − |t

∗
f − ta|,

(b)(e) final male trait t
∗
m and (c)(f) final female trait t

∗
f using individual-

centred simulations assuming either (a)(b)(c) independent genetic basis
or (d)(e)(f) partially common genetic basis of male and female trait.
We assume: (a) rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25,
rT3Pf = 0.25. We also assume: G0 = 0.0025, µ = 0.05, c = 0.1, cRI = 0.5, b = 5,

dm = df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.025, t
′

= 1. We
explored 5 different values of each parameter a and ta and we launched 10 replicate
runs for each parameter set.
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Fig. A4.15: Standard deviation associated with Figure A4.14 of (a)(d)
the difference between the level of divergence in males and females
|t∗m − ta| − |t

∗
f − ta|, (b)(e) final male trait t

∗
m and (c)(f) final female trait

t
∗
f using individual-centred simulations assuming (a)(b)(c) independent

genetic basis or (d)(e)(f) partially common genetic basis of male and
female trait.
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Fig. A4.16: Boxplots of final mean male (yellow) and female (purple)
traits values for different female choosiness a using individual-centred
simulations assuming either (a) independent genetic basis or (b) par-
tially common genetic basis of male and female trait. We assume: (a)
rtmtf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We
also assume: G0 = 0.0025, µ = 0.05, c = 0.1, cRI = 0.5, b = 5, dm = df = 0.5,
λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.025, ta = 0.99, t

′
= 1. We explored

5 different values of the parameter a and we launched 10 replicate runs for each
parameter set.
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A4.11.2 FLM caused by sexually contrasted predation

The deterministic quantitative model shows that, when FLM is caused by sexually

contrasted predation (df > dm and a = 0), sexual dimorphism always stems from

the evolution of female phenotypes away from the ancestral trait, i.e. |t∗f − ta| >
|t∗m − ta| (see Appendix 5 and see Figure 4.2(a) for an illustration). Individual-

centred simulations confirm this pattern (Figure A4.17), except when the distance

between the ancestral trait and the mimetic trait is low (|ta − t′| = 0.01). In

this case, developmental constraints and predation promote the same trait value

(ta ' t′). The higher stabilising selection in females, caused by a higher predation

pressure, implies than female trait diverge less from the ancestral trait than males

(Figure A4.19).
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Fig. A4.17: Influence of the distance between the ancestral and the
mimetic traits |t′ − ta| and of predator discrimination b on (a)(d)
the difference between the level of divergence in males and females
|t∗m − ta| − |t

∗
f − ta|, (b)(e) final male trait t

∗
m and (c)(f) final female trait

t
∗
f using individual-centred simulations assuming either (a)(b)(c) inde-

pendent genetic basis or (d)(e)(f) partially common genetic basis of
male and female trait. We assume: (a) rTmTf = 0.25, rTfPf = 0.25 and (b)
rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We also assume: G0 = 0.0025, µ = 0.05,
c = 0, a = 0, cRI = 0, dm = 0.1, df = 0.5, λ = 0, N = 100, λ′ = 0.01, N ′ = 200,
s = 0.1, t

′
= 1. We explored 5 different values of each parameter b and ta and we

launched 10 replicate runs for each parameter set.
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Fig. A4.18: Standard deviation associated with Figure A4.17 of (a)(d) the
difference between the level of divergence in males and females |t∗m−ta|−
|t∗f − ta|, (b)(e) final male trait t

∗
m and (c)(f) final female trait t

∗
f using

individual-centred simulations assuming either (a)(b)(c) independent
genetic basis or (d)(e)(f) partially common genetic basis of male and
female trait.
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Fig. A4.19: Boxplots of final mean male (yellow) and female (purple)
traits values for different female choosiness a using individual-centred
simulations assuming either (a) independent genetic basis or (b) par-
tially common genetic basis of male and female trait. We assume: (a)
rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We
also assume: G0 = 0.0025, µ = 0.05, c = 0, a = 0, cRI = 0, dm = 0.1, df = 0.5,
λ = 0, N = 100, λ′ = 0.01, N ′ = 200, s = 0.1, ta = 0.99, t

′
= 1. We explored

5 different values of the parameter b and we launched 10 replicate runs for each
parameter set.
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A4.12 Additional figures: The evolution of FLM

depends on defence level.

(a) (b)

Fig. A4.20: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of (a) male trait t

∗
m and

(b) female trait t
∗
f when female-limited mimicry is caused by sexually

contrasted predation (df > dm, a = 0). Yellow lines indicate equal trait value.
We assume: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001, cRI = 0, c = 0, a = 0, b = 5,
dm = 0.01, df = 0.05, λ′ = 0.01, N ′ = 200, s = 0.01, ta = 0, t′ = 1.
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(a) (b)

Fig. A4.21: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of (a) male trait t

∗
m and

(b) female trait t
∗
f when female-limited mimicry is caused by sexually

contrasted predation (df > dm, a = 0). Yellow lines indicate equal trait value.
We assume: Gtm = Gtf = Gpf = 0.01, Gtmtf = 0.001, cRI = 0, c = 0, a = 0, b = 5,
dm = 0.01, df = 0.05, λ′ = 0.01, N ′ = 200, s = 0.02, ta = 0, t′ = 1.
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Fig. A4.22: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of (a) the level of sexual
dimorphism |t∗m−t

∗
f |, (b) male trait t

∗
m and (c) female trait t

∗
f when female-

limited mimicry is generated by sexual selection caused by reproductive
interference (cRI , a > 0 and df = dm). Red and yellow lines indicate equal levels
of sexual dimorphism and trait value respectively. We assume: Gtm = Gtf = Gpf =
0.01, Gtmtf = 0.001, cRI = 0.01, c = 0.1, a = 5, b = 5, dm = df = 0.05, λ′ = 0.01,
N ′ = 200, s = 0.01, ta = 0, t′ = 1.

280



FEMALE-LIMITED MIMICRY

Fig. A4.23: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of the level of sexual
dimorphism (|t∗m − t

∗
f |) for different distances between the ancestral and

the mimetic traits ((a) |ta− t′| = 1 (b) |ta− t′| = 1.1) when female-limited
mimicry is caused by sexually contrasted predation (df > dm, a = 0). Red
lines indicate equal levels of sexual dimorphism. We assume: Gtm = Gtf = Gpf =
0.01, Gtmtf = 0.001, cRI = 0, c = 0, a = 0, b = 5, dm = 0.01, df = 0.05, λ′ = 0.01,
N ′ = 200, s = 0.02, t′ = 1.
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A4.13 Investigation of the effect of defence level

on the evolution of FLM using individual-

centred simulations

A4.13.1 FLM caused by sexually contrasted predation

The deterministic quantitative model highlights that, when developmental con-

straints are high, the level of sexual dimorphism (|t∗m− t
∗
f |) decreases with the de-

fence level in both males and females (λN/2) (Figure 4.7(b)). Individual-centred

simulations confirm this result (Figure A4.24).

By contrast, the deterministic quantitative model highlights that, when devel-

opmental constraints are low, the level of sexual dimorphism increases with the

defence level in both males and females (Figure 4.7(a)). Individual-centred simu-

lations confirm that, when developmental constraints are low, the level of sexual

dimorphism increases with the individual defence level λ of the focal species (Fig-

ure A4.26). However, a discrepancy is observed for the effect of the density of

the focal species: in this case, the level of sexual dimorphism no longer increases

with with density of the focal species (Figure A4.26). Stochasticity of the mean

male and female trait values in the population is indeed likely to increase sexual

dimorphism. The amplitude of this stochastic effect is indeed reduced in popula-

tion with higher density. In these larger populations, a more limited level of sexual

dimorphism is observed (see figure A4.27).

A4.13.2 FLM caused by reproductive interference

Departing from the results obtained assuming predation differences between sexes,

the deterministic quantitative model then shows that reproductive interference

generates markedly higher sexual dimorphism for low values of population density

in the focal species (Figure 4.8(a)). The individual-centred simulations are in line
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with this result: a low value of the population density in the focal species (N = 50)

leads to the evolution of high level of sexual dimorphism (Figure A4.28).

Using the deterministic quantitative model, mimicry toward the sympatric de-

fended model species is no longer promoted in either sexes, when the level of de-

fence within the focal species is high (Figures A4.20, A4.21 and 4.8(b)(c)) leading

to sexual monomorphism. This result is observed under both selective hypotheses.

The distance between the ancestral and the mimetic traits |t′−ta| limits mimicry in

both sexes (Figure A4.23), highlighting the important role of the initial advantage

and disadvantage of mimicry. Using individual-centred simulations, we neverthe-

less observed that male and female traits can get closer to the mimetic trait by

stochasticity, enabling mimicry to be promoted, when the level of defence within

the focal species is high (Figures A4.24, A4.26 and A4.28).
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Fig. A4.24: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of (a)(d) the level of
sexual dimorphism |t∗m − t

∗
f |, (b)(e) male trait t

∗
m and (c)(f) female trait

t
∗
f when selective constraints are high using individual-centred simula-

tions assuming either (a)(b)(c) independent genetic basis or (d)(e)(f)
partially common genetic basis of male and female trait. We assume: (a)
rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We
also assume: G0 = 0.0025, µ = 0.05, c = 0, a = 0, cRI = 0, b = 5, dm = 0.1,
df = 0.5, λ′ = 0.01, N ′ = 200, s = 0.1, ta = 0, t

′
= 1. We explored respectively

4 and 5 different values of the parameters N and λ and we launched 100 replicate
runs for each parameter set.
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Fig. A4.25: Standard deviation associated with Figure A4.24 of (a)(d) the
level of sexual dimorphism |t∗m − t

∗
f |, (b)(e) final male trait t

∗
m and (c)(f)

final female trait t
∗
f when selective constraints are high using individual-

centred simulations assuming either (a)(b)(c) independent genetic basis
or (d)(e)(f) partially common genetic basis of male and female trait.
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Fig. A4.26: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of (a)(d) the level of
sexual dimorphism |t∗m − t

∗
f |, (b)(e) male trait t

∗
m and (c)(f) female trait

t
∗
f when selective constraints are low using individual-centred simula-

tions assuming either (a)(b)(c) independent genetic basis or (d)(e)(f)
partially common genetic basis of male and female trait. We assume: (a)
rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We
also assume: G0 = 0.0025, µ = 0.05, c = 0, a = 0, cRI = 0, b = 5, dm = 0.1,
df = 0.5, λ′ = 0.01, N ′ = 200, s = 0.05, ta = 0, t

′
= 1. We explored respectively

4 and 5 different values of the parameters N and λ and we launched 100 replicate
runs for each parameter set.
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Fig. A4.27: Standard deviation associated with Figure A4.26 of (a)(d) the
level of sexual dimorphism |t∗m − t

∗
f |, (b)(e) final male trait t

∗
m and (c)(f)

final female trait t
∗
f when selective constraints are low using individual-

centred simulations assuming either (a)(b)(c) independent genetic basis
or (d)(e)(f) partially common genetic basis of male and female trait.
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Fig. A4.28: Influence of the density N and of the individual defence level
λ in the focal species on the equilibrium values of (a)(d) the level of
sexual dimorphism |t∗m − t

∗
f |, (b)(e) male trait t

∗
m and (c)(f) female trait

t
∗
f when selective constraints are high using individual-centred simula-

tions, assuming either (a)(b)(c) independent genetic basis or (d)(e)(f)
partially common genetic basis of male and female trait. We assume: (a)
rTmTf = 0.25, rTfPf = 0.25 and (b) rT1T2 = 0.25, rT2T3 = 0.25, rT3Pf = 0.25. We
also assume: G0 = 0.0025, µ = 0.05, c = 0.1, a = 5, cRI = 0.5, b = 5, dm = 0.5,
df = 0.5, λ′ = 0.01, N ′ = 200, s = 0.1, ta = 0, t

′
= 1. We explored respectively

4 and 5 different values of the parameters N and λ and we launched 100 replicate
runs for each parameter set.
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Fig. A4.29: Standard deviation associated with Figure A4.28 of (a)(d) the
level of sexual dimorphism |t∗m − t

∗
f |, (b)(e) final male trait t

∗
m and (c)(f)

final female trait t
∗
f when selective constraints are high, using individual-

centred simulations assuming either (a)(b)(c) independent genetic basis
or (d)(e)(f) partially common genetic basis of male and female trait.
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Part III

Why and when are adaptive traits

used in mate choice ?

I now investigate why and when traits involved in local adaptation are targeted by

mate preference. Preference targeting adaptive traits can enhance offspring fitness,

but we also see in Part II that such preference can lead to reproductive interference

when locally adapted traits are shared between sympatric species. Preference

may rather target other traits, unlinked to local adaptation, but differing between

sympatric species. Multiple traits preference targeting both adaptive traits, as well

as additional species recognition traits, may produce adapted offspring, without

implying reproductive interference. I investigate the evolution of preference based

on multiple traits, when the traits used as cues can be either neutral or submitted

to shared selective pressures favoring trait similarity between sympatric species

(Chapter 5).
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Chapter 5

Evolution of mate preference
towards multiple traits in
sympatric species

Ludovic Maisonneuve, Charline Smadi and Violaine

Llaurens
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Abstract

So far we studied the evolution of mate preference based on one trait, and its conse-

quence on phenotypic distribution. However the evolutionary factors determining

which and how many traits are targeted by mate choice are largely unknown. In

sympatric species, trait variation is shaped by similar selective pressure, promot-

ing similar adaptive traits in the different species. When preference targets such

adaptive traits, the similarity between species induce heterospecific matings and

costs for the choosy partners. The evolution of preference for different traits thus

likely depends on the ecological interactions between species. Using a mathemat-

ical model, we thus study the evolution of preference towards two evolving traits

shared by sympatric species and we investigate how selective regimes on traits, op-

portunity cost and sensory trade-off shape the evolution of preference for multiple

traits. We show that the conflict between adaptation and species recognition may

promote multiple traits preference targeting an adaptative trait as well as another

trait relevant for species recognition. However we show that opportunity costs limit

the evolution of such multiple traits preference. Because adaptation reduces phe-

notypic diversity, opportunity costs promotes preference based on adaptive traits

rather than on traits relevant for species recognition.

Introduction

The evolution of mate preference plays a major role in the diversification of traits

and species in the wild. Yet, little is known on the evolutionary factors determin-

ing the traits preferentially targeted by preferences, and especially the number of

different cues used during mate choice.

Preferences are based on traits displayed by the parents, but their evolution usu-

ally depends on the indirect fitness benefit in the offspring (Neff & Pitcher, 2005).

The fitness of the offspring depends not only on the intraspecific competition but

also on the ecological interactions with sympatric species. When poorly-divergent

species occur in sympatry, mate preferences targeting certain traits can be pro-
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moted because of the reduced fitness in the hybrids (Merrill et al., 2012), but also

because of the reduction in costly sexual interactions with heterospecifics (Gröning

& Hochkirch, 2008). The evolution of preferences may therefore strongly depend

on the selection regimes acting on the targeted traits within species, but also on

the distribution of these traits in other species living in sympatry. Such multifari-

ous selection acting on the different traits displayed by males may then favor the

evolution of female preferences targeting several traits. Using multiple cues may

indeed improve some components of the fitness in the offspring and/or enhance

recognition of conspecific males (Candolin, 2003).

Multiple traits preference may then be promoted when targeting traits associated

with different components of the indirect fitness benefit (e.g. (Doucet & Mont-

gomerie, 2003; Girard et al., 2015; Dale & Slagsvold, 1996)). Theoretical modeling

show that preference towards multiple traits providing different indirect fitness

benefit can evolve (Iwasa & Pomiankowski, 1994). The evolution of preference

towards multiple non-adaptive cues can occur, when these cues provide greater

reproductive success in the sons (sexy sons hypothesis) (Pomiankowski & Iwasa,

1993), suggesting that sexual selection can also promote the evolution of prefer-

ence for multiple traits. Furthermore, selection promoting species recognition also

promotes the evolution of preference for multiple traits that differentiate closely

related species (Hohenlohe & Arnold, 2010; Vortman et al., 2013; Patten et al.,

2004). While several sexual and natural selection have been suggested to favor

the evolution of multiple traits preference, such evolution is likely to crucially de-

pend on trait variations and covariation within and among sympatric species. By

contrast with classical ’magic’ traits (Servedio et al., 2011), similar traits may

be promoted by natural selection in different sympatric species (e.g. in mimetic

species, Boussens-Dumon & Llaurens (2021)), indirect fitness benefit may then

induce selection on preference conflicting with species recognition(e.g. (Gumm &

Gabor, 2005; Higgie & Blows, 2007)). For example, in the spadefoot toad, pref-

erence for mating call increases the number of eggs fertilized in choosy females

but leads to reproductive interference, because of the similarity of call between

sympatric species (Pfennig, 2000). Preferences targeting multiple traits may then

295



CHAPTER FIVE

allow to improve both offspring fitness through the transmission of adapted alleles

and species recognition. For example, in field crickets of the genus Teleogryllus,

female targets both (1) CHCs, providing fitness benefits to their offspring (Berson

& Simmons, 2019), and (2) male calling song (Hill et al., 1972) that differentiate

sympatric species (Moran et al., 2020).

While preference based on multiple traits may be promoted by natural and sexual

selection, several constraints might limit the number of traits targeted by pref-

erence. Preferences are generally associated with fixed cost generated by mate

searching, and these costs might be increased when preference targets multiple

traits. Theoretical studies indeed show that the joint fixed costs of preference

based on different trait indeed promotes preference based on single trait providing

the greatest benefit (Schluter & Price, 1993), especially when the joint fixed costs

quickly increases with the strength of preference for each trait (Pomiankowski &

Iwasa, 1993; Iwasa & Pomiankowski, 1994). The evolution of preference for mul-

tiple traits may also be limited by the number of available partners displaying the

preferred combination of traits. Opportunity costs associated with female rejection

in choosy females may then increase when the number of targeted traits grows.

The evolution of multiple traits preference may also be limited by the complex cog-

nitive processes involved, explaining the low number of traits used in mate choice

in some clades (Candolin, 2003). Multiple traits-based mate choice may thus pref-

erentially evolve in species where multiple sensory systems allow such cognitive

integration. Evolutionary trade-off are often thought to limit the evolution of mul-

tiple sensory system: the development of sensory systems is frequently associated

with the regression of others (Barton et al., 1995; Nummela et al., 2013). Moreover,

physical constraints may generate sensory trade-offs: for example, visual system

model of the surfperch reveals trade-off in the performance between luminance and

chromatic detection, because of the limited numbers of the different types of cones

in the eyes (Cummings, 2004). Neural integration of multiple information may

also be limited, generating trade-offs in the use of multiple traits in decision. In

the swordtail fish Xiphophorus pygmaeus, females express preference for a visual

and an olfactory traits when there are exposed to the variation of only one trait
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within potential mate. However, when both traits vary within potential mates,

females do not express preference (Crapon de Caprona & Ryan, 1990), suggesting

that sensory trade-off limits the use of multiple traits in preference.

These contradictory developmental and ecological factors call for a general frame-

work determining the evolution of preferences towards different traits shared be-

tween sympatric species, that may be either neutral or shaped by natural and

sexual selection. Here, we thus use mathematical modeling to investigate the evo-

lution of preference based on multiple traits. We study the evolution of preference

towards two evolving traits (T1 and T2) shared by two sympatric species (A and B)

aiming at identifying how selection regimes acting on the targeted traits, as well

as reproductive interference between species favor preference targeting a single vs.

multiple traits.

Method

Modelling the evolution of female preference targeting dif-

ferent traits

We consider two closely-related species (A & B) living in sympatry, and assume

that individuals from both species display two main traits controlled by a single

haploid locus (loci T1 and T2 respectively, with two possible alleles 0 or 1). We fix

the genotypic distribution in species B and we study the evolution of traits and

preference on those traits in the focal species species A.

Only females express mate preference towards the traits displayed by males, and

their preference depends on their own phenotype (following the matching rule

described in Kopp et al. (2018)): we assume assortative preference whereby pref-

erentially mate with males displaying traits similar to their own traits (Figure 5.1).

Female assortative preference can target either traits (1 and 2) displayed by the

males. A preference modifier locus M controls the relative level of attention of

females toward trait 1 vs. trait 2 during their choice expressed by males (referred
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to as the preference direction γ). We assume that only two alleles can occur at

locus M with different values of γ modulating the level of attention on either traits.

The set of different loci is given by L = {T1, T2,M} and each genotype is a vector

in G = {0, 1}3. We study the invasion of the mutant allele 1 associated with the

value γm in the species A, where the allele 0, associated with the value γwt, was

initially fixed.

We assumed that females can encounter and have sexual interactions with het-

erospecifics. Heterospecific sexual interactions lead to fitness costs but do not

produce any viable offspring. The evolutionary fate of the mutant at locus M in

species A may thus depend on (1) reproductive interference promoting preferences

that enhance species recognition and (2) the selection regime acting on traits T1

and T2, enhancing the offspring survival. We assume an infinite population and

we track down the frequency of each genotype across generations in species A. We

assume that a generation is composed of three steps: (1) natural selection, (2)

reproduction and (3) mutation, as detailed below.

Fig. 5.1: Genetic architecture underlying trait and preference in species
A. As an illustrative example, here we show trait 1 as wing coloration and the
trait 2 as a pheromonal composition. See also an illustration of the phenotype
and behavior of a female of genotype vector (1, 0, 1). We note γ as the parameter
controlling the preference direction, and h as the function describing the cognitive
trade-off regulating the amount of attention paid to both traits
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Selection regime acting on the displayed traits

We assume that the traits T1 and T2 displayed by the individuals can modify their

survival. We define fi and f ′i as the frequencies of genotype i{1, 2} in the focal

species before and after a step of natural selection acting on survival, respectively.

The resulting frequency after selection, f ′i is then given by

f ′i =
wi
w
fi, (5.1)

where wi is the fitness component due to natural selection of an individual of

genotype i, while w is the average fitness component due to natural selection

averaged.

w =
∑
i∈G

wifi, (5.2)

where G is the set of all genotypes.

We note s1 and s2 the selective advantages associated with allele 1 at locus T1 and

T2, respectively. When natural selection favors individuals with allele 0 at locus

Ti, si is negative for i ∈ {1, 2}.

The fitness component due to natural selection of an individual of genotype i is

thus given by:

wi = (1 + (T1)is1) (1 + (T2)is2) , (5.3)

where (Tj)i is the value of trait Tj (0 or 1) of individuals of genotype i for j ∈ {1, 2}.

Reproductive success depending on female preference on

traits displayed by males

Genotypic frequencies after reproduction in the focal species then depend on the

contribution to the next generation of the different crosses between females and

males of genotype j and k respectively, described by mj,k, for all j and k in G. We
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note m the mean value of this contribution across all mating pairs

m =
∑
j,k∈G

f ′jf
′
kmj,k. (5.4)

The frequency after reproduction of genotype i in species A is then given by

f ′′i =
∑
j,k∈G

f ′jf
′
k

mj,k

m
β(i, j, k), (5.5)

where β(i, j, k) describes the segregation of alleles during reproduction and pro-

vides the probability that a mating between a female of genotype j and a male of

genotype k produces an offspring of genotype i. We assume recombination between

female’s and male’s haplotypes, then the offspring inherits randomly from one of

the two recombined haplotypes.

The contribution to the next generation of a mating of a pair then depends on

the female preference towards the traits displayed by males, controlled by loci T1

and T2. Assortative preference is assumed and the relative attention given by a

female of genotype j to trait 2 vs. trait 1 is controlled by the preference direction

parameter γj, determined by the allele at locus M : allele 0 is associated with γwt

and allele 1 is associated with the value γm. The attention provided on male trait

in a female of genotype j is thus given by:

γj = (1− (M)j)γwt + (M)jγm, (5.6)

where (M)j is the allele (0 or 1) at locus M in genotype j. We assume that the

relative attentions to the two traits, controlled by the parameter γ are submitted

to a cognitive trade-off described by the function h: attention on trait 1 and 2 are

respectively given by h(1− γ) and h(γ) with

∀x ∈ [0, 1], h(x) = xa and a ∈ [0,+∞).

h is a non-decreasing function, so that attention on one trait diminishes attention
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on the alternative one. Moreover, h(0) = 0 and h(1) = 1, so that in the two

extreme cases, female choice relies on a single trait. The parameter a tunes the

shape of the trade-off function h (see Figure A5.2):

• when a = 1, h is linear, leading to a linear trade-off, where the female

attention on traits 1 (resp. 2) is proportional to 1 − γ (resp. γ) (see black

curve in Figure A5.2).

• when a < 1, h is concave, leading to a weak trade-off between attention

towards the two male traits. Females can thus use both traits for mate choice

(see blue curve in Figure A5.2).

• when a > 1, h is convex leading to a strong trade-off in female attention

between the two traits. Females focusing on one trait largely ignore the

alternative trait, and intermediate values of γ lead to poor attention on both

traits (see red curve in Figure A5.2).

Therefore, when a female of genotype j in species A encounters a male of genotype

k, she accepts the male with probability

φ(j, k) =
(

1− 1(T1)j 6=(T1)kρh(1− γj)
)(

1− 1(T2)j 6=(T2)kρh(γj)
)
, (5.7)

where 1{.} is the indicator function that returns 1 if the condition in subscript is

realized and 0 otherwise. The parameter ρ quantifies the strength of assortative

female preference.

During an encounter between individuals from different sexes, the probability that

a female of genotype j accepts a conspecific male is then given by (Otto et al.,

2008):

T (j) =
∑
k∈G

probability of encountering
a conspecific male

of genotype k︷ ︸︸ ︷
N

N + Ñ
f ′k

probability of accepting
a conspecific male

of genotype k︷ ︸︸ ︷
φ(j, k) , (5.8)

where N and Ñ are the densities of species A and B respectively.
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A female of genotype j may also accept an heterospecific male with probability

TRI(j) =
∑
k∈G

probability of encountering
an heterospecific male

of genotype k︷ ︸︸ ︷
Ñ

N + Ñ
f̃k

probability of accepting
an heterospecific male

of genotype k︷ ︸︸ ︷
cRIφ(j, k) , (5.9)

where cRI ∈ [0, 1] captures the investment of females in interspecific mating. This

cost of reproductive interference incurred to the females can be reduced when

female preference is also based on alternative traits differing between species, or

when individuals from both species do not encounter frequently. We assume that

heterospecific crosses never produce any viable offspring, and that a female engaged

in such a mating cannot recover the associated fitness loss.

Knowing that a female of genotype j has mated with a conspecific male, the

probability that this male is of genotype k is given by

Φ(j, k) =
φ(j, k)f ′k∑
l∈G φ(j, l)f ′l

. (5.10)

If females only encountered one male, the proportion of crosses between a female

of genotype j and a conspecific male of genotype k would be

P1(j, k) = f ′jT (j)Φ(j, k). (5.11)

However, we assume that females refusing a mating opportunity can encounter

another male with probability 1 − c. We interpret c as the cost of choosiness

(similar to the coefficient cr, referred to as relative cost of choosiness in (Otto

et al., 2008)). The proportion of crosses between a female of genotype j and a
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conspecific male of genotype k is thus given by

P(j, k) =
+∞∑
n=0

((1− T (j)− TRI(j)) (1− c))nP1(j, k)

=
P1(j, k)

c+ (1− c)(T (j) + TRI(j))
, (5.12)

where ((1− T (j)− TRI(j)) (1− c))n is the probability that a female of genotype j

rejects the n males she first encounters and then encounters an (n+ 1)− th male.

The contribution to the next generation of a mating between a female of genotype

j and a male of genotype k is thus given by

mj,k =
T (j)

c+ (1− c)(T (j) + TRI(j))

φ(j, k)∑
l f
′
lφ(j, l)

. (5.13)

Mutation

We assume that mutations can occur at loci T1, T2 within offspring. We assume

that with probability uTi0→1 (resp. uTi1→0) allele 0 (resp. 1) mutates into allele 1

(resp. 0) at locus Ti, i ∈ {1, 2}.

All variables and parameters used in the model are summed up in Table A5.1.

Model exploration

Using QLE analysis to determine the evolutionary stable

preference direction

We perform a Quasi-Linkage Equilibrium (QLE) analysis allowing to estimate the

change of allele frequency at each locus. QLE analysis assumes that selection is

weak and that recombination is strong compared to selection. In line with this

hypothesis, we assume that s1, s2, ρ, cRI , c are of order ε with ε low and that

the recombination rates are of order 1. We also assume that mutation rates are of
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order ε. The QLE analysis is performed using Wolfram Mathematica 12.0 and all

the details of the analytical results are presented in Appendix A5.1.

The QLE analysis allows to numerically estimate the evolutionary stable value of

γ. The mutant is introduced at frequency P 0
M . We assume that the mutations at

locus M have a low effect i.e. the difference γwt and γm is small (but see Appendix

1 for mutations with high effect). We consider:

• Evolutionary stable γ: value of γwt preventing the invasion of any other

mutation of small effect at locus M .

• Repulsor: value of γwt enabling the invasion of other mutations of small effect

at locus M .

We assume that once a mutant increases in frequency after its introduction it

replaces the wild type allele in the population. Then the preference direction γ in

the population tends to one of the evolutionary stable value refer as equilibrium

value γ∗.

In these QLE analyses, we generally assume that ancestral preference equally tar-

gets both traits (γ0 = 1/2). However, the evolutionary stable direction of pref-

erence γ∗ may depend on the ancestral value γ0, we thus study the dependence

to ancestral preference direction assuming the three different selective regimes de-

tailed below, and summarized our findings in the Appendix (see Figures A5.3, A5.6

and A5.8).

In all these three cases, we also study the effects of the shape of the trade-off func-

tion h (trough the parameter a) and of opportunity costs (through the parameter

c) on equilibrium preference direction.
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Selection regimes promoting the evolution of multiple trait

preference

We applied the QLE analysis method described above to specifically investigate

three main selective regimes and to test their respective effects on the evolution of

multiple traits preference in females.

(a) Preference enhancing offspring fitness

First, we consider that both trait provide an indirect fitness benefit due to natural

selection (s1 > 0 and s2 > 0). To explicitly investigate whether preference would

be based on multiple traits or on the trait providing the strongest indirect fitness

benefit, we assume that natural selection acts more intensely on trait T1 than on

T2 (i.e. s1 > s2). We assume no cost generated by heterospecific interactions

(cRI = 0), but still hypothesize complete inviability in the hybrids.

(b) Preference enhancing species recognition

We then assume that heterospecific interactions generate costly reproductive in-

terference between sympatric species (cRI = 0.01) and investigate how selection

promoting reproductive isolation impacts the evolution of multiple traits prefer-

ence. When assuming reproductive interference costs, the advantage gained from a

choice based on given trait crucially depends on the phenotypic distribution of this

trait in the two sympatric species. We then consider that in species A, because of

mutations, trait value 1 is common at both traits with the frequency of trait value

1 higher at trait T1 than at trait T2 (uT1
0→1 = 0.003, uT1

1→0 = 0.001, uT2
0→1 = 0.002 and

uT2
1→0 = 0.001). We also explored the impact of different phenotypic distributions in

species B in the evolution of preferences in species A. We focus only on the impact

of reproductive interference on the evolution of preference and therefore assume

that neither trait T1 nor T2 are submitted to natural selection (s1 = s2 = 0).
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(c) Preference enhancing both offspring fitness and species recognition

Finally, we test whether multiple trait preference can be promoted when one trait is

submitted to a natural selection in both sympatric species, therefore also promoting

preference towards an alternative trait neutral from selection, that may enhance

species recognition. We then assume a natural selection regime promoting the same

trait value 1 at T1 in both species. We thus assume that natural selection favors

trait values 1 (s1 > 0) in species A and that trait value 1 is fixed (P̃T1 = 1) in species

B. We then assume costs generated by reproductive interference (cRI > 0), so that

preferences based on T1 are likely be costly. We then assume that both species

are easily distinguishable based on trait T2. We thus assume that the frequency of

allele 0 at trait T2, is higher in species A, whereas allele 1 is more common in species

B (P̃T1 = 0.6). We investigate several strengths of natural selection favoring allele

1 at trait T1 (s1), as well as several strengths of reproductive interference (cRI).

Because the proportion of maladapted trait value 0 at T1 increases the advantage

of choosing adapted trait value 1, we investigate the effect of different mutation

rates at locus T1, assuming a symmetrical mutation rate (uT1
0→1 = uT1

1→0).

Results

We investigate the evolution of multiple traits preference in females by studying

the invasion of a mutant at a modifier locus M , determining the attention paid

to either traits (T1 and T2) displayed in males. We applied a QLE approach to

determine the equilibrium level of attention paid to either traits γ∗, depending

on the shape a of the cognitive trade-off limiting the attention on both traits

simultaneously (see methods).

Which traits indicate ’good genes’ ?

We first assume no costly heterospecific interaction and test the effect of natural

selection acting on both traits (T1 and T2) on the evolution of female preference.
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Female preference towards the two traits can be promoted because of the positive

effects generated on the fitness of their offspring when they carry the adapted

alleles. Furthermore, preference may also be promoted by sexual selection, because

females have an advantage to produce ’sexy offspring’ (see Equation (A5.10)). By

contrast with previous model (Pomiankowski & Iwasa, 1993), our model show

that sexual selection alone can not promotes drive the evolution of multiple traits

preference (see Appendix A5.2).

When assuming natural selection on the traits (s1 > 0 and s2 > 0), our model

does predict the evolution of multiple trait preference. Assuming that ancestral

preference equally target both traits (γ0 = 1/2), the fitness benefit gained by the

offspring displaying adapted alleles of females carrying a mutant allele at the pref-

erence at the modifier locus M promotes the evolution of multiple preference. To

specifically study the evolution of preference towards several traits in this ’good

genes’ hypothesis, we consider that natural selection acts more intensely on T1

(s1 > s2), and determine the condition favouring the evolution of preference on

both traits. Assuming a weak cognitive trade-off (low a) and opportunity costs

(low c), the evolutionary stable preference is based on both traits, with more atten-

tion on trait T1 under stronger selection (see hatched area in Figure 5.2 (a)). This

preference leads to the production of offspring with adapted alleles at both traits.

However, stronger cognitive trade-off and opportunity costs prevent the evolution

of such multiple traits preference (Figure 5.2 (a)). Interestingly, linear trade-off

(log(a) = 0) leads to preference uniquely based on the trait under stronger selec-

tion (Figure 5.2 (a)). A weaker trade-off than linear trade-off is thus a necessary

condition for the evolution of multiple traits preference, when both traits are under

natural selection.

When assuming a strong trade-off, the evolution of preference also tightly depends

on the ancestral preference value (γ0) (Figure A5.3). When the preference initially

targets the trait T2 (γ0 ' 1), the evolution of female preference favours more

attention towards the mildly selected trait T2 (see Figure A5.4). This is probably

due to the strong sexual selection initially promoting preference on T2: when trait

T2 is ancestrally targeted by preference, it provides an indirect fitness benefit
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due to the production of ’sexy son’. This sexual selection promoting preference

targeting T2 conflicts with the natural selection, promoting preference targeting T1.

Moreover, when assuming a strong cognitive trade-off, preference based on both

traits leads to poor attention towards both traits, thus creating a fitness valley

limiting the switch of female attention from one trait toward the alternative ones.

When female choice is ancestrally mainly based on trait T2, therefore creating

positive sexual selection favouring preference on T2, the positive selection on T1 is

not powerful enough to cross this fitness valley, and the evolution towards attention

to the trait T1 is not observed. However, the cross of this fitness valley is facilitated

when mutations have a larger effect size (see figure A5.5).

Which traits participate to reinforcement ?

We then investigate whether reinforcement of species barriers promoted by repro-

ductive interference may promote the evolution of multiple traits preference. We

assume costly reproductive interference (cRI = 0.01), and that both traits are not

under natural selection (s1 = s2 = 0). We assume that trait value 1 is common at

both traits in species A, whereas trait value 0 is common at both traits in species

B, so that both traits are relevant cues for species recognition. Similarly to the

natural selection regime explored above (hypothesis (a)), we assumed a higher fre-

quency of trait value 1 in trait T1 than at trait T2, making T1 the best cue for

species recognition. Similarly to the results obtained for hypothesis (a), multiple

traits preference can evolve when the cognitive trade-off and the opportunity costs

are weak (Figure 5.2 (b)).

When assuming that heterospecific mating attempts may happen, the advantage

gained from a choice based on a given trait crucially depends on the phenotypic

distribution of this trait in the two sympatric species (see Equation (A5.6)). We

then explored different phenotypic distributions in species B, to investigate the

effect of heterospecific mating on the evolution of the targeting of the trait by

females.
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Fig. 5.2: Evolution of female preferences, depending on three different
selection regime. The three plot investigates the effect of the cognitive trade-off
function a and on cost of choosiness c on the equilibrium preference direction γ∗, for
these 3 selective regimes. Hatched area indicates parameter combinations where
multiple traits preference is observed at equilibrium (0 < γ∗ < 1). In species A,
mutation and natural selection promotes trait value 1 at both traits (uT1

0→1 = 0.003,
uT1

1→0 = 0.001, uT2
0→1 = 0.002, uT2

1→0 = 0.001, s1 ≥ 0 and s2 ≥ 0). We assume: (a)
that both traits are under natural selection, with stronger selection on T1 than T2

(s1 = 0.02 and s2 = 0.01), (b) reproductive interference (cRI = 0.05) and that both
trait may allow species recognition (P̃T1 = P̃T2 = 0) (c) reproductive interference
(cRI = 0.05), that trait T1 is under natural selection (s1 = 0.02) and that trait T2

may allow species recognition (P̃T2 = 0.4). Ancestrally preference equally targets
both trait (γ0 = 1/2). By default we assume: P 0

T1
= P 0

T2
= 0.5, P 0

M = 0.01,

P̃T1 = P̃T2 = 1, s1 = s2 = 0, ρ = 0.01, cRI = 0, N = Ñ = 10. Note that the
dependence of these results to the ancestral value γ0 is detailed in Figure A5.3.

When species differ in the distribution of both traits preferences based on both

traits then become advantageous, leading to multiple traits preference (Figure 5.3).

Else single trait preference based on the trait that differentiate the most conspecific

and heterospecific evolve. The parameter space where females choose only on trait

T1 is wider because this trait is more likely to differentiate species as the frequency

of trait value 1 is higher at trait T1 than at trait T2.
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Fig. 5.3: Equilibrium preference direction γ∗ depending on the pheno-
typic distributions in species B (P̃T1 and P̃T2). Hatched area indicates pa-
rameter combinations where multiple traits preference is observed at equilibrium
(0 < γ∗ < 1). In species A, mutations promote trait value 1 at both traits
(uT1

0→1 = 0.003, uT1
1→0 = 0.001, uT2

0→1 = 0.002, uT2
1→0 = 0.001. Ancestrally, preference

equally targets both trait (γ0 = 1/2). We assume: P 0
T1

= P 0
T2

= 0.5, P 0
M = 0.01,

s1 = s2 = 0, ρ = 0.01, c = 0.001, cRI = 0.05, a = e−1, N = Ñ = 10. Note that the
dependence of these results to the ancestral value γ0 is detailed in Figure A5.6.

Connecting ’good genes’ and reinforcement theory

We explore the evolution of multiple traits preference that may allow producing

fitted offspring, while enhancing species recognition. We thus assume that the trait

T1 is under natural selection, leading to resemblance to species B (e.g. modeling

sympatric species where the same trait allow local adaptation in both species):

we assume that natural selection favors trait values 1 (s1 > 0) in species A and

that trait value 1 is fixed (P̃T1 = 1) in species B. In contrast, the trait T2 is not

submitted to natural selection, but is a relevant cue for species recognition: we

assume that the frequency of allele 1 is higher in species A, whereas allele 0 is more

common in species B (P̃T1 = 0.4).
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Weak trade-off and opportunity costs allow the evolution of multiple traits pref-

erence mainly based on the neutral trait allowing species recognition (T2) (Figure

5.2 (c)). Opportunity costs then promote preference based on trait under natural

selection T1 (Figure 5.2 (c)). Indeed natural selection acting on trait T1 reduces

phenotypic diversity in the focal species and therefore also reduces opportunity

costs associated with preference based on the trait T1 in this species (see Equation

(A5.9)). Thus high mutation rate at trait T1, leading to high phenotypic diversity,

limits preference based on trait under natural selection T1 (Figure A5.7). Increas-

ing values of the cognitive trade-off promotes choice on the the trait T2 (Figure 5.2

(c)), because it provides a better fitness benefit (Note that this fitness benefit de-

pends on our assumptions on the relative levels of strength of natural selection on

T1 and of reproductive interference, see below). However, when opportunity costs

increases, an increase of trade-off then leads preference to target only targeting the

trait under natural selection (T1) (Figure 5.2 (c)). Trade-off promotes preference

mainly based on one trait, however preference mainly based on neutral trait leads

to stronger opportunity cost because of the higher phenotypic diversity in the neu-

tral trait (T2), while natural selection on the trait T1 strongly limit intra-specific

diversity. Then strong trade-off, in interaction with opportunity costs, promotes

preference targeting only the naturally selected trait T1.

Very strong trade-off and opportunity costs surprisingly promote multiple traits

preference (Figure 5.2 (c)). Due to the important trade-off, this preference leads

to poor attention on both traits, resulting in almost random mating, that limits

opportunity costs.

We then investigate the impact of the strength of natural selection favoring al-

lele 1 at trait T1 (s1) and the strength of reproductive interference (cRI) on the

evolutionary stable preference direction. As expected natural selection (resp. re-

productive interference) promotes preference based on the naturally selected trait

T1 (reps. the trait allowing species recognition T2) (Figure 5.4). Without opportu-

nity costs (c = 0), natural selection promotes multiple traits preference, whereas

reproductive interference leads to preference targeting T2 only. Because we assume

complete inviability in the hybrids, with strong reproductive interference, females
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prioritize species recognition.

Opportunity costs (c = 0.001) allow only the evolution of multiple traits pref-

erences that mainly target the neutral trait. Multiple traits preferences mainly

targeting the naturally selected trait would reduce the phenotypic diversity at

trait T1, via sexual selection. Thus such preferences would, by reducing oppor-

tunity costs, strongly advantage preference targeting T1 and then promotes the

single trait preference targeting the trait T1.

Fig. 5.4: Evolution of preference direction γ∗, depending on the strength
natural selection acting on trait T1 (s1) and the strength of reproductive
interference (cRI), for different cost of choosiness (c). We assume (a) c = 0
and (b) c = 0.001. Hatched area indicates parameter combinations where multiple
traits preference is observed at equilibrium (0 < γ∗ < 1). Ancestrally, preference
equally targets both trait (γ0 = 1/2). We assume: P 0

T1
= P 0

T2
= 0.5, P 0

M = 0.01,

P̃T1 = 1, P̃T2 = 0.4, s2 = 0, ρ = 0.01, a = e−1, N = Ñ = 10, uT1
0→1 = 0.003,

uT1
1→0 = 0.001, uT2

0→1 = 0.002, uT2
1→0 = 0.001. Note that the dependence to γ0 is

detailed in Figure A5.8.

Altogether our results show how natural and sexual selection, sensory trade-off

and ancestral preference shape the evolution of female preference toward different

traits displayed by males.
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Discussion

Mate preferences have been extensively studied in the light of the ’good genes’

hypothesis (Puurtinen et al., 2009) or in the context on reinforcement (Servedio

& Noor, 2003). By jointly considering (1) the selection regimes acting on the

targeted traits within species, as well as (2) interactions with other species living

in sympatry, our theoretical study provides a general framework reconciling these

research fields.

We thus focused on natural selection regime shared between sympatric species

promoting species similarity, increasing risks of reproductive interference. Our

approach thus drastically differ from classical studies on reinforcement, focusing

on ’magic traits’, submitted to disruptive selection between species (Servedio et al.,

2011). Because ’magic traits’ are honest signals of both local adaptation and of

species identity, there is no antagonistic selection regimes that may promote the

evolution of multiple trait preferences in this case.

Our results show that opportunity costs play a key role in the evolution of multiple

trait preference. In our model, the opportunity costs promotes preference based

on naturally selected traits rather than on traits allowing species recognition. As

natural selection erodes phenotypic diversity, preference based on traits allowing

species recognition leads to stronger opportunity cost, promoting preference tar-

geting the naturally selected traits. However, the low level of variations are usually

observed in locally adapted traits prevent positive selection on these traits: because

there is hardly any ’maladapted’ variants, there is no longer selection to avoid it.

Our model highlights that female preference may then preferentially target traits

that differ from other species (Figure A5.7). For example in Heliconius butterflies,

wing pattern is under selection because predators associated locally abundant wing

patterns with unpalatability, leading to the fixation of a local wing pattern within

and between species. In some of these mimetic species, female preference targets

chemical cues differentiating sympatric species. (González-Rojas et al., 2020).

In our model, species recognition traits are neutral. However constraints act on
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trait display, depending notably on the detectability of the displayed trait . We

assume that choosers perceived all trait values equally. However, increased trait

detectability may induce costs: for example, the conspicuousness of a trait display

increase parasitism and predation risks (Zuk & Kolluru, 1998). Increasing costs

of sexual trait conspicuousness may theoretically promotes the light display of

several traits (Johnstone, 1995a), therefore promoting preference multiple towards

multiple cryptic traits.

Our results highlight how indirect fitness benefit and/or reproductive interference

can promotes female preference for multiple traits. Our model highlights that the

evolution of multiple traits occur only when the cognitive trade-off is weak. The

evolution of multiple trait preference is therefore probably more likely to emer-

gence in species where complex neural processes do occur. Nevertheless, several

alternative decision mechanisms may reduce this cognitive trade-off. For example

sequential/hierarchical mate preference, whereby targeted traits are process in a

hierarchical order, efficiently produce decision, even considering a large number of

traits (Gigerenzer et al., 1999). Sequential mate preference is frequently observed

(e.g. (Shine & Mason, 2001; Eddy et al., 2012; Gray, 2022)) and may allow the

evolution of multiple traits preference. Sequential mate choice may emerge because

some trait are visible at long-distance (such as color or calls), whereas others are

perceived only at short distances (such as oviposition site guarded by males or

male-emitted pheromones) (e.g. (Candolin & Reynolds, 2001; López & Mart́ın,

2001; Mérot et al., 2015)).

The distance at which different traits are perceived may play a key role in repro-

ductive isolation (Moran et al., 2020). Females deceived by short-distance trait

of the heterospecific males may have already spent time and energy or may need

to deploy substantial efforts to avoid heterospecific mating. Therefore, females

may still suffer from increased costs associated to reproductive interference, even

if they eventually manage to avoid mating with heterospecific males (Gröning &

Hochkirch, 2008). Therefore reproductive interfere may promote preference tar-

geting long-distance trait that may reduce efficiently heterospecific interactions.
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Reproductive isolation between species also depends on the niche of individuals of

both species. Mating occurs between individuals sharing the same niche leading to

niche-based assortative mating. Niche segregation may play a key role in the evolu-

tion of reproductive isolation. In two teafrogs species, differing by there mating call

(Park et al., 2013), different spatial and temporal segregation in calling and rest-

ing places during breeding period increases reproductive isolation (Borzée et al.,

2016). As well as sequential mate preference, niche segregation may efficiently

participate to reproductive isolation without generating trade-off with preference

for other traits. Niche segregation limit opportunity costs because there is no need

to sample a species recognition trait, whereas sequential mate preference increase

sampling time.

Our study shows how natural and sexual selection may promote multiple traits

preference in sympatric species. Our study highlights the importance of under-

standing trade-off between preference targeting different trait whereas opportunity

costs to understand what trait are targeted by preference.

Conclusion

We study the direction of preference towards two evolving traits shared by sym-

patric species. We consider selection regimes acting on traits that increase similar-

ity with heterospecific individuals, leading to costly sexual interactions. We study

how selective regimes on traits, heterospecific interactions, opportunity costs and

sensory trade-off shape the evolution of preference for multiple traits. Weak oppor-

tunity costs and sensory trade-off allow the evolution of multiple traits preference

enhancing offspring fitness and/or species recognition. Our main result is that

that opportunity costs promote preference based on adaptive traits rather than

on traits relevant for species recognition. Because adaptation reduces the number

of trait values, preference based on adaptive traits hardly suffer from opportunity

costs. Then opportunity costs may limit multiple traits preference enhancing both

offspring fitness and species recognition.
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Appendix

A5.1 QLE analysis

A5.1.1 Evolution of mating traits under natural and sexual

selection

First, we explored the relative effects of natural and sexual selections on the evo-

lution of traits in species A. Following the QLE approach, the change of allele 1

frequency at Ti, for i ∈ {1, 2}, after one generation in this species is given by:

∆PTi = GTi

natural and sexual selections︷ ︸︸ ︷(
si + ρi

(
PTi −

1

2

))
+

action of mutations︷ ︸︸ ︷
(1− PTi)u

Ti
0→1 − PTiu

Ti
1→0 +O(ε2), (A5.1)

where GI is the genetic diversity at locus I ∈ {T1, T2,M} given by

GI = PI(1− PI), (A5.2)

and ρ1 and ρ2 are the average strengths of preference on traits T1 and T2 respec-

tively in the population

ρ1 = ρ ((1− PM)h(1− γwt) + PMh(1− γm)) , (A5.3)

ρ2 = ρ ((1− PM)h(γwt) + PMh(γm)) . (A5.4)

While the action of natural selection simply depends on the advantage of trait

value 1 due to natural selection si, the effect of sexual selection is modulated by

the average strength of preference on trait T1 in the population ρi. Sexual selection

promotes (resp. disfavors) allele 1 when this allele is the most common (resp. rare)

in the population i.e. when PT1 > 1/2 (resp. PT1 < 1/2) generating a positive

frequency-dependent selection. The assortative mate preference assumed implies

that most females display the most common trait and seek for males exhibiting
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this trait. The most frequently displayed trait allele is therefore associated with

an enhanced reproductive success. An enhanced attention of females towards one

out of the two male traits then results in a reduction of the polymorphism for this

trait more targeted by sexual selection.

A5.1.2 Evolution of mutants modifying the trait used by

females for mate choice

The traits targeted by preference in species A can be shared with species B. This

is even more likely when these traits are submitted to similar natural selection

pressures in both sympatric species, enhancing a similar frequencies of traits. The

natural selection exerted on the traits in both species might therefore strongly

affect the risk of heterospecific mate choice. We thus investigate the evolution of

the focus of female preference on either trait in species A, depending on the natural

selection exerted on either trait. We thus study the invasion of a mutant at locus

M associated with the value γm, differing from the value γwt associated with the

ancestral allele. Under the QLE approximation, the allele frequency variation

at the preference locus can be divided into three terms, denoted ∆dir-RI,∆dir-c and

∆indPM , reflecting the effect of direct selection due to reproductive interference and

opportunity costs and indirect selection, on the change of the mutant frequency

∆PM respectively.

∆PM = ∆dir-RIPM + ∆dir-cPM + ∆indPM +O(ε3). (A5.5)
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Reproductive interference promotes preference targeting the trait lead-

ing to strongest species recognition.

The effect of reproductive interference on the change of mutant frequency is given

by

∆dir-RIPM = GMcRI
Ñ

N

(
δρ1

(
PT1 −

1

2

)(
PT1 − P̃T1

)
+ δρ2

(
PT2 −

1

2

)(
PT2 − P̃T2

))
, (A5.6)

where P̃T1 and P̃T2 are the frequencies of allele 1 at loci T1 and T2 respectively in

heterospecific. δρ1 and δρ2 quantify the effect of the mutant allele on the preference

on trait T1 and T2 respectively compared to the wild type allele

δρ1 = ρ (h(1− γm)− h(1− γwt)) , (A5.7)

δρ2 = ρ (h(γm)− h(γwt)) . (A5.8)

For instance when δρ2 > 0 the mutant allele leads to more attention on trait T2

than the wild type allele. Note that h is an increasing function: δρ1 and δρ2 thus

have opposite signs, i.e. when mutant allele increases female attention on one

trait, it also decreases female attention on the other trait.

As expected, the effect of reproductive interference mainly depends on density ratio

between species A and B, Ñ/N : the probability that a female encounters an het-

erospecific male increases with Ñ/N . Selection caused by reproductive interference

also increases with the strength of preference ρ, because the stronger preferences

are, the more females with preference leading to heterospecific rejection avoid het-

erospecific mates. This leads to a greater fitness difference between females with

different preferences intensifying selection, due to reproductive interference.

Reproductive interference promotes preference on the trait allowing more accu-

rate species recognition. Selection due to reproductive interference depends then

on relative phenotypic frequencies in both species. Preference on a trait leads to
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increased intraspecific matings than expected under random mating, when the tar-

geted trait is more common within the species A than within species B. The higher

the difference in trait frequencies between species, the stronger species recognition

is. However, natural selection favors resemblance on the selected trait between

species A and B and thus leads to similar cost of reproductive interference than

expected under random mating. By contrast, when traits are neutral, pheno-

typic distributions within the two species can be more different. Preference based

on trait may either increase or decrease species recognition compared to random

mating. Females are more attracted by heterospecifics when the most common

preferred trait value is more common within heterospecifics. Therefore in some

cases focusing on neutral traits may be worst for species recognition than natu-

rally selected trait.

Sympatry with other species intensifies opportunity costs

Preference allows to reject heterospecific males but also leads to the rejection of

conspecific males. After rejecting a male, a female has a probability c of not

encountering another male leading to an opportunity cost. The effect of these

opportunity costs on change of mutant frequency is given by

∆dir-cPM =−GMc
N + Ñ

N
(δρ1GT1 + δρ2GT2) . (A5.9)

The fate of a mutant depends on trait polymorphism and on its effect on the

attention towards either male traits. Limited polymorphism in a male trait in-

deed reduces opportunity costs, associated with female choice based on that trait.

Because we assume assortative mating, most females have and prefer the most

abundant trait value leading to low opportunity cost. Since natural selection re-

duces polymorphism at the male adaptive trait, opportunity costs may promote

female preference towards trait under stronger natural selection.

Surprisingly, selection due to opportunity costs increases with the proportion of

heterospecifics. When a female rejects a conspecific male, she has to wait to
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encounter another conspecific male to produce offspring and avoid opportunity

cost. However, the more there are heterospecifics, the more females will encounter

heterospecific males before encountering a conspecific male, making the rejection

of a conspecific more dramatic when conspecific males are rare. The effect of

opportunity costs is thus proportional to the average number of males that females

will encounter until she encounters a conspecific (N + Ñ)/N .

Indirect selection promotes preference on the trait providing the strongest

indirect fitness benefit

The mutant at locus M does not only directly change the fitness because it mod-

ifies reproductive interference and opportunity costs, but also because it can be

associated with different alleles at the traits loci T1 and T2 in the offspring, lead-

ing to contrasted indirect fitness benefits. Within offspring, the mutant allele at

locus M becomes associated with the preferred alleles at trait T1 or T2. Therefore

selection on the traits T1 and T2 can indirectly affect the frequency of the mutant

at locus M . The term describing the effect of indirect selection on mutant alleles

at locus M is given by

∆indPM =

genetic association
between T1 and M︷ ︸︸ ︷

D∗T1M

direct selection on T1︷ ︸︸ ︷(
s1 + ρ1(PT1 −

1

2
)

)
(A5.10)

+ D∗T2M︸ ︷︷ ︸
genetic association
between T2 and M

(
s2 + ρ2(PT2 −

1

2
)

)
︸ ︷︷ ︸

direct selection on T2

,

where D∗T1M
(resp. D∗T2M

) is the genetic association between the mutant allele at

locus M and allele 1 at locus T1 (resp. T2), see (A5.11). When the mutant is

associated with a trait value, direct selection on this trait indirectly affects change

of mutant frequency.

The genetic association between the mutant at locus M and the trait Ti, for i ∈
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{1, 2}, is given by

D∗TiM = GTiGMδρi

(
PTi −

1

2

)
+O(ε2). (A5.11)

When the mutant leads to more attention on Ti (δρi > 0), the mutant becomes

associated with the most common allele at Ti. Because of assortative female pref-

erence, when one trait value is common, females mostly prefer this trait. This

generates a tighter association between preference and trait alleles. Accordingly,

when the mutant leads to less attention on Ti (δρi < 0), it is associated with the

rarest allele. As trait alleles promoted by natural selection are more common,

indirect selection promotes preference towards the trait under stronger selection.

This selection includes natural and sexual selections, highlighting the importance

of the ancestral value of γ in the population which determines the strength of

sexual selection acting on each trait.

A5.2 Preference enhancing offspring ’sexinesss’

We consider the case where the indirect fitness benefit provided by each trait is

exclusively due to production of ’sexy son’. We then assume no natural selection

and no reproductive interference (s1 = s2 = cRI = 0). Because opportunity

costs may depends on the distribution of trait values at each trait we assume that

mutations promote a more balanced proportion of trait values on T2 (uT2
0→1 = 0.002

and uT2
1→0 = 0.001) than on T1 (uT1

0→1 = 0.003 and uT1
1→0 = 0.001).

Without opportunity costs (c = 0), multiple traits preference evolve only for very

weak trade-off (log(a) ' −1) (Figure A5.1). With subsequent opportunity costs,

the evolution of preference depends on the shape of the trade-off:

• With strong trade-off (log(a) > 0), the opportunity costs surprisingly pro-

mote preference based on both traits. This preference leads to poor attention

on both traits, leading to an almost random mating that limits opportunity
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costs. This result is observed because we assume fixed strength of level pref-

erence (ρ). Considering an evolving strength of level preference, the high

opportunity costs would promote no preference (ρ = 0).

• By contrast, with weak trade-off (log(a) < 0), opportunity costs favor at-

tention only on trait T1. Females with preference on both traits suffer from

high opportunity costs, because they are likely to refuse a large number of

males and may therefore have a decreased reproductive success. Females then

choose on the trait with the lower phenotypic diversity limiting opportunity

costs.
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Fig. A5.1: Equilibrium preference direction γ∗ depending on log(a) where
a tunes the shape of the trade-off function and on cost of choosiness (c).
Hatched area indicates parameter combinations where multiple traits preference
is observed at equilibrium (0 < γ∗ < 1). In species A mutations promotes higher
phenotypic diversity at trait T2 (uT1

0→1 = 0.003, uT1
1→0 = 0.001, uT2

0→1 = 0.002,
uT2

1→0 = 0.001). Ancestrally preference equally targets both trait (γ0 = 1/2). We
assume: P 0

T1
= P 0

T2
= 0.5, P 0

M = 0.01, P̃T1 = P̃T2 = 1, s1 = s2 = 0, ρ = 0.01,

cRI = 0, N = Ñ = 10, .
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A5.3 Table and Figures

Abbreviation Description
L Set of different loci for the matching rule model: L = {T1, T2,M}

and for the preference/trait model L = {T1, P1, T2, P2,M}.
G Set of different genotypes for the matching rule model: G = {0, 1}3

and for the preference/trait model G = {0, 1}5.
fi/f̃i Frequency of genotype i in species A or B.
PI/P̃I Frequency of allele 1 at locus I, for I ∈ L, in species A or B.
N/Ñ Density of species A/B.
GI Genetic diversity at locus I in species A, GI = PI(1− PI) for I ∈ L.
(I)i Allele at locus I of the genotype i for (I, i) ∈ L × G.
DI Genetic association between alleles at loci in I:

DI =
∑

i∈G fi
∏

I∈I(PI − (I)i) for I ⊂ L.
f ′i/f

′′
i /f

′′′
i Frequency of genotype i in species a after natural

selection/reproduction/mutation.
sn Selective advantage of allele 1 at locus Tn, n ∈ {0, 1}.
γi Preference direction.
h Trade-off function determining the relative focus of females

on either trait displayed by males.
a Trade-off parameter tuning the shape of the function h
ρ Strength of female preference.
cRI Strength of reproductive interference.
c Cost of choosiness.
uI0→1/u

I
1→0 Mutation rate of allele 0/1 towards 1/0 at locus I ∈ L.

Table A5.1: Description of variables and parameters used in the model.
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Fig. A5.2: Attention paid by females to either traits displayed by males
during assortative mate choice, depending on the preference direction
parameter γ controlled by the locus M , for different shapes of the trade-
off function h. Blue, red and black lines indicate concave, convex and
linear trade-off functions respectively.
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Fig. A5.3: Evolutionary stable preference, depending on three different
selection regime. The three plot investigates the effect of the cognitive trade-
off function a and on cost of choosiness c on the evolutionary stable preference,
for these 3 selective regimes. Shades of color indicates the unique value γES.
Black and blue area indicates parameter spaces with several values γES. In black
area only single trait preferences are evolutionary stable. In blue area at least
one γES value corresponds to multiple trait preference. In species A mutations
and natural selection promotes trait value 1 at both traits in species A (uT1

0→1 =
0.003, uT1

1→0 = 0.001, uT2
0→1 = 0.002, uT2

1→0 = 0.001, s1 ≥ 0 and s2 ≥ 0). We
assume: (a) that both traits are under natural selection (s1 = 0.02 and s2 = 0.01),
(b) reproductive interference (cRI = 0.05) and that both trait may allow species
recognition (P̃T1 = P̃T2 = 0) (c) reproductive interference (cRI = 0.05), that trait T1

is under natural selection (s1 = 0.02) and that trait T2 allowing species recognition
(P̃T2 = 0.4). By default we assume: P 0

T1
= P 0

T2
= 0.5, P 0

M = 0.01, P̃T1 = P̃T2 = 1,

s1 = s2 = 0, ρ = 0.01, cRI = 0, N = Ñ = 10, .
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Fig. A5.4: Evolutionary stable value of γ depending on log(a) where a
tunes the shape of the trade-off function for different values of cost of
choosiness (c). Black dots represent evolutionary stable γ, grey squares represent
repulsors and blue arrows represent dynamics (see Method part). We assume (a)
c = 0, (b) c = 0.001 and (c) c = 0.002. We also assume: P 0

T1
= P 0

T2
= 0.5,

P 0
M = 0.01, P̃T1 = 1 = P̃T2 = 0, s1 = 0.02, = s2 = 0.01, ρ = 0.01, cRI = 0,
N = Ñ = 10, uT1

0→1 = 0.003, uT1
1→0 = 0.001, uT2

0→1 = 0.002, uT2
1→0 = 0.001.

Fig. A5.5: Invasion graph. Red dot shows the invasion of the mutant with
high effect mutation. We assume: log(a) = 1, P 0

T1
= P 0

T2
= 0.5, P̃T1 = P̃T2 = 1,

s1 = 0.02, s2 = 0.01, ρ = 0.01, c = 0, cRI = 0, N = Ñ = 10, uT1
0→1 = 0.003,

uT1
1→0 = 0.001, uT2

0→1 = 0.002, uT2
1→0 = 0.001.

328



EVOLUTION OF MULTIPLE TRAITS PREFERENCE

Fig. A5.6: Evolutionary stable preference direction γES depending on
the phenotypic distributions in species B (P̃T1 and P̃T2). Shades of color
indicates the unique value γES. Black and blue area indicates parameter spaces
with several values γES. In black area only single trait preferences are evolutionary
stable. In blue area at least one γES value corresponds to multiple trait preference.
In species A mutations promote trait value 1 at both traits in species A (uT1

0→1 =
0.003, uT1

1→0 = 0.001, uT2
0→1 = 0.002, uT2

1→0 = 0.001. We assume: P 0
T1

= P 0
T2

= 0.5,

P 0
M = 0.01, s1 = s2 = 0, ρ = 0.01, c = 0.001, cRI = 0.05, a = e−1, N = Ñ = 10.
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Fig. A5.7: Equilibrium preference direction γ∗ depending on mutation
rates at locus T1 (uT1

0→1 = uT1
1→0) for different cost of choosiness (c). We

assume (a) c = 0 and (b) c = 0.001. Ancestrally preference equally targets both
trait (γ0 = 1/2). We assume: P 0

T1
= P 0

T2
= 0.5, P 0

M = 0.01, P̃T1 = P̃T2 = 1,

s1 = s2 = 0, ρ = 0.01, a = e−1, cRI = 0, N = Ñ = 10, uT2
0→1 = 0.002, uT2

1→0 = 0.001.
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Fig. A5.8: Evolutionary stable preference direction γES depending on
natural selection acting on trait T1 (s1) and the strength of reproductive
interference (cRI) for different cost of choosiness (c). We assume (a) c = 0
and (b) c = 0.001. Shades of color indicates the unique value γES. Black and
blue area indicates parameter spaces with several values γES. In black area only
single trait preferences are evolutionary stable. In blue area at least one γES value
corresponds to multiple trait preference. We assume: P 0

T1
= P 0

T2
= 0.5, P 0

M = 0.01,

P̃T1 = 1, P̃T2 = 0.4, s2 = 0, ρ = 0.01, a = e−1, N = Ñ = 10, uT1
0→1 = 0.003,

uT1
1→0 = 0.001, uT2

0→1 = 0.002, uT2
1→0 = 0.001.
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Overview of the thesis results

This thesis has explored the evolution of preference for unusual traits, and iden-

tified original mechanisms involved in the evolution of preference targets. Mate

preference for locally adaptive traits may be particularly advantageous because

it enhances offspring fitness in the local environment. However, mate preference

can target maladaptive traits limiting adaptation. In this thesis, I focused on two

mechanisms limiting the evolution of preference for adaptive traits.

First, I focused on the evolution of disassortative mating based on warning trait,

observed within polymorphic mimetic butterfly Heliconius numata. In this species,

local adaptation of warning trait and migration may have likely promoted the

formation of a supergene, controlling warning trait variations. However, the su-

pergene in Heliconius numata has also captured and/or accumulated deleterious

genetic mutations. In chapter 1, I showed that the deleterious genetic mutations

associated with the supergene can promote the evolution of disassortative mating,

despite the positive frequency-dependent selection acting on warning trait. I also

identified how genetic architecture of mate preference can favor the emergence of

such disassortative mating behaviors. In chapter 2, I showed that polymorphic

loci where the alleles carrying genetic deleterious mutations are dominant, promote

the evolution of disassortative mating. Disassortative mating generates sexual se-

lection, which disadvantages heterozygotes at the mating trait locus, limiting the

evolution of disassortative preferences. Yet, the genetic architecture of polymor-

phic traits, such as inversions, reduces the negative sexual selection feedback, as

well as opportunity costs associated with disassortative mating. My results high-

lighted the key role of genetic architecture of mating traits and preferences in the

evolution of mate preference.

Second, I focused on how species interaction may limit the evolution of preference

towards locally adaptive traits. The positive frequency-dependent selection ex-

erted by predators promotes the convergence of warning traits between sympatric

species. However, warning traits are also involved in mate recognition, so that trait

convergence might result in heterospecific courtship and mating. In chapter 3, I
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showed that such reproductive interference promotes preferences for non-mimetic

males, because these preferences reduce interactions with heterospecifics. Such

preference partially or totally limits the evolution of mimicry, promoting either

imperfect mimicry or complete divergence of traits between sympatric species. I

highlighted the importance of (1) female and predator discrimination capacities,

as well as (2) of historical constraints limiting the warning trait evolution, in the

evolution of either imperfect-mimetic or non-mimetic warning traits. In chapter

4, I proposed that reproductive interference, by promoting female preference for

non-mimetic males, explain the female-limited mimicry observed in some butterfly

species. My results highlight how mate preference may limit adaptation to the

local environment, and how ecological interaction between species may disturb the

adaptive process, occurring within species.

Third, I investigated which traits mate preferences are likely to target. In chapter

5, I showed that the conflict between adaptation and species recognition may

promote multiple traits preference, targeting an adaptive trait as well as other

traits relevant for species recognition. However, I showed that opportunity costs

limit the evolution of such multiple traits preference. Because adaptation reduces

phenotypic diversity, opportunity costs promote preference based on adaptive traits

rather than on traits relevant for species recognition.

In my thesis, I started by studying the evolution of disassortative mating. Then

I studied the evolution of reproductive character displacement in mimetic species.

Reproductive character displacement is often studied in a context of reinforcement,

where it generates an assortative mating leading to reproductive isolation between

different populations. All along my thesis, I thus had a reflexion about these two

concepts of assortative and disassortative mating in a context of adaptation and

speciation. I then decided to write an opinion paper on these concepts, to provide

a critical review on these evolutionary mechanisms.

336



DISCUSSION

Is Disassortative mating widespread ?

While assortative mating is described in many traits and in a large variety of taxa,

disassortative mating is generally thought to be restricted to a handful of emblem-

atic examples. Here we provide an alternative view, showing that disassortative

preferences might actually be quite common in nature and play a substantial role

in both trait and species diversification.

Disassortative mating occurs when individuals with dissimilar phenotypes mate

more often than expected under random mating (Burley, 1983; Hedrick, 2016) (see

Box 2). Disassortative mating is then generally described as a characteristic of a

population, rather than as an individual. Alternatively, disassortative preference

can be defined as an individual preference trait, where a chooser tends to prefer

mates, dissimilar from himself, compared with a random choice.

Classical exemples of disassortative mating

Numerous examples of disassortative mating are reported in polymorphic popula-

tions. Disassortative preference prevents selfing in plants and in fungi, via system

of self-incompatibility (i.e. heterostyly Li et al. (2016) and S-alleles Hiscock &

McInnis (2003) in plants, mating types in fungi Billiard et al. (2011)). By con-

trast with such examples of disassortative mating based self-incompatibility sys-

tem, disassortative mating may also be non-strict, where matings preferentially

happen between individuals with different phenotypes. Disassortative mating is

also documented cases at the MHC loci in animals, where individuals show pref-

erence for genotypes different from their own (Kamiya et al., 2014). MHC genes

are involved in specific recognition of pathogens, and host-pathogens interactions

classically generate negative frequency dependent selection and/or heterozygote

advantage (recognition of a larger range of pathogens) (Piertney & Oliver, 2006).

Such balancing selection regimes are thought to promote disassortative mating at

MHC loci (Slade & McCallum, 1992; Penn & Potts, 1999; Ihara & Feldman, 2003).

337



DISCUSSION

Disassortative mating also targets a chromosomal inversion in seaweed flies (Day

& Butlin, 1987) (potentially through preference based on cuticular hydrocarbon

Enge et al. (2021)), chirality in snails (Schilthuizen et al., 2007) but is frequently

observed based on coloration (e.g. in tropical butterflies (Chouteau et al., 2017),

in artic skuas (Bengtson & Owen, 1973), in white throated sparrows (Throney-

croft, 1975; Tuttle et al., 2016), in feral pigeons (Johnston & Johnson, 1989), and

in wolves (Hedrick et al., 2016)). Such disassortative mating is often associated

with heterozygote advantage (Jay et al., 2021; Butlin et al., 1984; Mérot et al.,

2020; Horton et al., 2013) at the mating trait. This type of disassortative mat-

ing is adaptive, in the sense that a phenotypic dissimilarity within a mated pairs

increases individuals fitness, because it enhances offspring fitness (see Box 2).

Box 2: Definitions

Disassortative mating: when mating occurs in a population more often between

individuals with dissimilar phenotype than expected under random mating.

Disassortative preference: individual preference where the chooser tends to

prefer mates dissimilar from himself as compared with random preference.

Adaptive disassortative mating/preference: disassortative mating/preference

where the phenotypic dissimilarity within a mated pairs increases individuals fit-

ness.

Incidental disassortative mating/preference: disassortative mating/preference

arising from a conflict between adaptation and mate preference.

Adaptation towards the local environment: selective process enhancing in-

dividuals fitness in a given environment. Here, we assume adaptation linked to

natural selection, thus excluding sexual selection.

Conflict between adaptation and mate preference: arise when mate prefer-

ence targets non-adaptive traits, so that sexual selection and adaptation promote

different trait values.
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Unknown examples of disassortative mating

Disassortative mating is often assumed to be rare in natural populations. However,

we may overlook some cases fitting with the definition of disassortative mating.

Under the definition of disassortative mating (Box 2), disassortative mating may

be involved in the evolution of sexual dimorphism.

Disassortative mating involved in sexual dimorphism

The sexual selection model is one popular explanation for the evolution of sexual

dimorphism (Hedrick & Temeles, 1989). Darwin indeed suggested that sexual

selection, via female choice, promotes the evolution of divergent phenotype in

males, whereas females keep the ancestral phenotype (Darwin, 1871). This model

of sexual dimorphism evolution implies that sexual selection favors males that are

more dissimilar from females than the average of males, driving the evolution of

a dissimilar male phenotype (see figure 9 for an illustration). Females then mate

more often with more dissimilar males than expected under random mating, fitting

the definition of disassortative mating (Burley, 1983; Hedrick, 2016). This model

of sexual dimorphism evolution can thus be viewed as a case of disassortative

mating. In sexually dimorphic species, several experimental studies (reviewed in

(Hedrick & Temeles, 1989)) measured sexual selection in males, resulting from

females preference, that may have underlain the evolution of sexual dimorphism,

suggesting that such disassortative mating may be common in natural population.

Reproductive interference may promote disassortative mat-

ing

Disassortative mating targeting neutral trait may also arise because of reproduc-

tive interference with other species. Reproductive interference, i.e. costly sexual

interaction between sympatric species, may also be a major force promoting pref-

erence for locally maladapted traits (see Box 3). Reproductive interference may
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Fig. 9: Illustration of disassortative female preference leading to the evolution of
sexual dimorphism. The green and pink solid lines are respectively the distribution
of female and male trait. Under random mating the distribution of preference is
equal to the distribution of male trait. The dashed green line is the distribution
of female preference.

cause reproductive character displacement (Gröning & Hochkirch, 2008; Kyogoku,

2015): the process by which a mating trait shared between two species becomes

more dissimilar in sympatric than in allopatric populations because of the negative

selection against heterospecific interactions (Brown & Wilson, 1956). Theoretical

studies have investigated how the evolution of female preference may promote

reproductive character displacement in males (McPeek & Gavrilets, 2006; Yam-

aguchi & Iwasa, 2013): reproductive interference is predicted to favor the diver-

gence between female preference and trait displayed by heterospecifics, because

such preference reduces mating attempts with heterospecifics, and therefore pro-

motes the divergence of reproductive traits between conspecific and heterospecific

males, through sexual selection.

Such disassortative mating, by targeting trait values at the limit of trait distribu-

tion, may be an agent of trait evolution, by generating directional sexual selection.

For instance, in two of the three fruit fly species of the genus Blepharoneura that

court on the same host plant, a morphometric analysis reveals sexual dimorphism

in wing shape where males, but not females, from the two different species differ in
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Fig. 10: Illustration of (a) a conflict between adaptation and female preference.
Such conflict may either (b) promotes sexual dimorphism, (c) promotes male di-
morphism or (d) limits adaptation in both sexes. Dashed lines represent fitness
variation due to adaptation and sexual selection. Solid lines represent trait dis-
tribution. The blue solid line means that male and female traits have the same
distribution. Purple and green solid lines are male and female trait distributions
respectively.

wing shape (Marsteller et al., 2009). In the mexican spadefoot toads Spea multi-

plicata, the level of sexual size dimorphism increases with the proportion of species

from the same genus Spea bombifrons living in sympatry (Pfennig & Pfennig, 2005)

suggesting a link between species interaction and sexual dimorphism. Here again,

females may mate more often with more dissimilar males than expected under

random mating, also fitting with the definition of disassortative mating (Burley,

1983; Hedrick, 2016).
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Box 3: When choosing a trait locally adapted increases the risks of

reproductive interference

Because sympatric species face a similar environment, natural selection may promote

similar adaptive traits in different sympatric species. Therefore, preferences for these

adaptive traits may lead to costly courtship and mating with heterospecifics. For

example, in the fruit fly Drosophila serrata, female preference based on cuticular

hydrocarbons (CHCs) increases offspring fitness (Hine et al., 2002). However, such

preference leads to reproductive interference with the species Drosophila birchii,

promoting reproductive character displacement of CHCs in sympatric population of

Drosophila serrata (Higgie et al., 2000; Higgie & Blows, 2007). The sharp change of

CHCs between allopatric and sympatric natural population may indicate a strong

selection against the displaced CHCs in allopatric populations (Higgie & Blows,

2007), suggesting that reproductive interference may limit preference for adaptive

traits. Such conflict is also observed in the spadefoot toad Spea multiplicata where

female preference for mating call leads to an increasing number of fertilized eggs,

but may lead to reproductive interference as the preferred call resembles the call of

heterospecifics (Pfennig, 2000). In sympatric population, females prefer a call that

differs from heterospecifics, but this preference reduces female fertility, suggesting a

strong reproductive interference in natural populations. Conflict between reproduc-

tive interference and preference for adaptive traits may be particularly important

when a shared selection specifically promotes traits similarity between sympatric

species. In aposematic species, warning traits advertising defense against preda-

tors are under strong selection, promoting similarity between sympatric species

(mimicry) (Chazot et al., 2014). Indeed, individuals displaying a common warning

trait experience a reduced predation risk because predators have already associated

the signal with defense (Arias et al., 2016d; Chouteau et al., 2016). This positive

frequency-dependent selection promotes similarity between defended individuals re-

gardless of their species (Müller, 1879). Because in defended species, preferences

often target the warning trait (Jiggins et al., 2001; Kronforst et al., 2006; Merrill

et al., 2014; Naisbit et al., 2001), species similarity increases the risk of reproductive

interference. Empirical examples of reproductive interference in Müllerian mimetic

systems have been reported (Estrada & Jiggins, 2002; Vasconcellos-Neto & Brown,

1982).
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Consequence of disassortative preference on adaptation

By contrast with adaptive disassortative mating, such disassortative mating is

incidental. This disassortative mating emerges because mate preference targets

locally non-adaptive traits. For example, indirect fitness benefit of producing ’sexy

sons’, may also promote preferences for neutral or handicapping traits whereas

females have a locally adaptive trait (Fisherian runaway (Fisher, 1930; Lande,

1981; Kirkpatrick, 1982)). Then sexual selection generated by such incidental

disassortative mating and local adaptation may promote different trait values (see

Figure A5.3 (a)), generating a conflict that may limit adaptation to the local

environment. As we saw, such mating preference may drive the evolution of trait

in males only, leading to the evolution of sexual dimorphism (see Figure (b)).

Female choice can generate disruptive selection on male trait, due to the conflict

between local adaptation and sexual selection (see Figure (a)). Disruptive selection

promotes polymorphism (Mather, 1955), and may then promote polymorphism in

the male mating trait (see Figure (c)). Depending on the genetic architecture of

male and female traits, such incidental disassortative mating may also limit adap-

tation in both sexes (see theoretical studies in mimetic systemBoussens-Dumon &

Llaurens (2021), Chapter 3, see Figure (d)).

Nevertheless, selective regimes promoting similar traits in sympatric species may

not always promote the evolution of disassortative preference. Additional mat-

ing traits enhancing species recognition may be targeted by preference preventing

conflict with adaptation (Candolin, 2003). Opportunity costs of rejecting a po-

tential mate promote mate preference based on locally adaptive traits rather than

preference based on traits enhancing species recognition (Chapitre 5). Such costs

indeed increase the proportion of unpreferred potential mate in the population, and

weakly impact mate preference based on locally adaptive traits because adapta-

tion reduces phenotypic diversity. Therefore, in populations where choosers suffer

from opportunity costs, reproductive interference may promote the evolution of

disassortative mating.
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How to measure disassortative mating ?

Why does clarifying random mating expectation matter ?

In a context of reinforcement, where species can produce hybrids, preferences un-

derlying the evolution of reproductive character displacement would rather be de-

scribed as assortative preference. This is because of one ambiguity in the defini-

tion of assortative and disassortative mating (Lewontin et al., 1968; Burley, 1983;

Hedrick, 2016; Bolnick & Fitzpatrick, 2007). The assortative vs. disassortative

mating depends on the pool of potential mates considered. If two populations

A and B can hybridize, random mating expectations are computed considering

individuals of both populations. Then, assortative mating is detected in such di-

vergent populations (Figure 11). By contrast, if post-zygotic isolation is complete

between both populations, random mating expectations are computed among indi-

viduals within each population, and disassortative mating will be detected in each

population. Also, when females from both populations keep displaying a shared

ancestral trait value (for example adapted to the local environment), while repro-

ductive character displacement happens in males only, disassortative preference is

detected.

What is the right scale to define random mating ? Detecting assortative or disas-

sortative matings allow to identify selective regimes acting on trait and preference

or the existence of a structuration in the population. The assortative mating ob-

served at the scale of both populations is relevant for understanding the evolution

of reproductive isolation occurring between the two populations. The incidental

disassortative mating observed at the scale of each population, informs us of pref-

erence targeting trait values at the limit of trait distribution, driving the evolution

of trait in both populations. This disassortative mating may inform us of a conflict

between local adaptation and mate preference.

When comparing divergent species, assortative mating is likely to be detected.

Drift and local selection generate a spatial structuration of phenotypic distribu-

tion, generating incidental assortative mating (Jiang et al., 2013). However, de-
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Fig. 11: Illustration of preference leading to reproduction character displacement
within two populations. Solid and dashed lines are respectively the distribution of
female and male trait. Red and blue represent the two different population A and
B respectively.

tecting such assortative mating does not reveal a selection promoting reproductive

isolation between different populations, but rather the existence of a spatial struc-

turation. Collecting data to characterise mating preference in living organisms is

difficult, so searchers merge data from different populations, which increases the

estimated strength of assortative mating (see meta-analyses on size-assortative

mating Rios Moura et al. (2021)). Rios Moura et al. (2021), as previous meta-

analyses (Jiang et al., 2013; Janicke et al., 2019), found that disassortative mating

is uncommon. However, these meta-analyses probably overestimate assortative

mating.

Why do we underestimate disassortative mating ?

These studies rely on the Pearson’s correlation coefficient r estimating the corre-

lation between male and female phenotypes across mated pairs (Jiang et al., 2013;

Janicke et al., 2019; Rios Moura et al., 2021) and define respectively assortative

and disassortative mating as a positive or a negative r coefficient.

This Pearson’s correlation coefficient considers only individual belonging to mated
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pairs, and ignores the trait distribution in non-reproducing individuals. Yet, the

non-reproducing individuals are part to the pool of potential mates, and the avoid-

ance of the non-reproducing individuals is the consequence of mating preference.

The Pearson’s correlation coefficient fails to detect disassortative matings gener-

ating directional sexual selection (see Box 4). Such disassortative matings indeed

generate differences of reproductive success among potential mates, underlying di-

rectional selection. However, these differences in reproductive success may not be

detected using the Pearson’s correlation coefficient focusing only on mated indi-

viduals.
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Box 4: Pearson’s correlation coefficient does not accurately

describe disassortative matings generating directional sexual

selection

The discrepancy induced by the different definitions can be illustrated using a toy

example of disassortative mating generating directional sexual selection. Let’s

assume a population of butterflies which can display two alternative wing colors,

either red or blue. We assume that natural selection favors red individuals, then

most individuals in the population have red wings. We assume that butterflies

from this population encounter red heterospecifics, leading to reproductive

interference. Such reproductive interference promotes preference for the rare blue

individuals, enhancing the rate of conspecific matings (Figure 12). In this example

the frequency of mating with dissimilar individuals is higher than expected under

random mating, but the Pearson’s correlation coefficient is null.

Fig. 12: Example of matings within a population. Disassortative mating may be
detected or not, depending on the different definitions. According to the definition
we use, disassortative mating occurs because the frequency of mating with dissimilar
individuals (equals to 2/3) is higher than expected under random mating (equals
to 4/9). However, using the Pearson’s correlation coefficients, disassortative mating
is not detected. Indeed the correlation between male and female phenotypes across
mated pairs is null as there is no variation of phenotypes among mated males.

We think using the definition of assortative mating given by Lewontin et al. (1968);

Burley (1983); Hedrick (2016); Bolnick & Fitzpatrick (2007), rather than the Pear-

son’s correlation coefficient (Jiang et al., 2013; Janicke et al., 2019; Rios Moura

et al., 2021), would be more relevant to understand the evolution of mate prefer-

ences and their consequences on adaptation and speciation. Indeed, the Pearson’s

correlation coefficients, by ignoring the trait distribution in non-reproducing indi-
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viduals, may sometimes fail to detect sexual selection.

Genetic architecture enabling the evolution of dis-

assortative mating

So far, we questioned the claim that disassortative mating may be rare compared

to assortative mating in natural populations. Such claim would also imply that the

conditions enabling the evolution of assortative mating are more widespread than

those enabling the evolution of disassortative mating in natural populations. Here,

we review the scientific literature to uncover the conditions on genetic architecture

of the mating trait and preference enabling the evolution of disassortative mating.

Genetic architecture of the mating trait

Because of the opportunity costs associated with the rejection of mating partners,

the evolution of disassortative mating crucially depends on the distribution of

traits in potential mates, and the genetic architecture of mating traits impacts this

distribution. In classical examples of adaptive disassortative mating, a single locus

controls the variation of the mating trait (e.g cuticular hydrocarbon in seaweed flies

(Enge et al., 2021), sex organ morphology in heterostyly system Li et al. (2016);

Kappel et al. (2017), plumage in the white throated sparrows Tuttle et al. (2016),

wing color pattern in tropical butterflies Chouteau et al. (2017), chirality in snails

Schilthuizen et al. (2007), protein involved in self-incompatibility in plants Hiscock

& McInnis (2003), mating type in some fungi Billiard et al. (2011); Branco et al.

(2018)).

Assuming a single locus genetic architecture of mating trait makes the evolution

of disassortative mating limited in diploid population (Chapitre 2). Disassorta-

tive preferences rapidly become genetically associated with heterozygosity at the

mating trait locus. Most individuals with disassortative preference are then het-

erozygote at the mating trait locus and tends to prefer homozygotes at the mating
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trait locus. When disassortative mating increases, it generates sexual selection

promoting homozygotes over heterozygotes, generating a selective regime impair-

ing the fixation of disassortative mating. The generated negative sexual selection

feedback limits the evolution of disassortative mating. Moreover, disassortative

mating produces an excess of heterozygotes in the population. When disassorta-

tive mating is common, individuals with disassortative preference also suffer from

increased opportunity costs, due to preference towards the scarce homozygotes.

Because individuals chose their mate based on their phenotype, the dominance

relationships at the mating trait locus that determines heterozygote phenotype,

is a crucial parameter. When the rarest mating trait allele is dominant, the neg-

ative sexual selection feedback limiting the evolution of disassortative mating is

reduced. Such condition also reduces opportunity costs associated with disassorta-

tive mating. Depending on the dominance relationships at the mating trait locus,

strict disassortative mating can thus evolve despite the negative sexual selection

feedback.

Such strict dominance interactions are generally observed between self-incompatibility

S-alleles (Hatakeyama et al., 1998), which is a case of strict disassortative mating.

Similarly, in the white throated sparrow, where disassortative mating is almost

obligate Throneycroft (1975); Tuttle et al. (2016). A strict dominance relationship

is observed at the supergene controlling plumage variation (Tuttle et al., 2016). A

strict dominance of mating trait allele in also observed in the mimetic butterfly

Heliconius numata (Jay et al., 2021).

In these examples, dominant alleles are associated with recessive deleterious mu-

tations (Llaurens et al., 2009; Tuttle et al., 2016; Jay et al., 2021). Numerical

simulations highlight that the association of recessive deleterious mutations to the

dominant allele favors the evolution of disassortative mating (Chapter 2). Poly-

morphism at a single locus promotes the accumulative of recessive deleterious mu-

tations, because there is limited recombination between different alleles (Berdan

et al., 2021). Once disassortative mating becomes common, recessive deleterious

mutations accumulate mainly in dominant alleles. Recessive deleterious mutations

are indeed not purged in dominant alleles, because the frequency of homozygous
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with recessive alleles is low (Llaurens et al., 2009). Once disassortative mating is

common in the population, this accumulation of recessive deleterious mutations in

dominant alleles may allow the evolution of higher levels of disassortative mating.

Disassortative mating based on MHC genotype, involved in the immune response,

is also frequently reported in a wide range of species (Kamiya et al., 2014). In

contrast with previous examples, MHC genotype depends of a multiple alleles at

several loci, reducing opportunity costs and the negative sexual selection feedback.

This is consistent with the numerical analysis reported in Greenspoon & M’Gonigle

(2014), showing that the evolutionarily stable level of disassortative preference tar-

geting a MHC locus increases with the number of alleles at a MHC locus. The evo-

lution of disassortative preference at MHC loci may be facilitated by the multiple

alleles maintained by selection exerted by pathogens (de Vries, 1989). By contrast

with previous examples of disassortative mating, the co-dominance of MHC alleles

may promote the evolution of disassortative mating. Such co-dominance indeed

increases parasite detection, generating heterozygotes advantage, promoting the

evolution of MHC-based disassortative mating (Penn et al., 2002).

Incidental disassortative mating underlying reproductive character displacement

may be observed based on a trait displaying either discrete or continuous varia-

tion (e.g. chirality, either dextral or sinistral, in snail Johnson (1982) and body

size in tinkerbirds (Kirschel et al., 2009)). Theoretical studies show that when

the mating trait displays a continuous variation, female discrimination capacities

determine the level of divergence between female preference and trait displayed by

heterospecifics (McPeek & Gavrilets, 2006; Yamaguchi & Iwasa, 2013). A high fe-

male discrimination can promote an imperfect similarity of mating traits between

sympatric species that both (1) limit reproductive interference and (2) allow the

display of adaptive trait values (Chapter 3). By contrast, when the mating trait

is polymorphic, such imperfect similarity may not happen, leading more often to

disassortative mating underlying reproductive character displacement.
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Genetic architecture of preference

Molecular mechanisms underlying preference are largely unknown. Yet, they are

key to understand how disassortative preference can evolve. Mathematical models

investigating the evolution of mate preference often assume two types of genetic

architectures underlying mate choice behaviour. Many models assumed matching

rule, i.e. assumes that mate choice depends on a match between the phenotypes

of the chooser and the chosen individuals (Kopp et al., 2018). The matching rule,

often used in mathematical models, may be rather uncommon in nature (Kopp

et al., 2018). Testing matching rule is hard, because it requires to manipulate the

signal of the chooser, to test whether it modifies the choice (but see Hauber et al.

(2000)). By contrast other models assumed preference allele triggering attraction

or rejection towards the recognised phenotype (Kopp et al., 2018). A theoreti-

cal study showed that genetic architectures of preference implying recognition of

specific alleles, triggering either attraction or rejection towards the recognised phe-

notype, limits the evolution of disassortative mating, when the genetic basis of the

preference and the mating trait are not tightly linked (Chapter 1). In this two-locus

genetic architecture model, with one mating trait locus and one preference locus,

recombination produces ’assortative’ haplotype. For example, recombination fa-

vors the association between mating trait allele and a preference allele triggering

attraction for the trait associated with the mating trait allele.

Alleles underlying disassortative mating empirically identified generally trigger re-

jection towards the recognised phenotype, either by mechanically preventing as-

sortative mating because of alternative relative height difference between pistil

and anthers (e.g alleles at the heterostyly locus in plants (Li et al., 2016)), or by

molecular recognition of S-alleles provoking an incompatible reaction (e.g alleles

at the self-incompatibility locus (Hiscock & McInnis, 2003) in plants or at mating

type loci MAT in fungi (Billiard et al., 2011)). These molecular and morphological

mechanisms allow the evolution of disassortative mating, because these rejection

alleles also control the variation of the mating trait. For instance, at the S -locus,

the gene SCR, controlling the proteins expressed on the pollen coat and the gene
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SRK encoding the receptor located in the pistil are tightly linked (Sato et al.,

2002). The S -locus shows important structural rearrangements that limit the re-

combination between these two genes (Goubet et al., 2012). This recombination

suppression may have favored the evolution of self-incompatibility.

The genetic mechanisms involved in disassortative mating are nevertheless largely

unknown in animals. The genetic basis of mate preferences are mostly docu-

mented for assortative mating behaviors. Attraction towards specific traits have

been documented to trigger assortative mating in Heliconius butterflies (Jiggins

et al., 2001). The locus controlling male preference for yellow vs. white in H.

cydno maps close to the gene aristaless, whose expression differences determine

the white/yellow switch in this species (Kronforst et al., 2006; Westerman et al.,

2018). In H. melpomene, a major QTL associated with preference towards red was

identified in crosses between individuals displaying a red pattern and individuals

with a white pattern (Merrill et al., 2019). This QTL is also located close to the

gene optix involved in the variation of red patterning in H. melpomene. Assor-

tative mating in Heliconius thus seems to rely on alleles encoding preference for

specific cues, linked with loci involved in the variation of these cues.

Models investigating the evolution of sexual dimorphism by sexual selection, or

reproductive character displacement, assume genetic architecture of preference in-

volving recognition alleles and recombination with mating trait loci (Lande &

Arnold (1985); McPeek & Gavrilets (2006); Yamaguchi & Iwasa (2013), Chapter 3

and 4). By contrast with adaptive disassortative mating, the genetic architecture

of preference involving recognition alleles and recombination allows the evolution

of incidental disassortative mating. The reason remains unclear but the number of

loci controlling variation in trait and preference may be crucial. In contrast with

some classical exemples of disassortative mating, these models assume continuous

variation of trait and preference values controlled by a large number of loci. The

MHC-genotype may be close to a quantitative trait, because there is a large number

of loci (Stefan et al., 2019). Furthermore, multiple alleles are maintained within

each of these loci. As a result, the level of divergence between MHC haplotypes,

composed of a series of alleles at the different loci, can be highly variable. The
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level of divergence within a MHC-genotype might play a substantially role in the

resistance to multiple pathogens (Lenz, 2011; Arora et al., 2019), and might influ-

ence mate preference (Wedekind & Füri, 1997). MHC-based disassortative mating

may be based on odour cues (Wedekind & Penn, 2000). The genetic architecture

of MHC-based disassortative mating remains unknown, but the genetic basis of

mate preference could be unlinked to MHC loci. In case of incidental disassor-

tative preference, the fact that the phenotypic dissimilarity within a mated pairs

does not enhance offspring fitness could also explain why recombination allows the

evolution of such preference.

Conclusion

The literature on disassortative mating has mainly focused on disassortative mat-

ing promoted by balancing selection. In this review, we highlight that disassor-

tative mating might be more widespread than previously thought. Disassortative

mating may be involved in the evolution of sexual dimorphism, driven by female

preference: females keep the ancestral trait adapted to the local environment, while

sexual selection promotes the evolution of a dissimilar trait in males. Contrary to

classical examples, disassortative mating may generate a selection promoting trait

values at the limit of trait distribution. Costly sexual interactions between sym-

patric species may be a major cause of such mating preference limiting local adap-

tation. We stress the need to consider inter-specific, in addition to intra-specific

evolutionary pressures on the evolution of preference, to reconcile population ge-

netics studies focusing on the role of mate preference on adaptation with speciation

studies considering the effect of mate preference on population divergence.
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Variation in the conspicuousness of colour patterns is observed within and among 
defended prey species. The evolution of conspicuous colour pattern in defended 
species can be strongly impaired because of increased detectability by predators. 
Nevertheless, such evolution of the colour pattern can be favoured if changes in con-
spicuousness result in Müllerian mimicry with other defended prey. Here, we develop 
a model describing the population dynamics of a conspicuous defended prey species, 
and we assess the invasion conditions of derived phenotypes that differ from the ances-
tral phenotype by their conspicuousness. Such change in conspicuousness may then 
modify their level of mimicry with the local community of defended species. Derived 
colour pattern displayed in this focal population can therefore be either exactly similar, 
partially resembling or completely dissimilar to the local mimicry ring displaying the 
ancestral colour pattern. We assume that predation risk depends 1) on the number 
of individuals sharing a given colour pattern within the population, 2) on the occur-
rence of co-mimetic defended species and 3) on the availability of alternative edible 
prey. Using a combination of analytical derivations and numerical simulations, we 
show that colour patterns that are less conspicuous than the ancestral one are generally 
favoured within mimicry rings, unless reduced conspicuousness impairs mimicry. By 
contrast, when a mutation affecting the colour pattern leads to a shift toward a bet-
ter protected mimicry ring, a more conspicuous colour pattern can be favoured. The 
selected aposematic pattern then depends on the local communities of defended and 
edible prey, as well as on the detectability, memorability and level of mimicry of the 
colour patterns.
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Introduction

The evolution of aposematic colour patterns in defended spe-
cies is puzzling because conspicuousness, which determines 
the detectability of prey by predators, is associated with mul-
tiple costs (Ruxton 2019). Notably, prey individuals may suf-
fer from increased attack risk by predators stemming from 
higher detectability of their more conspicuous colour patterns 
(i.e. reduced cryptism, Mappes et al. 2014, Arias et al. 2019), 
even if those prey are defended (Srygley and Kingsolver 
1998). However, selection against conspicuous colourations 
can be counter-balanced by the increased resemblance of 
aposematic patterns to the local communities of alternative 
defended prey. Indeed, Müllerian mimicry, whereby differ-
ent defended prey species living in sympatry share the same 
colour pattern, reduces the individual predation risk (Müller 
1879). The protection gained by prey with a different level 
of conspicuousness then depends on the level of similarity of 
the colour pattern they displayed to the local mimicry rings, 
and on the generalization behaviour of predators (Kikuchi 
and Pfennig 2010, Merrill et al. 2012, Chouteau et al. 2016).

When a derived colour pattern with a different level of 
conspicuousness emerges in a prey population, it can be 
perceived by predators as partly or totally different from the 
ancestral colour pattern, thereby increasing predation risk 
(Greenwood et al. 1989, Lindström et al. 2001). By contrast, 
the evolution of conspicuousness of colour pattern within a 
species might be facilitated when it results in a shift to an 
alternative mimicry ring that increases protection against 
predators. Individuals with a different conspicuousness of 
colour pattern can therefore either 1) be perceived by preda-
tors as similar to the ancestral mimicry ring, 2) be considered 
by predators as more similar to an alternative mimicry ring 
or 3) perceived by predators as different from the signal dis-
played in all local mimicry ring.

A change in conspicuousness may not necessarily mod-
ify the signal recognized by predators: some other features 
of the colour pattern can be efficient in triggering predator 
memorability (Wüster et al. 2004, Valkonen et al. 2011, 
Barnett et al. 2016), and therefore predator avoidance learn-
ing (Dolenská et al. 2009), whatever the level of conspicuous-
ness of the colour pattern. Alternatively, conspicuousness can 
be the most memorable feature of the aposematic colour pat-
tern (Ruxton et al. 2004, Lindstedt et al. 2011, Buechel et al. 
2018), such that only highly conspicuous colour pattern 
triggers rapid avoidance learning in predators (Aronsson and 
Gamberale-Stille 2009, Dell’aglio et al. 2016). Altogether, 
memorability, crypsis and mimicry can therefore shape the 
evolution of conspicuousness. The defended butterflies from 
the tribe Ithomiini is a striking example where those three 
components are likely to affect the evolution of conspicuous-
ness. The majority of these butterflies exhibit mildly-conspic-
uous aposematic signals, where wings are composed of cryptic 
transparent parts, combined with a few coloured elements 
(Corral-Lopez et al. 2021). Transparency decreases detect-
ability of Ithomiini butterflies by avian predators (Arias et al. 
2019, McClure et al. 2019). Yet, mimicry among Ithomiini 

species and with other Lepidoptera suggests that those mildly 
conspicuous colour patterns are still under selection by pre-
dation promoting their convergence, and therefore truly act 
as aposematic signals (Beccaloni 1997, Pinna et al. 2021). 
Those different selection pressures could explain the persis-
tence of transparent cryptic wing pattern associated with 
some key memorable features observed in Ithomiini clear-
wing species.

Traditionally, modelling studies investigating the evolu-
tion of aposematism do not consider mimetic interactions 
(Leimar et al. 1986, Speed and Ruxton 2005a, b, Broom et al. 
2006), while those investigating the evolution and implica-
tions of mimicry generally consider all colour patterns to 
have the same impact on predator learning behaviour (Müller 
1879, Sherratt 2006, Gompert et al. 2011, Aubier et al. 2017; 
but see Franks et al. 2009). Nevertheless, the composition of 
local communities of prey, both edible and defended, likely 
plays a great role in the evolution of aposematic patterns: 
for instance, the availability of alternative prey was shown 
to strongly influence the evolution of mimicry (Kokko et al. 
2003, Aubier and Sherratt 2020). Here we thus investigate 
the evolution of conspicuousness within a species evolving in 
a community of edible and defended prey species. We study 
the interplay between protection provided by co-mimetic 
communities, and specific properties of the colour pattern 
itself, such as detectability and memorability (see Fig. 1 for an 
illustration). We use a mathematical modelling approach to 
test whether a mutation affecting the conspicuousness of the 
colour pattern can invade in a defended species engaged in 
Müllerian mimicry, depending on the effect of the mutation 
on 1) the phenotypic similarity to different mimicry rings, 
and on 2) the detectability and memorability of the derived 
colour pattern.

Material and methods

General model

Using ordinary differential equations, we model the popula-
tion dynamics of a conspicuous defended prey species. This 
focal species is composed of individuals all harbouring the 
same level of defence and displaying a colour pattern pheno-
type (Fig. 1). Each individual can either display the ancestral 
phenotype (hereafter referred to using the subscript ‘a’) or 
the derived phenotype (referred to using the subscript ‘d’). 
Individuals with ancestral and derived phenotypes can differ 
in their conspicuousness level, ca and cd. Variations in con-
spicuousness can affect the perception of the colour pattern 
by predators, so that the derived phenotype can be either per-
ceived as 1) totally similar to the ancestral phenotype (per-
fect mimicry), 2) partially similar to the ancestral phenotype 
(imperfect mimicry) or 3) totally different from the ancestral 
phenotype. In these first two cases, the derived phenotype 
may also benefit from the protection provided by the pres-
ence of co-mimetic species matching the ancestral colour 
pattern (referred to as the ‘ancestral mimicry ring’). In these 
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three cases, the derived phenotype may also benefit from the 
protection provided by an alternative mimicry ring that may 
look similar to the derived colour pattern (‘derived mimicry 
ring’; note that this terminology does not necessarily imply 
that this mimicry ring provides a lower protection than the 
‘ancestral mimicry ring’).

Following Joron and Iwasa (2005), the changes through 
time in densities Na and Nd of individuals displaying the 
ancestral and derived phenotypes depend on both local 
demography (described by the term Ra and Rd) and predation 
(described by the terms Pa and Pd):

dN
dt

R Pa
a a= -   (1)

dN
dt

R Pd
d d= -   (2)

Local demography

Individuals displaying the ancestral and derived phenotypes 
belong to the same species. As such, they share the same 

baseline growth rate r, compete for the same resources and 
share the same carrying capacity K (see Table 1 for a summary 
of the notations and default values). The changes in density 
of individuals displaying either the ancestral or derived colour 
pattern due to intra-specific competition follow a logistic reg-
ulation rule, as in the previous model of mimicry described 
by Joron and Iwasa (2005):

R rN
N N

Ka a
a d= -
+æ

è
ç

ö
ø
÷1   (3)

R rN
N N

Kd d
a d= -
+æ

è
ç

ö
ø
÷1   (4)

Predation

Individuals with ancestral or derived phenotypes are charac-
terized by their conspicuousness ca and cd, respectively. Their 
predation risk depends on their colour pattern phenotype 
and its associated characteristics (detectability and memo-
rability), and on the composition of the local community 
of defended and edible prey. Specifically, we assume that all 

Figure 1. General scheme of our model investigating the evolution of conspicuousness of colour pattern in a population of prey involved in 
Müllerian mimicry. We model the population dynamics of a single focal species composed of individuals displaying either the ancestral 
phenotype with conspicuousness ca or the derived phenotype with conspicuousness cd. We test whether a mutation generating a derived 
phenotype with a different conspicuousness level than the ancestral phenotype can invade the population. Variation in conspicuousness can 
lead to different effect on the recognition of the colour patterns by the predator community. In our general model, we assume that the 
derived phenotype is only partially similar to the ancestral phenotypes and to the ‘ancestral mimicry ring’ displaying the ancestral colour 
pattern (imperfect mimicry), and we consider that alternative edible prey may alter the incentive of predators to attack cryptic prey. We also 
consider that the derived phenotype may match an alternative mimicry ring that we call ‘derived mimicry ring’. For analytical investigation, 
we consider two scenarios: 1) ‘perfect mimicry within a single mimicry ring’: both ancestral and derived phenotypes are accurate mimics to 
each other and to the local mimicry ring displaying the ancestral colour pattern (simplified Eq. 8), and 2) ‘complete mimicry shift’: the 
derived phenotype is totally dissimilar to the ancestral phenotypes and can be similar to an alternative community of defended species 
(simplified Eq. 9). Note that our model thus explores all possible combinations of conspicuousness and mimicry levels in the ancestral and 
derived phenotypes. The population dynamic of predators is not explicitly modelled, but we do consider their perception and  
memory capacities.
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individuals from the focal species, whatever their phenotype, 
have the same level of defence, which triggers the same asso-
ciative learning response in predators (through parameter u). 
The baseline predation rate, p, on individuals with alternative 
and derived phenotype is also modulated by their detectabil-
ity (modulated by their conspicuousness ca and cd), by their 
memorability (through parameter βa and βd), and by the 
abundance of alternative edible prey (through parameter h) 
and the presence of local mimicry rings matching the ances-
tral and derived colouration (through parameter Ma and Md). 
The protection gained by individuals displaying a given phe-
notype is then modulated by the similarity, S, to the other 
individuals from the focal species (but also by the similarity 
to the local mimicry rings).

The predation rate for individuals displaying either the 
ancestral or derived phenotype is thus modelled as:

Pa =
´baseline predation risk detectability

degree of predator learnning
N

P
p c h

u c N S c N M SM
N

a

a
a

a a a d d d a d
a=

´ +( )
+ +( ) + +1 b b

  (5)

Pd =
´baseline predation risk detectability

degree of predator learnning
N

P
p c h

u S c N c N SM M
N

d

d
d

a a a d d d a d
d=

´ +( )
+ +( ) + +1 b b

  (6)

Importantly, we do not model explicitly the density of preda-
tors. Instead, we consider predation through those mortality 
functions, which capture how predators affect the mortality 
of individuals belonging to a focal species (Joron and Iwasa 
2005). The important features of these mortality functions 
are described below (see also the Supporting information for 
more details).

Density-dependent predation risk
The predation risk is modelled following Joron and Iwasa 
(2005) and thus describes the density-dependent mortality 
risk incurred by any defended prey facing a natural predator 
community. Within this predator community, some predator 
individuals have already encountered the warning colour pat-
tern and have learned to avoid it, while some other predator 
individuals are completely naïve (e.g. migrating individuals 
or juveniles) or are still learning about the warning colour 
pattern. As a result, the predation risk decreases as the num-
ber of individuals sharing the same colour pattern increases 
(Müller 1879). We thus assume that the degree of predator 
learning increases as the density of individuals sharing the 
same colour pattern increases, in Eq. 5 and 6.

Effects of conspicuousness on the predation risk
We assume that the conspicuousness of the colour pattern 
has two opposite effects on predation risk. On the one hand, 
increased conspicuousness increases the risk of being detected 
by predators, and therefore of being attacked (numerator 
terms in Eq. 5 and 6). On the other hand, increased con-
spicuousness makes the colour pattern easier to remember 
for predators, and therefore enhances protection brought by 
predator learning (Sherratt 2002a, Broom et al. 2006) (in the 
denominator terms in Eq. 5 and 6).

Depending on the type of colour pattern variation (e.g. 
variations in colour contrast or pattern) triggering variations 
in conspicuousness, the mutation affecting conspicuousness 
can change the memorability of the colour pattern. The effect 
of conspicuousness on predator learning is modulated by 
parameters βa and βd, which describe the levels of memora-
bility induced in predators by given levels of conspicuous-
ness (in the ancestral and derived phenotypes, respectively). 
Individuals with ancestral and derived phenotypes can thus 
differ in their levels of memorability, expressed as βa × ca 
and βd × cd respectively (in the denominator terms in Eq. 5 
and 6). If βa = 0 or βd = 0, the phenotype is not memorized 

Table 1. Notations before rescaling the system of equations, and default values used in our model.

Parameters and 
default values Description

Na(t), Nd(t) Number of individuals displaying the ancestral or derived phenotypes at time t
ca, cd Conspicuousness of the ancestral or derived phenotypes
Ma = 5000 Reduction of the predation risk due to the ‘ancestral mimicry ring’ matching the ancestral phenotype (includes the 

abundance, defence, the conspicuousness and the memorability of the colour patterns carried by those species)
Md Reduction of the predation risk due to the ‘alternative mimicry ring’ matching the derived phenotype (includes the 

abundance, defence, the conspicuousness and the memorability of the colour patterns carried by those species)
βa = βd = 1 Translation parameters modulating the effect of conspicuousness on the memorability of the ancestral or derived 

phenotypes by predator
u = 1 Associative learning response by predators due to the defence levels of individuals in the focal population
p = 0.5 Baseline predation rate
h = 0 Availability of alternative edible prey modulating the predation risk applied to by cryptic phenotype in the focal defended 

population (with ca or cd equal to 0)
l = 0 Phenotypic distance between the ancestral and derived phenotypes that is not related to differences in conspicuousness
γ Perceived dissimilarity between ancestral and derived phenotypes, after accounting for the generalization behaviour  

of predators
S Level of similarity between ancestral or derived phenotypes; function of γ, l, ca and cd
r = 10 Baseline growth rate of the focal species
K = 1000 Carrying capacity of the focal species
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even when it is conspicuous, and predator never associate the 
colour pattern with defence (i.e. this is not a warning colour 
pattern). We therefore focus on cases where βa > 0 and βd > 
0, i.e. when an increase in conspicuousness associates with 
an increase in memorability (thereby triggering more rapid 
avoidance learning in predators and reducing predation).

Mimetic environment and shifts in mimicry ring
We consider that our focal conspicuous defended species is 
not isolated but instead belongs to a mimicry ring, as often 
observed in nature (Mallet and Gilbert 1995). To keep the 
model analytically tractable, we do not model explicitly the 
population dynamics of each species of the mimicry com-
munity, just like we did not model explicitly the predator 
community. Instead, we model the protection provided by 
the local mimicry rings, taking the form of a higher degree of 
predator learning of the colour patterns carried by the focal 
individuals (in the denominator terms in Eq. 5 and 6). Those 
mimicry rings can harbour either the ancestral or the derived 
colour pattern, through parameter Ma and Md, respectively. 
Parameter Ma and Md thus capture the protection provided 
by co-mimetic defended prey, and therefore account for the 
abundance, the level of defence, the conspicuousness and 
the memorability of the mean phenotype of the co-mimetic 
species. Note that each mimetic community could there-
fore be seen as a single alternative defended ‘model’ species. 
By changing the level of conspicuousness, mutations in the 
focal species can change the level of similarity to the ances-
tral mimicry ring, but it can also trigger a shift in colour 
pattern, resulting in a greater similarity of the derived phe-
notype to a different mimicry ring (providing a protection  
through Md > 0).

Imperfect mimicry
We assume that variation in the level of conspicuousness 
between the ancestral and derived phenotypes can modify 
the level of similarity perceived by predators, thereby modu-
lating predator generalization (Kikuchi and Pfennig 2013, 
Motyka et al. 2020). Mutations can thus generate derived 
colour patterns that are perceived as slightly different from 
the ancestral phenotype by the predators (i.e. imperfect 
mimicry). We thus model the degree of similarity S ∈ [0,1] 
between the ancestral and the derived phenotypes, which 
affects the recognition by predators. For S = 1, ancestral and 
derived phenotypes resemble each other and are perceived 
by predators as having the same phenotype. By contrast, for 
S = 0, ancestral and derived phenotypes do not look alike and 
are perceived by predators as completely distinct. Following 
Ruxton et al. (2008), the similarity level is defined as a 
Gaussian generalization function:

S e c c la d= - ( ) +-g 2 2

  (7)

The parameter γ ∈ [0;+∞[ describes the generalization behav-
iour of predators, i.e. how much they perceive phenotypic 

differences. The parameter l represents the distance between 
the ancestral and the derived colour patterns; i.e. the pheno-
typic distance that is not related to differences in conspicu-
ousness. Hence, the phenotypic similarity between derived 
and ancestral phenotypes, as perceived by predators, depends 
on differences in colour pattern (l2) and differences in con-
spicuousness ((ca – cd)2). In our main analysis, however, we 
perform our analyses with l = 0 and we implement different 
values of l in supplementary analyses to investigate the effect 
of this parameter.

Availability of alternative prey
The availability of alternative edible prey may affect the effort 
of predators to seek for cryptic prey when resources are scarce. 
We thus introduce a parameter, h, which modulates the prey 
baseline mortality rate, so that even cryptic prey (with con-
spicuousness ca or cd equal to 0) can be attacked. The lack of 
alternative prey makes predators more motivated to search 
for cryptic prey, hence increasing the predation rate of cryptic 
prey. Therefore, the lack of alternative edible prey translates 
into high values of h. By contrast, a high abundance of alter-
native edible prey translates into low values of h.

Analytical derivations under two scenarios: ‘perfect 
mimicry within a single mimicry ring’ and ‘complete 
mimicry shift’

We can derive analytical solutions for our system of equa-
tions, in two opposite scenarios, schematized in  Fig. 1:

1) Perfect mimicry within a single mimicry ring. Ancestral and 
derived phenotypes differ in conspicuousness but are per-
ceived by predators as similar colour patterns (similarity 
S = 1; e.g. obtained for complete predator generalization 
γ = 0). Thus, individuals with either ancestral or derived 
phenotypes belong to the same mimicry ring that pro-
vides the same protection Ma + Md. Under this condition, 
it makes sense to consider that Md = 0 so that Ma alone 
reflects the protection provided by the ancestral mimicry 
ring (in the denominator term in Eq. 5 and 6). Ancestral 
and derived phenotypes nevertheless still differ in their 
conspicuousness and, in most cases, also in their memo-
rability (ca × βa ≠ cd × βd). For analytical tractability, we 
assume here that h = 0.

2) Complete mimicry shift’. Ancestral and derived phenotypes 
differ in conspicuousness and derived phenotypes display 
a colour pattern perceived as completely different from the 
ancestral one by predators (similarity S = 0; e.g. obtained 
for the absence of predator generalization γ→∞). The 
ancestral and derived phenotypes are thus not general-
ized by predators, but the derived phenotype may match 
a different mimicry ring characterized by parameter Md 
(in the denominator term in Eq. 6). Because ancestral and 
derived phenotypes are distinct colour patterns, they may 
also have a different associated memorability. For analyti-
cal tractability, we also assume here that h = 0.
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To derive analytically the system of equations of these two 
situations, we rescale all variables and parameters to baseline 
growth rate and carrying capacity, as follows: na = Na/K, res-
caled density of ancestral individuals; nd = Nd/K, rescaled den-
sity of derived individuals; δ = p/r, rescaled baseline mortality 
rate; τ = rt rescaled time unit; and λa = uKβa and λd = uKβd 
rescaled deterrence factor (as in Joron and Iwasa 2005). Note 
that by defining the rescaled parameters λa and λd, we com-
bine the effects of unpalatability and memorization on the 
learning of the colour pattern by predators.

The dynamical system assuming ‘Perfect mimicry within a 
single mimicry ring’ (h = 0, Md = 0 and S = 1) then becomes:

dn
d

n n n
c n

c n c n M
dn
d

n n n

a
a a d

a a

a a a d d d a

d
d a d

t
d

l l

t

= - -( ) -
+ +( ) +

= - -

1
1

1(( ) -
+ +( ) +

d
l l

c n
c n c n M

d d

a a a d d d a1

  (8)

By contrast, assuming ‘Complete mimicry shift’ (h = 0 and 
S = 0), the system becomes:
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d

n n n
c n

c n M
dn
d

n n n
c n

a
a a d

a a

a a a a

d
d a d

d d

t
d

l

t
d

= - -( ) -
+ +

= - -( ) -

1
1

1
1++ +ld d d dc n M

  (9)

All analytical derivations are detailed in the Supporting infor-
mation. We investigate analytically the evolution of conspic-
uousness by conducting invasion analyses on the systems of 
Eq. 8 and 9. We first derive the expression of the density 
na

*  at equilibrium when the initial population is composed 
solely of ancestral individuals (solution of dna/dτ = 0, assum-
ing nd = 0). We then determine the sign of the growth rate 
of the derived population, assuming that derived phenotypes 
are rare within a population of individuals displaying the 
ancestral phenotype at equilibrium (sign of dnd/dτ, assum-
ing n na a= *  and nd ≪ na). If the sign of this growth rate is 
positive, then derived phenotypes can invade the population.

Numerical analyses

We cannot get any analytical results from the general model, 
in particular when we account for imperfect mimicry (i.e. 
for intermediate value of phenotypic similarity S to local 
mimicry rings, 0 < S < 1; obtained for intermediate val-
ues of γ), or for increased predation rate on cryptic prey 
(for h > 0). In those cases, we assess the density Na

*  of the 
ancestral population at equilibrium numerically (reached for 
t = 1000). We then infer invasion numerically by calculat-

ing the sign of the derivative dNd/dt when 
N
N

d

a
* =

-10 9  and 

by assuming that the derived phenotype can invade when 
dNd/dt > 0.

Given that invading derived phenotypes will eventually 
replace the ancestral phenotypes in the population (as shown 
numerically in the Supporting information), we can infer the 
equilibrium (fixation of the ancestral or derived colour pat-
tern) from the invasion analysis.

Results

All additional analyses and supplementary figures supporting 
our results are described in Supporting information.

A decrease in conspicuousness is favoured within a 
single mimicry ring (assuming ‘perfect mimicry 
within a single mimicry ring’; S = 1)

We first explore the evolution of conspicuousness when 
ancestral and derived phenotypes are perceived as perfectly 
similar by predators, and thus belong to the same mimicry 
ring (panels marked by a single symbol ‘*’ in Fig. 2). The 
derived phenotype only invades when its conspicuousness is 
lower than that of the ancestral phenotype: cd < ca (analytical 
derivations detailed in the Supporting information).

Assuming perfect mimicry to the ancestral mimicry ring, 
selection therefore favours less conspicuous colour patterns. 
Such evolutionary process may occur via small-effect muta-
tions modifying conspicuousness. Less conspicuous individu-
als are indeed less detectable while simultaneously benefiting 
from the protection provided by the mimicry ring, and 
therefore suffer less predation overall than more conspicuous 
individuals. Such positive selection on more cryptic derived 
phenotypes is likely to ultimately lead to highly cryptic 
colouration as the evolutionary stable strategy.

A mimicry shift can promote an increase in 
conspicuousness (assuming a ‘complete mimicry 
shift’; S = 0)

We then explore the evolution of conspicuousness when the 
derived colour pattern is perceived by predators as completely 
distinct from the ancestral colour pattern, and perfectly 
matches an alternative mimicry ring (panels marked by the 
symbol ** in Fig. 2). This is likely to apply when the muta-
tion leads to drastic changes in colour pattern (via a large-
effect mutation) and a mimicry ring shift.

Our analytical results detailed in the Supporting informa-
tion show that the level of conspicuousness under which the 
derived phenotypes are advantaged when introduced in the 
population mostly composed of individuals with the ances-
tral phenotype is:

c c
M

c n Md a
d

a a a a

<
+

+ +
1

1 l *   (10)

There is thus a conspicuousness threshold value under which 
the derived phenotypes are advantaged. The effects of param-
eters on this threshold value are summarized in Fig. 3.
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Contrary to the results obtained above assuming ‘perfect 
mimicry within a single mimicry ring’, slightly less con-
spicuous derived phenotypes do not always invade, because 
of the potential costs associated with displaying a less pro-
tected alternative colour pattern (panels marked by a symbol  
** in Fig. 2).

Overall, less conspicuous derived phenotypes are more 
advantaged than more conspicuous derived phenotypes. In 

particular, derived phenotypes that are completely cryptic 
(with cd = 0; because we assume here that h = 0) always invades 

(because the threshold value c
M

c n Ma
d

a a a a

1
1

0
+

+ +
>

l * ),  

even when the derived colour pattern does not match 
any mimicry ring. Yet, derived phenotypes that are more 
conspicuous than the ancestral phenotype (cd > ca) may 

Figure 2. Evolution of conspicuousness depending on the mimetic community and on the similarity between ancestral and derived pheno-
types. Inference of the evolutionary equilibrium from the invasion analysis, with ancestral and derived phenotypes having different levels of 
conspicuousness (ca, cd). We consider different values of parameter Md, which controls the protection provided by the alternative mimicry 
ring, and of parameter γ, which controls the perceived dissimilarity between ancestral and derived phenotypes (the condition γ→∞ is 
obtained by assuming no similarity between phenotypes; i.e. S = 0). Note that the ancestral mimicry ring provides a protection Ma = 5000. 
The diagonal blue line represents cases where ca = cd. Colour scale indicates the sign of the derivative dNd/dt assuming mutants are rare. Light 
grey represents cases where the derived phenotype does not invade (dNd/dt < 0). Black represents cases where the derived phenotype 
invades: the derived phenotype is less conspicuous than the ancestral phenotype below the blue diagonal (dNd/dt > 0 and cd < ca), and more 
conspicuous than the ancestral phenotype above the blue diagonal (dNd/dt > 0 and cd > ca). Symbols * and ** represent situations where we 
assessed analytically the conditions of invasions of a derived phenotype (‘perfect mimicry within a single mimicry ring’, and ‘complete 
mimicry shift’, respectively). When invasion occurs, it ultimately leads to the fixation of the derived phenotype (as shown in the Supporting 
information with the same parameter combinations). Note that the panels on the left are all identical because protection Md benefits to all 
individuals when mimicry is perfect (γ = 0); an increase in Md therefore reflects an increase in Ma. Here, βa = 1 and h = 0. See other default 
values in Table 1.
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be advantaged if the ratio shown in Eq. 10 is superior to 
1, i.e. if M c n Md a a a a> +l *  (area in black above the blue 
diagonal in the panels marked by a symbol ** in Fig. 2). 
Consistent with our working hypothesis, our model con-
firms that for a more conspicuous derived colour pattern to 
be positively selected, it requires that the alternative mim-
icry ring (Md) provides better protection than the combi-
nation of the ancestral population la a ac n*( )  and the other 
species belonging to the same mimicry ring (Ma). By con-
trast, when the mimicry ring matching the ancestral colour 
pattern provides a greater protection to ancestral individu-
als than does the other mimicry ring to the derived pheno-
type, this prevents derived colour patterns from invading 
(Fig. 3).

Imperfect mimicry inhibits the invasion of derived 
phenotypes, and is more favourable to an increase 
in conspicuousness

We now investigate the effect of imperfect mimicry, by 
focusing on intermediate similarity between ancestral and 
derived phenotypes; with S ∈ ]0,1[ depending on the term 
ca – cd; Eq. 7), assuming that perceived differences by preda-
tors only rely on conspicuousness (l = 0 and intermediate γ). 
Imperfect mimicry reduces not only the positive number-
dependent selection brought by the ancestral individuals of 
the focal species on the derived phenotype, but also the pro-
tection from the entire ancestral mimicry ring on the derived  
phenotype. Imperfectly mimetic derived phenotypes are more 
favoured when their conspicuousness is similar to that of the 

ancestral phenotype, which increases their mimetic protection  
(cd ≈ ca for intermediate values of γ in Fig. 2, i.e. close to the 
blue diagonal).

When the imperfectly-mimetic derived phenotype 
matches an alternative mimetic community that provides 
strong protection (high Md; for intermediate values of  
γ in Fig. 2), the invasion of a more conspicuous derived 
colour pattern can occur easily when the derived con-
spicuousness remains similar to that of the ancestral  
phenotype (cd ≈ ca). Imperfectly-mimetic derived phe-
notypes indeed benefit from resembling the ancestral  
phenotype while simultaneously roughly resembling 
another mimetic community, both reducing predation 
pressure. The fitness advantage associated with these jack-
of-all-trade phenotypes (Sherratt 2002b) is confirmed in 
simulations for variable values of l, capturing the pheno-
typic distances that do not rely on conspicuousness and 
that are perceived by predators (i.e. differences in colour 
pattern).

Easily-memorable phenotypes that facilitate 
predator learning inhibit the evolution of increased 
conspicuousness

The invasion of a more conspicuous derived pheno-
type when an alternative mimetic community co-occur 
is then modulated by the level of memorability induced 
by the ancestral colour pattern displayed by the focal 
species. We notice that when conspicuousness strongly 
enhances the memorability of the colour pattern (high 
values of βa; Fig. 4), the invasion of derived colour  

Figure 3. Effects of the parameters on the invasion of derived phenotypes, assuming a ‘complete mimicry shift’. Those effects are based on 

the effects of those parameters on the conspicuousness threshold c
M

c n Ma
d

a a a a

1
1

+
+ +l *  (Eq. 10). See also the Supporting information. Note 

that the rescaled deterrence factor associated with the ancestral phenotype is expressed as λa = uKβa. The rescaled baseline mortality rate 
δ = p/r has a very little effect on the invasion of the derived phenotype and is therefore not represented here.
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pattern is impaired just like when the defence triggers 
strong predator learning (high u) (Fig. 3). These two param-
eters indeed tune the intensity of the number-dependent 
selection driven by predator avoidance-learning (strength 
in number; λa = uKβa), increasing the protection incurred 
to the ancestral phenotype. By contrast, the memorabil-
ity associated with the derived colour pattern (controlled 
by βd; note however that parameter Md also accounts for  
the memorability in co-mimetic species) does not affect 
the invasion conditions of the derived colour pattern, 
because derived phenotypes are rare initially and therefore 
βdNd ≈ 0.

Predation pressure and availability of alternative 
prey modulate selection on conspicuousness

Increased baseline predation pressure (rescaled δ) increases 
the range of conspicuousness values enabling the invasion of 
the derived phenotype: when predation rate is high, a slight 

decrease in conspicuousness in the derived phenotype is 
favoured, despite the cost associated with the shift to a less 
protected mimicry ring. Nonetheless, the magnitude of this 
effect is very low. Therefore, a change in the abundance of 
alternative prey affects only weakly the evolution of conspicu-
ousness, through a change in the baseline predation pressure.

The model also assumed that when alternative edible 
prey are scarce, predators have more incentive to search for 
cryptic prey (high values of h). In such condition, increased 
conspicuousness in the derived phenotype is more strongly 
favoured, a phenomenon enhanced by the protection pro-
vided by the derived mimicry ring (higher values of Md, 
Fig. 5; but note that the conspicuous values where higher 
conspicuousness is favoured does not change, as high-
lighted in the Supporting information). Our model thus 
highlights that increased conspicuousness in warning pat-
terns is likely to be favoured when the baseline predation 
rate on cryptic prey is high, as expected when alternative 
food sources for predators are scarce.

Figure 4. Evolution of conspicuousness depending on its impact on predator memorability. We consider different values of parameter βa, 
which controls the effect of conspicuousness on memorability in the ancestral phenotype. See Figure 2 for more details. Here, γ→∞ (by 
setting S = 0) and h = 0. See other default values in Table 1.
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Discussion

Evolution toward decreasing level of conspicuousness 
within mimicry ring

Our model predicts that mimetic colour pattern may evolve 
toward reduced conspicuousness and complete crypsis within 
mimicry rings when mimicry is perfect (assuming ‘perfect 
mimicry within a single mimicry ring’ in our model). Less con-
spicuous individuals benefit from reduced detection by preda-
tors and therefore benefit from a lower predation rate than 
more conspicuous individuals. As long as the colour pattern is 
generalized by predators, all individuals within a mimicry ring 
benefit from the same reduction in predation risk, brought by 
the strength in number. Less conspicuous derived phenotypes 
act as selfish elements that may eventually replace the more 
conspicuous colour pattern, resulting in an increased preda-
tion risk for all members of the mimicry ring, because predator 
learning becomes less efficient as the mean conspicuousness 
decreases in the prey population. Ultimately, this would lead 

to completely cryptic colour pattern that is no longer detected 
by predators. This result is consistent with the higher rates of 
shifts from aposematism to crypsis than the reverse along the 
phylogeny of amphibians (Arbuckle and Speed 2015).

Nevertheless, variations of conspicuousness in natural 
colour pattern may result in colour pattern discrimina-
tion by predators, which limits the evolution of reduced 
conspicuousness within mimicry rings (a feature explored 
in our model when we assume imperfect mimicry; for 
intermediate γ and Md = 0 a derived phenotype that is less 
conspicuous than the ancestral phenotype does not nec-
essarily invade in Fig. 2). Such colour pattern discrimi-
nation could explain the persistence of key memorable 
conspicuous elements associated with transparent cryptic 
wings observed in Ithomiini clearwing species and their 
co-mimics (Beccaloni 1997). Overall, selection pressure 
within mimicry rings may ultimately influence Müllerian 
mimetic interactions by favouring reduced detectability in 
some mimetic species, thereby diminishing predation risk 
on less noticeable mimetic prey (Arias et al. 2019).

Figure 5. Evolution of conspicuousness depending on the abundance of alternative edible prey. We consider different values of parameter 
h, which controls the increase of the baseline predation rate on cryptic prey. See Figure 2 for more details. Here, γ→∞ (by setting S = 0) 
and βa = 1. See other default values in Table 1.
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Evolution of more conspicuous colour patterns can 
be promoted by mimicry shifts

Our model also highlights that a shift to more conspicuous 
colour patterns can be favoured when derived colour pattern 
matches a better-protected mimicry ring, via both perfect and 
imperfect mimicry. By considering the Müllerian mimetic 
environment in our model, we show that the conspicuous-
ness of a colour pattern does not evolve independently from 
other aposematic species co-occurring in sympatry. Indeed, 
the evolution of conspicuousness depends on the protection 
provided by local defended mimetic communities, and on the 
presence of local edible prey communities. Here, we consid-
ered that variations in conspicuousness can result in different 
combinations of effects on memorability and generalization 
of the colour pattern. Even when assuming that conspicu-
ousness does not associate with a direct benefit (i.e. we con-
sidered a worst-case scenario for conspicuousness invasion 
where crypsis is favoured), a shift to a distinct mimicry ring 
can still promote increased conspicuousness. Thus, our model 
shows that the evolution of increased conspicuousness can be 
promoted by natural selection exerted by predators and this 
prediction is in line with a previous empirical finding. For 
instance, the colouration of the mildly-defended viceroy but-
terfly Limenitis archippus, is thought to have evolved from 
a non-aposematic ancestral pattern to an aposematic one 
matching the colour pattern of Danaus species (Platt et al. 
1971, Prudic et al. 2002, Mullen 2006, Prudic and Oliver 
2008). The evolution of a more conspicuous pattern could 
thus stem from mimicry towards the well-defended monarch 
butterflies living in sympatry.

In addition to mimicry, our model highlights that the 
evolution of conspicuousness depends on the availability of 
alternative prey, assuming that large amounts of palatable 
prey reduces the selection on aposematic signals, following 
Kokko et al. (2003). Models exploring the foraging behaviour 
of predators nevertheless suggest that their discrimination 
capacities depend on a more complex interplay between the 
profitability and colour pattern variation found in prey com-
munities (Getty 1985). Several cognitive biases in predators, 
not modelled in our study, might also favour the invasion of 
more conspicuous warning colour patterns in defended spe-
cies: biased predation (Kikuchi et al. 2020), innate memo-
rability, direct deterrence, diet conservatism (Marples et al. 
2005) or neophobia (Marples and Kelly 1999, Aubier and 
Sherratt 2015) have indeed been shown to promote the 
emergence of new warning patterns. Our study thus calls for 
attention to the effect of ecological interactions with other 
defended species, edible alternative prey, and of the diversity 
of colour pattern in sympatric species on the evolution of 
aposematism in defended species.

The effect of mimetic interaction on memorability can 
contribute to the evolution of mimetic colour pattern

The positive number-dependent protection gained by apose-
matic individuals can be modulated by the memorability of 

the colour patterns, a feature that we included in our model. 
While our study focuses on the evolution of conspicuous-
ness, variations in the effect of conspicuousness on predator 
memorability may have other important consequences for 
the evolution of colour patterns in mimetic communities. 
For instance, the high diversity of aposematic colour pat-
terns observed within localities (Beccaloni 1997, Joron and 
Mallet 1998, Willmott et al. 2017, Briolat et al. 2018) could 
be maintained by tradeoffs between defence, memorability 
of the colour pattern and abundances in the different mim-
icry rings. In our study, we considered mimetic interactions 
without specifically modelling the abundance, the level of 
defences and the memorability of the aposematic signals of 
co-mimetic species. Nonetheless, our model constitutes a 
fundamental basis for such future theoretical research explic-
itly investigating the evolution of colour pattern in multiple 
co-mimetic species.

Conclusion

Overall, our study brings theoretical evidence that the trad-
eoff between detectability and memorability induced by the 
conspicuousness of a warning colouration influences the evo-
lution of mimetic colour patterns in defended species. Our 
model shows that in a worst-case scenario, where conspicu-
ousness does not bring any direct benefit (such as immediate 
deterrence), the evolution of colour pattern with increased 
conspicuousness can only occur when alternative edible prey 
are rare and when a shift to a distinct and better protected 
Müllerian mimicry rings occurs. Considering mimetic com-
munity therefore opens a new angle to explain the evolution 
of the wide diversity of colour patterns: via number-depen-
dent selection at the community level, more conspicuous 
colour pattern can be favoured. Importantly, however, such 
mechanism at the origin of the evolution of higher conspicu-
ousness in a species relies on the existence of conspicuousness 
in other species; other processes must come into play for apo-
sematic signals to emerge in the first place. Further researches 
accounting for mimetic interactions and variations in memo-
rability between warning colour pattern are needed to better 
understand the evolution of aposematism at the level of the 
prey community.
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On the conflict between mate preference and adaptation: a
mathematical approach

Sexual preferences play a major role in the process of adaptation and speciation. While pref-

erences for adaptive traits have been extensively studied, but various targets of preference are

observed in natural populations, including attractions towards dissimilar or maladaptive traits .

During my thesis, I focused on these peculiar forms of sexual preferences. I used mathematical

modelling to identify the conditions for the evolution of mate preference targeting locally adap-

tive vs. maladaptive traits. I focused on the evolution of preference targeting warning traits,

associated with defence against predators as a case study. Warning colorations reduce predation

when they become widespread in a given environment: the local community of predators learns

to associate the warning trait with defence and then avoid attacks on prey displaying them.

Warning coloration are thus a relevant example of convergent evolution driven by local adapta-

tion. Because these colorations can also be used as a cue during mate choice, they appear as a

relevant trait to study the interactions between preference evolution and local selection on the

preferred cue in sympatric species. First, I focused on the evolution of disassortative mating in

polymorphic populations. I focused on the species H. numata, which display polymorphism in

warning signals, controlled by a single supergene. Using numerical simulations, I studied how

disassortative preferences, leading to preference on locally maladaptive phenotypes can emerge.

I showed that the recessive deleterious mutations usually associated with supergenes promotes

the evolution of disassortative preference (chapter 1). I also identified the genetic architecture

of trait and preference allowing the evolution of disassortative preference. I then used a more

general model focusing on polymorphic traits used as mating cues, to identify the conditions

on dominance relationships between cues alleles and on their association with deleterious mu-

tations allowing the evolution of disassortative mating (chapter 2). Second, I focused on the

effect of reproductive interference between sympatric species on the evolution of preferences.

Since local adaptation promotes trait similarity between sympatric species, preference for locally

adapted traits may be impaired by reproductive interference. Using quantitative genetics mod-

els, I studied the conditions allowing the evolution of preference towards locally non-adapted

traits limiting reproductive interference, and its consequences on local adaptation (chapter 3)

and sexual dimorphism (chapter 4). Third, I investigated why and when mate preference targets

traits involved in local adaptation rather than neutral traits that may diverge between sympatric

species (chapter 5). Altogether, this thesis highlights the origin of sexual preferences and shows

various conditions where disassortative or maladaptive preference can emerge. I conclude with

a critical review highlighting the high prevalence of disassortative mate preference in nature and

its peculiar role in the processes of adaptation and speciation.
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