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ABSTRACT

The deterioration of pavement due to the fracturing of layers made of bituminous materials
is a significant challenge, necessitating a deeper understanding of the associated mechanisms
and factors. Addressing this issue involves the development of essential theoretical models and
numerical tools. Bituminous materials are widely acknowledged for their viscoelastic character-
istics, forming the core focus of this thesis. In this context, the present thesis focuses on the
cracking of viscoelastic materials in a quasi-static setting. A novel, thermodynamically consistent
variational approach is introduced to model damage within viscoelastic solids. This approach
enables the integration of local constitutive equations into a global incremental potential, the
minimization of which yields the solution to the mechanical problem. To overcome the spurious
mesh-dependent results associated with softening damage models, the lip-field approach has been
used to regularize the problem. A detailed numerical implementation for both one-dimensional
(1D) and two-dimensional (2D) scenarios is presented, complemented by Python-based finite
element (FE) codes (link to code). The simulation results for the 2D case show the ability of
the model to fit experimental force-displacement curves (for mode-I fracture) and to predict the
crack paths (for mixed mode fracture). This work not only provides a robust theoretical and
numerical foundation for potential future applications in pavement mechanics but also extends
its relevance beyond bituminous materials. The methodology developed here can be applied ef-
fectively to model cracking in various viscoelastic materials.

Keywords : Damage, Fracture, Viscoelasticity, Lip-field approach, Bituminous materials, Vari-
ational approach
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RÉSUMÉ

La détérioration des chaussées due à la fissuration des couches de matériaux bitumineux représente
un défi majeur, nécessitant une compréhension plus approfondie des mécanismes et des fac-
teurs associés. Aborder cette problématique implique le développement de modèles théoriques
dédiés et leur implémentation dans des outils numériques. Les matériaux bitumineux sont large-
ment reconnus pour leurs caractéristiques viscoélastiques. Dans ce contexte, la présente thèse
se concentre sur la fissuration des matériaux viscoélastiques dans un cadre quasi-statique. Une
nouvelle approche variationnelle thermodynamiquement cohérente est introduite pour modéliser
l’endommagement dans les solides viscoélastiques. Cette approche permet l’intégration des équa-
tions constitutives locales dans un potentiel global incrémental, dont la minimisation conduit à
la résolution du problème mécanique. Afin de surmonter les problèmes de dépendance au mail-
lage associés aux modèles d’endommagement adoucissants, l’approche du lip-field a été utilisée
pour régulariser le problème. Une mise en œuvre numérique dans des codes à éléments finis (FE)
basés sur Python (lien pour le code) est présentée pour des scénarios à une dimension (1D) et
à deux dimensions (2D). Les résultats de simulation pour le cas en 2D démontrent la capacité
du modèle à reproduire les courbes force-déplacement expérimentales (pour la rupture en mode
I) et à prédire les trajectoires de fissuration (pour la rupture en mode mixte). Ce travail fournit
non seulement une base théorique et numérique solide pour d’éventuelles applications futures en
mécanique des chaussées, mais étend également sa pertinence au-delà des matériaux bitumineux.
La méthodologie développée ici peut être efficacement utilisée pour modéliser la fissuration dans
divers matériaux viscoélastiques.

Mots clés : Endommagement, Fissuration, Viscoélasticité, Lip-field, Matériaux bitumineux,
Approche variationnelle
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INTRODUCTION

In this thesis, our focus lies in the numerical simulation of the mechanical response of viscoelas-
tic materials subjected to fracture, specifically those of the bituminous type. This manuscript
presents a compilation of the models developed and the outcomes obtained over the course of
three years. The present work is the result of collaboration between the Laboratoire Auscul-
tation, Modélisation, Expérimentation des infrastructures de transport (LAMES) at Université
Gustave Eiffel (Nantes) and the laboratory of Génie civil et Mécanique (GeM) at École Cen-
trale de Nantes. The French road network covers over 1 million kilometers, making it one of
the densest in Europe. With an estimated value of 2,000 billion euros, the road network rep-
resents a primary asset of the state government. Consequently, substantial financial resources
are allocated each year for the maintenance and management of this existing infrastructure.
Hence, pavement maintenance studies are conducted to ensure efficient maintenance and man-
agement practices, resulting in improved safety, reduced deterioration, and cost-effectiveness.
Estimating the residual life of pavements is a crucial aspect of pavement maintenance studies.
This thesis primarily focuses on this aspect, although the work done during the thesis is still
in its early stages concerning anticipated future applications. The main objective is to develop
physical models and code them to study crack initiation and propagation in structures composed
of materials exhibiting thermo-viscoelastic rheology, characteristic of bituminous materials. It
is important to note that this thesis specifically addresses monotonous loadings and does not
encompass fatigue aspects resulting from repeated mechanical loading or climatic stresses. The
tools developed in this study can initially be applied to analyze cracking tests conducted on
bituminous materials in a laboratory setting, considering different conditions such as geometry,
loading speed, and temperature. In particular, the interest was limited to developing variational
approaches to model fracture in viscoelastic materials, within the framework of damage mechan-
ics. However, such local models are mathematically ill-posed and result in strain localization (or
damage accumulation) on a mathematical plane (plane of zero thickness). Consequently, when
implemented in finite element codes, the region where damage concentrates becomes dependent
on the characteristic length scale of the finite elements, leading to spurious mesh-dependent
results. Introducing length scales into the model is often necessary to address this issue. In this
regard, we rely on the Lip-field approach, recently developed at the GeM laboratory of École
Centrale de Nantes. This approach has been shown in the literature to provide satisfactory
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Introduction

results for brittle fracture in elastic solids under quasi-static conditions. Additionally, the Lip-
field approach and its mathematical properties enable efficient computation of damage fields,
thereby reducing computational effort. This thesis thus also contributes to extending the Lip-
field approach to the field of viscoelastic media, an area not previously addressed in the existing
literature.

Here’s a comprehensive summary of the manuscript: In the first chapter (Chapter 1), we discuss
the mechanical properties of viscoelastic materials (of bituminous type) and the phenomena
associated with these materials during rupture tests under monotonous loading. Additionally,
we explore relevant references from the bibliography that are considered valuable for under-
standing the subsequent chapters. We also present different rheological models that aid in mod-
eling the linear viscoelastic behavior. The Cohesive Zone Model (CZM) and various non-local
damage models are also examined before detailing the Lip-field approach. This section thus
includes selective state-of-the-art information. Chapter 2 deals with the development of a ther-
modynamically consistent viscoelastic damage model. In particular, a variational approach has
been proposed, which results in seeking solutions to an optimization problem. To overcome the
aforementioned problem of mesh sensitivity associated with softening damage models, Lipschitz
regularization has been used to introduce a length scale into the model. Chapter 3 is dedicated
to the development of a variational framework for fracture in viscoelasticity in the case of a ho-
mogeneous bar in one dimension (1D). The viscoelastic behavior is represented using a spectral
approach by considering both the Generalized Kelvin-Voigt (GKV) model and the Generalized
Maxwell (GM) model. We then present the numerical implementation followed by validation
with analytical solutions. The simulation results reveal the homogeneous evolution of damage
(where the damage does not localize) initially for both models. A Lyapunov stability analysis
was performed to understand the aforementioned phenomenon. which indicates the presence of
an intrinsic time scale associated with damage. Chapter 4 focuses on extending the variational
framework for viscoelastic fracture from one dimension (1D) to two dimensions (2D). To pre-
vent cracks in compression (unilateral effects), we propose an asymmetric tension/compression
split of the free energy for the GKV model. The numerical implementation is then presented,
followed by validation of the numerical implementation. Having the numerical implementation
validated, Chapter 5 deals with calibrating the model with experimental results for fracture in
bituminous mortar mix. Simulation results show the ability of the model to fit experimental
force-displacement curves under different loading rates for mode-I fracture. The crack path pre-
dicted by the model for the case of mixed-mode fracture was also found to be in good agreement
with the experiments. The work accomplished during this thesis opens up numerous perspectives
and possibilities for future research, which are presented in the conclusion.
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Chapter 1

LITERATURE REVIEW

1.1 Overview of pavements and bituminous materials

The road pavement structure refers to the layers of materials that are constructed on the ground
to provide a durable and stable surface for vehicles to travel on. It plays a crucial role in
supporting transportation networks and facilitating economic growth within a country. The
most commonly used pavement structure is of flexible type. Figure 1.1 displays the various
layers of the flexible pavement structure.

Figure 1.1 – Structure of flexible pavement (Image source)

The functions of the different layers are listed below:
1. Sub-grade: The sub-grade is the natural soil or compacted layer beneath the pavement

layers. Its function is to provide support to the entire pavement structure. The sub-grade
layer should have sufficient strength to bear the load of the traffic and distribute it evenly
to prevent excessive deformation or settlement.

2. Sub-base course: The sub-base course layer, located above the sub-grade, serves as a tran-
sition between the sub-grade and the base course. It helps distribute the load from the
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traffic and provides additional support to the upper layers. The sub-base layer also aids in
drainage, preventing the accumulation of water within the pavement structure.

3. Base Course: The base course is a layer of granular or stabilized material placed above
the sub-base. Its primary function is to provide structural support to the upper layers and
distribute the traffic load. The base course helps to evenly distribute the load, reducing
the stresses on the sub-grade layer and improving the overall stability of the pavement.

4. Surface Course: The surface course is the topmost layer of the pavement structure, directly
in contact with the traffic. Its function is to provide a smooth, durable, and skid-resistant
driving surface. The surface course protects the underlying layers from the effects of traffic
loads, weathering, and environmental factors. It also provides adequate friction for vehicle
tires and contributes to road safety.

For the flexible pavement structure, the surface coarse is made up of bituminous materials. The
thesis does not primarily focus on analyzing the overall structure and dimensioning of an entire
pavement. Instead, it concentrates only on examining the surface layer composed of bituminous
materials. Specifically, the research investigates the behaviors and damage caused by cracks in
these layers under monotonic loading.

1.1.1 Composition of bituminous materials

Bituminous materials (also called ’asphalt’) used for the construction of road surfaces are com-
plex mixtures primarily composed of bitumen (hydrocarbon binder), aggregates, and additives.
The composition of bituminous materials can vary depending on the specific application and
desired performance characteristics. Figure 1.2 displays the composition of the bituminous ma-
terials. Here’s an elaboration on the components:

✻ Bitumen: Bitumen is the binder or glue-like material that holds the aggregates together
in bituminous mixtures. It is a sticky, black, viscous substance derived from petroleum
refining or natural deposits. Bitumen consists of hydrocarbon compounds, predominantly
made up of complex chains of carbon and hydrogen atoms. It provides the waterproof-
ing, adhesive, and cohesive properties necessary for the durability and strength of the
pavement. These bitumens are grouped into two large families according to their chemical
compositions, namely asphaltenes (a mixture of hydrogen and carbon) and maltenes (a
mixture of resins and saturated oils)

✻ Aggregates: Aggregates are granular materials mixed with bitumen to form the bulk of
the bituminous mixture. They include crushed stones, sand, gravel, and mineral fillers.
Aggregates serve multiple functions, such as providing structural strength, improving load
distribution, enhancing stability, and contributing to the overall texture and skid resistance
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of the pavement. The size, shape, and gradation of aggregates influence the properties of
the bituminous mixture.

✻ Additives: Various additives can be incorporated into bituminous materials to modify spe-
cific properties or improve performance. Common additives include fillers such as limestone
powder and polymers to enhance their properties (increase resistance to aging, improve
heat stability, increase elasticity, etc.)[1].

Figure 1.2 – Major composition of bituminous materials [2]

The precise composition and proportions of bituminous materials are determined through lab-
oratory testing, mix design procedures, and consideration of project-specific requirements. The
selection of appropriate components and additives aims to achieve the desired performance char-
acteristics, such as strength, flexibility, durability, resistance to deformation and cracking, and
suitability for specific climate conditions.

In the course of the thesis, our interest was limited to studying the fracture behavior in bitumi-
nous materials composed of fine aggregates (often referred to as Fine Aggregate Matrix (FAM)
or matrix). For example, in [3], [4], the authors consider aggregates of size less than 0.6 mm as
fine aggregates. In Figure 1.2, we can group the composition into FAM, air voids, and coarse
aggregates, where the FAM is composed of asphalt binder and fine aggregates. Though the ma-
trix (FAM) differs from conventional pavement mixtures used practically, its study is pivotal for
multiple reasons as highlighted in [4].

1. First, the matrix is one of three primary phases of a surface layer of pavement structure
along with the coarse aggregates and air voids. Moreover, in most cases (particularly at
intermediate temperatures without moisture damage) the fracture occurs in matrix phase
[4], while the coarse aggregate exhibits a relatively rigid behavior (tending to interlock
and slide). Therefore, it is the matrix phase that needs to be properly examined for un-
derstanding the fracture behavior of conventional pavement structures.
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2. Secondly, the testing of the matrix phase offers significantly improved repeatability and
efficiency compared to the testing of extensively heterogeneous bituminous composites as
used in pavement structures.

3. Finally, the model developed for the matrix phase can be employed in a highly heteroge-
neous bituminous composite mixture, by accounting for the behavior of individual com-
ponents of the mixture [5], [6].

1.1.2 Mechanical behavior of bituminous materials

As previously mentioned, bitumen possesses a high viscosity. The behavior of bitumen is strongly
influenced by temperature and loading due to its viscous nature. Figure 1.3 summarizes the
various mechanical behavior of bitumen as a function of temperature T and strain ε.

Figure 1.3 – Typical behaviour of bitumen at different temperatures T [7]

For small deformations, it can be seen from Figure 1.3 that the bitumen exhibits linear elastic
behavior at low temperatures and behaves like a Newtonian fluid at elevated temperatures. In
the intermediate temperatures, a viscoelastic behavior is observed.

The combination of aggregates and bitumen imparts the viscoelastic characteristics of asphalt
(or bituminous materials). Figure 1.4 displays the different behavior of asphalt as a function of
the number of loading cycles N and the amplitude of the strain ε.
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Figure 1.4 – Mechanical behavior of asphalt as a function of the number of loading cycles N [8]

The behavior of asphalt can be classified into 4 major classes as follows [8]:

Linear viscoelastic behavior This behavior is observed when the number of loading cycles is
low (less than 300) and the deformation level is considered small (less than 10−4). Linear
viscoelasticity refers to the ability of a material to exhibit both elastic and viscous responses
under loading. In the case of asphalt mixes, this behavior class is often associated with the
bituminous component. The properties of linear viscoelasticity can be characterized using
specific laboratory tests.

Nonlinear behavior This behavior class is characterized by a deformation level of a few per-
cent, which is higher compared to the weak deformation observed in the linear viscoelastic
behavior. However, the nonlinear behavior is observed for a very low number of loading
cycles. In this case, the material exhibits a non-proportional response, meaning the stress
and strain relationship is not linear. The underlying mechanisms causing this behavior can
vary, and it can have implications for the performance and durability of asphalt mixes.

Fatigue behavior Fatigue is observed when the material experiences failure under repeated
loading cycles, typically around 104 cycles. Despite the deformation being relatively weak,
the accumulated cyclic loading leads to progressive damage and eventually failure. Fatigue
behavior is a significant concern in asphalt pavements as it can result in cracking and
reduced structural integrity over time. Understanding the fatigue properties of asphalt
mixes is crucial for designing long-lasting and resilient pavements [9].

Rutting behavior This behavior class is associated with the appearance of deformations that
accumulate over time, leading to the phenomenon of rutting. Rutting refers to the perma-
nent deformation or depression in the surface of a pavement caused by the repetitive load
of traffic.

The thesis focuses in particular on modeling the fracture behavior of asphalt in the small strain
region from low to intermediate temperature (Figure 1.3) and for monotonous loading conditions
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(Figure 1.4). In the considered region, the asphalt behavior can be adequately modeled by a
linear viscoelastic response. In the subsequent sections, the discussion will focus on the linear
viscoelastic behavior of asphalt mixes and the laboratory tests used to characterize this particular
behavior. These tests are essential for understanding the mechanical properties of asphalt mixes
and informing their design and performance in various applications.

1.2 Linear viscoelastic behavior

In this section, we aim to present a concise overview of linear viscoelastic behavior and the
methodologies employed to assess it. The reader may refer to [10] for a comprehensive review of
the content covered here.

1.2.1 Creep compliance and Relaxation modulus

Creep compliance Consider the response of a linear viscoelastic material subjected to constant
stress σ0 loaded from time t = 0 as represented in Figure 1.5a. The loading history is then
represented as follows:

σ(t) = σ0 Hs(t) (1.1)

where Hs(t) is the unit or Heaviside step function and its expression is given by

Hs(t) =

0, if t < 0

1, if t ≥ 0
(1.2)

The response of the material can then be given by

ε(t) = Dc(t) σ0 (1.3)

where Dc(t) is the creep compliance function. Creep compliance measures the ability of
a material to deform or creep under a constant or sustained applied stress over time. It
quantifies the strain response of a material to constant stress as a function of time. Creep
compliance is commonly measured in experiments such as the bending beam rheometer
(BBR) test [11].
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Figure 1.5 – (a) Constant stress input and (b) constant strain input

Relaxation modulus When the material is subjected to the following constant strain (see
Figure 1.5b)

ε = ε0 Hs(t) (1.4)

the stress is then given by

σ = E(t) ε0 (1.5)

where E(t) is the relaxation modulus. Relaxation modulus measures the ability of a ma-
terial to relax or recover from a given strain. It quantifies the stress response of a material
to a constant strain as a function of time. Relaxation modulus is commonly measured in
experiments such as the dynamic shear rheometer (DSR) test [12].

1.2.2 Boltzmann Superposition Principle

In the previous section, creep compliance and relaxation modulus are used to find the strain and
stresses only for the constant values of applied stresses and strains. Boltzmann superposition
integral [13] provides the relation between stress and strain for variable input functions of stresses
and strain.
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Figure 1.6 – A variable stress input as a function of time [10]

Consider a variable stress input σ(t) as shown in Figure 1.6. The variable stress input σ(t) can
be approximated as a series of step functions as follows:

σ(t) = σ0Hs(t) + (σ1 − σ0)Hs(t− t1) + ...+ (σn − σn−1)Hs(tn − tn−1) (1.6)

where ∆τ = tn − tn−1. Because the material is assumed to be linear viscoelastic, the strain
response can then be written as a series of step outputs for each step input (by using Eq. (1.3))
as follows

ε(t) = σ0Dc(t)Hs(t) +
n∑

i=1
(σi − σi−1)Dc(ti − ti−1)Hs(ti − ti−1) (1.7)

For the limit ∆τ → 0, the strain response can be written in the following integral form [10]

ε(t) = σ0Dc(t)Hs(t) +
∫ t

0+
Dc(t− τ)dσ(τ)

dτ
dτ =

∫ t

0
Dc(t− τ)dσ(τ)

dτ
dτ (1.8)

where t = 0 implies that the lower limit starts from time t = 0−, thus allowing for the inclusion
of any initial discontinuities. Similarly, for a variable strain input, the stress is given by

σ(t) =
∫ t

0
E(t− τ)dε(τ)

dτ
dτ (1.9)

The relation between stress and strain given by the above expressions for integrals is also called
the Hereditary integral. The above equations can also be written as the convolution of the creep
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compliance function (or relaxation function) and stress rate (or strain rate) as follows:

ε(t) = (Dc ∗ σ̇)(t) (1.10a)

σ(t) = (E ∗ ε̇)(t) (1.10b)

where ∗ is the convolution of two functions. The above equations describe the constitutive law
for a viscoelastic material.

As bituminous materials undergo the aging process, every event throughout their history con-
tributes to the present state of stress and strain. Hence most often, the lower limit of the
hereditary integral is taken as t = −∞ as follows

σ(t) =
∫ t

−∞
E(t− τ)dε(τ)

dτ
dτ (1.11)

A material can be classified as non-aging if its mechanical properties do not evolve over time in
the absence of mechanical stress. This means that the material’s behavior remains time-invariant
or unchanged when there is a translation on the time axis as shown in Figure 1.7.
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Figure 1.7 – Non-ageing viscoelastic material. (a) same inputs applied at time gap p produce
(b) same response separated by time gap p

1.2.3 Relaxation and creep functions in frequency domain

Due to the occurrence of convolution integral (in Eq. (1.10)) in viscoelastic constitutive law, the
Laplace transform can be used to convert the integrals (in the time domain) into multiplication
(in the frequency domain). The Laplace transform of a function f(t) is defined as follows:

L{f(t)} = f(s) =
∫ ∞

0
f(t)e−stdt (1.12)
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where s is a complex variable (in the complex frequency domain). The Laplace transform of
the time t, the time derivative of f(t) (indicated as f ′(t)) and the convolution of two functions
f(t) and g(t) (indicated as f ∗ g) can be derived using the Laplace transform definition provided
above to yield the following results:

L{t} = 1
s2 (1.13a)

L{f ′(t)} = sf(s)− f(0) (1.13b)

L{(f ∗ g)(t)} = f(s)g(s) (1.13c)

By using Eq. (1.13), the Laplace transform of Eq. (1.10) can be written as follows

ε(s) = sDc(s)σ(s)= D
∗
c(s)σ(s) (1.14a)

σ(s) = sE(s)ε(s) = E
∗(s)ε(s) (1.14b)

where E(s) and Dc(s) are the Laplace transform of the relaxation modulus and creep com-
pliance respectively, while E∗(s) and D

∗
c(s) represents the transformed relaxation modulus and

transformed creep compliance:

E
∗(s) = sE(s) (1.15a)

D
∗
c(s) = sDc(s) (1.15b)

Note that the following holds from Eq. (1.14)

E
∗(s)D∗

c(s) = 1 (1.16)

On application of the inverse Laplace transform (using Eq. (1.13)) to the above equation yields
∫ t

0
E(t)Dc(t− τ)dτ =

∫ t

0
E(t− τ)Dc(t)dτ = t (1.17)

The above equation shows that the relaxation modulus and creep compliance are not reciprocals
of each other (unlike elastic material). However, in the frequency domain (see Eq. (1.16)), the
reciprocity holds. Moreover, the relation between stress and strain in the frequency domain (Eq.
(1.14)) is similar to the relation in elasticity. Alfrey’s correspondence principle makes use of this
to find the solution to the linear viscoelastic problem by solving an equivalent elastic problem
in the frequency domain, and inverting back the solution to the time domain [14], [10].

The relationship between time-dependent modulus and complex modulus is obtained by substi-
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tuting ε(t) = ε∗ = ε0e
iωt in Eq. (1.11).

σ∗ = iωε0

(∫ t

−∞
E(t− τ)eiωτdτ

)
(1.18)

where i =
√
−1 and ω denotes the frequency. By applying the change of variables z = t − τ in

the above equation, we obtain the following

σ∗ = ε0e
iωt
(
iω

∫ ∞

0
E(z)e−iωzdz

)
(1.19)

= ε∗ (E∗(iω)) (1.20)

where

E∗(iω) = iω

∫ ∞

0
E(t)e−iωtdt (1.21)

In a similar way, the expression of complex compliance is given by

D∗
c (iω) = iω

∫ ∞

0
Dc(t)e−iωtdt (1.22)

Thus if relaxation modulus E(t) (or creep compliance Dc(t)) is known for a long period of time
(t ∈ [0,∞)), the complex modulus E∗(iω) (or complex compliance D∗

c (iω)) could be found using
the above expression. However, such long-term testing (in the interval of decades) to determine
the relaxation modulus is impractical and it will be seen in the next section (Section 1.2.4)
that the Time-Temperature-Superposition-Principle (TTSP) will be used to overcome this issue
by performing the test only for a shorter duration but for different temperatures followed by a
frequency sweep.

The complex compliance can also be written as follows:

E∗(iω) = σ∗

ε∗ = σ0
ε0
eiδ = E′(ω) + iE”(ω) = |E∗(iω)|eiδ (1.23)

where the real part E′(ω) is the storage modulus and the imaginary part E”(ω) is the loss
modulus. The terms ’storage’ and ’loss’ used for real and imaginary parts can be explained as
follows: the energy stored is proportional to the real part and the viscous dissipated energy is
proportional to the imaginary part [10]. |E∗(iω)| and δ = tan−1(E”/E′) represent the absolute
value of the complex modulus and the phase angle between stress and strain (see Figure 1.8).

As in elasticity, the following relations hold in the frequency domain for the complex shear
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Figure 1.8 – Complex modulus E∗ in complex plane [10]

modulus G∗ and complex bulk modulus K∗

G∗ = E∗

2(1 + ν∗) , K∗ = E∗

3(1− 2ν∗) (1.24)

where ν∗ = ν ′ + iν” is the complex Poisson’s ratio. However, in certain studies, the imaginary
part of Poisson’s ratio is assumed to be small (due to the increased difficulty in determining
complex Poisson’s ratio [15]) and is neglected [16, 17, 9]. In this thesis, we will also make a
similar assumption: ν∗ = ν ′ = ν.

1.2.4 Time-Temperature-Superposition-Principle (TTSP)

The Time-Temperature-Superposition-Principle (TTSP) is based on the idea that the response of
a material to external forces, such as stress or strain, can be shifted or scaled by applying a time-
temperature shift factor. By applying the Time-Temperature-Superposition-Principle (TTSP), it
is possible to extend the range of experimental data available for a material. This is particularly
useful when studying materials under extreme conditions that are difficult to reproduce or
measure directly.

Leaderman in the early 1940s [18] graphed several existing creep-temperature curves on a loga-
rithmic scale, which served to validate his observation that an increase in temperature has the
effect of contracting the time scale. Later it was demonstrated that data collected over a short
time for various temperatures can be shifted to form a reduced curve (also called a master curve)
[19]. This master curve is plotted for a reference temperature scaling over longer time periods
(in log scale) by use of a calibration parameter αT . The linear viscoelastic solids for which such
change of temperature is completely equivalent to a shift of the logarithmic time scale is termed
‘thermo-rheologically simple’ materials [19]. For thermo-rheologically simple solids, the following
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holds

E∗(ω, T ) = E∗(αTω, Tref ) ; αT (Tref ) = 1 (1.25)

where αT is the shift factor that accounts for the change in temperature. T and Tref are the actual
and reference temperatures. The shift factor αT can be found using Williams– Landel–Ferry
(WLF) formula [20] given below

log(αT ) = −C1(T − Tref )
C2 + (T − Tref ) (1.26)

where C1 and C2 are the parameters that depend on the reference temperature and

ωr = αT × ω (1.27)

where ωr is the reduced frequency at reference temperature. The importance of the TTSP
principle is that it makes it possible to widen frequencies for a given set of temperatures towards
new reduced frequencies which cannot be reached experimentally (using Eqs. (1.25), (1.26) and
(1.27)).

1.2.5 Experiments to characterize viscoelastic materials

As discussed earlier, the behavior of viscoelastic materials in the laboratory is described mainly
in two domains (a) time domain and (b) frequency domain. It should be noted that the defor-
mation for both tests should be kept minimum so that the material behavior remains linear and
viscoelastic. In the time domain, linear viscoelastic properties can be characterized by exper-
iments such as creep recovery test, stress relaxation test, SHRP (Strategic Highway Research
Program) direct tension specification test [21], Bending Beam Rheometer (BBR) test [11], etc.
For example, the Bending Beam Rheometer (BBR) test is a widely used experimental method
to characterize the linear viscoelastic behavior of bituminous materials, specifically their low-
temperature bending creep properties and their ability to resist low-temperature cracking. It is
particularly relevant for assessing the performance of asphalt binders in pavement applications.

In the frequency domain, several experimental tests can be conducted to obtain linear viscoelastic
properties. These tests involve subjecting the material to cyclic or sinusoidal loading at various
frequencies and temperatures and measuring the resulting response. Some of the common ex-
perimental tests used to obtain linear viscoelastic properties in the frequency domain include
Dynamic Shear Rheometer (DSR) and tensile-compression test. Both these tests are generally
referred to as Dynamic Mechanical Analysis (DMA) tests. DMA involves applying a sinusoidal
strain to the sample, which generates sinusoidal stress (see Figure 1.9). Complex modulus can
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then be calculated by measuring the amplitude of deformation at the peak of the sine wave and
the phase lag between the stress and strain sine waves using Eq. (1.23) (see Figure 1.9b). For
e.g., in [3], the linear viscoelastic behavior is obtained using a rheometer, by applying a small
torsional sinusoidal strain (of the order of magnitude of .0060%) on cylindrical specimens

t

,

(t)
(t)

δ

Figure 1.9 – (a) Schematic for Dynamic Mechanical Analysis (DMA) tests (Image source) (b)
Stress response for applied strain input

In general, the hypotheses of isotropy and homogeneity are adopted in the procedure for char-
acterizing the properties of bituminous materials. Several standards exist for performing the
DMA. Here, we report the experimental results obtained in a previous thesis performed at Uni-
versité Gustave Eiffel (ex-IFSTTAR) [9]. This includes performing DMA on sand bitumen 0/2
(see Figure 1.10) on a trapezoidal cantilever beam according to the standard EN 12697-26 [22].
The sand bitumen 0/2 has a maximum grain size of 6.3 mm.

Figure 1.10 – Sand bitumen 0/2 [9]

Although sand bitumen 0/2 is little used in pavement structures, this material has the advantage
of being more homogeneous at the specimen scale due to the smaller size of the aggregates.
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Moreover, it was reported in [9] that sand bitumen is a good compromise to facilitate modeling in
a homogeneous environment while preserving the specific characteristics of bituminous materials
(viscoelasticity, granular structure, etc.). Furthermore, this reference material aids in establishing
the assumptions of isotropy.
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Figure 1.11 – Isothermal curves for the complex modulus as a function of frequency ω

The results obtained from experiments (DMA test) for the aforementioned sand bitumen 0/2
can be represented in different curves. Figure 1.11 displays the isothermal curves of the modulus
|E∗| as a function of frequency at different temperatures obtained using experiments. The curve
in the Black space is constructed by plotting the phase angle δ as a function of modulus |E∗| on
a semi-logarithmic scale (see Figure 1.12a). On the other hand, the curve in the complex plane
(also called the Cole-Cole plane) as shown in Figure 1.12b is constructed by plotting the storage
modulus E′ and loss modulus E”.
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Figure 1.12 – Experimental characterization of sand bitumen 0/2

Once the isothermal curves for different temperatures as a function of frequency are obtained (see
Figure 1.11), a frequency sweep can be done by using TTSP to produce the master curve for a
reference temperature Tref . The frequency sweep is done using the relation ωr = αTω (Eq. (1.27),
where the shift factor αT is found using the WLF equation (Eq. (1.26)). The parameters used
for the WLF equation for the considered sand bitumen are as follows [9]: C1 = 32.6331;C2 =
214.5203 for Tref = 15oC. The master curve is then plotted on a semi-logarithmic scale as shown
in Figure 1.13. Notice that αT > 1 for T < Tref and αT < 1 for T > Tref .
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Figure 1.13 – Master curve for Tr = 15oC

34



1.2. Linear viscoelastic behavior

1.2.6 Rheological models

Rheological models are models which make it possible to describe the constitutive behavior
of non-aging linear viscoelastic materials. These models consist of combinations of elementary
components, such as springs representing elastic behavior (characterized by elastic modulus E)
and dampers representing viscous behavior (characterized by viscosity η). In the literature, these
rheological models are broadly categorized into two main groups:

1. Continuous relaxation spectrum models
2. Models with a discrete relaxation spectrum

In the first case, the relaxation behavior is described by a continuous distribution of relaxation
times. The material’s viscoelastic response is obtained by considering the hereditary integral or
convolution (Eq. (1.10)) of the relaxation function with the applied loading function. Continuous
relaxation spectrum models provide a more detailed description of the viscoelastic behavior, par-
ticularly for materials with a wide range of relaxation times. Examples of continuous relaxation
spectrum models include the Huet model [23], the Huet-Sayeigh model [24, 25], the 2S2P1D
model [26], etc. These models possess the advantage that they are able to very well represent
the behavior of linear viscoelastic materials like bituminous materials while using fewer parame-
ters than models with discrete relaxation spectrum. However, the disadvantage is that the direct
integration of convolution integral to find stresses is computationally inefficient because strains
at all previous time histories are involved [27, 28]. Moreover, splitting the integral based on a
recursive formula to overcome the above issue is possible only for certain relaxation functions
of exponential type [27, 28]. Hence, continuous relaxation spectrum models are often approxi-
mated by discrete relaxation spectrum models, since in the latter, the relaxation function (or
creep function) is of exponential type.

In discrete relaxation spectrum models, the relaxation behavior is represented by a discrete (or
finite) set of relaxation modes or processes. Each relaxation mode is associated with a specific
relaxation time and a corresponding modulus. The material’s overall viscoelastic response is
obtained by considering the contributions of all the individual relaxation modes in a series
and/or parallel arrangement. Examples of models with a discrete relaxation spectrum include
the Pointing-Thompson (PT) model, the Maxwell model, the Kelvin-Voigt (KV) model, etc.
[10, 27, 25].

In the forthcoming sections, we limit our discussion to the models with discrete relaxation spectra
due to the aforementioned computational issue associated with continuous relaxation spectrum
models.
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1.2.6.1 Generalized Kelvin-Voigt (GKV) model

A Kelvin-Voigt model is a parallel connection of spring and dashpot whereas the Generalized
Kelvin-Voigt (GKV) model (Figure 1.14) consists of a spring connected in series with a finite
number (n) of such Kelvin-Voigt units.
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Figure 1.14 – Schematic of Generalized Kelvin-Voigt (GKV) model

E0, E1, .., En are the relaxation modulus of the springs and τ1, τ2, .., τn are the retardation times
of the dashpots. Since the individual KV units are connected in series, the stress σ in each unit
is the same. The total strain ε is the sum of the internal strains (ε0, ε1, ..., εn) of each unit :

ε =
n∑

k=0
εk (1.28)

The creep function of the Generalized Kelvin-Voigt model is given as

Dc(t) = 1
E0

+
n∑

k=1

1
Ek

(1− e−t/τk) (1.29)

and the complex modulus is given by

E∗(iω) =
[

1
E0

+
n∑

k=1

1
Ek + iηkω

]−1

(1.30)

where ηk = τkEk is the viscosity of the dashpot k. The parameters for the GKV model can be
found by fitting the experimental data. For example, in the Cole-Cole plane, we use the least
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square minimization of the following objective function to find the model parameters,

χ = (E′
exp − E′

model)2 + (E”exp − E”model)2 (1.31)

Figure 1.15 shows the fit obtained for the aforementioned sand bitumen 0/2 (in Section 1.2.5) by
employing 9 Kelvin-Voigt (KV) units. The parameters of the fit are given in Table 1.1. Note that
the choice of parameters is not unique and one can have a different set of parameters leading to
a similar mechanical behavior.
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Figure 1.15 – Fit obtained for sand bitumen 0/2 using GKV model: (a) fit for the master curve
(b) fit in Cole-Cole plane

KV unit (i) 0 1 2 3 4 5 6 7 8 9
Ei (MPa) 20.55e3 135.37e3 84.5e3 11.1e3 56.3e3 3.19e3 181.14e3 .327e3 21.95e3 34.6e3
τi,ref (s) N/A 1.98e-5 2.35e-4 1.12 2.59e-3 13.49 1.76e-6 5.36e2 1.59e-1 2.09e-2

Table 1.1 – GKV model parameters for sand bitumen 0/2

1.2.6.2 Generalized Maxwell (GM) model

The Generalized Maxwell (GM) model (Figure 1.16) is made up of a parallel assembly of a spring
and a finite number of Maxwell units (a spring in series with a linear damper). E0, E1, .., En are
the relaxation modulus of the springs and τ1, τ2, .., τn are the relaxation times of the dashpots.
The total strain ε is constant across each unit. (ε1, ..., εn) denote the internal or viscous strain
in each dashpot. Since the Maxwell units are connected in parallel, the total stress σ is equal to
the summation of the stress in each unit.
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Figure 1.16 – Schematic of Generalized Maxwell (GM) model

The relaxation function of this model is given by the Prony series as follows

E(t) = E∞ +
n∑

k=1
Eke

−t/τk (1.32)

and the respective complex modulus by

E∗(iω) = E∞ +
n∑

k=1

Ekω
2η2

k + iE2
kωηk

E2
k + ω2η2

k

(1.33)

The model parameters are fit by using a least square optimization as mentioned before (see Eq.
(1.31)). Figure 1.17 illustrates the obtained fitting for sand bitumen 0/2 by employing 9 Maxwell
units. The parameters of the fit are given in Table 1.2.
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(a) (b)Figure 1.17 – Fit obtained for sand bitumen 0/2 using GM model: (a) fit for the master curve
(b) fit in Cole-Cole plane

GM unit
(i)

0 1 2 3 4 5 6 7 8 9

Ei (MPa) 275.85 2.152e3 2.243e3 2.384e3 2.711e3 2.673e3 2.769e3 2.1e3 1.224e3 2.02e3
τi,ref (s) N/A 1.58e-6 1.75e-5 1.14e-1 1.57e-2 1.97e-4 2.07e-3 7.16e-1 90.88 5.91

Table 1.2 – GM model parameters for sand bitumen 0/2

It’s worth noting that the difference in constitutive equations between the GKV and the GM
models results in variations in their numerical implementation within a finite element code. Nev-
ertheless, it’s important to note that both models produce comparable outcomes when applied
to a specific viscoelastic material. As will be seen in later chapters, we rely on the GKV model
to describe the viscoelastic behavior.

1.3 Fracture in bituminous materials

Fracture in asphalt pavements is a common distress phenomenon that can occur due to various
factors, including traffic loads, environmental conditions, material properties, and construction
practices. Understanding the types of cracking in asphalt concrete is crucial for effective pave-
ment design, maintenance, and rehabilitation strategies. The two most common types of cracking
in asphalt concrete are fatigue cracking and thermal cracking.

Fatigue cracking is one of the most prevalent types of cracking in asphalt pavements. It is
caused by repeated traffic loading, which leads to the progressive development of cracks due
to the cyclic stresses induced in the asphalt layers. Figure 1.18 shows the two distinct types
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of fatigue cracking: alligator cracks (a series of interconnected cracks resembling the pattern of
alligator scales) and longitudinal cracks (cracks occurring in the direction of traffic flow)

(a) (b)

(a) (b)

Figure 1.18 – (a) alligator cracks (image source) (b) longitudinal cracks (image source)

Thermal cracking occurs as a result of temperature fluctuations in the asphalt pavement. When
the temperature drops, the asphalt contracts, and if the contraction is restricted, it can lead to
tensile stresses and subsequent cracking. Similarly, during hot weather, asphalt expands, and if
the expansion is constrained, it can result in compressive stresses and cracking. However, during
hot weather, the relaxation properties of asphalt are increased, thereby reducing the likelihood
of cracking. Figure 1.19 displays the two different types of thermal cracking: Block cracking (
cracking in the form of blocks) and transversal cracking (cracks perpendicular to the pavement
center line).

(a) (b)

(a) (b)

Figure 1.19 – (a) block cracking (image source), (b) transversal cracking (image source)

In addition to the above cracking types, various other forms of deterioration (or distress) can
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1.3. Fracture in bituminous materials

occur in pavements. For instance, rutting, which is primarily caused by the application of heavy
loads on hot pavement, and the formation of potholes, which is attributed mainly to repeated
freezing and thawing cycles (moisture-induced damage) [29]. The distress identification man-
ual [30] of the Strategic Highway Research Program (SHRP) details various types of distress
(including cracks) and the measures adopted to rate the severity of distress.

However, in the present thesis, the focus was limited to the cracking of bituminous materials in
a laboratory setting subjected to monotonous loading rates. The tools developed herein can then
serve as a foundation for future research aimed at investigating pavement cracking.

1.3.1 Experimental tests to characterize fracture in bituminous materials:

While Section 1.2.5 briefed about the experimental tests to obtain the viscoelastic properties
of the bituminous materials, this section focuses on the laboratory tests to obtain the fracture
properties associated with the bituminous materials. In particular, our interest lies only in the
fracture tests under monotonous loading at low and intermediate temperatures. Figure 1.20
shows the schematics of the most commonly employed laboratory tests for bituminous materials
to characterize fracture. It can be noted that all these tests employ specimens with a pre-existing
notch to initiate and propagate cracks more predictably. Most of the common laboratory tests
often explore the mode-I fracture behavior, as is the case shown in Figure 1.20.

Figure 1.20 – (a) Single Edge Notched Beam (SE(N)B) test (b) Disc-shaped Compact Tension
(DCT) test (c) Semi-Circular Beam (SCB) test [31]

The Single Edge Notched Beam (SE(N)B) test is a conventional 3-point bending beam test with
a notch located at the center. Though this test has the advantage that a mixed-mode fracture
can be easily considered by just changing the position of the loading line (or the position of the
notch), it is less often used for bituminous materials as it has the disadvantage of a complex and
dedicated fabrication process for bituminous materials (In particular, this test is not suitable for
circular specimens obtained from the drilling of field cores from the actual pavement structure).
Despite these limitations, this test has still been used to study fracture behavior and it was
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reported in [32] that this test is more promising for studying reflective cracking (propagation
of existing cracks through the new overlay). In the latter, SE(N)B tests were used to study
the fracture characteristics at different temperatures (low), and the possibility of mixed-mode
fracture was also explored.

A different test called the Disk-shaped Compact Tension test (DCT), makes it possible to use
the specimens obtained from the drilling of field cores, as the specimen is circular in shape.
This test is standardized as per the norms ASTM E399 (particularly for metallic materials) and
ASTM D7313-07a (particularly for asphalt concrete). Moreover, to overcome the failure at the
loading holes (due to stress concentration near the holes), new dimensions for the specimen were
proposed complying with the standard ASTM E399 in [33]. Furthermore, this method has the
advantage of a longer crack path due to its geometry, which provides enough time to analyze the
fracture process at low-temperature settings [34]. However, making and preparing the specimen
for the DCT test is a bit challenging because it involves using special accessories to position the
specimen correctly in the testing setup to ensure a precise occurrence of the mode-I fracture.

An SCB test method is essentially a 3-point bending beam test on a semi-circular beam with
a notch. It overcomes the major difficulty of the classical 3-point bending test for bituminous
material, that the specimens of the test can be directly obtained from field cores. This test is
thus often used due to simpler specimen preparation. For example, in [31], the repeatability
and sensitivity of SCB tests were examined to evaluate the fracture characteristics of asphalt
concrete mixtures.

In [35], the authors provide a detailed review of the above different laboratory testing methods
including their advantages and limitations. The authors also reported a low Coefficient Of Vari-
ation (COV) in test results for fracture energy for the DCT test, indicating better repeatability
and consistency. However, it was also reported that the SCB test is more practical due to the
simplicity of specimen preparation and considering the sensitivity of the results under various
test parameters. Other tests that were also found in the literature to study the fracture behavior
of bituminous materials include the uniaxial tensile test and the indirect tensile test [36].
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(a) (b)

(c) (d)
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Figure 1.21 – Force displacement curves for (a) SE(N)B test at different displacement rates
(fixed temperature) [36] and (b) SCB test at different temperatures (fixed displacement rate)
[31]

Figure 1.21a displays the load-displacement plots obtained for SE(N)B test by varying the
imposed displacement rates at constant temperature (T = 20oC), while Figure 1.21(b) plots
the same for the SCB test by varying the temperature at constant imposed displacement rate
(5 mm/min). The difference in behavior is attributed to the rate and temperature sensitivity
of the bituminous materials. Moreover, it can be seen that the maximum load increases with an
increase in applied displacement rate (or decrease in temperature). In other words, an increase
in temperature has a qualitatively similar effect as of decrease in loading rate.

1.3.1.1 Measure of fracture energy

The fracture mechanics approach has been widely accepted to be an essential tool in charac-
terizing crack initiation and propagation in quasi-brittle materials and it is reported to have
several advantages over the other classical failure theories based on strength or yield criteria
[37]. The material failure in fracture mechanics is determined by the energy criterion (as will
be seen in Eq. (1.35)). In particular, the interest lies in characterizing the fracture energy from
the laboratory experiments discussed before. Fracture energy is an important material property
and is a measure of materials resistant to fracture.
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Figure 1.22 – Dissipation due to fracture Wf ([35])

According to RILEM TC 50-FMC (Technical Committee 50-Fracture Mechanics of Concrete)
[38], the fracture energy is calculated from the global load-displacement plot (see Figure 1.22)
obtained from experiments as follows:

Gc = Wf

Alig
(1.34)

where Gc [J/m2] is the fracture energy (or fracture toughness), Wf [J ] is the area under the
force-displacement plot (see Figure 1.22) and Alig [m2] is the ligament area (the cross-sectional
area that underwent fracture).

However, such characterization of fracture energy is only applicable for bituminous materials at
low temperatures (see Figure 1.3), where the material behavior is elastic, and the only form of
energy dissipation is due to fracture. The effect of an increase in temperature to intermediate
temperatures (∼ 10oC to 35oC) is that the material behavior in the bulk starts to exhibit
viscoelastic behavior.

Since the bituminous material behaves in a viscoelastic manner at intermediate temperatures
(leading to added viscous dissipation in the bulk apart from the dissipation due to fracture), Eq.
(1.34) overestimates the value of fracture energy at intermediate temperatures. To overcome this
issue, Aragão et al [4] used an integrated approach combining experimental (on SCB specimen)
and numerical simulations (using Cohesive Zone Model CZM). In particular, the Digital Image
Correlation (DIC) technique was used to extract the fracture properties at the notch tip (NMOD
and NTOD 1) for different loading rates at intermediate temperatures. This data at the notch
tip was then used to calibrate the fracture parameters of the CZM. This helps to distinguish
between the energy dissipated due to the viscous effect and the fracture. Figure 1.23(a) shows
the fit obtained for the force-displacement plot using the CZM, while Figure 1.23(b) and 1.23(c)
shows the fit for the NMOD and NTOD and the CZM fracture parameters for different loading
rates.

1. Notch mouth Opening Displacement and Notch Tip Opening Displacement
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Figure 1.23 – Fracture energy estimation using integrated experimental-numerical (CZM) tech-
nique. Fit obtained using CZM for (a) force-displacement plot (b) NMOD (c) NTOP and (d)
CZM model parameters as a function of loading rate [4]

Figure 1.23(d) plots the fracture parameters (for the CZM) as a function of applied displace-
ment rates. It clearly indicates the rate dependency of the fracture parameters. Hence, it can
be concluded that the rate dependency due to the viscoelastic nature of the bulk is alone not
sufficient to model the rate-dependent fracture behavior of bituminous materials. In other words,
rate-dependent (and temperature-dependent) fracture parameters have to be considered to ac-
curately model the bituminous materials at different loading rates (and temperatures).

1.3.1.2 Brittle-ductile transition

Brittle-ductile transition is an important phenomenon that is commonly observed in bituminous
materials undergoing fracture. Viscoelastic materials exhibit both elastic and viscous behavior,
meaning they can return to their original shape after deformation but also flow and deform
over time. The brittle-ductile transition in viscoelastic materials is characterized by changes in
their deformation and fracture mechanisms under different conditions. Figure 1.24(a) shows the
schematic for the Direct tensile test (DTT) and Figure 1.24(b) shows the typical results of the
stress-strain curve obtained for bituminous material using the tensile test at varying loading
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rates (or varying temperatures) [39]
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Figure 1.24 – (a) Schematic of Direct Tensile Test and (b) brittle-ductile transition [39]

The peak stress is denoted as σf and the corresponding strain associated with peak stress is
denoted as εf . The characterization of brittle-ductile transition is usually defined by the per-
centage of strain. For example, in Figure 1.24b the brittle-ductile transition region is considered
as the region where the εf lies between 1% and 10%. Hence for curve A, the failure is of brittle
nature, while for curves B and C the failure starts to transition from brittle to ductile, and for
curve D, the failure is ductile, where the specimen continues to stretch without fracture after
attaining the maximum load.
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Figure 1.25 – Brittle-ductile transition zone [40]

Figure 1.25 plots the brittle-ductile transition region as a function of loading rates and temper-
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atures [40]. It can be seen that at intermediate service temperatures, the transition from brittle
to ductile behavior is observed to encompass a broader range of loading rates. The above results
indicate the importance of a developed model to consider this brittle-ductile transition into ac-
count to simulate the fracture response of bituminous materials for a wide variety of loading
rates and temperature conditions.

1.4 Fracture and damage mechanics

1.4.1 Fracture mechanics

Fracture mechanics started with the earlier work of Griffith [41]. Based on this theory, the stress
becomes infinite at the crack tip. Fracture mechanics is employed to characterize the loads acting
on a crack, typically through the use of a single parameter. Over time, various parameters have
been developed and employed for this purpose. When the nonlinear zone around the crack tip,
also called the Fracture Process Zone (FPZ) (which involves cavity formation, stringing, chain
pull-outs for polymers, and bond breaking) is relatively small compared to the crack size, the
cracking can then be described by the elastic forces within the bulk of the material and is
termed as Linear Elastic Fracture Mechanics (LEFM). The stress state at the crack tip can
then be characterized by the Stress Intensity Factor (SIF). The analytical expression for SIF
for several configurations is available in the literature [42]. In this case, the crack is considered
to grow rapidly when the SIF reaches the critical SIF (or fracture toughness), which is usually
determined from experiments. However, due to the presence of finite width of the Fracture
Process Zones (FPZ) in all natural materials, the SIF approach is often impractical as crack
growth is heavily influenced by nonlinear processes near the crack tip. Therefore, an alternative
parameter used for characterizing crack growth is based on the energy, called the energy release
rate G. This approach is called the energy approach and the crack is considered to grow when
the energy available for crack growth is sufficient to overcome the fracture resistance of the
material Gc (Eq. (1.35)). Griffith was the first to propose the energy criterion for fracture [41].
The criterion for crack propagation for an increase in crack length da is given by the following
energy balance equation :

G ≥ Gc (1.35)

Gc is the critical energy release rate (or fracture toughness). The expression for G is given in
the case of linear elastic fracture by

G = −∂⨿
∂a

(1.36)
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where ⨿ is the potential of the system and a is the crack length. Figure 1.26 shows the different
modes of fracture and the crack tip fields for the linear elastic fracture case are given by Eqs.
(1.37, 1.38). These fields are defined by some magnitudes KI , KII , and KIII for each mode and
they are called Stress Intensity Factors (SIF).

Figure 1.26 – Different modes of fracture (a) crack opening mode, mode-I (b) in-plane shear
mode, mode-II and (c) out of plane shear mode, mode-III [43]

The stresses near the crack tip are given by

σ11 = KI√
2πr

cos θ2

(
1− sin θ2 sin 3θ

2

)
− KII√

2πr
sin θ2

(
2 + cos θ2 cos 3θ

2

)
(1.37a)

σ22 = KI√
2πr

cos θ2

(
1 + sin θ2 sin 3θ

2

)
+ KII√

2πr
cos θ2 sin θ2 cos 3θ

2 (1.37b)

σ12 = KI√
2πr

cos θ2 sin θ2 cos 3θ
2 + KII√

2πr
cos θ2

(
1− sin θ2 sin 3θ

2

)
(1.37c)

σ31 = − KIII√
2πr

sin θ2 σ32 = KIII√
2πr

cos θ2 (1.37d)

while the displacements near the crack tip are given by

u1 = KI

µ

√
r

2π

[
1− 2v + sin2 θ

2

]
cos θ2 + KII

µ

√
r

2π

[
2− 2v + cos2 θ

2

]
sin θ2 (1.38a)

u2 = KI

µ

√
r

2π

[
2− 2v − cos2 θ

2

]
sin θ2 + KII

µ

√
r

2π

[
−1 + 2v + sin2 θ

2

]
cos θ2 (1.38b)

u3 = KIII

µ

√
2r
π

sin θ2 (1.38c)

where the origin of the polar coordinate system (r, θ) is located at the crack tip. In the above,
u1 and u2 are provided for plane strain cases. For the linear elastic fracture case, the following
relation holds,

G = K2
I

E′ + K2
II

E′ + K2
III

2µ (1.39)
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where each term corresponds to the energy release rates in 3 different modes. The expression for
E′ is given in terms of Young’s modulus E and Poisson’s ratio ν. For plane strain, E′ = E/(1−ν2)
and µ = E/2(1 + ν).

The energy criterion mentioned above (Eq. (1.35)) was ignored for an extended duration until the
early 1950s, mainly because Griffith’s derivation of the analytical expression for G was limited
to the linear elastic fracture scenario (or brittle fracture). The transformation of this approach
into its current version was pioneered by Irwin, who introduced modifications accounting for
non-linear FPZ effects, typically involving the inclusion of another term for dissipation (often
plastic) [44]. Since then, various methods have been introduced to calculate the energy release
rate. The J-integral is the commonly used numerical approach for this purpose [45], and in
two-dimensional cases (Figure 1.27), it is defined as follows

J =
∫

Γ

(
σ : εdx2 − σ.n. ∂u

∂x1
ds

)
(1.40)

where W = σ : ε is the strain energy density, x1, x2 are the coordinate directions, t = σ.n is
the surface traction vector and u is the displacement vector. J-integral is path independent as
demonstrated by Rice [45].

Figure 1.27 – J-integral around a crack tip in 2-dimensions[46]

For fracture in non-linear viscoelastic materials under large strain, Schapery utilizes the corre-
spondence principle to define a time-dependent J-integral that is analogous to the approach for
non-linear elastic scenarios [47] [48]. Building upon this, a novel model for studying viscoelastic
fracture under creep loading is presented in [49]. This model extends the Griffith energy balance,
initially designed for linear elastic materials, to encompass viscoelasticity by adding a viscous
dissipation term. In this approach, crack growth is solely driven by free energy. Concurrently,
the X-FEM approach [50, 51] has gathered significant attention. In [52, 53], X-FEM is employed
to address linear viscoelasticity issues involving inclusions and cracks. However, the Griffith-
type models possess certain limitations: a) they are unable to predict crack initiation unless
pre-existing cracks are considered, and b) they cannot predict crack branching. Subsequently,
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damage mechanics-based approaches were incorporated to enhance the Griffith-type models.
This can be generally classified into two categories: the Cohesive Zone Model (CZM) [54, 55]
and Continuum Damage Mechanics (CDM) [56, 57].

Methods developed for the linear elastic and elastic-plastic fracture cannot be used for the
time-dependent viscoelastic fracture mainly due to the viscous dissipation in the bulk causing
time-dependent fracture. Moreover, the critical energy release rate (Gc) for bituminous materials
is not (material) constant and is influenced by factors such as specimen size (size effect), loading
history, temperature, and speed [37] [4], [3]. Additionally, when conducting cracking tests on
these materials, the crack tip stress singularity is often not observed. As a result, the conventional
theory of fracture mechanics alone is insufficient to fully comprehend cracking phenomena in
bituminous materials. To address this issue, researchers often have turned to the cohesive zone
model (CZM). Both damage mechanics-based approaches (CZM and CDM) introduce a length
scale into the model accounting for the micro-damage before fracture that can be associated
with the nucleation, coalescence, and growth of voids to form macro-cracks.

1.4.2 Cohesive Zone model

The failure is of a quasi-brittle nature in the case of bituminous materials [58]. Such failure is
shown in Figure 1.28. The Fracture Process Zone (FPZ) indicates the nonlinear zone ahead of
the crack tip, characterized by several phenomena, including plastic deformation, microcracking,
and energy dissipation. In the case of failure of quasi-brittle type, the FPZ is large (the ratio
of nonlinear zone size to structure size is not small) and is not negligible. Moreover, for the
quasi-brittle materials, a substantial non-linearity exists before reaching the maximum stress
(see Figure 1.28b). After the proportional limit, micro-cracks start to appear and at some point
before the peak stress, the micro-cracks tend to localize to form macro-cracks. Therefore, the use
of Linear Elastic Fracture Mechanics LEFM is not suitable. For example, Li and Marasteanu
(2010) [59] utilized the acoustic emissions method to assess the size of the fracture process
zone (FPZ) in various types of asphalt mixtures under low-temperature conditions. Their study
revealed that the FPZ for asphalt mixtures ranged from 40 mm or larger.
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(a) (b)

Figure 1.28 – (a) Typical Fracture Process Zone (FPZ) [60] and (b) typical stress-strain curve
[61] for quasi-brittle fracture

The CZ or cohesive crack model [62], offers a framework to simulate the nonlinear fracture
process. It is a phenomenological model that views fracture as a gradual phenomenon occurring
across an extended crack tip or fracture process zone (CZ). Within this model, the fracture is
resisted by cohesive tractions, and separation takes place gradually. The schematic of the CZ
model is shown in Figure 1.29. tn, δn, σc and δcr denote the normal traction, the normal opening
displacement, the material strength, and the critical displacement (displacement corresponding
to zero traction), respectively.

Figure 1.29 – Schematic of CZM [58]
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This model was initially introduced in the early 1960s by Dugdale [63] and Barenblatt [64]. Since
then, cohesive cracks have been employed by numerous researchers to describe the nonlinear zone
near the crack tip in various engineering materials.

In comparison to the classical Linear Elastic Fracture Mechanics (LEFM) approach and other
existing fracture models, the cohesive crack model (CZM) offers several advantages. It allows for
spontaneous crack nucleation, crack branching, and fragmentation. Furthermore, it enables the
simulation of mode-I and mixed-mode crack propagation without relying on an external fracture
criterion.

These models introduce cohesive elements along crack lines or regions to represent the fracture
process zone. The cohesive elements are governed by a traction-separation law that describes the
relationship between cohesive traction (forces resisting separation) and separation displacements
(relative displacement between the crack surfaces). Depending on whether an artificial initial
stiffness is included in this law or not, cohesive crack (CZ) models can be categorized as intrinsic
or extrinsic models (see Figure 1.30). tn and δn are the traction stresses and displacement jump
(separation) in the normal direction (for mode-I fracture) while σc is the cohesive strength
and δcr is the critical displacement jump at which the traction tn attains zero. The fracture
energy Gc of the cohesive zone can be computed by the area under the traction-separation curve
Gc =

∫ δcr
0 tn(x)δn(x)dx.

Figure 1.30 – Traction-separation law for (a) Intrinsic CZM and (b) extrinsic CZM[58]

Intrinsic models (Figure 1.30a) refer to those where an artificial initial stiffness is incorporated
into the traction-separation law. On the other hand, extrinsic models (Figure 1.30b) assume an
initial rigidity for the cohesive zone (CZ) in the traction-separation law.

However, in the case of intrinsic CZ models, the initial slope of the cohesive law, before reaching
the peak load, can result in excessive compliance, leading to unrealistic predictions. To mitigate
this issue, researchers have proposed various approaches. One common approach is the use of
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a bilinear CZ model [65] with relatively high initial stiffness (or very high cohesive strength) of
the traction-separation law. However, the use of ‘too stiff’ initial cohesive stiffness can generate
problems with stability and severely restrict the simulation time steps for the dynamic problems
[60].

Figure 1.31 compares different traction-separation laws of the CZ models. The power law and
exponential softening CZ models allow for controlling the softening shape (important for quasi-
brittle materials [58]), through the use of the parameters α and β.

Figure 1.31 – Different traction-separation laws for CZM[58]

The implementation of an intrinsic model in a finite element analysis (FEA) necessitates em-
bedding all cohesive elements within the discretized structure at the start of the simulation.
Throughout the simulation process, there are no changes in the mesh connectivity. On the other
hand, the implementation of extrinsic cohesive zone modeling (CZM) involves adaptively in-
serting cohesive elements into the mesh which requires node duplication and node renumbering,
whenever a damage initiation criterion is reached. The continuous update of node numbering
remains a challenge for the implementation of the extrinsic CZ models.

Cohesive models introduce a length scale (generally called cohesive zone length) due to cohesive
softening behavior. The cohesive zone length is defined as the distance from the crack tip to the
position where the maximum cohesive traction is attained.

In 2003, Soares et al. [66] utilized cohesive zone modeling (CZM) to simulate the propagation of
mode I crack in asphalt concrete within the indirect tension test (IDT). To reduce compliance
and improve accuracy, several works have also been carried out to implement a bilinear CZM
specifically for asphalt concrete [67, 68, 58]. In the latter, both bilinear and exponential CZM
are used to fit the experimental results for the fracture in the Disc-shaped Compact Tension test
(DCT). Another notable work in this area is by Dave and Buttlar (2010a) [69], who employed a
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temperature-dependent cohesive zone model for simulating low-temperature cracking in asphalt
pavements. In [3], the authors used a rate-dependent cohesive zone model. In particular, the
rate dependency of cohesive zone fracture parameters was accounted for by the use of a rate-
dependent function inspired from [65].

One main drawback of the CZM is that crack patterns are highly sensitive to mesh orientation
unless extensive adaptive re-meshing is used [70, 71]. The main reason why the CZM fails to
produce mesh-independent results is that the cohesive elements are inserted only at the element
interfaces and this results in the crack path being limited to the element edges causing these
models to be dependent on mesh orientation. Another consequence of this is the difficulty of
modeling crack branching and other complex crack patterns.

1.5 Continuum Damage mechanics

In the context of continuum damage mechanics [72, 73], the approach involves initially charac-
terizing the state of damage in a material using appropriately defined damage variables. In the
case of isotropic damage (assumption followed in the thesis), a scalar damage variable D (or d)
is used to characterize the internal state of damage in a material. The value of D ranges from 0
(undamaged state) to 1 (complete failure or total loss of load-carrying capacity).

Consider the damage of a cylindrical bar shown in Figure 1.32 with cross-section area dA sub-
jected to a tensile load dF .

Figure 1.32 – Schematic representation of damage in a cylindrical bar [74]

Due to the presence of damage, the effective cross-sectional area over which the load is distributed
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is dÃ and its expression is given by

dÃ = (1−D)dA (1.41)

The stress in the damaged bar is then given by

σ̃ = dF

dÃ
= σ

(1−D) (1.42)

The stress σ̃ is called effective stress. In other words, for a damaged bar shown in Figure 1.32b,
one can postulate an equivalent fictitious undamaged bar with cross-section area dÃ (as shown
in Figure 1.32c) subjected to stress σ̃ and undergoing the same strain ε as the damaged bar. If
the behavior of the material is linear elastic in the undamaged phase with stiffness E0, then

σ̃ = E0ε (1.43)

which upon substitution in Eq. (1.42) yields

σ = (1−D)E0ε = E(D)ε (1.44)

where

E(D) = (1−D)E0 =⇒ D = 1− E(D)
E0

(1.45)

Hence, damage can also be characterized by a reduction in stiffness (elastic modulus) of the
material due to the development of micro-voids in the material [75].

1.5.1 Strain localisation

Strain localization during fracture refers to the phenomenon where deformation and strain con-
centrate in a localized region (high strain gradient in a narrow area) within a material as it
approaches failure or fracture. In the case of quasi-brittle materials, as the material softens,
strain tends to localize in regions of lower resistance, resulting in fracture initiation and prop-
agation. At the onset of strain localization, which precedes macro-crack, the initially smooth
distribution of the strain changes into a highly localized one. Usually, the strain increments tend
to localize within narrow bands, while the majority of the structure undergoes unloading. The
necessary condition for strain localization for rate-independent materials in the quasi-static case
is given as [76]

det(Q) = n.Ce.n = 0 (1.46)
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where Q is called the localization tensor (or acoustic tensor) and Ce is the localization stiffness
tensor. n is the unit vector normal to the localization plane. In the case of rate-dependent
materials, the necessary condition for strain localization can be determined from the stability
analysis [77].

1.5.2 Localisation limiters

From a mathematical point of view, the singularity of the localization tensor leads to the loss of
ellipticity of the governing differential equation. The boundary values problem then remains ill-
posed (doesn’t have a unique solution). From a physical point of view, this results in localization
happening on a plane of zero thickness, which results in zero energy dissipation during the failure
process. From a numerical point of view, the ill-posedness results in pathological sensitivity of
the results to the size of finite elements. As the mesh is refined and the size of the finite element
approaches zero, the energy dissipated due to the failure process approaches zero. CZM (Section
1.4.2), crack band model [78, 79], micromorphic continuum [77], and non-local (or regularized)
damage models [80] can be used as a remedy to the above problem.

Several works have also been performed in the past to study the mathematical nature of strain
localization in rate-dependent materials [81, 82, 83]. In particular, the interest was to see if
the rate dependency was able to regularize the problem and prevent strain localization from
occurring on a plane of zero thickness. For example, in [83], the authors demonstrated through
both theoretical and numerical approaches that viscosity and inertia do not regularize strain
localization and can lead to mesh-dependent results.

Crack band model [84, 85] in its basic form assumes that a single localization band (or crack)
appears inside each finite element when the crack fully develops. Since the width of the numer-
ically resolved band is controlled by the size of finite elements, the constitutive formulation of
the softening part of the stress-strain law must be adjusted according to the element size to
recover the correct crack opening law.

Regularized models are based on generalized continuum theories that incorporate a characteristic
length and prevent strain localization on a plan of zero thickness. Since the characteristic length
scale enforces a certain minimum width of the numerically resolved process zone, they are called
localization limiters. Examples include non-local integral type models, differential (gradient-
enriched) models, Thick Level Set (TLS) approach, Phase-Field (PF) approach, Lip-Field (LF)
approach, etc.

Here we limit our focus to the regularized models. First, a brief on such different models is
provided followed by a discussion on lip-field formulation, which is the interest of the present
thesis. In particular, we rely on the lip-field approach to prevent strain localization from occurring
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on a plane of zero thickness (and thus to have mesh-independent results).

In integral-type non-local damage models[86, 87], the damage variable is not only dependent
on the local state variables but also on their distribution throughout the material or within a
defined region. This means that the damage at a specific point is influenced not only by the state
variables at that particular point but also by the distribution of state variables in its surrounding
region.

These models typically involve the integration of certain kernel functions or weight functions
over the material domain Ω or the finite neighborhood. These functions govern the non-local
interaction between different points and determine the contribution of damage at different lo-
cations to the overall damage evolution. For a given local field f (a function of state variables,
usually strain [88]), the non-local field f in the integral form is given as follows

f(x) =
∫

Ω
α

(∥x− y∥
lc

)
f(y) dΩ (1.47)

where α is the non-local weight function. The non-local field is then used as a thermodynamic
force to drive damage. One of the simplest forms for f is the scaled energy norm [88]

f =
(

ε : Ce : ε

E

) 1
2

(1.48)

For explicit gradient type regularization [88, 89], the damage is assumed to be driven not only
by the local driving force f but also by its Laplacian ∇2f . In the simplest case, one can consider
the following driving force

f = f + l2c∇2f (1.49)

Here f is the non-local driving force in a weaker sense as the non-local quantity is computed from
the local quantities only in an arbitrarily small neighborhood (rather than a finite neighborhood
of a point like in integral damage models). The numerical implementation of explicit gradient
models poses challenges due to the involvement of second derivatives.

In the case of implicit gradient formulation [88, 89], the non-local driving force is given as a
solution to the following differential equation

f − l2c∇2f = f in Ω (1.50)

∇f.n = 0 on ∂Ω (1.51)

It can be shown that the implicit gradient type regularization is similar to the integral type
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regularization, with a special kernel function of exponential type [88]. However, the numerical
implementation of both these regularization methods is quite different [90].

Phase field approach is yet another regularization approach that was initially developed by the
physics community and then later used for application in mechanics [91, 92, 93, 94]. In the
phase field approach, the crack is represented by an auxiliary phase-field variable d (similar to
the scalar damage variable D). In this case, the problem is recast into an energy minimization
problem, giving the so-called variational approach to fracture. The regularization is by making
the energy potential depend on the damage gradient term. Consider a body occupying a domain
Ω with boundary Γ = Γu ∪ ΓN , where displacement boundary conditions ud(t) are applied on
Γu and zero traction forces are applied on ΓN . For the case of fracture in linear elastic solids
under a quasi-static setting (with the assumption of small strain and negligible body force), the
mechanical fields at time tm+1 = t is then given by the solution of the following optimization
problem 2

{u, d} = arg min
u′∈Um

d′∈Am

F (u′, d′,∇d′) (1.52)

where Um and Am represent the admissible spaces for displacement and damage fields and they
are as follows:

Um = {u ∈ H1(Ω) : u = ud(t) on Γu} (1.53)

Am = {d ∈ L∞(Ω) : dm ≤ d ≤ 1} (1.54)

where the space Am ensures the irreversibility of the damage field (dm represents the damage
field at the previous time step tm). The incremental potential F in Eq. (1.52) is given by

F =
∫

Ω

1
2ε : g(d)C : ε +Gcγ(d,∇d) dΩ (1.55)

In the above equation, C is the elastic tensor, g(d) is the energy degradation function, and
γ(d,∇d) is the crack surface density function. Notice the dependency of the crack surface density
function on the damage gradient term, thus aiding in the regularization of the damage field. Some
works on the use of a phase-field approach to model damage in viscoelasticity can be found in
[95, 96, 97].

It is also worth mentioning the Thick Level Set (TLS) approach [98] and higher-order kinematic
models for regularization [99]. The thick level set approach extends the capabilities of the tra-
ditional level set method by incorporating thickness information into the representation (length

2. to simplify notations, we disregard the time step indices m+ 1 for all state variables
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scale), allowing for a more accurate representation of the damaged zone. Moreover, this model
offers an automatic transition from damage to fracture by use of X-FEM [50, 51]. The use of
the TLS approach to model strain softening in bituminous materials can be found in [100]. In
particular, in the latter, the authors were able to fit the experimental results corresponding to
different temperatures for the uni-axial Direct Tensile Test (DTT) using a viscoelastic damage
model regularized through the TLS approach.

In the following section, we look briefly into the lip-field approach to introduce regularization.

1.5.3 Lip-field approach

The lip-field approach is a new approach for introducing length scale into the model. This
approach was first introduced for the quasi-static fracture (1D and 2D) in [101, 102] and then
extended to dynamic fragmentation (1D) in [103]. The lip-field approach is similar to the phase-
field approach in the sense that they are both variational in nature. However, in the lip-field
approach, the energy functional to be minimized is a local one (non-regularized) while a non-
local (regularized) energy functional is considered for the phase-field approach (see Eq. (1.55)).
The regularization in the lip-field approach is then through the use of Lipschtiz constraints that
the damage gradient should be bounded by a critical value. This ensures Lipschitz’s regularity
on the damage field. For example, in the case of fracture in an elastic body Ω (quasi-static,
small strain, no body force), with displacements applied on Γu of the boundary and traction-
free boundary conditions on the remaining portion of the boundary ΓN , the mechanical fields
are given by the solution of the following optimization problem

{u, d} = arg min
u′∈Um

d′∈Am∩LΩ

F (u′, d′) (1.56)

where the incremental potential F is given by

F =
∫

Ω

1
2ε : g(d)C : ε + Ych(d) dΩ (1.57)

where Yc is the critical energy release rate per unit volume [J/m3] and h(d) is the damage
softening function. In contrast to the potential for the phase-field ( Eq. (1.55)), the potential
used in the lip-field approach doesn’t depend on the damage gradient term. In other words, a
purely local potential is used and the regularization is by enforcing the damage field to lie in
the Lipschitz space LΩ defined as follows [101, 102].

LΩ =
{
d ∈ L∞(Ω) : |d(x)− d(y)| ≤ 1

lc
dist(x,y) ∀x,y ∈ Ω

}
(1.58)
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where dist(x,y) is the minimum distance between x and y inside Ω and lc is the regularizing
length scale parameter. The spaces Um and Am in Eq. (1.56) are given by Eqs. (1.53, 1.54). A
major advantage of this approach is that the minimization process to find the damage field can
be greatly simplified by performing a local-non-local split, thanks to the bounds estimate proved
in [101].

1.5.3.1 Bounds estimate and its properties

Herein, we list the properties of the bounds, which will simplify the process of Lipschitz projection
of any given Lipschitz-discontinuous damage field. Consider the problem of finding only the
damage field for a given displacement field u as follows (from Eq. (1.56) )

d = arg min
d′∈Am∩LΩ

F (u, d′) (1.59)

Let us also consider a non-regularized version of the above equation

d = arg min
d′∈Am

F (u, d′) (1.60)

Notice that d is enforced to lie in the Lipschitz space LΩ while it is not the case for d. In other
words, d is a local damage field. The following properties then holds for d and d [101]

dm(x) ≤ πld(x) ≤ d(x) ≤ πud(x) ≤ 1 (1.61a)

πld(x) ≤ d(x) ≤ πud(x) ≤ 1 (1.61b)

πld(x) = πud(x) =⇒ d(x) = d(x) ∈ LΩ (1.61c)

It is evident that Eq. (1.61c) naturally follows from Eq. (1.59) in conjunction with Eqs. (1.61a,
1.61b). Here, πud and πld are upper and lower bounds, and they are defined as follows: [101]

πud(x) = max
y∈Ω

(d(y)− 1
lc
dist(x,y)) ∀x ∈ Ω (1.62a)

πld(x) = min
y∈Ω

(d(y) + 1
lc
dist(x,y)) ∀x ∈ Ω (1.62b)

where πu and πl are the upper and lower projection operators. Furthermore, we define the active
zone Ω as the region where the bounds are unequal.

Ω := {x ∈ Ω : πl(d) ̸= πu(d)} (1.63)

Figure 1.33 shows the sketch of the bounds for the 1D case and the region enclosed by [a, b]
where the bounds are unequal indicate the active zone Ω.
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x / lc

dm

d

d

(a) (b)

(d)(c)

Figure 1.33 – Schematic diagram showing the bounds estimate πud and πld and its properties
listed in Eq. (1.61) . The region lying inside [a, b] indicate the active zone Ω (bounds are not
equal) [101]

1.5.3.2 Lipschitz projection using bounds

Here, we demonstrate the use of bounds discussed in the previous section to efficiently project
any given damage field into the Lipschitz space LΩ. This will be used to efficiently compute
Lipschitz’s continuous damage field (for equations of type Eq. (1.59)) in Chapters 4 and 5.

Let us consider the following problem,

d = arg min
d′∈LΩ

∫
Ω
|d′ − d|2 dΩ (1.64)

which involves projection of any given damage field d defined over a domain Ω into a Lipschitz
space LΩ using the L2 norm. The simple strategy is to solve the above problem over the entire
domain Ω using an existing optimization solver (like Matlab’s optimization toolbox), which is
computationally expensive. Alternatively, for an efficient implementation of a Lipschitz projec-
tion, we can make use of the properties of bounds listed in Eq. (1.61). In this case, the initial
step involves computing the projection of d using Eq. (1.62), followed by the utilization of the
properties detailed in Eq. (1.61) to address the following alternate problem:

d =


d ∀ x ∈ Ω/Ω

arg min
d′∈LΩ

∫
Ω
|d′ − d|2 dΩ ∀ x ∈ Ω

 (1.65)

where Ω is the active zone as defined in Eq. (1.63). It is important to observe that the mini-
mization task is confined to a specific subsection of the domain, denoted as Ω, in contrast to
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the entirety of the domain Ω as depicted in Eq. (1.64). The above projection relatively requires
less computational effort, provided some efficient algorithms are used for computing the upper
and lower bounds (and thus the active zone Ω). In this thesis, a Dijkstra-based fast marching
algorithm detailed in [102] has been used to compute the aforementioned bounds. It requires
O(Nlog(N)) computations, where N is the number of nodes.

x / lc

dm

d

d

(a) (b)

(d)(c)

Figure 1.34 – Lipschitz projection of a Lipschitz discontinuous damage field d. (a) Lipschitz
discontinuous damage field d (b) difference in bounds πud − πld, with values greater than 0
indicating active zone Ω (c) Lipschitz projection d of d and (d) d and d along the mid section

Figure 1.34, which is composed of a square domain with a unit length, illustrates the Lipschitz
projection of d with a regularization length of lc = .1 units using Eq. (1.65). Clearly, from Figure
1.34a, d is Lipschitz discontinuous due to the discontinuity in the normal direction along the
two circles. Figure 1.34b plots the difference in bounds πud− πld, where the region marked by
values greater than zero indicates the active zone Ω. In the region outside the active zone, d = d

as per Eq. (1.65). Hence, the actual minimization has to be performed only in the active zone
Ω. Moreover, it can be noticed from Figure 1.34b that the active zone is situated in the vicinity
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of regions where there is a sharp jump in the d. Figure 1.34c depicts the Lipschitz projected
damage field d, while Figure 1.34d plots both d and d along the midsection of the domain. It
can be seen that the regularizing length has the effect of smoothing the damage field.

1.6 Summary

This chapter outlines the key components required to fulfill the goals of the thesis concerning the
modeling of cracking in viscoelastic bituminous mixtures. Initially, we introduced the structure of
a road and the various issues that impact the lifespan and performance of these constructions.
Following that, we discussed techniques for evaluating the properties of bituminous mixtures
in both the time and frequency domains. We also presented the discrete rheological models
which allow us to simulate the behavior of bituminous materials. The various laboratory tests
studying cracking in bituminous materials were then discussed. Our interest was limited to the
monotonous loading rates and this will be the case in subsequent chapters of the thesis. The
rate and temperature dependency of the fracture in bituminous materials were also briefed. In
particular, the material is likely to undergo a rupture of the ductile or brittle type, depending on
the speeds and test temperatures. In the last part of this chapter, we presented the approaches
to fracture mechanics and damage mechanics. Following that, we informed on the different
regularization approaches to overcome the mesh dependency of the finite element solution at
the onset of strain localization. Specifically, the recently developed lip-field approach was briefed,
which will serve as a base for the work carried out in this thesis.
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Chapter 2

DEVELOPMENT OF VISCOELASTIC

DAMAGE MODEL: THERMODYNAMIC

FRAMEWORK AND VARIATIONAL

FORMULATION

In Chapter 1, a general overview of modeling fracture in bituminous materials using different
methods has been briefed. This lays the foundation for the present chapter. In this chapter,
a thermodynamically consistent variational formulation to describe the damage in viscoelastic
materials is developed. This model will be studied later and attempts to model fracture in
bituminous materials under uni- and multi-dimensional cases will be discussed in detail in the
forthcoming chapters. Chapter 2 consists of three parts: The initial section of this chapter revisits
the fundamental principles of thermodynamics, delves into the Clausius-Duhem inequality, and
introduces the concept of generalized standard materials as a means to fulfill the aforementioned
inequality. This will allow us to ensure the thermodynamic consistency of the developed model.
In the second part, the thermodynamically consistent constitutive formulation is developed,
thanks to the notion of internal variables and the concept of generalized standard materials. In
the third part, the mechanical governing equations and the developed constitutive equations are
embedded into a variational framework, by use of an implicit time discretization. This allows us
to reformulate the problem of finding the state variables as an optimization problem. Finally,
to avoid ill-conditioning and pathological mesh dependence (as discussed in Section 1.5.2), the
introduction of length scale through lip-field regularization will also be discussed.

2.1 Thermodynamic framework

In this section, we will provide a review of the initial two principles of thermodynamics, fo-
cusing on energy conservation, dissipation, entropy, and the Clausius-Duhem inequality. This
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thermodynamic framework provides the basis for the consistent constitutive formulation.

2.1.1 First law of thermodynamics

The first law of thermodynamics states that the total energy in a system should be conserved.
In other words, the combined rate of change of internal energy and kinetic energy within a
thermodynamic system is equivalent to the rate of external mechanical work being done on the
system, as well as the rate of heat supplied to the system through heat flux and a heat source.
Mathematically, for a thermodynamic system B (with boundary ∂B), it can be expressed as

Ė + K̇ = Ẇ + Q̇ (2.1)

where E and K represents the internal energy and kinetic energy of B, and W and Q represents
the external mechanical work and heat supplied to B. The corresponding expression for energies,
when B is assumed to be a continuum, is given below

E =
∫

B
ρedV (2.2)

K =
∫

B

1
2ρv .vdV (2.3)

Ẇ =
∫

B
ρf .vdV +

∫
∂B

t .vdS (2.4)

Q̇ =
∫

B
rdV +

∫
∂B

q .ndS (2.5)

The variables ρ, e, and v correspond to the mass density, specific internal energy, and velocity,
respectively. On the other hand, f and t represent the body force per unit mass acting on
the region B and the traction forces on its boundary ∂B. Additionally, r, q, and n signify
the volumetric rate of internal heat generation within B, the outward heat flux vector on the
boundary ∂B, and the outward unit normal vector on ∂B. Here, Ȧ = DA/Dt indicates the
material time derivative [74].

After the application of Reynold’s transport theorem to Eq. (2.1), followed by the use of con-
servation of mass and divergence theorem, the following expression for energy conservation in
local form can be obtained [104, 74]

ρė = σ : ∇v−∇ .q + r (2.6)

where ∇v and ∇ .q indicates the gradient of velocity and the divergence of heat flux.
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2.1. Thermodynamic framework

2.1.2 Second law of thermodynamics

While the first law discusses only energy conservation, the second law describes the permissible
direction for a non-equilibrium thermodynamic process by use of two thermodynamic variables:
entropy per unit mass (s) and the absolute temperature (T ). The second law states that the rate
at which the entropy of a system increases is always greater than or equal to the rate at which
entropy increases due to the heat source and heat flux. Mathematically, it can be expressed as

D

Dt

∫
B
ρsdV ≥

∫
B

r

T
dV −

∫
B

q .n
T

dV (2.7)

On the right-hand side of the equation, the terms r/T and q/T represent the increase in entropy
resulting from heat generation and heat flow, respectively. These terms are referred to as the
entropy source and entropy flux. The equality in this equation is valid for the reversible process.

By utilizing the divergence theorem together with the Reynolds transport theorem and incor-
porating the principle of energy conservation (Eq. (2.6)), the above inequality can be rewritten
in the following local form [104, 74]

σ : ∇v + ρ(T ṡ− ė)− q.∇T
T
≥ 0 (2.8)

By using the following definition of Helhmohtz free energy per unit mass Ψ

Ψ = e− Ts (2.9)

to eliminate internal energy in Eq. (2.8) results in the following inequality

σ : ∇v− ρ(Ψ̇ + Ṫ s)− q.∇T
T
≥ 0 (2.10)

The equation mentioned above is referred to as the Clausius-Duhem inequality and must be ful-
filled for all possible processes[105, 104, 74]. Hence, this inequality establishes crucial limitations
on constitutive equations and serves as the basis for the thermodynamic constitutive theory
governing the dissipative behavior of a continuum.

Remark 1 In our case (for the thesis), the focus lies within the small strain region with no heat
fluxes and no internal heat generation. Moreover, we limit ourselves to the isothermal (Ṫ = 0)
and uniform temperature (∇T = 0⃗) setting. In this case, Eq. (2.6) and Eq. (2.10) yields the
following

ρė = σ : ε̇ (2.11)

Φ = σ : ε̇− ρΨ̇ ≥ 0 (2.12)
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where Φ denotes the dissipation per unit volume.

2.1.3 Generalized Standard Materials

An advanced method for constructing constitutive models for dissipative systems is presented
by the generalized standard materials framework put forth by Halphen and Nguyen (1975) [106].
This approach facilitates the creation of evolutionary models that can be designed to inherently
satisfy the Clausius-Duhem inequality.

Let α be the finite set of internal variables (apart from the external state variable ε) and A
be the driving forces associated with the internal variables. Let ψ(ε,α) indicate the free energy
per unit volume of the system (material). The thermodynamic forces associated with the state
variables can be described by the derivative of free energy ψ(ε,α) with respect to the state
variables

σ = ∂ψ

∂ε
A = −∂ψ

∂α
(2.13)

The evolution of internal variables α can be given by considering a dissipation potential ϕ∗(A)

α̇ = ∂ϕ∗

∂A (or) A = ∂ϕ

∂α̇
(2.14)

where ϕ(A) and ϕ∗(α̇) are Legendre-Fenchel transforms of each other and are given by

ϕ(α̇) = sup
A

(Aα̇− ϕ∗(A)) ϕ∗(A) = sup
α̇

(Aα̇− ϕ(α̇)) (2.15)

We also consider ψ and ϕ to be convex functions such that

ϕ(α̇) ≥ 0, ϕ(0) = 0 (2.16)

When ψ and ϕ are convex functions of their arguments ((ε,α) and α̇) satisfying Eq. (2.16), then
the material governed by Eq. (2.13) and Eq. (2.14) is said to be Generalized Standard Materials
[106, 107, 108]. If ϕ is differentiable, Eq. (2.14b) holds. For a non-differentiable function, since
ϕ is convex, the notion of gradients can be replaced by the more general notion of sub-gradients
(or sub-differentials) ∂ϕ. In this case, A ∈ ∂ϕ (or equivalently α̇ ∈ ∂ϕ∗). For ϕ convex, the
sub-differential is defined as follows:

∂ϕ(α̇) = {β : ϕ(α∗)− ϕ(α̇) ≥ β.(α∗ − α̇) ∀ admissible α∗} (2.17)

A ∈ ∂ϕ(α̇) ensures that the dissipation A.α̇ is positive. In particular, this can be verified by
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substituting α∗ = 0 in Eq. (2.17) and by making use of Eq. (2.16)

β.α̇ ≥ 0 (2.18)

This framework, thus ensures the positivity of dissipation, leading to an irreversible change in
behavior for dissipative systems.

2.2 Thermodynamic Constitutive Theory of Viscoelasticity with
Internal Variables

In this section, the consistent constitutive theories for viscoelastic materials subjected to damage
will be discussed on the basis of the thermodynamic potential functions and the Clausius-Duhem
inequality.

We recall the assumption that the deformation is small. As seen in Section 1.2.6, it is often
convenient to characterize the mechanical response of a viscoelastic material using a discrete
spectral approach through the incorporation of several internal variables (viscous strains).

{εi; i = 1, 2, ..., n}. (2.19)

where εi are the viscous strains in tensor form. Hereafter, εi will be used to represent the set of
all viscous strains.

In addition to the standard internal variables (viscous strains), an internal scalar damage variable
d (or D) is used to represent locally the state of damage in the system (see Section 1.5). Hence
the following set denotes the set of state variables 1

{ε, εi, d} (2.20)

where ε (small strain tensor) is the only external variable (observable). We postulate that the
Helmholtz free energy per unit mass (or specific free energy 2) Ψ of the considered viscoelastic
material can be expressed as a function of the above set of state variables.

Ψ = Ψ(ε, εi, d) (2.21)

1. Temperature T ignored from the set of state variables for isothermal and uniform temperature setting
2. Ψ and ψ are used to indicate specific free energy and free energy per unit volume respectively.
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The time derivative of the above potential yields the following

Ψ̇ = ∂Ψ
∂ε

: ε̇ + ∂Ψ
∂εi

: ε̇i + ∂Ψ
∂d

ḋ (2.22)

On substitution of the above equation into Claussis-Duhem inequality ( Eq. (2.12) ) yields the
following

Φ = (σ − ρ∂Ψ
∂ε

) : ε̇− ρ∂Ψ
∂εi

: ε̇i − ρ
∂Ψ
∂d

ḋ ≥ 0 (2.23)

The above relation should hold for every thermodynamic process described by the free energy
potential Ψ. Hence, for the special case of elastic deformation without damage, the above in-
equality becomes

Φ = (σ − ρ∂Ψ
∂ε

) : ε̇ ≥ 0 (2.24)

The preceding inequality should be satisfied for any choice of ε̇. Hence, the following equation
(state or constitutive equation) should hold

σ = ρ
∂Ψ
∂ε

(2.25)

When the constitutive equation mentioned above is substituted back into Eq. (2.23), it leads to
the subsequent inequality.

Φ = −ρ∂Ψ
∂εi

: ε̇i − ρ
∂Ψ
∂d

ḋ ≥ 0 (2.26)

By defining the thermodynamic forces (σi, Y ) conjugate to state variables (εi, d) in the following
way

σi = −ρ∂Ψ
∂εi

= − ∂ψ
∂εi

(2.27)

Y = −ρ∂Ψ
∂d

= −∂ψ
∂d

(2.28)

and replacing them in Eq. (2.26), the equation can be simplified to

Φ = σi : ε̇i + Y ḋ ≥ 0 (2.29)

The above equation is referred to as the dissipation inequality (Φ is the intrinsic dissipation),
which asserts that the dissipation resulting from the alteration of the internal state is always
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2.2. Thermodynamic Constitutive Theory of Viscoelasticity with Internal Variables

non-negative.

It was shown that the constitutive equation associated with the external state variable ε is
given by the free energy potential Ψ and Eq. (2.25). However, the description of the evolution of
internal state variables necessitates the constitutive equation associated with them. Moreover,
for these equations to be consistent, they should also satisfy the dissipation inequality given
by Eq. (2.29). For this, we make the assumption of generalized standard materials (see Section
2.1.3). This allows us to define a free energy potential per unit mass Ψ and a dissipation potential
ϕ, both being convex. We make an additional assumption that the dissipation potential can be
additively decomposed into a viscous dissipation potential (associated with viscous strains) and
a damage dissipation potential (associated with damage), such that both are convex 3 while also
satisfying Eq. (2.16).

ϕ(ε̇i, d, ḋ) = ϕv(ε̇i) + ϕd(ḋ) (2.30)

Notice that, ϕv is not a function of damage d. More comments on this will be made in the
subsequent sections. We can then write the following relation between thermodynamic forces
and dissipation potentials [108]

σi = ∂ϕ

∂ε̇i
= ∂ϕv

∂ε̇i
(2.31)

Y = ∂ϕ

∂ḋ
= ∂ϕd

∂ḋ
(2.32)

Equating Eq. (2.27-2.28) and Eq. (2.31-2.32) results in the following set of constitutive equations
associated with the internal variables εi and d

∂ψ

∂εi
+ ∂ϕv

∂ε̇i
= 0 (2.33)

∂ψ

∂d
+ ∂ϕd

∂ḋ
= 0 (2.34)

Furthermore, the dissipation related to internal variables can be reformulated by utilizing Eq.
(2.31 - 2.32) in the following manner:

Φ = σi : ε̇i + Y ḋ = ∂ϕv

∂ε̇i
: ε̇i + ∂ϕd

∂ḋ
ḋ (2.35)

In reference to the Section 2.1.3 on generalized standard materials, here α̇ = {ε̇i, ḋ} and A =
{σi, Y }. Since A ∈ ∂ϕ(α̇) (from Eq. (2.31) and Eq. (2.32)), the positivity of dissipation is
ensured as per the arguments made in Section 2.1.3.

3. ϕv convex w.r.t ε̇i and ϕd convex w..r.t ḋ
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2.3 Variational framework

In this section, the mechanical problem of finding the state variables is written in a variational
framework. By variational, we imply that an incremental potential will be proposed (in line
with the works of [109, 110, 108] on variationally consistent incremental principles for dissipative
systems) such that the minimization of this incremental potential at every time instant provides
the solution to the mechanical problem. This incremental formalism inherently incorporates a
fully implicit time discretization. These methods also exhibit appealing characteristics as they
provide possibilities for extensive mathematical and numerical analysis [111].

Let’s examine the deformation of a body that initially occupies a domain Ω and undergoes
deformation via a displacement field u. In this analysis, we assume small, isotropic, and quasi-
static deformations occurring under isothermal conditions. The Cauchy stress and small strain
tensor are represented by σ and ε, respectively.

ε(u) = 1
2(∇u +∇T u) (2.36)

Concerning the boundary conditions, we impose displacement on a specific section of the bound-
ary denoted as Γu. Additionally, we assume that the remaining portion of the boundary (denoted
as ΓN ) experiences zero traction forces, and there are no body forces present (without loss of
generality). In order to ensure kinematic admissibility at any given time t, the displacement field
u must belong to U(t).

U(t) = {u ∈ H1(Ω) : u = ud(t) on Γu} (2.37)

The equilibrium condition then reads∫
Ω

σ : ε(u∗) dΩ = 0, ∀ u∗ ∈ U∗ (2.38)

where

U∗ = {u ∈ H1(Ω) : u = 0 on Γu} (2.39)

The equilibrium and the kinematic equations must be complemented by the constitutive equa-
tions (Eqs. (2.21, 2.25) and Eqs. (2.30, 2.33, 2.34)).

The time domain under investigation, denoted as [0, Te], is divided into time intervals t0, t1, ...,
tm, tm+1, ..., tM = Te. Here, tm+1−tm = t−tm = ∆t, with the index m+1 dropped for simplicity.
This convention will be adopted for all state variables throughout the remainder of the thesis.
Therefore, εm, εi,m, d and ε, εi, d are employed to represent the material state at time steps tm
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and tm+1 = t respectively. An implicit Euler time discretization method has been utilized to
discretize the time derivative of internal strains.

ε̇i,m+1 = ε̇i = (εi − εi,m)
∆t (2.40)

The above equation can be used to rewrite the evolution equation (or constitutive equation)
for the internal strain (or viscous strain) εi (given by Eq. (2.33)) in time discretized form (or
incremental form) as follows:

∂ψ

∂εi
+ ∂ϕv

∂ε̇i
≈ ∂ψ

∂εi
+ ∂ϕv

∂εi

∂εi

∂ε̇i
≈ ∂ψ

∂εi
+ ∆t∂ϕv

∂εi
= 0 (2.41)

As ∆t becomes sufficiently small, the discretized evolution equation for the internal strain con-
verges to the time-continuous evolution equation.

Up to this point, no specific limitation has been imposed on the rate of damage evolution,
ḋ. This lack of restriction permits the consideration of self-healing mechanisms. However, in
our particular case, we confine ourselves to scenarios where no self-healing mechanism exists.
Consequently, we introduce the constraint of damage irreversibility, expressed as ḋ ≥ 0. The
evolution laws governing damage are subsequently selected in the following manner (as opposed
to Eq. (2.34)):

ḋ ≥ 0, −∂ψ
∂d
− ∂ϕd

∂ḋ
≤ 0,

(
−∂ψ
∂d
− ∂ϕd

∂ḋ

)
ḋ = 0 (2.42)

In the aforementioned scenario, the evolution of damage is solely driven by the free energy.
However, it is possible to consider alternative evolution laws where a portion of viscous dissi-
pation also contributes to driving the damage (e.g., as seen in [97] for modeling creep-induced
damage). However, this prohibits the energy conservation of the model. By defining the damage
dissipation potential ϕd in the following manner

ϕd = YcH(d)ḋ (2.43)

the damage evolution laws (Eq. (2.42)) can be rewritten in the following manner (using Eq.
(2.28))

ḋ ≥ 0, Y − YcH(d) ≤ 0, (Y − YcH(d))ḋ = 0 (2.44)

where Yc (> 0) is the critical energy release rate per unit volume (a material parameter) andH(d)
is the softening function (an increasing function) that governs the damage evolution behavior.
The dependence of Yc on an increasing function H(d) is to avoid catastrophic failure. Moreover,
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the choice of H(d) dictates the softening shape of the stress-strain curve. Hence, an appropriate
choice of H(d) holds considerable importance particularly for quasi-brittle fracture (as is the
case in bituminous materials), where the size of the fracture process zone is relatively large
compared to the structure size.

ϕd being convex w.r.t ḋ (from Eq. (2.43)), it is necessary for ϕd to satisfy Eq. (2.16) in order
to align with the assumption of generalized standard materials. This condition implies that
H(d) ≥ 0 (in Eq. (2.43)) due to the constraint that ḋ ≥ 0. In particular, we make the following
choice to have a non-zero material resistance to damage

H(d) > 0 (2.45)

Assuming all the state variables are known at time tm, the mechanical problem to find state
variables at time tm+1 = t can now be rewritten as the following optimization problem

(u, εi, d) = arg min
u′∈Um

ε′
i
∈P

d′∈Am

F (u′, ε′
i, d

′ ; um, εi,m, dm,∆t) (2.46)

F =
∫

Ω
f dΩ =

∫
Ω
ψ(ε, εi, d) + ∆tϕv(εi; ∆t) + Ych(d)dΩ (2.47)

where

h(d) =
∫ d

0
H(d̃)dd̃ (2.48)

and ψ = ρΨ is the Helmholtz free energy per unit volume. The admissible spaces for the
kinematic and damage fields are given as follows

Um = U(tm+1) = U(t) (2.49)

P = {q : qij = qji, qij ∈ L∞(Ω)} (2.50)

Am = {d ∈ L∞(Ω) : dm ≤ d ≤ 1} (2.51)

The minimization problem given by Eq. (2.46) 4 results in the equilibrium equation (Eq. (2.38))
and the evolution equation for the internal variables (Eqs. (2.41, 2.44)) (see Appendix A).

4. In the case where ϕv is also a function of damage, the minimization of F w.r.t d would result in the following
evolution equation for d

ḋ ≥ 0, −∂ψ

∂d
− ∆t∂ϕv

∂d
− YcH(d) ≤ 0,

(
−∂ψ

∂d
− ∆t∂ϕv

∂d
− YcH(d)

)
ḋ = 0 (2.52)

which also results in a part of the viscous dissipation driving the damage, thereby violating the principle of energy
conservation. Hence, such a scenario is not considered in this work.
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Note that F is not convex leading to several local minima and also non-uniqueness to the global
minimum (several solutions leading to same global minima) [101]. However, the formalism of
generalized standard materials ensures that the incremental potential is convex with respect
to each state variable separately (provided h(d) is convex). On the other hand, the admissible
spaces (Eq. (2.49-2.51)) are also convex. As will be seen in the subsequent chapters, this will
enable us to use the alternate minimization at each time step where the (convex) minimization
with respect to each variable is performed separately in a repeated manner until convergence
[101, 102].

Lip-field regularization

The minimization problem given by Eq. (2.46) is an ill-posed problem for d ∈ Am, leading to
pathological mesh-dependent results (Section 1.5.2). To overcome this issue, we rely on the Lip-
field approach to introduce length scale into the model. This approach solves for the following
different problem by enforcing d ∈ Am ∩ LΩ.

{u, εi, d} = arg min
u′∈Um

ε′
i
∈P

d′∈Am∩LΩ

F (u′, ε′
i, d

′ ; um, εi,m, dm,∆t) (2.53)

where F is given by Eq. (2.53). The space LΩ is called the Lipschitz space and is defined as
follows [101, 102]

LΩ =
{
d ∈ L∞(Ω) : |d(x)− d(y)| ≤ 1

lc
dist(x,y) ∀ x,y ∈ Ω

}
(2.54)

where dist(x,y) is the minimum distance between x and y inside Ω and lc is the regulariz-
ing length scale parameter. The optimization problem given by Eq. (2.46) is the same as Eq.
(2.52), except that the gradient of damage is bounded by a critical value. The constant 1/lc is
called the Lipschitz constant. It should be noted that the space LΩ is also convex. Hence, the
aforementioned alternate minimization could still be employed.

2.4 Summary

The present chapter deals with the development of a thermodynamically consistent viscoelastic
damage model, where the viscoelastic behavior is represented by the use of discrete spectrum
models (through the use of internal variables). This model thus ensures energy conservation
and the positivity of dissipation. Subsequently, the mechanical problem has been reformulated
as an optimization problem, through the definition of an appropriate incremental potential.
Finally, to overcome the pathological mesh-dependent issues, lip-field regularization has been
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used to regularize the problem. In the following chapters, the focus will lie on the numerical
implementation and studying the behavior of the developed model in uni- and multi-dimensional
cases.
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Chapter 3

FORMULATION OF A 1D VISCOELASTIC

DAMAGE MODEL

In Chapter 2, we developed a thermodynamically consistent mechanical model to represent
damage in viscoelastic materials. Moreover, a variational framework was also presented. The
variational framework embodies in itself the equilibrium and the constitutive equations. More-
over, it also allows us to rewrite the mechanical problem of finding the state variables as an
optimization problem. To avoid spurious mesh dependency, we have seen that the damage field
can be forced to lie in the Lipschitz space (lip-field regularization). In the present chapter, we
consider the numerical implementation and then study the model behavior for the 1D homoge-
neous bar under applied monotonous displacement rates. In particular, we consider two different
viscoelastic damage models: one associated with the Generalized Kelvin-Voigt (GKV) model
and the other associated with the Generalized Maxwell (GM) model.

Chapter 3 consists of five parts: In the first part, the governing and the constitutive equations
for the viscoelastic damage model using the GKV model are presented, followed by the nu-
merical implementation and validation with the analytical solution. The simulation results are
then presented for different applied displacement rates. Unlike in softening elasticity [101], a
homogeneous evolution of damage is observed for a time period before the damage localizes. To
understand such behavior, in part 2, we perform Lyapunov’s stability analysis, which reveals
the presence of intrinsic time scale associated with damage for the viscoelastic damage models
in the 1D homogeneous case. In part 3, we consider a different viscoelastic damage model, the
one associated with the GM model. It will also be seen from numerical experiments that both
damage models (GKV and GM models) exhibit the same mechanical behavior. In part 4, we
consider the case of a 1D non-homogeneous bar (with different notch sizes) to study the influence
of non-homogeneity on the aforementioned intrinsic time scale. Finally, we conclude this chapter
with a summary and a general discussion of the results obtained using the developed model.
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3.1 Softening Generalized Kelvin-Voigt (GKV) model

In this section, we consider the softening Generalized Kelvin-Voigt model (GKV) to describe the
viscoelastic behavior with damage. The schematic of the GKV model with damage is shown in
Figure 3.1. Here, E0, E1, .., En and τ1, τ2..., τn represent the relaxation modulus (of the springs)
and the retardation times (of the dashpots) of the GKV model. The notion of viscosity ηi of the
dashpot i can also be used in place for the retardation times τi and they are related as follows:

ηi = τi . Ei (3.1)

The damage d is then introduced by the use of a degradation function g(d) (as indicated in
Figure 3.1) that affects the material’s capability to store free energy.

(λ0 ,μ 0)
(λ1 ,μ 1)(λ2 ,μ 2)(λn ,μ n)

τ 1τ 2τ n

ε 2ε n ε 1

ε

ε 0

g(d)E0
g(d)E1g(d)E2g(d)En

τ 1τ 2τ n

ε 2ε n ε 1

ε

ε 0

E0
E1E2En

τ 1τ 2τ n

ε 2ε n ε 1

ε

ε 0

Figure 3.1 – Generalized Kelvin-Voigt (GKV) model with damage

The free energy per unit volume of the GKV model with damage is given by

ψ = g(d)
[

1
2E0(ε−

n∑
i=1

εi)2 +
n∑

i=1

1
2Eiε

2
i

]
= g(d)ψ0 (3.2)

where ψ0 is the undamaged free energy. g(d) is such that

g(d = 0) = 1, g(d = 1) = 0, g′′(d) ≥ 0 ∀ d ∈ [0, 1] (3.3)

The last condition that the second derivative of the degradation function should be positive
ensures that g(d) is convex and thus the convexity of the free energy potential. The viscous
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dissipation potential for the respective model is given by

ϕv =
n∑

i=1

1
2ηiε̇

2
i ≈

n∑
i=1

1
2ηi

(
εi,m+1 − εi,m

∆t

)2
=

n∑
i=1

1
2ηi

(
εi − εi,m

∆t

)2
(3.4)

where m and m + 1 are the time step indices at the previous and current time step and the
m + 1 indices are neglected for simplicity as explained in Section 2.3. Recall from Chapter 2
that the viscous dissipation potential is not directly a function of the damage to ensure energy
conservation (Eq. (2.52)). This is reflected in Figure 3.1 where the damage only affects the springs
and not the dashpots. Moreover, it is the variational consistency that puts the restriction on
viscous dissipation not being a function of damage. This is not the case in [100] where the Thick
Level Set (TLS) approach is used to model damage in viscoelasticity. In the latter, despite
the damage being driven only by free energy, the viscous dissipation potential was considered
still a function of damage. However, such models are not variationally consistent (inability to
reformulate the problem as a minimization of a single incremental potential).

Herein, we recall the expression for the damage dissipation potential. (using Eqs. (2.43, 2.48))

ϕd = YcH(d)ḋ = Ych
′(d)ḋ (3.5)

The thermodynamic forces conjugate to the state variables are given as follows (utilizing the
Eqs (2.25,2.27,2.28)):

σ = ∂ψ

∂ε
= g(d)E0(ε−

n∑
i=1

εi) (3.6)

σi = −∂ψ
∂εi

= σ − g(d)Eiεi (3.7)

Y = −∂ψ
∂d

= −g′(d)
[

1
2E0(ε−

n∑
i=1

εi)2 +
n∑

i=1

1
2Eiε

2
i

]
(3.8)

where σ is the stress in each Kelvin-Voigt (KV) unit 1 (Cauchy stress), σi is the viscous stress
in the dashpot with viscosity ηi and Y is the local energy release rate associated with damage.
The thermodynamic forces conjugate to viscous strains can also be written as follows (from Eq.
(2.31) )

σi = ∂ϕv

∂ε̇
= ηiε̇i (3.9)

1. For the GKV model shown in Figure 3.1, the stress in each Kelvin-Voigt (KV) is the same as the stress in
the free spring (indicated by E0), since all the units are connected in series.
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Part, Chapter 3 – 1D Viscoelastic Damage Model

The damage evolution laws can be rewritten using Eq. (2.44) and Eq. (2.48)

ḋ ≥ 0, Y − Ych
′(d) ≤ 0, (Y − Ych

′(d))ḋ = 0 (3.10)

Eq. (3.8) and Eq. (3.10) form the constitutive equations describing the damage evolution in the
viscoelastic material using the Generalized Kelvin-Voigt (GKV) model.

Consider a 1D homogeneous bar occupying the domain Ω := [0, L], where L is the length of
the bar. The considered bar is fixed at one end, and the displacements are applied (monotonous
displacement rate) at the other end as shown in Figure 3.2.
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u=U̇ t

x

x

u=0

u=U̇ t
u=0

ε i , d

u u u

ε i , d ε i , d

L

u=U̇ t

x

u=0

d
d=dc

Figure 3.2 – 1D homogeneous bar with displacement applied at right end and fixed at the other
end

The applied displacement rate U̇ = ȧL, where a is used to indicate the total strain in the bar.
The problem to find the mechanical fields at time tm+1 = t is then reduced to the following
optimization problem (from Eq. (2.53))

(u, εi, d) = arg min
u′∈Um

εi
′∈P

d′∈Am∩LΩ

F (u′, εi
′, d′ ; um, εi,m, dm,∆t) (3.11)

F =
∫ L

0
f dx =

∫ L

0
ψ(ε, εi, d) + ∆tϕv(εi; ∆t) + Ych(d) dx (3.12)

The admissible spaces for the kinematic and damage fields are given as follows (see Eq. (2.49-
2.51) and Eq. (2.54)):

Um = U(t) = {u ∈ H1(Ω) : u(x = 0, t) = 0, u(x = L, t) = U̇ t} (3.13)

P = {q : q ∈ L∞(Ω)} (3.14)

Am = {d ∈ L∞(Ω) : dm ≤ d ≤ 1} (3.15)

LΩ =
{
d ∈ L∞(Ω) : |d(x)− d(y)| ≤ 1

lc
dist(x, y) ∀x, y ∈ Ω

}
(3.16)
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3.1. Softening Generalized Kelvin-Voigt (GKV) model

Recall that the equilibrium equation and the constitutive equations associated with the internal
variables are embedded naturally in the minimization problem given by Eq. (3.11) (as shown in
Appendix A).

3.1.1 Numerical implementation

As discussed earlier in Section 2.3, F is not convex but F is convex with respect to the sets
{u, εi} and {d} separately. Moreover, the admissible spaces for state variables are also convex.
Hence an alternate minimization strategy can be used at each time step to solve for {u, εi}
by fixing d, followed by solving for {d} by fixing {u, εi}. This process has to be repeated until
convergence. The kth iteration of the alternate minimization for a given time step tm+1 = t can
be expressed as follows 2

(uk+1, εk+1
i ) = arg min

u′∈Um

εi
′∈P

F (u′, εi
′, dk) (3.17)

(dk+1) = arg min
d′∈Am∩LΩ

F (uk+1, εi
k+1, d′) (3.18)

Both problems are convex. Hence, it leads to a series of convex optimization problems. However,
it should be noted that the converged solution of the alternate minimization does not necessarily
lead to the global minimum. Moreover, since only the first-order optimality conditions are used
for the alternate minimization (as will be seen shortly), the converged solution could also be a
non-stable solution (local maximum). This could be a limitation of the alternate minimization.
For example, in [112], to overcome the limitation of alternate minimization, second-order stability
criteria have been used to filter out the unstable modes for the phase-field fracture in the
quasi-static case. Nevertheless, exploring such approaches falls beyond the scope of the present
research, and thus, we adhere to the conventional method of alternate minimization.

3.1.1.1 Finding displacements and internal strains

We now look into the first problem given by Eq. (3.17) 3. The minimization of F with respect
to u results in the equilibrium equation

∫ L

0
σε(u∗)dx = 0 (3.19)

2. Here, we distinguish between the indices of internal (or viscous) strains, time steps and iterations. The
indices of internal strains (i) and time steps (m) are annotated as subscripts separated by a comma (eg: εi,m),
and the indices of iterations (k) are annotated by superscripts (e.g. εk).

3. Since F is convex w.r.t {u, εi}, first-order optimality conditions are sufficient to solve Eq. (3.17).
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Part, Chapter 3 – 1D Viscoelastic Damage Model

where u∗ ∈ U∗ (given by Eq. (2.39)). On the other hand, the minimization with respect to εi

results in the following
∫ L

0

∂ψ

∂εi
+ ∆t∂ϕv

∂εi
dx = 0 (3.20)

Since the above equation is true for a bar of arbitrary length L, it has to be valid for all x ∈ [0, L].
Hence, the above equation reduces to the following local form

∂ψ

∂εi
+ ∆t∂ϕv

∂εi
= 0 (3.21)

Using Eq. (3.2) and Eq. (3.4) in the above equation to replace the free energy and viscous
dissipation potential lead to the following

−g(d)E0(ε−
n∑

i=1
εi) + g(d)Eiεi + ηi

(εi − εi,m)
∆t = 0 (3.22)

The preceding equation can be rewritten to get the subsequent expression for the viscous strain
(or internal strain) εi

εi = ∆t
g(d)∆t+ τi

(
σ

Ei
+ τiεi,m

∆t

)
(3.23)

which upon substitution in Eq. (3.6) and rearranging leads to the following expression for σ

σ = p(d)
(
ε−

n∑
i=1

τi

g(d)∆t+ τi
εi,m

)
(3.24)

where p(d) is the modified stiffness and its expression is given by

p(d) =
(

1 + g(d)
n∑

i=1

E0
Ei

∆t
g(d)∆t+ τi

)−1

g(d)E0 (3.25)

On back substitution of above equation into the equilibrium equation Eq. (3.19), we obtain the
following

∫ L

0
p(d)ε(u)ε(u∗)dx =

∫ L

0
σintε(u∗)dx ∀ u∗ ∈ U∗ (3.26)

where σint is given as

σint = p(d)
n∑

i=1

τi

g(d)∆t+ τi
εi,m (3.27)
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3.1. Softening Generalized Kelvin-Voigt (GKV) model

It should be noted that the weak form given by Eq. (3.26) is similar to the weak form in elasticity
except for the body force like term σint to account for the viscoelastic effect. The finite element
discretization is done using linear 2-node bar elements with element size he. The displacement
fields are stored at the nodes and the internal variables are stored at the element centers (Figure
3.3). Hence, the displacement fields are continuous and linear over each element and the internal
variables are piecewise constant over each element.
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u u u

ε i , d ε i , d
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u=0
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d=dc

Figure 3.3 – Discretization of a 1D bar: displacements stored at nodes and internal variables
stored at element centers

The displacement field is given by

u(x, t) =
∑
i∈N

ui(t)Ni(x) (3.28)

where N = {1, 2, .., N} is the set of finite element nodes, and Ni(x) are the interpolation (or
shape) functions associated with each node. Eq. (3.26) then leads to the following discretized
form of the equilibrium equation

[K(d)][U] = [F(d)] (3.29)

where

Kij =
∫ L

0
p(d)Ni,xNj,xdx ∀ (i, j) ∈ N ×N (3.30)

Fi =
∫ L

0
σintNi,xdx ∀ i ∈ N (3.31)

In Eq. (3.29), the terms [K(d)] and [F(d)] represent the global stiffness matrix and the global
force vector, respectively.
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Part, Chapter 3 – 1D Viscoelastic Damage Model

3.1.1.2 Finding damage

For the minimization problem with respect to d given by Eq. (3.18), a direct minimization is
performed. To enforce d ∈ Am ∩ LΩ, we arrive at the following discrete spaces Ah

m and Lh
Ω

analogous to the continuous spaces Am and LΩ [101, 103]

Ah
m := {di : di,m ≤ di ≤ 1 ∀ i ∈ {1, 2.., Ne}} (3.32)

Lh
Ω :=

{
di :

di+1 − di ≤ he/lc ∀ i ∈ {1, 2.., Ne − 1}
di − di−1 ≤ he/lc ∀ i ∈ {2, 3, ..Ne}

}
. (3.33)

where Ne = N − 1 is the number of finite elements. The discretized form of Eq. (3.18) can now
be written as follows

(dk+1) = arg min
d′∈Ah

m∩Lh
Ω

F h with F h =
∑

i∈Ne

fihe (3.34)

where f is the local incremental potential as given by Eq. (3.12) and Ne is the set of all finite
elements.

The algorithm for alternate minimization is shown in Algorithm 1. The algorithm has been imple-
mented in Python. For the damage solver, the Sequential Least Square Programming (SLSQP)
method is used, thanks to the scipy package of Python [113].

Algorithm 1 1D softening GKV model
1: Initialize m = 0, εi,m, [Um], dm,∆t
2: while m ≤M do
3: k = 0, dk = dm, εk

i = εi,m, erru = errd = +∞
4: while k < kmax and erru > tolu and errd > told do
5: Assemble stiffness matrices [K(dk)] ▷ using Eq. (3.30)
6: Assemble forces vectors [F(dk)] ▷ using Eq. (3.31)
7: Find the nodal displacement vector [Uk+1] ▷ using Eq. (3.29)
8: Compute elemental stress vector with dk ▷ using Eq. (3.24)
9: Update the internal strains εk+1

i ▷ using Eq. (3.23)
10: Find the damage field vector dk+1 ▷ using Eq. (3.34)
11: Compute errors

erru = |Uk+1 −Uk|, errd = |dk+1 − dk| (3.35)

12: k ← k + 1
13: end while
14: m← m+ 1
15: end while
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3.1. Softening Generalized Kelvin-Voigt (GKV) model

3.1.2 Numerical results

Consider a homogeneous bar of length L = 1 m and uniform cross-section area S = 1 m2. For
all the cases considered in this chapter, we apply a monotonous displacement rate U̇ = ȧL at
one end of the bar while the other end is fixed as shown in Figure 3.2. a = εmean is the total
strain (or mean strain) in the bar. For the viscoelastic parameters related to the GKV model,
we use the values corresponding to the sand bitumen 0/2 [9] from Table 1.1. The critical energy
release rate Yc = 500 J/m3 is used for all the tests performed in this section. The above value
has been fixed, independent of the applied displacement rate U̇ . Recall, as discussed in Chapter
1 (Section 1.3.1.1 and Figure 1.23), that Yc exhibits rate dependency in the case of bituminous
materials. However, since our interest in this chapter lies only in studying the developed model
(and not fitting the experimental results), we assume a constant value for Yc.

Unless explicitly specified, the degradation function g(d) and the softening function h(d) men-
tioned below are utilized in all cases for the present chapter.

g(d) = (1− d)2 (3.36)

h(d) = 2d+ 3d2 (3.37)

The above choice is based on the motivation from [101], [102] on the Lip-field approach for
softening elasticity. Both functions are convex. The choice of the above functions is also such
that the damage initiates when ψ0 = Yc (from Eq. (3.10)) followed by strain softening behavior.
It should be noted that the above functions g(d) and h(d) may not necessarily represent the
softening behavior exhibited for a chosen bituminous material. In other words, more importance
has to be given to the choice of these functions and more details on this will be discussed in
the subsequent chapters while fitting experimental results. Since the aim here is to study the
behavior of the developed model in the 1D case, we are selecting one of the simplest options (as
denoted in Eqs. (3.36, 3.37)) for both g(d) and h(d). Concerning discretization, we set N = 40
nodes. The tolerance for the convergence of the alternate minimization is chosen as follows:
tolu = told = 1e− 10 (l2-norm is used for the error measurement in Eq. (3.35)).

3.1.2.1 Local (or homogeneous) solution

First, we validate the numerical implementation for the considered 1D case with the local (semi-)
analytical solution. This also helps to understand the local behavior of the model. One strategy
to replicate the local behavior (or obtain a homogeneous solution) is to adopt a very high lc,
so that the Lipschitz constant 1/lc → 0 (thus imposing a constant d over the bar). The (semi-)
analytical solution in local form for the case of the GKV model with damage is given in Appendix
B. We employ two different strain rates ε̇mean = (1e − 5, 1e − 3) s and the corresponding time
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Part, Chapter 3 – 1D Viscoelastic Damage Model

steps ∆t = (1e− 1, 1e− 3) s.

Figure 3.4 compares the homogeneous (or local) solution obtained using the numerical imple-
mentation (detailed in the last section) and the (semi-) analytical solution. It can be seen that
the results are in good agreement with each other, thus validating the numerical implementa-
tion (indicated in Algorithm 1). Furthermore, it is observed that with the selected h(d), the
stress-strain curve displays softening behavior after the initiation of damage. Moreover, due to
the viscous effects, some rate effects can be observed in the model. For instance, the stress at
the damage initiation increases with an increase in applied strain rate, and the strain at damage
initiation decreases with an increase in applied strain rate.
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Figure 3.4 – Validation of numerical implementation: Local (or homogeneous) stress-strain plots
(top row) and damage evolution plots (bottom row) for ε̇mean = 1e − 5 /s (left column) and
ε̇mean = 1e− 3 /s (right column)
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Figure 3.5 – Stress-strain plots and the damage evolution plots for U̇ = {1e − 5, 1e − 3, 1e −
1} m/s (from top to bottom). The damage profile along the bar is plotted at different time
instants indicated by colored bullets in stress-strain plots
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3.1.2.2 Localization behaviour

Next, we are interested in studying the localization behavior of the model for the case of the
1D homogeneous bar. Since the bar is homogeneous, to trigger damage (or strain) localization,
a small perturbation is applied to the damage field (1e− 3) at the beginning of each time step
(initial guess of the damage field). In our case, we apply the perturbation at the center of the
bar x = L/2 to trigger the localization at the center. In this case, we consider three different
imposed displacement rates U̇ = (1e− 5, 1e− 3, 1e− 1) m/s and the corresponding time steps
∆t = (1e− 1, 1e− 3, 1e− 5) s. The characteristic length scale lc is set to 0.5 m.

Figure 3.5 plots the stress-strain curve and the corresponding damage evolution at different
time instants (indicated by a bold circle in the stress-strain curve) for the considered imposed
displacement rates. The stair-like shape of the stress-strain curve during the localization is an
artifact of the discretization of d and the Lipschitz constraint, which actually smooths out while
the mesh is refined. The stress-strain curve can be characterized into three different phases
based on the observed behavior. In the beginning, when Y < Yc, the damage along the bar is
zero, resulting in the solution being identical to the local solution (homogeneous solution). For
Y ≥ Yc, initially, the damage evolves in a homogeneous fashion followed by damage localiza-
tion at the center. The homogeneous evolution of damage observed initially is not the case in
softening elasticity and is only observed in softening elastoplastic models with hardening [101].
For the 1D case, in softening elasticity with hardening plasticity, the hardening phase leads to
a homogeneous evolution of damage, and the localization is triggered only during the softening
phase [101]. In contrast, for the softening viscoelastic damage model considered here, despite
the absence of any hardening, a homogeneous evolution of damage is observed initially after
the onset of damage. Moreover, for the considered case, the damage threshold after which the
damage localizes decreases with an increase in the applied displacement rate (see Figure 3.5).
Such homogeneous evolution of damage might indicate the presence of an intrinsic time scale in
the model associated with damage. This intrinsic time scale (if it exists) might act as a resistance
to the damage growth rate, leading to a homogeneous damage evolution initially.

Figure 3.6 compares the stress-strain curve and the damage field at rupture for the considered
displacement rates. Again the rate effects can be observed: the maximum stress increases with
increasing loading speed and the elongation at rupture decreases with increasing loading speed.
This can indicate that the developed model is consistent (in a qualitative sense) with the classical
response of bituminous materials obtained during the laboratory tensile tests (see Figures 1.23a
and 1.24b). Moreover, it can be seen that the model is able to qualitatively represent the brittle-
ductile transition (as discussed in Figure 1.24b) when the loading rate is decreased. Furthermore,
such homogeneous evolution of damage doesn’t occur in the classical Thick Level Set (TLS)
approach [98] [100], since the TLS approach artificially rules out the homogeneous evolution by
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Figure 3.6 – (a) Stress-strain plot and (b) damage at rupture for different applied displacement
rates

introducing strong kinematic constraint on the damage field d. However, the Lip-field approach,
due to the relaxed constraint on d, is able to obtain homogeneous evolution of damage and thus
preserve the information available in the local solution.
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Figure 3.7 – Influence of time step dt for U̇ = 1e− 3 m/s

To study the influence of the time step ∆t (or dt), the simulations were run for different dt
for the case of U̇ = 1e − 3 m/s. Figure 3.7 compares the stress-strain curves obtained for
different time steps and the local solution. Initially, a convergence in dt is very obvious from the
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figure. Moreover, it should be noted that for the undamaged phase, dt doesn’t have a significant
influence (due to the implicit time discretization), and the stress-strain curves match very well.
However, for the damage phase, dt does have some influence. In particular, as dt increases, the
stress-strain curve soon deviates from the local (or homogeneous) solution. In other words, the
higher the dt, the sooner the localization. This could again be attributed to the possibility of
the presence of an intrinsic time scale associated with damage.
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Figure 3.8 – Energy diagrams for (a) U̇ = 1e−1 m/s, (b) U̇ = 1e−3 m/s and (c) U̇ = 1e−5 m/s

Figure 3.8 plots the global energy as a function of displacements. The expressions for input work,
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free energy, viscous dissipation, and damage energy are as follows:

input work =
∫ t

0
σU̇A dt (3.38)

free energy =
∫ L

0
ψ(ε, εi, d)dx (3.39)

viscous dissipation =
∫ t

0

∫ L

0

n∑
i=1

σiε̇idxdt (3.40)

damage dissipation =
∫ L

0
Ych(d)dx (3.41)

where A is the cross-sectional area of the bar. The energies at each time step are computed using
the equations mentioned above. The thermodynamic consistency of the model we’ve developed
can be readily assessed through Figure 3.8 as follows:

1. The work input aligns closely with the internal energy, which is the sum of free energy, vis-
cous dissipation, and damage dissipation. This alignment suggests that the model upholds
the principle of energy conservation.

2. The curves representing viscous dissipation and damage dissipation consistently rise, indi-
cating the positive nature of dissipation at each time step.

Furthermore, it’s evident that as the loading rate decreases, viscous dissipation begins to take
precedence over damage dissipation, highlighting the predominantly viscous nature of the ma-
terial under these conditions.

To understand in a quite abstract setting the reasons for the differing localization behavior
in softening elasticity (immediate localization at the onset of damage initiation) and softening
viscoelasticity (homogeneous evolution of damage precedes localization), stability analysis is
performed for the 1D case in the following section.

3.2 Lyapunov stability analysis

Stability analysis is a mathematical tool that can be used to determine the qualitative and
quantitative nature of the mathematical problem under consideration without the need to solve
it explicitly. Consider the problem of a homogeneously deformed bar under some applied ex-
ternal displacement. Bifurcation and stability analysis can provide useful information on the
existence of other solutions (solutions with deformation bands over a localized zone apart from
homogeneous solutions) under a given load and their stability behavior [114]. For example, in
the case of a 1D homogeneous bar, a small perturbation of the reference homogeneous solution
that grows in time indicates instability of the reference homogeneous solution and formation of
the deformation band over a localized zone. On the other hand, if the perturbation decays or
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doesn’t grow with time, it indicates stability of the reference homogeneous solution.

The problem of strain localization has been addressed mathematically already in the literature
[115], [99], [114] for some of the classical strain softening plasticity models and the presence
of intrinsic characteristic time or length scale was investigated. However, to our knowledge,
such analysis has not been done for viscoelastic softening damage models. In particular, we use
Lyapunov’s first method (based on motivation from [99], [114] and references therein) to perform
the Linear Stability Analysis(LSA) of damage softening models to investigate their localization
behavior (and the presence of intrinsic time scale). It should also be noted that both the LSA
and the classical bifurcation analysis lead to the same condition for strain localization in the
case of rate-independent materials – that the determinant of the acoustic tensor has to be zero
(Eq. (1.46)) [99], [114]. Our interest in the study is limited to the 1D case of a homogeneous bar
with the formation of dilatation bands (outward normal vector to the band and the direction of
the discontinuity of strain are in the same direction) [99]. Moreover, we limit ourselves to the
quasi-static case (at the limit density tends to zero) and monotonously applied strain rates.

3.2.1 Definition of stability

We use the notion of stability that has been well established from the work of Lyapunov ([114]
and references from therein). It should be noted that in time-independent quasi-static systems
(such as quasi-static softening elasticity), although time is neglected, the transition from the
homogeneous reference solution to the localized solution occurs over a certain time scale. Hence,
time is central in stability theory [114].

Consider an autonomous (f not an explicit function of time t) non-linear dynamical system [114]

ẏ = f(y(t)) y(0) = y0 (3.42)

where y ∈ D ⊆ Rn, D is an open set containing origin and f : D → Rn is a continuous vector
field on D. Suppose f has an equilibrium at ye indicating f(ye) = 0, then,

1. The equilibrium is Lyapunov stable if for every ϵ > 0, there exists a δ > 0 such that, if
|y(0)− ye| < δ , then for every t ≥ 0 we have |y(t)− ye| < ϵ .

2. The equilibrium is asymptotically stable if it is Lyapunov stable and there exists δ > 0
such that if |y(0)− ye| < δ , then lim

t→∞
|y(t)− ye| = 0

The conditions for stability for a linear and non-linear system are given in Appendix C.

We will now analyze classical damage models, specifically those without external regularization,
in the 1D case of a homogeneous bar at the onset of damage initiation(ψ0 = Yc, ḋ ̸= 0 and d = 0).
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3.2. Lyapunov stability analysis

Before the onset of localization, the solution is uniform (state variables are homogeneous) and
stable. Let σ∗, u∗, ε∗ and d∗ indicate the equilibrium solution of the homogeneously deformed
bar at any given instance (could be a stable or unstable equilibrium). LSA involves applying
small perturbations around this equilibrium solution as follows and studying the evolution of
the perturbation

u = u∗ + ũ (3.43a)

ε = ε∗ + ε̃ (3.43b)

σ = σ∗ + σ̃ (3.43c)

d = d∗ + d̃ (3.43d)

where ˜ on top of the variables represents small perturbations around them respectively. For the
kinematics of the formation of the deformation band considered here (pure dilation band), the
following form of perturbation can be considered [114], [99] (see Appendix D for brief justification
on the following choice):

ũ = gest+ikx (3.44a)

d̃ = hest+ikx (3.44b)

ε̃ = ũ,x = gikest+ikx (3.44c)

where i =
√
−1, k = 2π

λ is the wave number with λ being the wavelength of the perturbation and
s is the Lyapunov coefficient 4 that determines the stability of the system. The stability condition
for the eigenvalues (indicated in Appendix C) also applies to this Lyapunov exponent. (In fact,
when the partial differential equations (PDE’s) are written as a system of ordinary differential
equations (ODE’s), the eigenvalues and the Lyapunov exponents are the same [114]).

Remark 2

1. For the perturbations to respect the boundary conditions for a given bar of length L, it is
enough to consider the set of wavelengths λ such that the perturbations are zero at the
boundary. However, for some arbitrary length of the bar L, without loss of generality, all
wavelengths could be considered.

2. g and h in Eq. (3.44) are the amplitudes of the perturbations and not to be confused with
g(d) and h(d) used in the damage evolution equation.

4. The Lyapunov coefficient has the unit of sec−1.
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For the rest of the work in this section, we consider the following choices for g(d) and h(d):

g(d) = (1− d)2 (3.45)

h(d) = 2d (3.46)

3.2.2 softening elasticity

The rheological model for this case is shown in Figure 3.9.

g(d)E

Figure 3.9 – Softening elasticity model

The governing equations in local form for the softening elasticity, in this case, are given as
follows:

σ,x = ρü (Momentum balance) (3.47a)

g′(d)ψ0 + Ych
′(d) = 0 when Y ≥ Yc (damage evolution) (3.47b)

σ = g(d)Eε (Constitutive equation) (3.47c)

ε = u,x (Kinematic compatibility equation) (3.47d)

where ψ = g(d)ψ0, ψ0 = 0.5Eε2 and Y = −∂ψ/∂d = −g′(d)ψ0. Since σ∗, u∗, ε∗ and d∗ are the
equilibrium solution of the homogeneously deformed bar at any given instance for the externally
applied loading, the following holds:

σ∗
,x = 0 (3.48a)

g′(d∗)1
2Eε

∗2 + Ych
′(d∗) = 0 when Y ∗ ≥ Yc (3.48b)

σ∗ = g(d∗)Eε∗ (3.48c)

ε∗ = u∗
,x (3.48d)

Now, substitution of the Eqs. (3.43) in Eqs. (3.47) and making use of Eqs. (3.48) results in the
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3.2. Lyapunov stability analysis

following equations in the linearized form (for small perturbations)

σ̃,x = ρ¨̃u (3.49a)

g′′(d)d̃ψ + g′(d)ψ̃ + Ych
′′(d)d̃ = 0 when Y ≥ Yc (3.49b)

σ̃ = g′(d)d̃Eε+ g(d)Eε̃ (3.49c)

ε̃ = ũ,x (3.49d)

By substituting Eqs. (3.44) into Eqs. (3.49), we obtain the following linearized form of pertur-
bation equations associated with the momentum balance and damage evolution equation for
ψ = Yc.: [

−k2E − ρs2 −2ikEε
ikEε̇− iksEε 1

2Eε
2s

] [
g

h

]
=
[
0
0

]
(3.50)

The Lyapunov exponent can be found by making the determinant of the system to be zero
(resulting in a cubic equation for the Lyapunov exponent). To understand the stability behavior
of the system in this case, we consider the following parameters for the calculation. Note that

ρ E ε ε̇ Yc(= ψ)
1e− 14 Kg/m3 2 Pa 1 1e− 3 /s 1 Pa

Table 3.1 – Elasticity parameters for calculation

ρ takes the limit of zero in Table 3.1 so that we stay in the quasi-static case (and the inertial
effects can be neglected). For the considered material parameters, the Lyapunov exponent (found
using the Sympy module [116] of Python) is shown for various wavelengths in Figure 3.10 Since
one of the Lyapunov coefficients (s3) is positive, the system is unstable (as per the conditions
for stability of non-linear systems discussed in Appendix C). Here, the term ’unstable’ signifies
the instability of the homogeneous solution at the onset of damage. Moreover, it can be noted
that s3 → ∞ as λ → 0. In other words, at the onset of damage initiation, strain localization
happens in the mathematical plane (localization zone of zero thickness). This is similar to the
behavior of the Lyapunov exponent obtained for softening plasticity models using the Cauchy
continuum (no intrinsic regularization) in [77]. Moreover, if we make the following definition for
characteristic time scale (Tchar) present in the system:

Tchar = 1
max(Re(s)) (3.51)

then Tchar → 0 in this case as max(Re(s)) → ∞. Hence for the softening elasticity with no
external regularization, there exists no intrinsic characteristic length and time scale and the

95



Part, Chapter 3 – 1D Viscoelastic Damage Model

0 20 40 60 80 100
wave length 

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Re
(s

)

1e20
s1
s2
s3

10 11 10 9 10 7 10 5 10 3 10 1 101

log( )

1.5

1.0

0.5

0.0

0.5

1.0

1.5

Re
(s

)

1e20
s1
s2
s3

(b)(a)

10 11 10 9 10 7 10 5 10 3 10 1 101

log( )

4

3

2

1

0

Re
(s

)

1e39

s1
s2
s3

(b)(a)

10 11 10 9 10 7 10 5 10 3 10 1 101

log( )

0

1

2

3

4

5

6

7

8

Re
(s

)

s2
s3

0 20 40 60 80 100
wave length 

3

2

1

0

1

2

3

4

5

Re
(s

) s1
s2
s3

0 20 40 60 80 100
wave length 

3

2

1

0

1

2

3

4

5

Re
(s

)

s1
s2
s3

(b)(a)

Figure 3.10 – Real part of the Lyapunov coefficients s at ψ = Yc for softening elasticity with no
external regularization ( figure (b) is the same as figure (a) but plotted in a semi-logarithmic
scale ).

strain localization occurs in a mathematical plane. The pathological mesh size dependency at
strain softening (localization zone same as the mesh size) can also be justified if we associate
the size of the mesh with the wavelength of perturbation. In other words, the smaller the size of
the finite elements (which can be associated with smaller wavelengths), the faster the damage
reaches 1.

Now we assess the case for rate-dependent softening elasticity. In this case, we consider again
the equations associated with softening elasticity (given by Eq. (3.47)), except for the damage
evolution equation (Eq. (3.47b)). In particular, we make the damage resistance (in the damage
evolution equation ) dependent on the rate of damage as follows:

g′(d)ψ0 + Yc(h′(d) + τvdḋ) = 0 when Y ≥ Yc (damage evolution) (3.52)

where τvd represents a viscosity-like parameter related to damage evolution. This parameter acts
as a resistance to the damage rate (and thus introduces a time scale into the model).

Following a similar procedure as explained earlier, we obtain the following set of equations cor-
responding to the linearized form of perturbations for momentum balance and damage evolution
at ψ = Yc. [

−k2E − ρs2 −2ikEε
ikEε −sYcτvd

] [
g

h

]
=
[
0
0

]
(3.53)

The parameters listed in Table 3.1 are again used here. In addition, we use the following two
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different choices for τvd: τvd = {1, 2}.
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Figure 3.11 – Real part of the Lyapunov coefficients s at ψ = Yc for rate-dependent softening
elasticity with no external regularization for (a) τvd = 1 and (b) τvd = 2

Figure 3.11 plots the real part of the Lyapunov coefficient (by solving Eq. (3.53)) for the con-
sidered different values of τvd. It can be observed from the figure that the positive part of the
Lyapunov exponent stays finite (unlike the previous case in Figure 3.10 where τvd = 0). Hence,
τvd > 0 introduces a characteristic time scale into the model (as per Eq. (3.51)). Moreover, the
positive part of the Lyponov coefficient (s1) decreases with an increase in τvd, which is expected
(higher the τvd, higher the resistance on damage rate as per Eq. (3.52) and hence higher the
Tchar and hence lower the Lyapunov coefficient.).

Despite the real part of the Lyapunov coefficient being finite for both cases, since one of them is
positive, the system (homogeneous solution) is unstable. The only difference with the previous
case (τvd = 0) is that here the instability propagates in finite time (as Tchar > 0). However, as
λ→ 0, Re(s3) > 0. This indicates the possibility of localization still occurring on a mathematical
plane (localization zone of zero thickness). Moreover, it can be observed that the Lyapunov
coefficient stays constant for all the wavelengths. This signifies the mesh independence at the
onset of damage initiation for the 1D homogeneous bar. The finite element simulation for the
present model is reported in Appendix E. It is observed from Figure E.1 that the introduction
of τvd only delays the localization process but doesn’t prevent localization from occurring on a
plane (instability propagating in finite time).
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3.2.3 softening viscoelasticity

In this case, we consider the softening Kelvin-Voigt (KV) model (Figure 3.12). Despite being the
simplest viscoelastic model, it could shed some light on the homogeneous evolution of damage
observed before localization in the softening GKV model (Figure 3.5).

g(d)η

g(d)E

Figure 3.12 – Softening Kelvin-Voigt(KV) model

The governing equations for the softening KV model are given as follows:

σ,x = ρü (Momentum balance) (3.54a)

g′(d)ψ0 + Ych
′(d) = 0 when Y ≥ Yc (damage evolution) (3.54b)

σ = g(d)(Eε+ ηε̇) (Constitutive equation) (3.54c)

ε = u,x (Kinematic compatibility equation) (3.54d)

By following a similar procedure as adopted in softening elasticity (Section 3.2.2), after the
introduction of the perturbations (from Eqs. (3.43)) in the above set of equations, and making
use of the equilibrium solutions (u∗, ε∗, σ∗ and d∗), we obtain the following linearized form of
the perturbation equations

σ̃,x = ρ¨̃u (3.55a)

g′′(d)d̃ψ0 + g′(d)ψ̃ + Ych
′′(d)d̃ = 0 when Y ≥ Yc (3.55b)

σ̃ = g′(d)d̃(Eε+ ηε̇) + g(d)(Eε̃+ η ˙̃)ε (3.55c)

ε̃ = ũ,x (3.55d)

On using Eqs. (3.44), (3.45) and (3.46) in the above set of equations, the following equation for
perturbations associated with momentum balance and damage evolution are obtained.[

−g(d)(k2E + k2ηs)− ρs2 g′(d)ik(Eε+ ηε̇)
c1ik + c2iks ψ2s

] [
g

h

]
=
[
0
0

]
(3.56)
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where

c1 = ḋE2ε3 − 0.5E2ε2ε̇+ (ψ − Yc)Eε̇ (3.57)

c2 = −1
2E

2ε3 + (ψ − Yc)Eε (3.58)

The following table (Table 3.2) lists the parameters used for the stability analysis. Notice ρ→ 0
as we stick to the quasi-static case. We force the determinant to be zero to find the Lyapunov
exponent.

ρ E η ε ε̇ Yc(= ψ)

1e− 14 Kg/m3 2 Pa 1 Pa s 1 1e− 3 /s 1 Pa

Table 3.2 – Viscoelasticity parameters for calculation
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Figure 3.13 – Real part of Lyapunov coefficients s at ψ = Yc for softening Kelvin-Voigt (KV)
model with no external regularization. (a) indicates all the Lyapunov coefficients while (b)
indicates only the positive ones.

Figure 3.13a displays the Lyapunov exponents for ψ = Yc, while Figure 3.13b displays only
the positive Lyapunov exponents. As the real part of s2 is positive, the homogenous solution
is unstable. However, since the psoitive part of the Lyapunov exponent is finite, the instability
propagates in finite time. This behavior is similar to the rate-dependent softening elasticity
model (τvd > 0) discussed in the previous section. Hence, it can be said that the softening KV
model possesses a characteristic time scale associated with damage (intrinsic to the model). This
characteristic time scale acts as a resistance to damage growth and this explains the homogeneous
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evolution of damage prior to localization in softening GKV model (Section 3.1 and Figure 3.5).

Remark 3 The stability behavior obtained in this section is only applicable to the 1D case of a
homogeneous bar and the results obtained can’t be directly generalized to the 2D case. In other
words, stability analysis has to be performed separately for the 2D case to understand their
localization behavior. In fact, for a more general case, the geometry, type of loading, any initial
defects, etc. could act as external perturbations and the stability results obtained for the 1D
homogeneous case are no longer valid. It is demonstrated with an example of a 1D homogeneous
bar with an initial notch (external perturbations) in the later section (Section 3.4).

3.3 Softening Generalized-Maxwell (GM) model

In this section, we consider the softening Generalized Maxwell (GM) model to describe the
viscoelastic behavior with damage. Despite it being well known that the behavior of the GKV
model and GM model is the same without damage (when the respective model parameters are
calibrated), their behavior under damage is not well understood. For example, in a dynamic
setting, the arrangement of springs and dashpots (series or parallel) was reported to produce
different results under localization [115]. Since in our case, both rheological models have different
schematics, numerical simulation has to be performed to comment on their localization behavior.
In particular, the interest lies in comparing the localization behavior of the softening GM model
with the softening GKV model. The schematic of the GM model with damage is shown in Figure
3.14 The free energy per unit volume ψ and viscous dissipation potential for the considered model
is given below

ψ = g(d)
[

1
2E0ε

2 +
n∑

i=1

1
2Ei(ε− εi)2

]
= g(d)ψ0 (3.59)

ϕv =
n∑

i=1

1
2ηiε̇

2
i ≈

n∑
i=1

1
2ηi

(
εi − εi,m

∆t

)2
(3.60)

where ψ0 is the undamaged free energy and g(d) is the degradation function that satisfies the
conditions given in Eq. (3.3). The viscosity ηi and relaxation times τi are again related by Eq.
(3.1). The viscous dissipation potential is again not a function of damage as is the case in Section
3.1 for the softening GKV model.
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Figure 3.14 – softening Generalized Maxwell (GM) model

The thermodynamic forces conjugate to the state variables are then given as

σ = ∂ψ

∂ε
= g(d)

(
E0ε+

n∑
i=1

Ei(ε− εi)
)

(3.61)

σi = −∂ψ
∂εi

= g(d)Ei(ε− εi) (3.62)

Y = −∂ψ
∂d

= g′(d)
(
E0ε+

n∑
i=1

Ei(ε− εi)
)

(3.63)

where σ is the stress, σi is the stress in the dashpot i and Y is the local energy release rate.
The viscous stress can also be written as the derivative of the viscous dissipation potential as
follows:

σi = ∂ϕv

∂ε̇i
= ηε̇i (3.64)

The damage evolution laws are then given by Eq. (3.10). The mechanical problem to find the
state variables remains the same as in Section 3.1 for the softening GKV model and is given by
Eq. (3.11) and Eq. (3.12), except for the free energies and viscous dissipation potential in Eq.
(3.12) replaced by Eq. (3.59) and Eq. (3.60).
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3.3.1 Numerical implementation

For finding displacements and internal strains, one looks for solving the minimization problem
given by Eq. (3.17). Recall that the minimization w.r.t u, results in the equilibrium equation
(Eq. (3.19)), while the minimization w.r.t εi resulted in the time discretized evolution equation
of the viscous strain (Eq. (3.21)).

On substitution of Eq. (3.59) and Eq. (3.60) in Eq. (3.21), and rearranging leads to the following
expression for the viscous strain in incremental form

εi = ∆t
g(d)∆t+ τi

(
g(d)ε+ τi

∆tεi,m

)
(3.65)

which when swapped in Eq. (3.61) results in the following

σ = p(d)ε− σint (3.66)

where

p(d) = g(d)
(
E0 +

n∑
i=1

Ei −
n∑

i=1
g(d)Ei

∆t
g(d)∆t+ τi

)
(3.67)

σint = g(d)
n∑

i=1
Ei

τi

g(d)∆t+ τi
εi,m (3.68)

On substitution of Eq. (3.66) in the equilibrium equation (Eq. (3.19)) and discretizing using 2
noded bar element (see Figure 3.3) leads to the following

[K(d)][U] = [F(d)] (3.69)

where

Kij =
∫ L

0
p(d)Ni,xNj,xdx ∀ (i, j) ∈ N ×N (3.70)

Fi =
∫ L

0
σintNi,xdx ∀ i ∈ N (3.71)

where N = {1, 2, .., N} is the set of finite element nodes. For the minimization w.r.t damage,
the problem is again given by Eq. (3.34).

3.3.2 Numerical results

We consider the 1D homogeneous bar of length L = 1 m as shown in Figure 3.2. The viscoelastic
parameters for the GM model are provided in Table 1.2. Note that for the considered viscoelastic
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Algorithm 2 1D softening GM model
1: Initialize m = 0, εi,m, [Um], dm,∆t
2: while m ≤M do
3: k = 0, dk = dm, εk

i = εi,m, erru = errd = +∞
4: while k < kmax and erru > tolu and errd > told do
5: Assemble stiffness matrices [K(dk)] ▷ using Eq. (3.70)
6: Assemble forces vectors [F(dk)] ▷ using Eq. (3.71)
7: Find the nodal displacement vector [Uk+1] ▷ using Eq. (3.69)
8: Compute elemental stress vector with dk ▷ using Eq. (3.66)
9: Update the internal strains εk+1

i ▷ using Eq. (3.65)
10: Find the damage field vector dk+1 ▷ using Eq. (3.34)
11: Compute errors

erru = |Uk+1 −Uk|, errd = |dk+1 − dk| (3.72)

12: k ← k + 1
13: end while
14: m← m+ 1
15: end while

parameters in Section 3.1 and in this section, the undamaged behavior (ψ0 < Yc) of the GKV and
GM model are the same (since both model parameters are calibrated from the same experimental
data obtained on sand bitumen 0/2 [9]). Concerning the fracture parameters, we use the same
values used in the softening GKV model with damage (Section 3.1) to aid the comparison of
both models: Yc = 500 J/m3 and g(d) and h(d) are given by Eq. (3.36) and Eq. (3.37).

3.3.2.1 Local (or homogeneous) evolution

Initially, we validate the numerical implementation by comparing the numerical results with the
(semi-) analytical results in local form. The (semi-) analytical results for the GM model with
damage are presented in Appendix B. To obtain a homogeneous evolution of damage in the
numerical simulations, we set lc high enough such that 1/lc → 0. We employ two different strain
rates ε̇mean = (1e− 5, 1e− 3) s and the corresponding time steps ∆t = (1e− 1, 1e− 3) s.

Figure 3.15 compares the results in the local form obtained for the GM model with the (semi-)
analytical solution and the GKV model. Here, it is evident that the numerical results of the
GM model with damage coincide well with the (semi-) analytical solution, thus validating the
numerical implementation. Moreover, it can also be observed that the numerical results of the
GM and GKV models are in good agreement with each other.
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Figure 3.15 – Validation of numerical implementation: Local (or homogeneous) stress-strain plots
(top row) and damage evolution plots (bottom row) for ε̇mean = 1e − 5 s−1 (left column) and
ε̇mean = 1e− 3 s−1 (right column)
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3.3. Softening Generalized-Maxwell (GM) model

3.3.2.2 Localisation behavior

In this section, we are interested in studying the localization behavior of the considered model,
and then comparing its results to the softening GKV model (Figure 3.6). Since the bar is
homogeneous, a small perturbation is applied to the damage field (1e − 3) at the beginning
of each time step to initiate localization. In our case, we apply the perturbation at the center
of the bar x = L/2 to trigger the localization at the center. Here, we consider three different
imposed displacement rates U̇ = (1e− 5, 1e− 3, 1e− 1) m/s and the corresponding time steps
∆t = (1e− 1, 1e− 3, 1e− 5) s. The characteristic length scale lc is again set to 0.5 m. Figure
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Figure 3.16 – Comparison of results for softening GM model and softening GKV model (a)
stress-strain plot and (b) damage at rupture for softening GM model

3.16 compares the results of the softening GM model and the softening GKV model for different
applied displacement rates. Overall, it is clear from the figure that both models exhibit similar
behavior. In particular, one can observe the same rate effects for both models: The higher the
applied displacement rate, the higher the stress at damage initiation and the lower the mean
strain at rupture. Moreover, the localization behavior of both models is also similar. In particular,
after the damage initiation, a homogeneous evolution of damage is observed initially as is the
case in the softening GKV model, followed by localization. This indicates the presence of an
intrinsic time scale (associated with damage) in the softening GM model as well. Furthermore,
since the localization behavior is the same for both models, we can also conclude that the values
of the intrinsic time scale are also the same. It should also be noted that the damage threshold, at
which the damage localizes decreases with an increase in loading rate, signifying the diminishing
effect of intrinsic time scale as the loading rate is increased.
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3.4 Influence of external perturbation

In section 3.2, the stability analysis at the onset of damage initiation was performed by applying
a perturbation to the homogeneous solution and seeing the evolution of the perturbation. The
results obtained for the analysis hold only for the 1D case of a homogeneous bar. Such analysis
revealed the presence of an intrinsic time scale present in the softening viscoelastic models
(Section 3.2.3), which signifies that the instability propagates in finite time. This explains the
homogeneous evolution of damage (in Sections 3.1 and 3.3) before the occurrence of localization.

In this section, we consider a non-homogeneous bar and analyze numerically the localization
behavior of softening viscoelastic models. In particular, we consider a bar with an initial notch at
the center as shown in Figure 3.17. To numerically represent the notch, the damage at the center
is initialized as d(x = L/2, t = 0) = dc (as indicated in Figure 3.17). Specifically, we consider
three different values for dc: {0, 0.1, 0.25}, where dc = 0 implies the case of a homogeneous bar
without a notch.

L

u=U̇ t

x

x

u=0

u=U̇ t
u=0

ε i , d

u u u

ε i , d ε i , d

L

u=U̇ t

x

u=0

d
d=dc

Figure 3.17 – 1D non-homogenous bar with a notch at the center (top); Numerical representation
of the notch by setting d = dc > 0

For the viscoelastic parameters, we use the softening GKV model (regularized through lip-field
approach) with the same set of parameters used in Section 3.1 (one can also consider the softening
GM model and expect a similar result based on the similarity of the results observed in Section
3.3).
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Figure 3.18 – (a) Stress-strain curves and (b) damage evolution curves for different values of dc

(notch sizes)

Figure 3.18 compares the stress-strain curve and the damage field at rupture for the considered
different values of dc. It can be seen that, as the value of dc is increased, the sooner the occurrence
of localization. In particular, for the case of dc = 0.25, the localization seems to occur much
sooner after damage initiation. This could indicate that as the size of the notch is increased (by
increasing the values of dc), the intrinsic time scale associated with damage diminishes. Hence,
the initial perturbation applied at the center of the bar grows at a faster rate as the value of dc

is increased.

Hence, this section reveals that the intrinsic time scale effect present in the softening viscoelastic
models is more pertinent to the 1D case of a homogeneous bar, and its effect may not be
felt significantly in other cases, where external perturbations (like notches, non-homogeneous
boundary conditions, etc ) are present.

3.5 Summary and concluding remarks

This chapter focused on studying the behavior of the viscoelastic damage model (developed in
Chapter 2) for the 1D case. In particular, both the softening generalized Kelvin-Voigt (GKV)
model and the softening Generalized Maxwell (GM) model behavior were considered and it
was observed that both models exhibit similar behavior (when the number of GKV and GM
units are high enough to represent well the continuous spectrum of the material). Moreover, they
were able to qualitatively represent the rate-dependent effects commonly observed in bituminous
materials. However, both models experienced homogeneous evolution of damage before the onset
of localization. To understand such homogeneous evolution of damage, stability analysis was
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conducted for a 1D homogeneous bar at the onset of damage initiation (for the softening Kelvin-
Voigt (KV) model), which revealed the presence of intrinsic time scale associated with damage
in the softening viscoelastic models. The aforementioned intrinsic time scale was found to delay
the damage localization process but doesn’t prevent the localization from occurring on a plane
of zero thickness. Hence, regularization is still required to yield mesh-independent results. It
should also be noted that the homogeneous evolution of damage is also because of the ability
of the lip-field approach to preserve local solutions (unlike the classical Thick-Level-Set TLS
approach). Moreover, the effect of the intrinsic time scale was found to decrease with an increase
in loading rate. Future research should involve conducting tensile tests on a 1D bar to investigate
the potential homogeneous evolution of damage (stress-strain softening behavior without strain
localization) in bituminous materials (due to the growth of micro-voids (damage) in a uniformly
distributed fashion in the specimen).

Numerical tests were also conducted for the 1D case of a non-homogeneous bar with a notch at
the center, which revealed the diminishing effect of intrinsic time scale as the size of the notch
increases. This will also be observed later (in Chapter 5) in the case of 2D, due to the presence
of external perturbations in terms of geometry, loading conditions, etc.
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Chapter 4

EXTENSION OF THE MODEL TO

MULTI-DIMENSIONAL CASE

Chapter 3 discussed the lip-field (LF) formulation for softening viscoelastic damage models in
a one-dimensional setting. The current chapter, however, is dedicated to the extension of this
approach to encompass multi-dimensional (2D) scenarios. This chapter can be divided into three
sections: The initial section concerns the extension of the viscoelastic damage model to multi-
dimensional contexts. In particular, we use the eigen split of internal strains to accommodate
unilateral effects, wherein material behavior in tension is different from that in compression
(bituminous materials like most materials are typically weaker in tension compared to com-
pression). The second part of this chapter concentrates on the numerical implementation of the
developed model in the 2D case. This involves computational aspects related to the equilibrium
solver and the lip-field damage solver. In the concluding section, our focus shifts to validat-
ing the numerical implementation. This involves a comparison of the results obtained for the
2D simulations with both analytical solutions and the 1D finite element solution (presented in
Chapter 3). This validation process serves as a pivotal step in calibrating the developed model
to align with laboratory fracture tests on bituminous materials, which will be discussed in the
next chapter.

Most of the subjects explored in this chapter have already been presented in our recent publi-
cation [117] and at the conferences [118] [119].

4.1 Viscoelastic damage model: LF formulation

Consider the quasi-static deformation of a body initially occupying a domain Ω (with boundary
Γ) and undergoes deformation via a displacement field u, where the Cauchy stress and small
strain tensor are denoted by σ and ε (Eq. (2.36)), respectively. Displacement boundary condi-
tions are applied on the portion Γu of the boundary, while zero traction forces are applied on the
remaining portion ΓN and we also assume that there are no body forces (without loss of gen-
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erality). The temporal discretization follows the methodology outlined in Section 2.3, utilizing
∆t = tm+1 − tm = t− tm, whereby, for the sake of simplicity, the m+ 1 indices will be omitted
for all variables, as previously indicated. Our objective involves determining the state variables
at the time instant tm+1 = t, given the state variables at time tm, as per the following equation
(as seen in Eq. (2.53)):

{u, εi, d} = arg min
u′∈Um

ε′
i
∈P

d′∈Am∩LΩ

F (u′, ε′
i, d

′ ; εi,m,∆t) (4.1)

where the incremental potential F is given below (from Eq. (2.47))

F =
∫

Ω
f dΩ =

∫
Ω
ψ(ε, εi, d) + ∆tϕv(εi; εi,m,∆t) + Ych(d)dΩ (4.2)

We reiterate that, in the above equation, εi (∀ i ∈ {1, 2, .., n}) and d represents the internal
(or viscous) strain tensor and the scalar damage field, while ψ, ϕv, and h(d) denote the free
energy per unit volume, viscous dissipation potential per unit volume, and the damage soften-
ing function. The admissible spaces for displacement, internal strains, and damage field are as
follows:

Um = U(t) = {u ∈ H1(Ω) : u = ud(t) on Γu} (4.3)

P = {q : qij = qji, qij ∈ L∞(Ω)} (4.4)

Am = {d ∈ L∞(Ω) : dm ≤ d ≤ 1} (4.5)

LΩ =
{
d ∈ L∞(Ω) : |d(x)− d(y)| ≤ 1

lc
dist(x,y) ∀x,y ∈ Ω

}
(4.6)

The space Am ensures the irreversibility of the damage field (no healing), while the space LΩ

(Lipschitz space) introduces the length scale to prevent the pathological mesh-dependent results.
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Figure 4.1 – Schematic of Generalized Kelvin-Voigt (GKV) model

Eq. (4.1) can be closed by defining the free energy potential ψ, viscous dissipation potential ϕv,
and the softening function h(d). In particular, we consider the softening Generalized Kelvin-
Voigt (GKV) model to define the viscoelastic behavior 1. The schematic of the GKV model is
shown in Figure 4.1. {(λ0, µ0), ..., (λ1, µ1)} and {τ1, ..., τn} denote the Lamé’s constants and the
retardation times of each unit attached to the GKV model. The small strain tensor in this case
is given as follows:

ε =
n∑

i=0
εi (4.7)

It is also assumed that Poisson’s ratio ν is constant and time-independent for all KV units (as
discussed in Section 1.2.3). The free energy and viscous dissipation potential are then given as
follows: (analogous to the 1D case provided in Eqs. (3.2, 3.4))

ψ = g(d)
n∑

i=0

(
µiεi:εi + λi

2 Tr(εi)2
)

(4.8)

ϕv =
n∑

i=1
τi

(
µiε̇i:ε̇i + λi

2 Tr(ε̇i)2
)

(4.9)

where g(d) is the energy degradation function (satisfying the conditions specified in Eq. (3.3))
and Tr(.) denotes the trace operator. ε̇i ∀ i ∈ {1, 2, ..., n} denotes the time derivative of the
viscous strain and is approximated by an implicit Euler time discretization as indicated in Eq.
(2.40). Replacing the expression for ε0 in Eq. (4.8) using Eq. (4.7), the stress σ and energy

1. Alternatively, a softening Generalized Maxwell (GM) model could be chosen and expect similar results, as
observed in the 1D case (Figure 3.16)
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release rate Y can then be derived using Eqs. (2.25, 2.28)

σ = g(d)
[
2µ0

(
ε−

n∑
i=1

εi

)
+ λ0Tr

(
ε−

n∑
i=1

εi

)
I
]

(4.10)

Y = −g′(d)
n∑

i=0

(
µiεi:εi + λi

2 Tr(εi)2
)

(4.11)

It can be observed that the material exhibits identical characteristics under both tensile and
compressive states. In simpler terms, the energy release rate, denoted as Y , remains unaffected
by the signs of the eigenvalues of the strains. This implies that the growth of damage persists
even if the affected area encounters only compression. In most situations, this behavior might
lack realism and could result in solutions that deviate significantly from actual observations
(bituminous materials, like most materials, are typically weaker in tension compared to com-
pression, and the failure is often due to tension). Hence, in order to address this, it is common
in softening elasticity models to introduce a slightly non-linear free energy function [93, 94] that
induces asymmetric behavior in tension and compression. We adopt a similar procedure, where
the damage affects the tensile and compressive parts of the free energy in a different manner
(asymmetry) as follows:

ψ =
n∑

i=0

[
g(d)

(
µi < εi >+ : < εi >+ +λi

2 Tr(< εi >+)2
)

+

g(θd)
(
µi < εi >− : < εi >− +λi

2 Tr(< εi >−)2
)] (4.12)

where, < ε >+ and < ε >− denote the eigen decomposition of ε as follows:

ε =< ε >+ + < ε >− (4.13)

such that

< ε >+=
b∑

a=1
< εa >+ na ⊗ na < ε >−=

b∑
a=1

< εa >− na ⊗ na (4.14)

where 0 ≤ θ ≤ 1 offers user-defined control over the material’s response to tensile and compres-
sive forces. A value of θ = 1 corresponds to the symmetric potential given by Eq. (4.8). Con-
versely, when θ < 1, the material behavior becomes asymmetrical, and when θ = 0 (g(0) = 1 as
per Eq. (3.3)), the energy degradation due to damage affects only the tensile part of free energy
(Eq. (4.12)). It should be noted that ({εa}a=1,2,..,b) indicate the eigen values and ({na}a=1,2,..,b)
denote the eigen vectors of ε. b takes the values 2 and 3 for two and three dimensions respectively.
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The bracket operators < q >+ and < q >− for any given scalar q are defined as follows:

< q >+= 1
2(q + |q|) < q >−= 1

2(q − |q|) (4.15)

For the case of θ = 1, the stress σ and energy release rate Y are given by Eqs. (4.10, 4.11), while
for the case of θ = 0, they can be written as follows using Eqs. (4.7, 2.25, 2.28):

σ = g(d)

2µ0

〈
ε−

n∑
i=1

εi

〉
+

+ λ0Tr

〈ε−
n∑

i=1
εi

〉
+

 I

+

2µ0

〈
ε−

n∑
i=1

εi

〉
−

+ λ0Tr

〈ε−
n∑

i=1
εi

〉
−

 I

 (4.16)

Y = −g′(d)
n∑

i=0

[(
µi < εi >+ : < εi >+ +λi

2 Tr(< εi >+)2
)]

(4.17)

Notice from Eq. (4.16) that even when the material is completely damaged (d = 1 and g(1) = 0),
it will still be able to withstand stresses under compression. Moreover, only the tensile modes
of the free energy contribute to damage driving force Y , as per Eq. (4.17). Hence, the damage
growth is only due to the tensile part of the free energy for θ = 0. The contribution of damage
growth under compression can be controlled by θ. For example, the Indirect Tensile Test (ITT)
results reported for bituminous materials in [36] indicate that the failure occurs in the plane that
undergoes tension, despite the loading being compressive in nature. Hence, a damage model with
damage growth driven primarily by the tensile part of free energy is more suitable for modeling
such failure.

Remark 4 The above choice of split is model-dependent and one could also consider a different
form of split of free energy specific to an application. We list the other forms of splits considered
during the thesis in Appendix F.

4.2 Computational aspects

This focus now lies on the computational aspects and the numerical implementation for solving
the minimization problem given by Eq. (4.1). In particular, the focus will be on extending the
numerical implementation discussed for the 1D case to the 2D case. Besides, the lip-field damage
solver will also be detailed, thanks to the bounds estimation provided in [101] (1D) and [102]
(2D), as discussed in Section 1.5.3.

Recall from the discussion made in Section 3.1.1 (1D case) that the function F (given by Eq.
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(4.2)) is not convex. However, F is convex w.r.t {u, εi} and d separately (provided g(d) and
h(d) are convex). Hence, an alternate minimization strategy could be used to solve for {u, εi}
by fixing d, and then solving for d by fixing the remaining variables. In particular, at time step
tm+1 = t, alternate minimization involves performing the following iterations until convergence

(uk+1, εk+1
i ) = arg min

u′∈Um

εi
′∈P

F (u′, εi
′, dk) (4.18)

(dk+1) = arg min
d′∈Am∩LΩ

F (uk+1, εi
k+1, d′) (4.19)

where k represents the iteration corresponding to the alternate minimization. Notice that both
problems are convex.

4.2.1 Spatial discretization

The spatial discretization of domain Ω, denoted as Ωh, is done using linear triangular elements
(2D) with the help of the gmsh software [120]. This will be the case for all the 2D simulations
reported in this thesis. Subsequently, the displacement field is discretized using classical linear
finite element discrete space defined over Ωh. In this context, the displacement field exhibits con-
tinuity across Ωh while maintaining linearity within each individual element. Consequently, the
strain field becomes a piecewise constant across each element. The internal strains εi and dam-
age field d are stored at the centroids of the elements and remain piecewise constant throughout
each element. The discretized displacement field and strain field are given by

u(x) = [N ]{U} (4.20a)

ε(x) = [∇N]{U} = [B]{U} (4.20b)

where [N] is the matrix of shape functions obtained by the global assembly of shape functions
associated with each element. {U} is the nodal displacement vector and [B] = [∇N] is the
operator that transforms displacements into strains.

In the subsequent sections, the focus is on solving the minimization problems given by Eq. (4.18)
and Eq. (4.19).

4.2.2 Finding displacement and internal strains

In this section, our attention is limited to solving Eq. (4.18) to find displacement and internal
strains. Specifically, we consider the two different cases for θ as per Eq. (4.12) and detail their
numerical implementation separately.

Case (A): θ = 1 (symmetrical behavior in tension and compression)
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Case (B): 0 ≤ θ ≤ 1 (asymmetrical behavior in tension and compression for θ ̸= 1)

Certainly, the numerical implementation for case (B) is more general and can accommodate case
(A). However, it will be seen in the following sections that Case (A) requires less computational
effort relative to Case (B), owing to the non-linearity induced due to the eigen split in Case
(B). Hence, for the case of θ = 1, the numerical implementation discussed in case (A) can be
preferred to save computational time.

4.2.2.1 Case (A)

For this case ( θ = 1), we recover a symmetrical behavior of the model in tension and compression
as per Eq. (4.8). Considering Ci (∀ i ∈ {0, 1, 2.., n}) as the set of fourth-order elasticity tensors
associated to ith unit of the GKV model (Figure 4.1), we can express the following for a material
that is both homogeneous and isotropic:

Ci = 2µiI + λi1⊗ 1 ∀ i ∈ {0, 1, 2, .., n} (4.21)

where I and 1 are the fourth and second-order identity tensors respectively. The relations between
Lamé’s constants and Young’s modulus are given as follows:

λi = νEi

(1 + ν)(1− 2ν) for plane strain (4.22a)

λi = νEi

1− ν2 for plane stress (4.22b)

µi = Ei

2(1 + ν) (4.22c)

The free energy potential ψ (Eq. (4.8)) and viscous dissipation ϕv (Eq. (4.9)) can now be
rewritten as follows

ψ = 1
2

(
ε−

n∑
i=1

εi

)
: g(d)C0 :

(
ε−

n∑
i=1

εi

)
+

n∑
i=1

1
2εi : g(d)Ci : εi (4.23)

ϕv =
n∑

i=1

1
2 ε̇i : τiCi : ε̇i (4.24)

The expression for stress σ is then given as follows:

σ = ∂ψ

∂ε
= g(d)C0 :

(
ε−

n∑
i=1

εi

)
(4.25)
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Since all the units in the GKV model are connected in series (Figure 4.1), the stress in each unit
should be the same. Hence, the stress σ can also be written as follows:

σ = g(d)Ci : εi + τiCi : ε̇i ≈ g(d)Ci : εi + τiCi :
(

εi − εi,m

∆t

)
∀ i ∈ {1, 2, .., n} (4.26)

Equating the expression for stresses provided in Eq. (4.25) and Eq. (4.26) and rearranging leads
to the following expression for viscous strain in incremental form:

εi = ∆t
g(d)∆t+ τi

C−1
i :

(
σ + τi

∆tCi : εi,m

)
∀ i ∈ {1, 2, .., n} (4.27)

Substituting the above equation for εi in Eq. (4.25) leads to the subsequent expression for stress

σ = P :
(

ε−
n∑

i=1

τi

g(d)∆t+ τi
εi,m

)
= P : ε− σint (4.28)

where P and σint are given as follows

P = g(d)
[
I +

n∑
i=1

g(d)∆t
g(d)∆t+ τi

C0 : C−1
i

]−1

: C0 (4.29)

σint = P :
(

n∑
i=1

τi

g(d)∆t+ τi
εi,m

)
(4.30)

Remark 5 Furthermore, it can be confirmed that the stress σ in the 1D scenario (as defined
in Eq. (3.24)) can be retrieved as a particular instance of the stress tensor σ outlined in Eq.
(4.28).

The directional derivative of F in the direction of [u∗, ε∗
i ] ∈ [U∗,P], denoted as δF is given as

follows:

δF (u, εi, d)[u∗, ε∗
i ] =

∫
Ω

σ : ε(u∗)dΩ +
∫

Ω

n∑
i=1

(
∂ψ

∂εi
ε∗

i + ∆t∂ϕv

∂εi
ε∗

i

)
dΩ (4.31)

where δF is also called the functional (or variational) derivative.

Since F is convex w.r.t {u, εi}, the minimization of F w.r.t {u, εi} can be written as stationarity
of the functional derivative δF as follows:

δF (u, εi, d)[u∗, ε∗
i ] = 0 (4.32)
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Zeroing the directional derivative w.r.t [u∗, 0] results in the equilibrium equation:∫
Ω

σ : ε(u∗) dΩ = 0, ∀ u∗ ∈ U∗ (4.33)

while zeroing the directional derivative w.r.t [0, ε∗
i ] and using Eqs. (4.23, 4.24) results in the

incremental equation for the internal strains εi as given in Eq. (4.27).

Replacing the expression for stress σ in the equilibrium equation given by Eq. (4.33) using Eq.
(4.28) results in the following weak form∫

Ω
ε(u∗) : P(d) : ε(u) dΩ =

∫
Ω

σint : ε(u∗) dΩ ∀ u∗ ∈ U∗ ,u ∈ Um (4.34)

The discretized form of the above equations can be obtained using Eq. (4.20) as follows:

[K(d)]{U} = [R] (4.35)

where

[K(d)] =
∫

Ω
[B]TP(d)[B] dΩ, [R] =

∫
Ω

[B]T σint dΩ (4.36)

The procedure for solving the minimization problem given by Eq. (4.18) then involves solving
the Eq. (4.35) to find the displacement field u(x) (using the latest available damage field dk)
and then updating the internal strain εi using Eq. (4.27). It should be noted that the equations
for finding displacements and internal strains remain linear in this case.

4.2.2.2 Case (B)

This is a more general case with 0 ≤ θ ≤ 1. Recall that, for θ = 0, the damage growth is driven
only by free energy associated with the tensile modes of each unit of the GKV model (as per
Eq. (4.17)). Contrary to Case (A), a linear equation for finding the displacements and internal
strains is not possible due to the eigen split of the strain tensors. Hence, a Newton-based method
will be used to find the displacements and internal strains.

Solving the minimization problem as defined in Eq. (4.18) leads to the stationarity condition
presented in Eq. (4.32). Setting the directional derivatives along u∗ and ε∗

i to zero separately
yields the following

f0 =
∫

Ω
σ(ε(u), εi, d) : ε(u∗) dΩ = 0 ∀u∗ ∈ U∗ (4.37)

fi =
∫

Ω

∂ψ

∂εi
(ε(u), εi, d) + ∆t∂ϕv

∂εi
(εi, εi,m) dΩ = 0 ∀i ∈ {1, 2, .., n} (4.38)
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where u∗ ∈ U∗,u ∈ Um and εi ∈ P(Ω). Newton-Raphson method will be used to solve these
n + 1 non-linear equations, which involves solving the below linear equation iteratively until
convergence.

[Kj ] {∆αj} = [rj ] (4.39)

where the superscript j is associated with Newton’s iteration. Here, Kj , αj and rj are the
Hessian (or tangent) matrix (Hessian of F ), the vector of unknowns and the vector of residuals
at iteration j and their expression is given as follows:

[Kj ] =



∂fj
0

∂u
∂fj

0
∂ε1

· · · ∂fj
0

∂εn

∂fj
1

∂u
∂fj

1
∂ε1

· · · ∂fj
1

∂εn...
... . . . ...

∂fj
n

∂u
∂fj

n
∂ε1

· · · ∂fj
n

∂εn


, {αj} =



{Uj}

{εj
1}
...
{εj

n}


, [rj ] =



−f j
0

−f j
1

...
−f j

n


(4.40)

At each iteration j of the Newton method, one solves for ∆αj using Eq. (4.39). The displace-
ments and internal strain at each iteration are then updated using the following relation

{∆αj} = {αj+1} − {αj} (4.41)

In this case, the Hessian matrix [Kj ] has to be computed at each Newton’s iteration (j). More-
over, solving n+ 1 non-linear equations requires relatively high computational effort as opposed
to Case (A) (the more the number of units in the GKV model, the more the computational
complexity). The computational effort can also be reduced by approximating the Hessian ma-
trix using a quasi-Newton method. However such implementation has not been considered in
this thesis.

The elements of the Hessian matrix [Kj ] are given as follows upon discretization using Eq (4.20).

∂f j
0

∂u =
∫

Ω
[B]T ∂σj

∂ε
[B] dΩ (4.42a)

∂f j
0

∂εi
=
∫

Ω
[B]T ∂σj

∂εi
dΩ ∀ i ∈ {1, 2, .., n} (4.42b)

∂f j
i

∂u =
∫

Ω

∂σj

∂εi
[B] dΩ ∀ i ∈ {1, 2, .., n} (4.42c)

∂f j
k

∂εi
=
∫

Ω

∂2ψj

∂εi∂εk
+ ∆t ∂

2ϕj
v

∂εi∂εk
dΩ ∀ i, k ∈ {1, 2, .., n} (4.42d)
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Figure 4.2 – Algorithm for 2D viscoelastic simulation with damage
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4.2.3 Lip-field damage solver

This section focuses on solving the minimization problem given by Eq. (4.19) to find the damage
field. The most straightforward method involves employing a brute-force strategy to solve for
damage field d by performing the minimization over the entire domain Ω. However, this would
be computationally very expensive, considering the high number of finite elements required to
capture the damage zone accurately. Hence, we use the bounds estimation and its properties
discussed in Chapter 1 (Section 1.5.3) to solve the problem in a relatively efficient manner. This
consists of the following steps:

Step 1: Solve for the non-regularized version of the Eq. (4.19)

d(x) = arg min
d′∈Am

F (u, εi, d
′) ∀ x ∈ Ω (4.43)

where d is the local damage field.
Step 2: Project d into the upper and lower bounds (denoted as πud and πld) using Eq. (1.62)

and define the active zone Ω̄ as follows:

Ω̄ := {x ∈ Ω : πud(x) ̸= πld(x)} (4.44)

Step 3: Find the Lipschitz continuous damage field d satisfying Eq. (4.19) as follows (using
the properties listed in Eq. (1.61)):

d =


d ∀ x ∈ Ω/Ω
arg min

d′∈Am∩LΩ

F (uk+1, εi
k+1, d′) ∀ x ∈ Ω

 (4.45)

where the admissible spaces are as follows:

Am = {d ∈ L∞(Ω) : πld ≤ d ≤ πud} (4.46)

LΩ =
{
d ∈ L∞(Ω) : |d(x)− d(y)| ≤ 1

lc
dist(x,y) ∀x,y ∈ Ω

}
(4.47)

It should be noted that the local minimization in step 1 (relatively less expensive and easily
parallelizable) is performed over the entire domain while the non-local minimization in step 3
(relatively more expensive) is performed only over a portion of the domain Ω (active zone). As
seen in Section 1.5.3.2 (Figure 1.34), the active zone lies in the vicinity of regions enclosing sharp
discontinuities in the damage field and hence this zone surrounds only the regions close to the
crack tip. Therefore, for the case of damage in elastic solids with a relatively smaller damage
area compared to the size of the specimen, this could result in very little computational effort
(provided step 2 is performed in an efficient manner), as opposed to the phase-field approach
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where the non-local minimization has to be performed over the entire domain Ω to preserve the
variational structure [91, 121, 122].

Imposing Lipschitz constraints in discretized space [102]

The admissible space for the damage field in discretized space is as follows

dh(t) ∈ Wh(∆h) = Lh(∆h) ∩ Ah
m(∆h) (4.48)

where Lh(∆h) and Ah
m(∆h) are the discrete approximation to the function spaces LΩ and Am.

Here, ∆h represents a dual (or lip) mesh that is constructed by connecting the centroids of the
base mesh Ωh. Figure 4.3 visually illustrates the base mesh Ωh in blue and its corresponding lip-
mesh ∆h in red, which is designed for a circular plate with a central hole. Notably, the vertices
of the lip-mesh coincide with the centroids of the base mesh’s elements. The primary purpose of
the lip-mesh is to define Lipschitz constraints within the computational domain. The lip-mesh
is generated using the triangle package of Python [123].

Figure 4.3 – Base mesh Ωh in red and lip-mesh (dual mesh) ∆h in blue colour [117]

Consequently, the damage field exhibits a piecewise constant behavior over Ωh while maintaining
linearity over ∆h. Let Sh(∆h) denote the finite-dimensional space defined over ∆h using linear
basis function. The function spaces Lh(∆h) and Ah

m(∆h) can then be defined as follows:

Lh(∆h) = {d ∈ Sh(∆h) : ∥(∇d)t∥ ≤
1
lc
, ∀ t ∈ T (∆h)} (4.49)

Ah
m(∆h) = {d ∈ Sh(∆h) : πld ≤ d ≤ πud} (4.50)

where T (∆h) is set of all elements in ∆h. If Bt and de denote the elemental gradient operator
and the nodal damage field in the lip-mesh ∆h, then the gradient of damage field is given by
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(∇d)t = Btde. In addition to Lh(∆h), alternative spaces were explored in [102] to enforce the
Lipschitz constraint within a discrete framework. However, it was reported in the latter that the
space defined by Eq. (4.49) exhibited relatively lower susceptibility to mesh orientation issues.
Furthermore, this space offered the advantage of requiring the least number of discrete Lipschitz
constraints, equating to the number of elements in the lip-mesh.

The first step in determining the local damage field d
h over the vertices of the lip-mesh ∆h,

as defined in Eq. (4.43), is performed using the open-source Python package scipy [113]. To
estimate the bounds πud and πld, specified in Eq. (1.62), we use a Dijkstra-based fast marching
algorithm outlined in [102]. This approach enables the computation of bounds with a compu-
tational complexity of approximately O(r log(r)), where r represents the number of vertices in
the lip-mesh ∆h. The active zone can then be defined over the lip-mesh as per Eq. (4.44).

The remaining challenge (step 3) is to determine dh ∈ Wh(∆h) by minimizing the incremental
potential specifically over the active zone, ∆h. For this purpose, we opt for a direct minimization
approach utilizing the cp solver from the open-source cvxopt [124] Python package. This partic-
ular package facilitates the imposition of discrete constraints, specifically dh ∈ Wh(∆h), through
the utilization of first and second-order cone constraints, while simultaneously minimizing the
incremental potential.

The algorithm for the alternate minimization is shown in Figure 4.2.

Remark 6 Convergence criteria:

— The maximum number of iterations for the Newton-Raphson method is set to 20 and the
method has been considered to converge when ∥

∫
Ω/Γu

[B]T σdΩ∥ ≤ 1e−8 (force equilibrium)
and ∆F j = F j+1 − F j ≤ 1e− 8 (stationarity of incremental potential F w.r.t u and εi).

— For the damage solver using cvxopt package of Python, ∆F ≤ 1e − 7 (stationarity of
incremental potential F w.r.t d) was used as a convergence condition.

— For the Alternate Minimization (AM), we adopt the following conditions: maximum iter-
ations = 5, max(dk+1 − dk) ≤ 1e − 2 and ∆F k = F k+1 − F k ≤ 1e − 3 (stationarity of
incremental potential F w.r.t u, εi and d)

— Indices j and k refer to Newton-Raphson and AM iterations respectively.

— To reduce the number of AM iterations and, consequently, computational time, a relatively
higher convergence tolerance for the 2D case has been employed compared to the 1D case.

4.3 Validation of numerical implementation

In this section, we validate the numerical implementation of the algorithm presented in Figure
4.2. We employ a step-by-step validation approach. Initially, we perform unit tests to validate
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4.3. Validation of numerical implementation

the displacement and internal strain solvers (Section 4.2.2), without considering damage effects.
Subsequently, we perform integrated validation that includes damage scenarios, confirming that
these distinct solver units work together as a whole.

For the case without damage, the validation is performed by comparing the 2D Finite Element
(FE) results against the available analytical solutions for a three-point bending beam. The
geometry of three-point bending is shown in Figure 4.4. We make the assumption of plane strain
and zero Poisson’s ratio (ν = 0). The beam is considered slender enough (L/h is large) so that
the Euler-Bernoulli beam theory is valid. This theory simplifies the analysis and makes it easier
to find the relation between forces and deflections. For the material parameters associated with
the GKV model, we use the values listed in Table 1.1. As the damage evolution is not considered
here, a relatively coarse mesh (with linear triangular elements) is used.
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Figure 4.4 – Geometry of 3-point bending beam as a means to validate the numerical implemen-
tation of the displacement and internal strain solver (excluding damage evolution)

Now, the analytical solution relating forces and displacements under the assumption of the
Euler-Bernoulli beam will be derived for linear viscoelastic material (excluding damage). The
analytical relation between forces F and load line displacement δ for linear elasticity is given as
follows:

F = g1Eδ (4.51)

where g1 = 4bh3

L3 is a geometric constant. Recall from Eq. (1.14b) that the relation between
stress and strain for a linear viscoelastic material in s−domain (or complex frequency domain)
is similar to the relation in elasticity, with E replaced by E∗(s). Hence, analogous to Eq. (4.51),
the following holds for linear viscoelastic material in the s−domain

F (s) = g1E
∗(s)δ(s) (4.52)

where E∗(s) for the GKV model is given by Eq. (1.30). The imposed displacement rate δ̇(t) = c
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is held constant and hence the following holds

δ(t) = ct (4.53)

The Laplace transform of the above equation using Eq. (1.13a) yields the following:

δ(s) = c

s2 (4.54)

Upon substitution of Eq. (1.30) and Eq. (4.54) into Eq. (4.52), the following expression is
obtained for a linear viscoelastic material characterized by the GKV model

F (s) = g1

[
1
E0

+
n∑

k=1

1
Ek + ηks

]−1
c

s2 (4.55)

where ηk = τkEk. The force in time domain F (t) is then given by the inverse Laplace transform
of F (s)

F (t) = L−1[F (s)] (4.56)

The inverse Laplace transform is computed numerically using the mpmath [125] library of
Python.
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Figure 4.5 – Validation excluding damage. Comparison of the analytical solution (Eq. (4.56))
and the 2D Finite Element (FE) solution for (a) Case A using linear solver (θ = 1) and (b) Case
B using non-linear solver (θ = 0)

Figure 4.5(a) and Figure 4.5(b) compare the FE simulations obtained for linear (Case A) and
non-linear solvers (Case B) discussed in Section 4.2.2 with the analytical solution given by Eq.
(4.56). It can be seen that the results of both linear and non-linear solvers compare well with the
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analytical solution for different imposed displacement rates. This validates the implementation
of solvers used for finding the displacements and internal strains.

Now, we perform an integrated test (along with damage) to validate the alternate minimization
algorithm listed in Figure 4.2. For this case, we use a 1D homogeneous bar (see Figure 4.6). The
results for the considered bar in the 1D case have already been provided in Section 3.1.2. Since
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Figure 4.6 – Geometry of a homogeneous bar for validation of numerical implementation of
algorithm listed in Figure 4.2

our interest lies in comparing the 2D FE results with 1D results for the softening GKV model, we
use the same set of material parameters used in Section 3.1.2: The GKV model parameters are
listed in Table 1.1 with ν = 0. The energy degradation function g(d) and the softening function
h(d) are provided in Eq. (3.36) and Eq. (3.37). The energy release rate, denoted as Yc, and the
regularization length scale are configured to match the values used in the 1D simulation, which
are 500 J/m3 and 0.5 m respectively. We apply a displacement rate of U̇ = 1e − 1 m/s to the
right end of the bar as shown in Figure 4.6. The 2D bar is discretized using linear triangular
elements of size dx such that L/dx = 40. For this case, since the bar is subjected only to
tension, we use θ = 1 and the non-linear solver discussed in Section 4.2.2.2 is employed to find
displacements and internal strains.

Figure 4.7a compares the homogeneous solution obtained for 2D FE simulation with the local
(semi-) analytical solution (presented in Appendix B), while Figure 4.7b compares the localized
solution obtained for 2D FE simulation with 1D FE simulation (Figure 3.5c). The homogeneous
solution for the 2D case is obtained by setting a very high lc s.t. L/lc = 1e−12. For the localized
solution (lc = 0.5 m) in Figure 4.7b, to trigger localization at the center of the bar, a small
perturbation (1e−3) is applied to the center of the bar at the start of each time iteration. It can
be seen that the 2D finite element results compare well with the reference results, thus validating
the numerical implementation for the 2D case. In the case of Figure 4.5b, after damage initiation,
the stress-strain curve follows a homogeneous evolution before localization (as is the case in 1D)
due to the effect of intrinsic time scale associated with damage. The small discrepancies between
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Figure 4.7 – Validation including damage: Comparison of 2D finite element (FE) results with
the 1D case for (a) homogeneous evolution (or local solution) and (b) for localized solution

the reference and 2D FE results at the failure phase can be attributed to the larger tolerance used
for the convergence of Alternate Minimization (AM) in the 2D case (as discussed in Remark 6).
Figure 4.8 shows that such discrepancy is not found when a smaller tolerance has been used for
AM. However, a relatively larger tolerance has been chosen for all upcoming simulations. This
choice aims to reduce the number of iterations required for AM to converge, thus accelerating
computational time.
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Figure 4.8 – Validation including damage: Comparison of 2D FE results with the local analytical
solution (a smaller tolerance has been used for the convergence of alternate minimization)
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4.4 Summary

This chapter primarily focused on expanding the numerical implementation of the softening
viscoelastic damage model in the 1D scenario, as discussed in Chapter 3, to a 2D context.
Initially, we extended the viscoelastic damage model based on the GKV model, introduced in
Chapter 3, to encompass multi-dimensional scenarios. Additionally, we accounted for unilateral
effects by introducing an asymmetric split of the free energy. This will favor damage growth
under tension compared to compression, a behavior frequently observed in most materials.

Subsequently, our attention shifted towards the numerical implementation of the model within
the lip-field formulation. We provided detailed explanations of the solvers employed to com-
pute displacements, viscous strains, and damage. Furthermore, we applied bounds estimates, as
discussed in Chapter 1, to efficiently solve for the damage field.

To validate the numerical implementation, we compared the results of 2D simulations with
analytical solutions and results from 1D simulations. With the implementation now validated,
the model is set for practical application in the context of bituminous materials, which will be
the central focus of the forthcoming chapter (Chapter 5).
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Chapter 5

APPLICATION TO BITUMINOUS

MATERIALS

In Chapter 4, we implemented the viscoelastic damage model within a multi-dimensional (2D)
framework and validated it against established reference solutions. This chapter is dedicated to
its application for simulating fracture behavior in bituminous materials, comprising three key
sections:

In the initial part, we adopt a softening function equivalent to one proposed for the Thick-
Level-Set (TLS) approach. This choice is driven by the capacity of the aforementioned softening
function to effectively represent experimental data for bituminous materials.

In the second part, the focus is on modeling fracture within a Single Edge Notch bending
Beam (SENB) test, subject to monotonously applied loading rates. The objective is to fit the
model against the available experimental results (from the literature) for bituminous mortar
mix. The viscoelastic parameters are calibrated using the initial phase of the force-displacement
curve, assuming an undamaged state initially. We then investigate the influence of fracture-
related parameters by conducting a parametric study and fine-tuning them to match the force-
displacement curves through iterative adjustments. The simulated force-deflection curves are
then compared to their experimental counterparts.

In the final section, we explore the efficacy of two different types of split employed for free energy
in capturing crack propagation in mixed-mode fracture scenarios, specifically in the SENB test
with the notch position offset from the center.

5.1 Choice of softening function

As discussed in Chapter 1, the softening behavior of the constitutive law plays a crucial role in
simulating the fracture behavior of bituminous materials. Hence, initially, we focus on studying
the softening behavior for a given g(d) (energy degradation function) and h(d) (softening func-
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tion). For this section, we limit ourselves to the elastic case. The local stress and the damage
evolution equations (after the onset of damage initiation) in the 1D case are then given by

σ = g(d)Eε (5.1)

g′(d)ψ0 + Ych
′(d) = 0 (5.2)

where ψ0 = .5Eε2. Taking the time derivative of the above equations yields the following

σ̇ = g′(d)ḋEε+ g(d)Eε̇ (5.3)

g′′(d)ḋψ0 + g′(d)Eεε̇+ Ych
′′(d)ḋ = 0 (5.4)

Subsequently, the last equation can be rewritten as

ḋ = −g′(d)Eεε̇
g′′(d)ψ0 + Ych′′(d) = −g

′(d)Eεε̇
z(d, ε) (5.5)

where z(d, ε) is given by

z(d, ε) = g′′(d)ψ0 + Ych
′′(d) (5.6)

= g′′(d)ψ0 −
(
g′(d)ψ0
h′(d)

)
h′′(d) (using Eq. (5.2)) (5.7)

z(d, ε) =
[
g′′(d)h′(d)− g′(d)h′′(d)

h′(d)

]
ψ0 (5.8)

When substituting the above expression into Eq. (5.5), the resulting damage rate is as follows:

ḋ = g′(d)h′(d)Eεε̇
r(d)ψ0

(5.9)

where r(d) is given by

r(d) = g′(d)h′′(d)− g′′(d)h′(d) (5.10)

On back substitution of ḋ (Eq. (5.9)) in Eq. (5.3), the resulting constitutive equation in rate
form is as follows:

σ̇ =
[

2(g′(d))2h′(d)
r(d) + g(d)

]
Eε̇ = K(d)Eε̇ (5.11)

Depending on K(d) > 0 or K(d) < 0, one obtains a hardening or softening behavior. For the
choice of g(d) and h(d) used in Chapters 3 and 4 (Eqs. (3.36), (3.37)), it can be verified that
K(d) is always negative for d ∈ [0, 1], indicating that only softening behavior can be obtained.
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This is also evident from the curves plotted in Figure 3.4 for a 1D homogeneous bar.

However, a simple quadratic function for h(d) used before might not be the optimal choice for
modeling bituminous materials. For example, in [100], the softening function of the following
type (within the Thick Level Set TLS approach) has been used to fit simulation results with
experimental results of bituminous material for the uni-axial tension test.

H(d) = h′(d) = (1− βd)−α (5.12)

where α and β are the fracture parameters that control the softening behavior. As this softening
function has already proven its ability to effectively match experimental data for bituminous
materials, we utilize a comparable softening function in the following manner:

h′(d) = c(1− βd)−α (5.13)

where the constant c is such that the damage initiates when ψ0 = Yc (see Eqs. (3.2),(3.8) and
(3.10)).

c = g′(0) (5.14)

The energy degradation function g(d) then can also be written as follows:

g(d) = (1− d)c (5.15)

Eq. (3.3) then provides the condition on c:

c ≥ 1 (5.16)

On the integration of Eq. (5.13), and applying the condition that h(0) = 0 (since Ych(d) is a
measure of damage energy), we obtain the following

h(d) = c

β(α− 1) [(1− βd)1−α − 1] (5.17)

We limit ourselves to α > 1 and 0 ≤ β ≤ 1. In this case, it can be verified that h(d) is convex
for d ∈ [0, 1].

To analyze the softening characteristics of the function h(d) given by Eq. (5.17), we apply it
to Eq. (5.11). Figure 5.1a illustrates the behavior of K(d) as a function of damage for various
combinations of α and β. Notably, when c = 2, the function conforms to a quadratic degradation
pattern as indicated in Eq. (3.36). It is evident that altering the values of α and β leads to
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variations in the behavior of K(d) and, consequently, the nature of softening. For instance, with
(c, α, β) = (2, 6, 0.6), K(d) transitions from positive to negative as d increases. This implies an
initial hardening phase followed by a softening phase. Figure 5.1b displays the corresponding
local (or homogeneous) stress-strain curves for the specified combinations of α and β. The
aforementioned hardening softening behavior for (c, α, β) = (2, 6, 0.6) is also clearly visible here.
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Figure 5.1 – Softening characteristics of h(d) given by Eq. (5.17) for elasticity (E = 1, Yc = 1).
(a) K(d) as a function of damage d for different values of (α, β) and (b) the respective local
stress-strain plots

5.2 Mode-I fracture

This section focuses on modeling the response of a bituminous material subjected to mode-I
fracture. Specifically, we examine experimental data provided in [36] for a Single Edge Notch
Bending Beam (SENB) test, with the notch positioned at the center, conducted on bituminous
mortar mix at room temperature 20oC under monotonic loading rates. The geometry of the spec-
imen and the loading are shown in Figure 5.2. The experimental forces displacement curves were
reported in [36] for three different imposed displacement rates: (1mm/s, 0.1mm/s, 0.01mm/s).
The corresponding experimental curves are plotted in Figure 5.4 using continuous lines. The rate
sensitivity is clearly evident indicating the viscoelastic nature of the bituminous mortar mix. For
the simulations performed in this case, four different meshes are considered for the study. The
meshes are generated using gmsh software [120] and the post-processing is done using paraview
software [126]. The domain under consideration is discretized using linear triangular elements
with fine elements in the potential damage zone (or critical zone). In this case, the critical
zone lies in the regions close to the vertical midsection. Table 5.1 lists the meshes used for the
simulation with dx being the element size in the critical zone. To illustrate, Figure 5.3 depicts
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Figure 5.2 – Geometry of Single Edge Notch Beam (SENB) test

Mesh 1, characterized by a finer element size along the potential crack path (critical zone). In

Mesh nb. of size of elements in lc/dx
elements critical zone dx (mm)

mesh 1 5116 1.0 5
mesh 2 13506 0.7 7.142
mesh 3 20876 0.5 10
mesh 4 29065 0.4 12.5

Table 5.1 – Meshes used for the mode-I fracture
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Figure 5.3 – Mesh 1 (smaller elements inside critical zone)

order to prevent damage growth close to the position of the boundary conditions, the boundary
conditions are applied over a small length rather than a point. For all the simulations carried
out in this section, the free energy based on eigen decomposition with θ = 0 is being used
(in Eq. (4.12)) to completely arrest damage growth under compression. The respective time
steps for the imposed displacement rates U̇ = (1mm/s 0.1mm/s 0.01mm/s) were chosen as
∆t = (0.05s, 0.5s, 5s). The softening function h(d) is given by Eq. (5.17) for all the simulations
performed in this section. The regularizing length scale is set as lc = 5 mm.
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5.2.1 GKV model parameters

The first step to fit the damage model with the experimental results is to find the model parame-
ters associated with viscoelasticity. However, it’s worth noting that in [36], only the experimental
force-displacement curves were documented, and no data regarding the dynamic modulus curves
for the bituminous mortar mix were provided. Therefore, we focus solely on the initial portion
of the experimental force-displacement curves and proceed to estimate the parameters of the
Generalized Kelvin-Voigt (GKV) model under the assumption of the absence of damage during
this initial phase. This is possible, thanks to the analytical solution for the three-point bending
beam given by Eq. (4.56). Specifically, the GKV model parameters are obtained by the least
square minimization, where the objective function to be minimized is given as follows

q =
∑

j

∑
i

[Fexp(ui, aj)− Fanalytic(ui, aj)]2 (5.18)

where Fexp(ui, aj) and Fanalytic(ui, aj) are the forces corresponding to experimental and analyt-
ical values at applied displacement ui for the imposed displacement rate aj . The expression for
Fanalytic is given by the Euler-Bernoulli beam theory (Eq. (4.56)). It is also to be noted that
the analytical solution used is for the case of a three-point bending beam without a notch and
supported at the ends (in contrast to the SENB experiment displayed in Figure 5.2). However,
the simulation results shown later (Figure 5.10) indicate that the fit obtained could still be used
for the case with a notch at the center. Figure 5.4 compares the fit obtained using the GKV
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Figure 5.4 – Comparison of fit obtained using GKV model (n = 2) with experimental results
from [36]
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model against the experimental results. Notice that the fit obtained using GKV model param-
eters can be used only in the initial phase (undamaged phase) and the use of a damage model
is necessary to obtain the fit after the initial phase. A thumb rule for deciding on the number
of units of the GKV model required to fit is that it should not be greater than the number of
logarithmic decades covered by the span of the test [39]. Hence, the number of KV units of the
GKV model is chosen as n = 2 and the obtained model parameters are listed in Table 5.2.

KV unit (i) 0 1 2
Ei (MPa) 227.31 23.26 5.92
τi (s) N/A 6.65 105.88

Table 5.2 – GKV model parameters used for the simulation

The fit displayed in Figure 5.4 is for the case of Poisson’s ratio ν = 0 (due to the assumption of
Euler-Bernoulli beam theory). However, ν = 0.2 will be assumed while performing simulations
and it will be seen that the results for force-displacement curves don’t change significantly.

5.2.2 Parametric study

In order to fit the parameters of the damage model to simulate the experimental force-displacement
curves, the influence of different parameters is to be understood. Hence, this section focuses on
performing a parametric study of different model parameters associated with damage and un-
derstanding their significance. This knowledge will then be used to fit the experimental results
on a trial-and-error basis. For the parametric study, the displacements are applied through an
imposed monotonous displacement rate of U̇ = 1 mm/s. Mesh 1 is used to perform all the
simulations for the parametric study.

5.2.2.1 Influence of g(d)

In this case, we consider both linear and quadratic degradation functions corresponding to
c = 1, 2 (Eq. (5.15)). The following values have been used for the study: α = 1.8, β = 0.99, Yc =
2000J/m3. Figure 5.5 compares the force-displacement plots for the considered different energy
degradation functions g(d). It can be seen that the peak force is high for c = 1 (or g(d) = 1−d).
This can be explained by the changes in the softening function (Eq. (5.17)) for different values
of c. Moreover, the magnitude of the post-peak slope for c = 1 is relatively higher. This can be
attributed to the damage driving force Y being a function of the derivative of the degradation
function ( Eq. (4.17)). In other words, for c = 1, 2, the damage driving forces are given by
Y = ψ+

0 and Y = 2(1 − d)ψ+
0 . The multiplication of the tensile part of the free energy ψ+

0
by 2(1 − d) in the latter case (c = 2) causes the damage driving force to decrease as damage
grows, resulting in a relatively slower damage evolution and hence lower magnitude of softening
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Figure 5.5 – Influence of g(d)

slope. Figure 5.6 plots the damage field close to rupture. It can be seen that the damage field

(a) (b)

d

(a) (b)

(a) (b)

Figure 5.6 – Influence of g(d) on damage profile (a) g(d) = 1− d and (b) g(d) = (1− d)2

is relatively wider and less smooth for c = 1. A similar issue is also being observed in [127] and
this is caused when the damage driving force doesn’t vanish as the damage approaches 1. Hence
in the rest of the study, we adopt g(d) = (1− d)2 with c = 2.

5.2.2.2 Influence of α and β

In this section, our focus lies in examining how the parameters α and β of the softening function
h(d) exert their influence. Figure 5.7a plotsK(d) (Eq. (5.11)) as a function of damage for different
values of α and β with c = 2. It can be seen that for all the considered values of α and β, K(d)
is negative indicating a purely softening behavior except for (α, β) = (4, 0.8). For the latter
case, K(d) changes from positive to negative value indicating a hardening-softening transition
behavior as the damage growth occurs. Figure 5.7b plots the force-displacement curves obtained
for the considered values of α and β. It is evident from Figure 5.7a and Figure 5.7b, that the
lower the values of K(d) the sharper the softening that occurs after attaining peak force.
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crack initiation (d≈0.9)
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Figure 5.7 – Influence of α and β for c = 2 : (a) K(d) as a function of d and (b) force-displacement
plots for SENB test

5.2.2.3 Influence of Yc and lc

In this case, we study the influence of critical energy release rate Yc and the regularizing length
scale lc. The softening function parameters are kept fixed and are given as follows: (α, β) =
(1.8, 0.99). These values correspond to a pure softening behavior (see Figure 5.7a). Figure 5.8a
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Figure 5.8 – Influence of Yc and lc on force-displacement curves

compares the force-displacement plots for different values of Yc with lc = 5 mm. It can be seen
that the higher the value of Yc, the higher the peak force and the higher the displacement at
which the peak force is attained. This is rather expected as the damage initiation is delayed
when Yc is increased.
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Figure 5.8b compares the force-displacement plots for different values of lc with Yc = 2300 J/m3.
It can be seen that the increase in lc has a qualitatively similar effect as the increase in Yc. This
can be explained as follows: when lc is larger, it results in a wider damage softening zone, which,
in turn, necessitates a relatively higher amount of energy per unit length of crack growth.
Consequently, this leads to a higher resistance to damage growth. In our case, the calibration of
lc is required to fit experimental force-displacement curves, and hence lc will be considered as a
material parameter.

5.2.3 Mesh and time step convergence study

In this section, the following parameters are used for the study: U̇ = 1 mm/s, c = 2, α = 1.8, β =
0.99, Yc = 2300J/m3.

In the case of the mesh convergence study, the simulations are performed for 4 different meshes
(Table 5.1) for dt = 0.05s. Figure 5.9a plots the force-displacement curves for the considered
meshes. It can be noticed that the considered meshes didn’t have any noticeable effect in the pre-
peak force region. Besides, it is also evident that as the mesh is refined, the results after peak force
start to converge. Mesh refinement ensures that there are enough elements within the softening
zone to capture the damage zone accurately. Despite mesh 4 being the best choice, mesh 2 will
be used for the rest of the study since the simulation results are not significantly affected by the
choice of mesh. This choice is made in order to reduce computational time. Figure 5.9b illustratesL = 260
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Figure 5.9 – (a)Mesh convergence and (b) time step convergence study

the outcomes of the time step convergence analysis conducted on mesh 2. It is important to
highlight that an implicit time discretization method was employed in solving the equations.
The examination reveals that the time step exhibited negligible impact before reaching the peak
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5.2. Mode-I fracture

force, but a subtle influence became noticeable after surpassing the peak force. The effect of the
time step during the damage phase can be explained by the constraints placed on the number of
allowable iterations and the relatively large error tolerance specified in the convergence criteria
for alternate minimization (refer to Remark 6). This observed time step influence is anticipated
to diminish as we increase the allowed number of alternate minimization iterations and decrease
the error tolerance. However, to save computational time, the aforementioned conditions were
used for convergence. Owing to the small influence of the time step, ∆t = 0.05s will be used for
U̇ = 1 mm/s in the rest of the study to further reduce computational time.

5.2.4 Model calibration to fit experimental data

With the viscoelastic parameters corresponding to the GKV model already being calibrated,
the next phase involves calibrating the parameters associated with damage to fit the observed
experimental results. Using the insights gained from the parametric study, the fitting process
involves a systematic trial-and-error calibration of the parameters. As a reminder, mesh 2 will
be employed throughout all calibration procedures. The time intervals have been selected as
∆t = (0.05s, 0.5s, 5s), corresponding to velocity values of U̇ = (1mm/s, 0.1mm/s, 0.01mm/s).
We have utilized the quadratic energy degradation function with c = 2, as defined in Eq.
(5.15), along with the associated softening function outlined in Eq. (5.17). Figure 5.10 plots

damage initiation(d>0.)
crack initiation (d≈0.9)

(a) (b)

Figure 5.10 – Comparison of numerical and experimental results for SENB test

the force-displacement curves obtained using simulation and experiments, while Table 5.3 lists
the parameters obtained after calibration. It is clear from Figure 5.10 that the results of the
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simulation using calibrated parameters compare well with experiments. The damage initiation
and crack initiation are also indicated in the figure. It can be observed that despite the (micro-)
damage initiates at an early stage, the crack initiation occurs only close to the peak force. In
other words, the force starts to drop following the crack initiation. The data presented in Table

U̇ mm/s Yc J/m3 c α β lc (mm)
1 2300

2 1.8 0.99 50.1 750
0.01 220

Table 5.3 – Fracture parameters associated with the model

5.3 reveals the rate dependency of the critical energy release rate, Yc, as previously observed in
[3] for bituminous materials (see Figure 1.23d). Notably, the softening function parameters and
the internal length scale lc remained constant across all considered rates. Moreover, it is also to
be noted that the calibrated parameters for g(d) and h(d) don’t include any hardening behavior
in the homogeneous case (see Figure 5.7a).

Additionally, it’s important to acknowledge that the choice of g(d) and h(d) are not unique,
and alternative softening functions can be chosen to effectively fit the overall force-displacement
curves. To achieve a more accurate representation of experimental findings, a broader data set
from experiments at the local scale (in the vicinity of the crack tip) is necessary to facilitate a
more informed choice of these functions and their associated parameters.

Figure 5.11 displays the damage evolution at the vertical mid-section of the beam for the con-
sidered displacement rates. In particular, the damage plots were shown at the load line displace-
ments of 5 mm, 8 mm, and 11 mm respectively. It is apparent that damage initiation occurs
exclusively at the bottom, where the material experiences tensile stresses, and progresses up-
ward, mirroring what is observed in experiments. This behavior can be replicated thanks to
the incorporation of unilateral effects in the model. Interestingly, despite the internal length
scale lc being kept constant for all the considered rates (Table 5.3), the width of the damage
softening zone exhibits rate dependency. This aspect in particular can be attributed to the lip-
field approach, which preserves the local solution (unlike the classical TLS approach [98] [100]).
Moreover, the width of the damage zone increases with a decrease in the loading rate, which is
a phenomenon commonly observed in bituminous materials. For instance, as the loading rate
is decreased, the fracture behavior transitions from brittle to ductile with plastic deformations
followed by fracture (as illustrated in Figure 1.25). The widening of the damage zone as the
loading rate is decreased can be phenomenologically associated with the increase in size of the
Fracture Process Zone (FPZ) as the material transitions from brittle to ductile fracture. Be-
sides, it can also be observed from Figure 5.11 that the higher the imposed displacement rate,
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(a) u=5 mm

(b) u=8 mm

(c) u=11 mm

t=5 s t=50 s t=500 s

t=8 s t=80 s t=800 s

t=11 s t=110 s t=1100 s

Figure 5.11 – Contour plots of damage at the mid-section for the considered imposed displace-
ment rates 1 mm/s, 0.1 mm/s, and 0.01 mm/s (from left to right) at (a) u = 5 mm, (b) u = 8
mm, and (c) u = 11 mm
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the faster the crack growth. Figure 5.12 plots the contour plot of stress in x-direction (σxx) for
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Figure 5.12 – Contour plot of stress in x-direction on a deformed mesh for U̇ = 1 mm/s at
u = 11 mm (magnification factor = 250). Elements with d > 0.9 have been removed to show
the crack

the imposed displacement rate of 1 mm/s corresponding to the load line displacement of 11 mm.
The elements with d > 0.9 have been removed to show the crack. The stress concentration at
the crack tip can be clearly observed. Figure 5.13 plots the different components of energy for
the considered imposed displacement rates. The expressions for different components of energy
are given as follows:

input work =
∫ t

0
FyU̇dt (5.19)

free energy =
∫

Ω
ψ(ε, εi, d)dΩ (5.20)

viscous dissipation =
∫ t

0

∫
Ω

n∑
i=1

ε̇i : τiCi : ε̇idΩdt (5.21)

damage dissipation =
∫

Ω
Ych(d)dΩ (5.22)

where Fy is the reaction force at the point of loading and Ci is the elasticity tensor associ-
ated with ith unit of the GKV model and its expression is given by Eq. (4.21). The energy
diagram clearly suggests that the calculation of fracture energy based on the area under the
force-displacement curve is not valid due to the significant portion of the viscous dissipation in
the bulk (as highlighted in Section 1.3.1.1). The damage dissipation remains zero until a certain
point (damage initiation point) after which it starts to increase. It can also be seen that after
the onset of damage initiation, the free energy storing capacity of the specimen starts to drop.
Moreover, it can also be noticed that as the imposed displacement rate is decreased, the material
ruptures with less work input.

The plots for work input and internal energy (sum of free energy, viscous dissipation, and

142



5.2. Mode-I fracture
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Figure 5.13 – Energy diagrams for (a) U̇ = 1 mm/s, (b) U̇ = 0.1 mm/s and (c) U̇ = 0.01 mm/s
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Part, Chapter 5 – Application to bituminous materials

damage dissipation) are also in good agreement with each other 1. This demonstrates the energy
conservation of the model. Moreover, the curves for viscous and damage dissipation continue to
increase (positive slope) indicating that the dissipation is positive. These observations confirm
the thermodynamic consistency of the developed model.

(a) (b)

d

(a) (b)

(a) (b)

Figure 5.14 – (a) Percentage of dissipated energies relative to input work and total dissipation
(b) dependence of Yc on imposed displacement rate U̇ (de and vd represents the damage and
viscous dissipation respectively)

Figure 5.14a illustrates the percentages of dissipated energy relative to the input work, as well
as the percentages of damage dissipation in relation to the total dissipation, for the considered
imposed displacement rates (close to the rupture). It can be noticed that the contribution of
viscous dissipation is higher for all the cases (as previously indicated in Figure 5.13). Though the
percentages remain almost the same for U̇ = 0.1 mm/s and U̇ = 1 mm/s, they are different for
U̇ = 0.01 mm/s. For instance, the percentage of damage dissipation relative to total dissipation
is higher for U̇ = 0.01 mm/s, despite Yc being the lowest for this case (Figure 5.14b). This
could be attributed to the damage widening observed in Figure 5.11 for U̇ = 0.01 mm/s, which
resulted in more damage energy dissipation.

U̇ nb. of nb. of CPU time for CPU time for Total CPU time
elements time steps finding u and εi finding d

1 mm/s 7026 400 4656 s 1501 s 1.7 hours

Table 5.4 – CPU times for mesh 2 and U̇ = 1 mm/s

Table 5.4 lists the CPU time observed for the imposed displacement rate of 1 mm/s with 400
time steps. The simulations were performed on a computer equipped with 32 GB of RAM and a

1. The little discrepancy close to the rupture can be attributed to accumulated errors stemming from the
relaxed convergence criteria employed in alternate minimization (Remark 6).
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5.3. Mixed mode fracture

6-core processor. It can be seen that most time is being spent in the Newton-Raphson solver used
for finding displacements u and internal strains εi, while the CPU time for the damage solver is
quite minimal thanks to the bounds estimate and its properties used in lip-field regularization to
reduce the computational time. It should also be noted that for the considered Newton-Raphson
implementation, the more the number of units of the viscoelastic model (broader spectrum), the
more the computational cost.

5.3 Mixed mode fracture

This section involves performing simulations to analyze the validity of the model to perform
mixed-mode fracture. In experiments, it is common practice to induce mixed-mode fracture by
offsetting the position of the initial notch from the center line of the beam. Hence, in this case, we
use a bending beam with a notch offset and loading applied through monotonous displacement
rates at the center as shown in Figure 5.15. Specifically, our interest lies in studying the capability

(a) (b)

L = 375

Thickness b = 75

dimensions in ‘mm’
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y
330

h=
 1

00

19
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65

(c)

u=U̇ t

Figure 5.15 – Geometry and boundary conditions used of mixed mode fracture

of the model to predict the experimental crack path. Therefore in this case our interest doesn’t
lie in fitting experimental results for force-displacement curves. Plane strain assumption has
been used and to describe the viscoelastic behavior, we retain the parameters of the GKV model
used in Section 5.2 for mode-I fracture corresponding to bituminous mortar mix (Table 5.2).
The Poisson’s ratio was set as ν = 0.2. Concerning the fracture parameters the following values
were used: Yc = 2300 J/m3 α = 1.8, β = 0.99, c = 2, lc = 6 mm. For the free energy split,
two different types of split were used: (a) split 1 and (b) split 2. Split 1 is based on the eigen
decomposition split of the free energy given by Eq. (4.12) with θ = 0, while split 2 is based on
the volumetric-deviatoric split given by Eq. (F.3) (see Appendix F). Notice that while split 1
completely prevents damage growth under compression, split 2 offers only partial prevention of
damage growth in such circumstances. The geometry is discretized using 25094 linear triangular
elements. The mesh is made fine in the critical zone (potential crack path) with element size
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Part, Chapter 5 – Application to bituminous materials

damage initiation (d>0.)
crack initiation(d≈0.9)

Figure 5.16 – Mesh used for mixed-mode fracture. Smaller element size used in the critical zone
(potential crack path)

dx = 1 mm as shown in Figure 5.16. Figure 5.17 plots the force-displacement curves for the

damage initiation (d>0.)
crack initiation(d≈0.9)

Figure 5.17 – Force-displacement plots for mixed mode fracture

considered splits. Despite damage initiated a little earlier for split 2, its first occurrence of crack
is a little delayed. Moreover, it can also be seen that the peak force for split 1 is lesser than
the split 2. However, after attaining peak force, the forces drop relatively at a faster rate for
split 2 indicating faster crack growth. Figure 5.18 plots the damage profiles for the considered

(a) (b)

d

(a) (b)

(a) (b)

Figure 5.18 – Damage profile for mixed mode fracture using (a) split 1 and (b) split 2

splits. Clearly, the crack path is inclined for both the splits indicating mixed mode fracture.
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5.4. Summary

Furthermore, it becomes evident that the crack angle (angle between the crack and the positive
x-axis) in Split 2 is relatively greater than that in Split 1. This is due to the difference in crack
driving forces for the considered splits. The presence of a small damage zone at the top of the
beam in split 2, where the beam experiences compression, is also noticeable. In contrast, split
1 does not exhibit this feature, which aligns with our previous explanation that split 2 only
partially prevents damage growth under compression, unlike split 1. Figure 5.19 compares the

damage initiation (d>0.)
crack initiation(d≈0.9)

Figure 5.19 – Comparison of numerical crack path with experimental crack path from [32]

crack path obtained for splits 1 and 2 with the experimental crack path presented in [32] for
asphalt concrete (bituminous material) at 0oC. It can be seen that the crack path predicted by
split 1 is relatively more accurate compared to split 2. For a different application, one can also
calibrate the parameter θ in Eq. (4.12) to fit the experimental crack path.

5.4 Summary

Numerical studies were conducted in this chapter in a 2D setting for the Single Edge Notch
Beam (SENB). In the initial phase of the analysis, we positioned the notch at the center to
investigate mode-I fracture. Subsequently, to examine the model’s response under mixed-mode
fracture conditions, we intentionally offset the notch from the center. The parametric study
was conducted to understand the influence of different fracture parameters. This knowledge
was then used to fit the experimental results under mode-I fracture for a bituminous mortar
mix under different loading rates. The simulation results compare well with the experimental
results and the rate dependency of critical energy release rate was also observed. In the case of
mixed-mode fracture, the simulations were conducted to study the capability of the model to
predict the experimental crack path. Two different types of free energy split were considered to
account for the unilateral effects. It was observed that the crack path predicted by a pure tension
compression split based on eigen decomposition of strain compared well with the experimental
results for asphalt concrete.
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CONCLUSIONS AND PERSPECTIVES

This manuscript completes three years of thesis done at MAST-LAMES, Université Gustave Eif-
fel, Nantes in collaboration with GeM, École Centrale de Nantes. MAST-LAMES is a laboratory
for modeling, experimentation, and survey of transport infrastructures. In this context, most of
the work conducted in this lab deals with studying the pavement structure for their effective
design. Bituminous materials are the primary constituent of the pavement structure and their
fracture is the major cause of deterioration in pavements. The physics of cracking in bituminous
materials is not yet fully understood particularly due to their complex rate and temperature-
dependent behavior. In this context, the mechanism of fracture in bituminous materials must
be satisfactorily modeled.

In addition to the characterization of material and developing relevant behavior models to de-
scribe the fracture, one of the major difficulties is the modeling of the numerical simulation
of the localization phenomenon that precedes rupture. In order to characterize the localization
phenomenon and to model rupture, the recently developed lip-field approach has been used.
This approach introduces length scale into the model, thus alleviating the well-known problem
of spurious mesh-dependent results associated with softening damage models. In this context,
we summarize the following important points addressed during the thesis:

✻ The first chapter (Chapter 1) was proposed to clarify the context and define the general
framework for the study. In particular, characterizing bituminous materials using linear
viscoelastic behavior and the associated rheological models have been discussed along with
the fracture behavior of bituminous materials. The fracture behavior of bituminous mate-
rials shows rate and temperature-dependent behavior. Specifically, they can exhibit both
brittle and ductile fracture depending on the rate and temperature effects. Furthermore,
it is also difficult to measure the fracture energy through the classical way of measuring
the area under the force-displacement curve because of the added viscous dissipation in
the bulk. Hence, it was also seen that an integrated experimental-numerical approach is
often used to measure fracture energy in bituminous materials. Since in the present thesis,
we rely on the lip-field approach to regularize the problem, this chapter concludes with a
brief overview of the lip-field approach.

✻ In Chapter 2, after a brief on thermodynamic laws, we derive the formulation of the vis-
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coelastic damage model, continuous and purely local, written in a thermodynamic frame-
work. In particular, the concept of generalized standard materials has been used to ensure
the thermodynamic consistency of the developed model. This chapter concludes with the
presentation of a variational approach to model damage in viscoelastic materials. The
variational approach leads to a minimization problem for the mechanical fields of interest.

✻ Chapter 3 primarily deals with solving the aforementioned variational problem for the
1D case of a homogeneous bar. Both the Generalized Kelvin-Voigt (GKV) model and
the Generalized Maxwell (GM) model have been considered to describe the viscoelastic
behavior and both these models were observed to yield the same localization behavior.
The numerical results for both these models have also been validated using the respective
analytical solutions in local form. Moreover, a homogeneous evolution of damage was
also observed before localization. Elementary stability analysis revealed the presence of
intrinsic time scale present in the model to be responsible for such homogeneous evolution
of damage. The numerical studies conducted for the 1D case of a non-homogeneous bar
with a notch revealed the diminishing effect of intrinsic time scale.

✻ Chapter 4 primarily focuses on extending the model to a more general case of 2D or 3D.
Here, the unilateral effects (tension-compression asymmetry) were also incorporated into
the model. The numerical implementation was then detailed for the 2D case, followed
by validation of the numerical results obtained for 2D with analytical solution and 1D
simulation results.

✻ In Chapter 5, the focus was laid on the application of the developed model to simulate
fracture in a bituminous mortar mix. A parametric study was initially conducted to study
the influence of different parameters, the knowledge of which was then used to fit the
experimental force-displacement curves for mode-I fracture. This calibration revealed the
rate dependency of the critical energy release rate Yc (a parameter analogous to Griffith
fracture energy Gc). In order to analyze the capability of the model to predict crack paths
in mixed mode fracture, numerical simulations were conducted on a 3-point bending beam
with a notch positioned at the offset. The simulation results for the crack path were also
found to be in good agreement with experimental results.

This thesis made it possible to arrive at a variational approach to solve the problem of fracture in
structures with viscoelastic behavior. The finite element codes for the viscoelastic damage model
were also set up in Python (by extending the existing code available for the elastic damage model
[102]). This constitutes an important and innovative aspect of the present work. However, there
are certain limitations of the study that need to be addressed in the future:

✻ The cross-comparison of simulation results for different cracking tests (under monotonous
loading rates and for different temperatures) and studying the ability of the model to
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predict experimental force-displacement curves. This is important to analyze the possibility
of having an intrinsic model to describe the behavior of damage in bituminous materials,
irrespective of the laboratory tests.

✻ As for the behavior of the roadways, it would also be useful to study cracking under slow
thermal stresses. Hence, the variational approach developed should be extended to account
for temperature changes and thermal deformations (thermo-elastic- viscoelastic-damage
model).

✻ The model could also be extended to consider variable temperatures by integrating the
heat equation into the model. In this context, it’s worth noting that the evolution equation
for all state variables can still be expressed within a variational framework, as discussed
in [128].

✻ The computational cost of the non-linear solver used for finding displacements and inter-
nal strains is relatively higher compared to the damage solver. Therefore, optimizing the
solver is imperative to mitigate these computational challenges and make the model more
practical for real-world applications.

✻ Extending the developed model to accommodate highly heterogeneous bituminous com-
posite mixtures may require creating separate material models for the aggregates while
using the model developed in this thesis to represent the matrix phase (fine aggregate
matrix).
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Appendix A

MINIMIZATION OF INCREMENTAL

POTENTIAL

The minimization of incremental potential (given by Eq. (2.46)) can be written as the following
unilateral stationarity condition

δF (u, εi, d) ≥ 0 (A.1)

where the expression for F is given by Eq. (2.47). Here, δF is the variational (or functional)
derivative of F and its expression is given as follows:

δF (u, εi, d) =
∫

Ω

[
∂ψ

∂ε
: ε(δu) +

n∑
i=1

(
∂ψ

∂εi
+ ∆t∂ϕv

∂εi

)
δεi +

(
∂ψ

∂d
+ Ych

′(d)
)
δd

]
dΩ (A.2)

where δu, δεi and δd are the admissible variations in u, εi and d (such that δu = 0 on Dirichlet
boundary Γu and δd ≥ 0). On utilizing Eqs. (2.25,2.28,2.48) and the application of the divergence
theorem, the above equation can be rewritten as follows.

δF =
∫

Ω

[
−(∇.σ).δu +

n∑
i=1

(
∂ψ

∂εi
+ ∆t∂ϕv

∂εi

)
δεi + (−Y + YcH(d)) δd

]
dΩ +

∫
ΓN

(σ.n).δudS

(A.3)

The unilateral stationarity condition of F (Eq. (A.1)) i.e., δF = 0 for δd > 0 and δF > 0 for
δd = 0, gives the following governing equations in strong form

∇.σ = 0 in Ω (A.4)

σ.n = 0 on ΓN (A.5)
∂ψ

∂εi
+ ∆t∂ϕv

∂εi
= 0 ∀ i ∈ {1, 2, .., n} in Ω (A.6)
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as well as

Y − YcH(d) = 0 for ḋ > 0 in Ω (A.7)

Y − YcH(d) < 0 for ḋ = 0 in Ω (A.8)

which can be written as the Karush-Kuhn-Tucker conditions as follows:

ḋ ≥ 0, Y − YcH(d) ≤ 0, (Y − YcH(d))ḋ = 0 (A.9)

In the above set of governing equations, ΓN is the Neumann boundary, and n is the unit normal
vector to the boundary Γ = Γu ∪ ΓN .

Thus the equilibrium equation and the evolution equation for internal variables are recovered
as the solution of the optimization problem given by Eq. (2.46).
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Appendix B

LOCAL ANALYTICAL SOLUTION

In this section, the equations to arrive at the (semi-) analytical solution in local form for the
softening Generalized Kelvin-Voigt (GKV) model and the softening Generalized Maxwell (GM)
model are derived. This helps to validate the finite element implementation for the case of a 1D
homogeneous bar.

GKV model with damage

The stress and viscous strain (in incremental form) are given as follows (from Eqs. (3.6), (3.23)):

σ = g(d)E0(ε−
n∑

i=1
εi) (B.1)

εi = ∆t
g(d)∆t+ τi

(
σ

Ei
+ τiεi,m

∆t

)
(B.2)

Substitution of Eq. (B.2) in Eq. (B.1) leads to the following equation for the stress

σ = p(d)
(
ε−

n∑
i=1

τiεi,m

g(d)∆t+ τi

)
(B.3)

where the expression for p(d) is given in Eq. (3.25). The local damage is obtained by solving the
below minimization problem

d = arg min
dm≤d≤1

g(d)ψ0 + Ych(d) (B.4)

The explicit scheme algorithm used is shown in Algorithm 3. At each time step, the stress σ is
found by the latest available values for the strain ε and damage d (using Eq. (B.3)). Then the
viscous strain εi is updated using Eq. (B.2), followed by the update of the damage variable d
using Eq. (B.4).
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GM model with damage

The stress and viscous strain (in incremental form) are given as follows (from Eqs. (3.61), 3.65):

σ = g(d)
(
E0ε+

n∑
i=1

Ei(ε− εi)
)

(B.5)

εi = ∆t
g(d)∆t+ τi

(
g(d)ε+ τiεi,m

∆t

)
(B.6)

Substitution of Eq. (B.6) in Eq. (B.5) leads to the following equation for the stress

σ = p(d)ε− σint(d) (B.7)

where the expression for p(d) and σint are given in Eq. (3.67, 3.68). The local damage is obtained
by solving the below minimization problem

d = arg min
dm≤d≤1

g(d)ψ0 + Ych(d) (B.8)

The same explicit scheme algorithm is used here as in the previous case for the softening GKV
model. The algorithm is shown in Algorithm 3. In both cases, ∆t has to be chosen small enough
for the explicit scheme to converge.

Algorithm 3 Local (semi-) analytical solution for softening GKV (or) GM model
1: Initialize m = 0, ε̇, εm εi,m, dm,∆t
2: while m ≤M do
3: Find σ ▷ using Eq. (B.3) or Eq. (B.7)
4: Update εi ▷ using Eq. (B.2) or Eq. (B.6)
5: Find the damage d ▷ using Eq. (B.4) or Eq. (B.8)
6: Update ε+ = ε̇×∆t
7: m← m+ 1
8: end while
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Appendix C

CONDITIONS FOR STABILITY

The condition for stability [114] is listed here separately for the linear and non-linear systems.

Linear system of ODE’s

Consider the following linear time-invariant system of ODE’s,

ẏ = Ay (C.1)

where A is a real constant matrix of size n×n, y0 = 0 is the equilibrium solution. The stability
of the above linear system can be given by the following conditions [114]

1. If all the eigen values of A has non-positive real parts and all the eigen values with zero
real parts are simple (distinct), then the zero solution y0 = 0 is Lyapunov stable.

2. If and only if all the eigen values of A has negative real parts, then y0 = 0 is asymptotically
stable.

3. If there exists atleast one eigen value of A with positive real part, y0 = 0 is unstable.

4. If all the eigen values of A has non-positive real parts and atleast one of the eigen values
with zero real parts is not simple (not distinct indicating multiplicity more than 1), then
the zero solution y0 = 0 is unstable.

Non-linear system of ODE’s

The stability condition for the non-linear (autonomous) system is listed here [114]. Consider the
following non-linear system of ODE’s (f is a non-linear function of y)

ẏ = f(y) (C.2)

If y0 is an equilibrium solution of the above problem (then ẏ0 = f(y0) = 0), and ỹ is a small
perturbation around y = 0, then the stability of the non-linear system can be understood by
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studying the behaviour of ψ = y0 + ỹ (points close to equilibrium solution). Replacing y by ψ in
Eq. (C.2), the following equation is obtained for the behavior of points close to the equilibrium
solution

ψ̇ = f(y0 + ỹ) (C.3)

=⇒ ˙̃y = f(y0 + ỹ)− f(y0) (C.4)

If the above equation can be written in the following linearized form,

˙̃y = Aỹ + p(ỹ) (C.5)

where A is the Jacobian matrix of f(y) at y0, p is a continuous function with p(0) = 0 and
lim
ỹ→0

∥p(ỹ)∥
∥ỹ∥ = 0, then the following condition for stability can be obtained [114], [129],

1. If all the eigen values of A have negative real part, the equilibrium solution y0 (or the zero
solution ỹ = 0) is stable

2. If atleast one of the eigen values of A have positive real parts, then the equilibrium solution
is unstable (perturbation ỹ grows with time)

3. If all the eigen values of A have non positive real parts and atleast there exists one eigen
value with zero real part, then no conclusion can be drawn (in this case, the dynamics of
the linearized system doesn’t represent the dynamics of non-linear system).

4. However for the special case of conservative systems (eg: conserved total energy) or the
reversible systems (with time reversal symmetry s.t. y(−t) = y(t)), if all the eigen values
of A have non positive real parts and all the eigen values with zero real part are simple
(distinct), then the equilibrium point is stable (in Lyapunov sense but not asymptotically
stable) [130]
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Appendix D

PERTURBATION SOLUTION FOR

SOFTENING ELASTICITY

In this case, we consider the softening elasticity with no external regularization case and justify
the choice of the perturbation for ũ and d̃ used in Eq. (3.44). Consider the linearized equations
associated with the perturbations from Eq. (3.49). g(d) and h(d) are given by the following
equations (from Eq. (3.45), (3.46)).

g(d) = (1− d)2 (D.1)

h(d) = 2d (D.2)

In this case, the rate of damage growth at the onset of damage initiation ψ = Yc (where d =
0, ḋ ̸= 0) is given as follows (from Eq. (3.47b) and Eq. (D.1, D.2)).

ḋ = ψ̇

ψ
= Eεε̇

1
2Eε

2 (D.3)

The (linearized) perturbation equation associated with damage evolution is then given by

˙̃dψ + ḋEεε̃− Eε ˙̃ε− Eε̃ε̇ = 0 (D.4)

Substituting Eq. (3.49c) in Eq. (3.49a) and noting that ε,x = d,x = 0 for an elastic homogeneous
bar at the onset of damage initiation, we obtain the following perturbation equation associated
to the linear momentum balance

g′(d)d̃,x + g(d)Eε̃,x = ρ¨̃u (D.5)
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For the perturbation of u and d, we can consider the following separation of variables

ũ(x, t) = X(x)û(t) (D.6a)

d̃(x, t) = X(x)d̂(t) (D.6b)

X(x) in the 1D homogeneous case where the dilation band occurs can be chosen as either
cos(kx − π

2 ) or sin(kx) (respects zero perturbation at x = 0 and k can be chosen such that
zero perturbation is also attained at x = L). But to simplify the mathematics involved, we
choose the following: X(x) = eikx, where k = 2π

λ is the wave number and λ is the wavelength
of the perturbation. Substitution of Eq. (D.6) in Eq. (D.5) and Eq. (D.4) and introduction of
change of variable ˙̂u = v̂, we obtain the following (linearized) first order (in time) ode’s for the
perturbations.

d

dt
[Y ] = [A][Y ] (D.7)

where

Y =


v̂

û

d̂

 and A =


0 −g(d)Ek2

ρ
g′(d)ikEε

ρ

1 0 0
2ik
ε

−ḋik(ε+ε̇)
ε2 0

 (D.8)

Trying Y = qest as the solution of Eq. (D.7), results in the following eigen value problem:

(A− sI)q = 0 (D.9)

with q being the eigen vector corresponding to the eigen value s. Now back substitution of
Y = qest in Eq. (D.6) results in the followin

ũ(x, t) = X(x)û(t) = geikxest (D.10a)

d̃(x, t) = X(x)d̂(t) = heikxest (D.10b)

The last expression justifies the expression for perturbations (given by Eq. (3.44)) considered
for the study.

The condition discussed for the stability can be justified by looking into the general solution of
Eq. (D.7). The general solution can be given for the following three cases:

1. All eigen values si are real and distinct and vi being the respective eigen vectors, then

Y (t) = c1v1e
s1t + c2v2e

s2t + c3v3e
s3t (D.11)
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2. s1 = s2 and all eigen values are real,

Y (t) = c1v1e
s1t + c2(t es2tv1 + es2tp1) + c3v3e

s3t (D.12)

where vi is the eigen vector corresponding to si, abd p1 is given as follows: ([A]−s1[I])p1 =
v1

3. s1 and s2 are complex ( =⇒ s1 = s̄2 and v1 = v̄2) and s3 is real

Y (t) = c1Re(v1e
s1t) + c2Im(v1e

s1t) + c3v3e
s3t (D.13)

The growth or decay of the perturbation (Y (t)) over time determines the stability of the system
and it is determined by the value that si takes as discussed in Section C.
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Appendix E

RATE DEPENDENT SOFTENING

ELASTICITY

In this section, we present the finite element results for the rate-dependent softening elasticity
for the case of a 1D homogeneous bar (Figure 3.2) with an applied monotonous displacement
rate. In particular, we consider the minimization of the following incremental potential at each
time step as the solution of the mechanical problem

(u, d) = arg min
u′∈Um

d′∈Am

F (u′, d′ ; um, dm,∆t) (E.1)

F =
∫

Ω
g(d)1

2Eε
2 + Yc(h(d) + (τvdḋ)2)dx (E.2)

The admissible spaces for the displacement and damage field are given in Eqs. (3.13, 3.15). Here,
τvd is the viscosity-like parameter associated with the damage evolution. This parameter acts as
a resistance to the damage rate and thus introduces a time scale into the model. (The stability
analysis of such models was performed in Section 3.2.2). Moreover, here we haven’t employed
any external regularization (notice from Eq. (E.1), the admissible spaces for the damage field
doesn’t include the Lipschitz space)

The choice of g(d) and h(d) are given in Eqs. (3.36, 3.37). The following parameters are used
for the simulation: L = 1 m, U̇ = 1e− 3 m/s, E = 2 Pa, Yc = 1 J/m3 and τvd = 10 s.
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Figure E.1 – (a) Stress-strain curve and (b) damage evolution at different instants indicated by
bullets in stress-strain curve

Figure E.1 plots the stress-strain curve and damage field at different instants of time. The
introduction of time scale into the softening elasticity model results in a homogeneous evolution
of damage initially after the onset of damage initiation, followed by localization. This is expected
based on the results of the stability analysis performed for such models (in Section 3.2.2 ).
The homogeneous evolution of damage for such models is due to the propagation of instability
in finite time. This is due to the finite value of the Lyapunov exponent for rate-dependent
softening elasticity (Figure 3.11) as opposed to the infinite value of Lyapunov exponent for
rate-independent softening elasticity (Figure 3.10). However, as time progresses, the instability
grows, and localization occurs. Due to the absence of any external regularization, the localization
occurs on a single finite element.

Owing to the similarity of results (homogeneous evolution of damage preceding localization) in
this case with the softening viscoelastic damage models (in Sections 3.1, 3.3), it confirms the
presence of intrinsic time scale associated with damage in softening viscoelastic damage models.
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Appendix F

DIFFERENT FORMS OF FREE ENERGY

SPLIT

In this section, we brief on the different types of split considered for free energy.

ψ = g(d)ψ+
0 + ψ−

0 (F.1)

where ψ+
0 is the only portion of free energy affected by damage.

Apart from the pure eigen split of strains to express free energy (as discussed in Section 4.1),
it is also common in the damage mechanics community to consider splits based on volumetric
(εV ) and deviatoric part (εD) of the strain tensor ε.

ε = εV + εD, εV = 1
b
Tr(ε)1 (F.2)

where 1 is the identity matrix (second-order identity tensor) and b takes values 2 and 3 for two
and three dimensions respectively.

Based on the split for free energy proposed in [91], we consider the following positive and negative
parts of free energy

ψ+
0 =

n∑
i=0

1
2Ki < Tr(εi) >2

+ +µiεD : εD, ψ−
0 =

n∑
i=0

1
2Ki < Tr(εi) >2

− (F.3)

where Ki = λi + 2µi
b is the bulk modulus and µi is the shear modulus corresponding to the

ith unit of the GKV model (Figure 4.1). The above split only partially prevents the creation of
cracks in compression (contrary to the pure eigen split with θ = 0 in Eq. (4.12)).

In [131], for the case of shear fracture, the authors used a form of split where only the deviatoric
part contributes to the damage growth and the model was able to reproduce results for shear
fracture (mode-II cracks) observed in the structural members of French Panthéon. Following in a
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similar manner, we extend the split to the viscoelastic materials undergoing pure shear fracture
as follows:

ψ+
0 =

n∑
i=0

µiεD : εD, ψ−
0 =

n∑
i=0

1
2KiTr(εi)2 (F.4)

Notice from Eq. (F.1) and Eq. (F.4) that the volumetric part of the free energy is not affected
by damage.
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Titre :  Approche variationnelle pour modéliser la rupture dans des matériaux viscoélastiques de 
type bitumineux 

Mots clés :  Endommagement, Viscoélasticité, Lip-field, Matériaux bitumineux, Approche variationnelle 

Résumé :   La détérioration des chaussées due à 

la fissuration des couches de matériaux bitumineux 
représente un défi majeur, nécessitant une 
compréhension plus approfondie des mécanismes et 
des facteurs associés. Aborder cette problématique 
implique le développement de modèles théoriques 
dédiés et leur implémentation dans des outils 
numériques. Les matériaux bitumineux sont 
largement reconnus pour leurs caractéristiques 
viscoélastiques. Dans ce contexte, la présente thèse 
se concentre sur la fissuration des matériaux 
viscoélastiques dans un cadre quasi-statique. Une 
nouvelle approche variationnelle 
thermodynamiquement cohérente est introduite pour 
modéliser l'endommagement dans les solides 
viscoélastiques. Cette approche permet l'intégration 
des équations constitutives locales dans un potentiel 
global incrémental, dont la minimisation conduit à la 
résolution du problème mécanique. Afin de 
surmonter les problèmes de dépendance au maillage 

associés aux modèles d'endommagement 
adoucissants, l'approche du lip-field a été utilisée 
pour régulariser le problème. Une mise en œuvre 
numérique dans des codes à éléments finis (FE) 
basés sur Python est présentée pour des scénarios 
à une dimension (1D) et à deux dimensions (2D). 
Les résultats de simulation pour le cas en 2D 
démontrent la capacité du modèle à reproduire les 
courbes force-déplacement expérimentales (pour la 
rupture en mode I) et à prédire les trajectoires de 
fissuration (pour la rupture en mode mixte). Ce 
travail fournit non seulement une base théorique et 
numérique solide pour d'éventuelles applications 
futures en mécanique des chaussées, mais étend 
également sa pertinence au-delà des matériaux 
bitumineux. La méthodologie développée ici peut 
être efficacement utilisée pour modéliser la 
fissuration dans divers matériaux viscoélastiques. 

 

Title :  Variational approach to model fracture  in viscoelastic  materials of bituminous type 

Keywords :  Damage, Viscoelasticity, Lip-field approach, Bituminous materials, Variational approach 

Abstract :  The deterioration of pavement due to 

the fracturing of layers made of bituminous materials 
is a significant challenge, necessitating a deeper 
understanding of the associated mechanisms and 
factors. Addressing this issue involves the 
development of essential theoretical models and 
numerical tools. Bituminous materials are widely 
acknowledged for their viscoelastic characteristics. In 
this context, the present thesis focuses on the 
cracking of viscoelastic materials in a quasi-static 
setting.  A novel, thermodynamically consistent 
variational approach is introduced to model damage 
within viscoelastic solids. This approach enables the 
integration of local constitutive equations into a 
global incremental potential, the minimization of 
which yields the solution to  the  mechanical problem. 
To     overcome    the     spurious     mesh-dependent 

results associated with softening damage models, 
the lip-field approach has been used to regularize 
the problem.  A detailed numerical implementation 
for both one-dimensional (1D) and two-dimensional 
(2D) scenarios is presented, complemented by 
Python-based finite element (FE) codes. The 
simulation results for the 2D case show the ability of 
the model to fit experimental force-displacement 
curves (for mode-I fracture) and to predict the crack 
paths (for mixed mode fracture). This work not only 
provides a robust theoretical and numerical 
foundation for potential future applications in 
pavement mechanics but also extends its relevance 
beyond bituminous materials. The methodology 
developed here can be applied effectively to model 

cracking in various viscoelastic materials. 
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