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Résumé 

 

L'expression génique est contrôlée par l'implication des éléments régulateurs du gène 

proximal (promoteurs) et distal (enhancer). Des résultats antérieurs ont démontré 

qu'un sous-ensemble de promoteurs de gènes, également appelés Epromoteurs, 

fonctionne comme des enhancers de bona fide et régule l'expression distale des gènes. 

Nous avons émis l'hypothèse que les Epromoteurs pourraient jouer un rôle clé dans la 

coordination de l'induction rapide des gènes dans la réponse au stress, en particulier 

pendant l'inflammation. En utilisant un test de reporter à haut débit, nous avons exploré 

la fonction d'Epromoter en réponse à l'interféron de type I. Nous avons constaté que les 

facteurs de transcription STAT1/STAT2 et IRF se lient préférentiellement aux 

Epromoteurs induits par l'IFNa et régulent de manière distale l'activation des gènes de 

réponse à l'interféron. Des observations similaires ont été faites dans d'autres types de 

réponse inflammatoire. Nos résultats suggèrent que les Epromoteurs pourraient 

fonctionner comme une plaque tournante pour recruter les TF clés nécessaires à la 

régulation coordonnée des grappes de gènes pendant la réponse inflammatoire, et plus 

généralement sur la réponse cellulaire aux signaux intra et extracellulaires. 



 

Abstract 

 

Gene expression is controlled by the involvement of gene-proximal (promoters) and 

distal (enhancers) regulatory elements. Previous results have demonstrated that a 

subset of gene promoters also termed Epromoters, works as bona fide enhancers and 

regulates distal gene expression. We hypothesized that Epromoters might play a key 

role in the coordination of rapid gene induction in the stress response, in particular 

during inflammation. Using a high-throughput reporter assay we explored the function 

of Epromoter in response to type I interferon. We found that STAT1/2 and IRF 

transcription factors preferentially bind to IFNa-induced Epromoters and distally 

regulate the activation of interferon-response genes. Similar observations were made in 

other types of inflammatory response. Our findings suggest that Epromoters might 

function as a hub to recruit key TFs required for coordinated regulation of gene clusters 

during the inflammatory response, and more generally upon cellular response to intra- 

and extra-cellular signals. 
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Chapter 1. Transcription regulation in mammals and regulatory 

elements 

I. General introduction 
The human genomic information is encoded in the DNA included in each cell of the body; 3 

billion letters are packaged into 23 chromosomes. Over 200 different cell types interpret the 

same information very differently and perform a specific task to keep us alive. The gene 

expression consists of two major steps: the transcription of the DNA into mRNA and the 

translation of the mRNA into proteins. This constitutes the central dogma of biology.  

The gene expression is regulated at several stages including changes in the chromatin and access 

to the DNA information, transcription initiation and elongation, RNA processing, transportation, 

translation y post-translational modifications. In each stage, many proteins, factors, and 

cofactors are involved.  

The initial control of the gene expression is regulated in time and space during the transcription, 

mainly by (i) the chromatin structure and chemical DNA modifications, (ii) the post-

transcriptional modifications in the chromatin, (iii)  by the transcription factors present in the 

milieu, and (iv) by regions of the DNA called cis-regulatory elements (Fig. 1.1). This control is 

critical for cellular differentiation, embryogenesis, defense against pathogens, and in general to 

the homeostasis of a multicellular organism. Dysregulation of these gene expression programs 

can cause a broad range of diseases ranging from birth defects, cancer, susceptibility to 

infections, autoimmune diseases, and others. 

Among the cis-regulatory elements, the most studied are the promoters and the enhancers and 

the relationship between the two mediated by 3D interactions. However other elements like the 

novel Epromoters are also being described in important roles. 

This chapter is dedicated to giving an overview of the factors and mechanisms that contributes 

to transcriptional regulation.  

The available literature describing the transcriptional regulation in mammals is huge. I choose to 

focus my bibliography and this introduction on describing the basic mechanisms, whereas some 

points are broadly explained in our published review (annex 1). 
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II. DNA packing and modification 

1. Chromatin structure 

The eukaryote genome is organized by the chromatin, which manages to package almost three 

meters of DNA in the nucleus (about 10 μm) and is perhaps one of the first transcription 

regulatory mechanisms. The chromatin is composed primarily of DNA and proteins and its 

fundamental unit is the nucleosome: 147 bp of DNA wraps around eight histone proteins 

supported by electrostatic interactions. This octamer consists of two copies of each four core 

histone proteins (H2A, H2B, H3, and H4). Also, the fifth histone protein (H1) might serve as a 

stabilizer of the nucleosome, binding at the entry/exit of the DNA.  The chromatin organization 

depends on the chemical modifications of the DNA (cytosine methylation) along with the histone 

variants and modifications (Fig. 1.1). 

  

 

2. DNA methylation 

The DNA methylation consists of the covalent union of a methyl group at the 5’ position of the 

cytosine to form 5-methylcytosine (5mC) in the dinucleotide sequence CG, called CpG. This 

process is regulated through the action of DNA methyltransferase (DNMT) and is involved in the 

silencing of the gene expression (Keshet et al., 1986), embryo development (Bird, 1992; Li et al., 

1992), cancer (Kulis and Esteller, 2010), parental printing (Tucci et al., 2019) and  

X-chromosome inactivation (da Rocha and Gendrel, 2019). 

Figure 1.1 Layers of chromatin 

organization in the mammalian cell 

nucleus. Features at different levels of 

chromatin organization are generally 

associated with inactive (off) or active 

(on) transcription. From the top, 

genomic DNA is methylated (Me) on 

cytosine bases and is packaged into 

nucleosomes, which vary in histone 

composition and histone translational 

modifications. Histone variants such as 

H2A.Z are in brown. DNA in chromatin 

may remain accessible to DNA-binding 

proteins such as transcription factors 

(TFs) and RNA polymerase II (RNAPII) 

or may be further compacted. 

Chromatin can also organize into higher-

order structures such as nuclear lamina-

associated domains and transcription 

factories. Each layer of organization 

reflects aspects of gene and genome 

regulation. Adapted from (Zhou et al., 

2011) 
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The CpG dinucleotides are less frequent than expected (based on nucleotide frequencies) but 

some regions contain a larger number of CpG repeats, called CpG islands. These CpG islands are 

generally unmethylated and they are frequently located upstream of promoter regions of genes, 

while the CpGs outside the CpG islands are methylated (Miranda and Jones, 2007; Nafee et al., 

2008). 

The human genome encodes five DNMTs: DNMT1, DNMT2, DNMT3A, DNMT3B, and DNMT3L. 

DNMT2 and DNMT3L are non-canonical family members since they don’t possess the catalytic 

DNMT activity, whereas DNMT3A and DNMT3B catalyze de novo DNA methylation (Ooi and 

Bestor, 2008) and DNMT1maintain a fully methylated state of DNA after replication through 

copying mechanism (Goll and Bestor, 2005). 

DNA methylation in the gene promoter is associated with gene silencing either through 

modification of transcription factors binding sites, blocking de binding and preventing the 

initiation of the transcription (Zhu et al., 2016) or through proteins containing methyl-CpG-

binding domain (MBD) that recognize 5mC, recruit co-regulators, and modify the chromatin 

compaction (Du et al., 2015).  

DNA methylation in CpGs can be removed either by passive demethylation process due to failure 

of DNMT1 to maintain DNA methylation patterns during cell divisions or by active 

demethylation mechanisms through enzymatic oxidation by ten-eleven translocation (TET) 

family [reviewed in (Wu and Zhang, 2017)] (fig. 1.2). 5-hydroxymethylcytosine (5hmC) is the 

most abundant product of 5mC and can be further oxidized to 5-formylcytosine (5fC) and 5-

carboxycytosine (5caC). Genome-wide mapping for 5mC oxidation products indicates that 5hmC 

is enriched in promoters regions containing low to intermediate CpG density, and correlates 

with gene expression in mouse and human ESCs (Pastor et al., 2011; Szulwach et al., 2011). 

 

Figure 1.2 The cycle of active DNA 

demethylation. Thymine DNA 

glycosylase, TDG; base excision 

repair, BER; Active modification–

active removal, AM–AR, active 

modification–passive dilution, AM–

PD. Modified from (Wu and 

Zhang, 2017). 

https://www-sciencedirect-com.proxy.insermbiblio.inist.fr/topics/biochemistry-genetics-and-molecular-biology/dnmt3a
https://www-sciencedirect-com.proxy.insermbiblio.inist.fr/topics/biochemistry-genetics-and-molecular-biology/dnmt3b
https://www-sciencedirect-com.proxy.insermbiblio.inist.fr/topics/biochemistry-genetics-and-molecular-biology/methylation
https://www-sciencedirect-com.proxy.insermbiblio.inist.fr/topics/biochemistry-genetics-and-molecular-biology/dnmt1
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Abnormal changes in methylation patterns such as hypomethylation and hypermethylation have 

been found in cell aging and diverse types of cancer, respectively (Smith et al., 2017; Zhou et al., 

2018b). 

While 5mC is a well-studied epigenetic modification in gene promoters, the functional 

consequence of this mark in certain genomic contexts remains enigmatic, therefore, the use of 

methylome editing tools such as cleavage deficient (dCas9)-TET (Liu et al., 2016) and dCAS9-

DNMT3A fusion (Pflueger et al., 2018) might help to know the impact of 5mC or 5hmC on gene 

transcription and their relationship with other epigenetic modifications.  

II. Post-translational Histone Modifications 
As said before, nucleosomes are formed by two copies of each histone protein, and each histone 

contains an exposed N-terminal tail. These tails can be modified and affect the nucleosome 

structure and function; chromatin compaction and therefore, affect the DNA availability to the 

transcriptional machinery. The amino acid residues susceptible to modification are lysine (K), 

arginine (R), serine (S), threonine (T), tyrosine (Y), and proline (P) (Fig. 1.3.). The first report of 

histone posttranslational modification was made by Vincent Allfrey in 1964 (Allfrey et al., 1964).  

The best characterized post-translational histone modifications are methylation, acetylation, and 

phosphorylation; others include ubiquitination, sumoylation, histone clipping, ADP ribosylation, 

and deamination. Depending on their effect on transcription, histone modifications are 

considered activating or repressing. Table 1.4 summarizes various forms of histone 

modifications and their effect con gene transcription (Lawrence et al., 2016).  

 

The study of the post-translational histone modifications was possible thanks to the 

development of the chromatin immunoprecipitation technique (ChIP). This technique uses 

antibodies to isolate any protein or histones modification of interest along with the DNA bound 

to it and serves as a basis for several other methods to identify protein-gene interaction. 

Figure 1.3 Schematic showing the post-translational modification and the 

amino acid residue in each histone tail. Adapted from Lawrence et al., 2016. 
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1. Histone acetylation 

Histone acetylation is regulated by two enzymes, histone acetyltransferases (HATs or KATs, for 

K-acetyltransferase) and histone deacetylases (HDACs). The HATs transfer the acetyl group from 

acetyl-Co-A to the ε-amino lysine residue in the histone tail. This process removes lysine’s 

positive charge and weakens the electrostatic interaction between histones and the (negative 

charged) DNA, loosing the chromatin and thus, accessible to the transcriptional machinery. 

There are two major classes of HATs: type-A and type-B. Type-B is mostly found in the 

cytoplasm and acetylates free histones but not those deposited in chromatin. The type-A can be 

classified into at least three separate groups depending on amino-acid sequence homology and 

conformational structure: GNAT, MYST, and CBP/p300 families (Hodawadekar and 

Marmorstein, 2007).  

HDAC can be recruited as a component in multi-protein complexes, by interacting with DNA 

binding factors or other epigenetic modifiers, leading to transcriptional repression. The HDAC 

superfamily includes 18 enzymes classified into four classes (I, IIa, IIb, III, and IV). Class I are 

ubiquitous in the nucleus in all tissues, IIb is present in the nucleus and cytoplasm, while IIa is 

mainly cytosolic. Class III and IV might localize in the nucleus, cytoplasm, or mitochondria (Hull 

et al., 2016). HDACs are important to cell-cycle progression and apoptosis. Class I and class II 

HDACs can be inhibited by trichostatin A (TSA), a classical HDAC inhibitor; while class III 

requires the coenzyme NAD+ as a cofactor. 

2. Histone methylation 

The histone methylation is mediated by histone methyltransferases (HMTs), including lysine 

methyltransferases (KMTs) and arginine methyltransferases (PRMTs), while histone 

demethylases remove the methyl group. This enzymatic reaction transfers up to three methyl 

group from S-adenosyl-L-methionine (SAM) to lysine, or up to two to arginine. As a result, lysine 

can be mono-, di- or trimethylated, whereas arginine can be mono- or di- (symmetric or 

asymmetric) methylated (Kaniskan et al., 2018; Morera et al., 2016). This histone modification 

does not affect this electrostatic bond, but instead indirectly influences the recruitment and 

binding of different regulatory proteins to chromatin(Kaniskan et al., 2018; Morera et al., 2016). 

Contrary to the histone acetylation, the histone methylation, in turn, has either a transcriptional 

permissive or repressive character, depending on the position of the modified residue within the 

histone tail and/or the number of modifying methyl groups added(Bannister and Kouzarides, 

2011; Swygert and Peterson, 2014). Thus, methylation on H3K4, K36, and K79is associated with 

activation, whereas H3K9, K27, and H4K20 are associated with repression (Kouzarides, 2007). 

3. Histone phosphorylation 

Histone phosphorylation is highly dynamic and is controlled by two types of enzymes with 

opposing modes of action. While kinases add phosphate groups, phosphatases remove the 

phosphates (Bannister and Kouzarides, 2011; Rossetto et al., 2012). This histone modification 

increases the negative charge on the histone and alters the structure of the nucleosome, and it’s 

important for DNA damage repair, control of chromatin compaction in mitosis and meiosis, and, 

similar to histone acetylation, the regulation of transcriptional activity. Phosphorylation can 

https://www.sciencedirect.com/topics/medicine-and-dentistry/trichostatin-a
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work in conjunction with other histone modifications. For example, phosphorylation of histone 

H3S10 can affect the acetylation in H3K9 and H3K14 (Edmondson et al., 2002; Lo et al., 2000) 

and can interact with H4K16ac and induce transcription elongation (Zippo et al., 2009). 

 

Table 1.1 List of histone modifications in eukaryotes and their role. Modified from Lawrence et al., 

2016. 
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IV. Transcription factors 

Transcription factors (TFs) are proteins capable of bind DNA in a sequence-specific manner to 

regions called binding sites and regulates transcription (Vaquerizas et al., 2009). All TFs contain 

a DNA binding domain (DBD) that recognizes specific sequences, and their activity determines 

how cells function and respond to cellular environments. Once the TFs interact with their 

binding sites can recruit transcriptional cofactors to alter the chromatin environment. Also, 

these TFs bind to regulatory regions (especially promoters) and facilitate the assembly of a pre-

initiation complex (PIC), which is composed of general transcription factors (GTFs) and RNA 

polymerase II (RNAPII) (Venters and Pugh, 2009). The PIC, containing the GTFs (TFIIA, TFIIB, 

TFIID, TFIIE, TFIIF, and TFIIH), the RNAPII, and the mediator proteins assembles the 

transcription apparatus (Orphanides et al., 1996). The PIC assembly is a multistep process, 

reviewed in (Lee and Young, 2000) and (Sainsbury et al., 2015).  

There are methods to characterize TF-DNA binding preferences in vivo e in vitro. In vivo 

approaches can reveal TF biding events in a particular biological condition (e.g., cell type, 

treatment, kinetics), while in vitro methods are well suited for large-scale characterization of 

intrinsic TF binding sequence preferences (Inukai et al., 2017). The combination of in vivo and in 

vitro approaches has shed some light on features that influence TF-DNA association (Fig. 1.4) 

 

Figure 1.4 Features of TF/DNA binding sites. TF-level features: (A) Several TFs can display binding 

specificity for multiple, distinct nucleotide sequence motifs. Interactions between (B) TFs and (C) 

TFs and non-DNA-binding cofactors can specify distinct binding site motifs from the monomeric TF 

motif. DNA-level features: (D) DNA modifications, such as 5mC (left), can modulate TF binding. (E) 

Numerous TFs use DNA shape readout, such as minor groove width (depicted by red arrows), and 

rotational parameters such as helix twist, propeller twist, and roll, as part of TF–DNA recognition. 

(F) Sequences and features outside of the binding site motif (depicted by blue box), such as GC 

content and / or DNA shape, can modulate TF– DNA binding. (G) Genetic variation in either the TF 

protein sequence (depicted by orange star, middle) or the DNA binding site (depicted by X, right) 

can alter TF–DNA binding. Modified from (Inukai et al., 2017) 
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Some TFs can contain multiple, independent DBDs, which allows them to recognize different 

DNA sequences (Siggers and Gordan, 2014). However, most TFs demonstrate singular binding 

specificities. All these intrinsic DNA binding specificities are frequently summarized as “motifs”: 

models representing a short (6 to 12 base pair) consensus sequence of a TF binding sequence 

(Stormo, 2013). These motifs can be used to scan sequences of interest in genomic regions and 

predict TF binding sites.  

III. Cis-regulatory elements 
The Cis-regulatory elements (CRE) are DNA sequences (generally, non-coding DNA) that contain 

all the regulatory elements (TF, histone modifications, etc.) to activate and sustain transcription 

(Ong and Corces, 2011). There are two mayors CRE, named to their relative position from a gene 

transcription start site (TSS):  TSS-proximal regulatory element (i.e. promoter) and TSS-distal 

regulatory element. The TSS-distal regulatory elements can positively affect gene expression(i.e. 

enhancer) or negatively (silencer) (Montgomery et al., 1990), while others act as boundary 

elements (insulators), preventing genes to be affected by the transcriptional activity of 

neighboring domains. One CRE can regulate several genes, and one gene can be regulated by 

multiple CREs (Moorthy et al., 2017).  

Active CRE is closely related to chromatin states that allow TF binding. Some of these histone 

modifications include, but are not limited to H327ac for active enhancers, H3K4me3 for the 

active promoter, and the combinatory of H3K27me3 and H3K4me1 for poised enhancer. 

Techniques like DNase-seq (DNase I hypersensitive sites sequencing), ATAC-seq (assay of 

transposase- accessible chromatin using sequencing), MNase-seq (micrococcal nuclease 

digestion sequencing), and FAIRE-seq (formaldehyde-assisted isolation of regulatory elements) 

allow the identification of those open chromatin states (Buenrostro et al., 2013; Crawford et al., 

2006b; Giresi et al., 2007; Schones et al., 2008). However, these techniques will not discern 

between epigenetic features. 

1. Promoters 

The promoters are cis-regulatory elements that define where transcription of a gene by RNA 

polymerase begins. Promoter sequences are typically located directly upstream or at the 5' end 

of the transcription initiation site. The promoter region is integrated by two elements: the core 

promoter region, which contains the TSS, and the proximal promoter region, which contains 

specific TF binding sites. The core promoter is defined as the minimal region of DNA around the 

TSS that can induce transcription (±50 bp). The core promoter acts as a binding platform for the 

RNAPII and the GTFs to form the PIC and initiate transcription. Although core promoters are 

sufficient to start transcription, its basal activity is low. Several core promoter motif has been 

identified: TATA-box, CpG island,  initiator (Inr), TFIIB recognition elements (BRE), motif ten 

element (MTE) and downstream core promoter element (DPE) (Deng and Roberts, 2005; Juven-

Gershon and Kadonaga, 2010; Kadonaga, 2012; Lagrange et al., 1998; Lim et al., 2004; Sandelin 

et al., 2007). These motifs, their relative position from the TSS, and the protein binding to them 

are summarized in Table 1.2 (Haberle and Stark, 2018). 



Chapter 1. Transcription regulation in mammals and regulatory elements 

 

9 
 

Due to the low activity of the core promoter, they require proximal regions upstream core 

promoter generally limited to a few hundred base pairs. This proximal region is where TF and 

activator proteins bind to increase the rate of transcription by interacting with the GTFs and is 

associated with tissue-specific expression (Chen et al., 1997; Lewis et al., 2005; Smith et al., 

2006).  

 

The classical term of ‘promoter’ is an arbitrarily sized region that contains both the core 

promoter region and the proximal promoter, even though only part of this region may be 

important for the regulation of transcription initiation (Andersson and Sandelin, 2020).  

Histone configuration and modifications  

Active transcription occurs in regions that are nucleosome –depleted (NDR) and flanked by two 

well-positioned nucleosomes (upstream and downstream the TSS) with specific histone 

variations and modifications (Jiang and Pugh, 2009). For example, the histone variations 

observed in the nucleosomes adjacent to the NDR of promoters and enhancers, are enriched 

with histone variants H3.3 and H2A.Z (Jin et al., 2009), while the nucleosome located at the 

downstream edge of the NDR (+1) contains trimethylation in the histone 3 in its lysine 4 

(H3K4me3) (Lauberth et al., 2013). 

Actively transcribed genes are characterized by a high level of H3K4me3 and H3K27ac. 

Moreover, the promoter regions with high CpG content are enriched with H4k20me1 and 

H2K27ac, whereas promoters with low CpG content are enriched in H3K4me3 and H3K79me1 

(Karlic et al., 2010). Not all histone modification regulates positively. The histone modification 

H3K27me3 is associated with inactive promoters and avoids the transcription elongation, while 

H3K36me3 acts as a mark for HDACs to deacetylate the histone, preventing the transcription 

(Carrozza et al., 2005). 

 

Table 1.2 Core promoter motif and the TFs that binds them. Adapted from 

(Haberle and Stark, 2018). 
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Transcription elongation and directionality 

As mentioned before, the transcription initiation requires the assembly of the PIC, composed of 

the GTFs and the RNAPII (Sainsbury et al., 2015). PIC assembly is followed by dsDNA 

dissociation and the formation of the open PIC that allows the incorporation of the first 

nucleotides to the nascent transcript. Finally, the RNAPII can continue transcribing by releasing 

the core promoter and the GTFs binding it (Fig. 1.5). The core promoter is sufficient to initiate 

transcription but generally has a low basal activity which can be further suppressed by histone 

modifications or activated by often more distally 

located enhancers (Banerji et al., 1981; Haberle and 

Stark, 2018).  

Once initiated, promoters can produce long, stable 

mRNAs from a gene core promoter in the downstream 

direction of the gene and short, unstable upstream 

antisense RNAs (uaRNAs/PROMPTs) from the upstream 

edge of the nucleosome-depleted proximal promoter, 

which contains TF binding sites (Andersson et al., 

2015a; Core et al., 2014; Core et al., 2008; Preker et al., 

2008; Seila et al., 2008). These short non-coding RNAs 

are transcribed by separated RNAPII complexes in a 

process called divergent transcription (Haberle and 

Stark, 2018) and is observed at 50-80% of promoters 

from human protein-coding genes (Core et al., 2014; 

Duttke et al., 2015). 

Antisense transcription will face premature termination 

leaving a PROMPTs between 500 and 2500 bp, carrying 

a 3’polyadenylated tail (poly-A) and 5’-cap structure 

and eliminated by the exosome complex (Preker et al., 

2011). The bidirectional transcription has also been 

observed in active enhancers with the production of 

enhancer RNA (eRNA), but in contrast with the 

PROMPTs, in general, they lack 5’ cap and 3’ poly-A (Fig. 

1.6). 

There are two major types of methods to identify gene 

TSSs that allow mapping the core promoter regions 

across the genome: (i) Steady-state RNAs analysis 

allows the identification of the TSS and the abundance 

Figure 1.5 Schematic of Pol II transcription initiation. 

GTF (various colors), RNAPII (grey), transcription 

elongation factors (blue). NTP, nucleoside triphosphate, 

TATA box-binding protein (TBP), and TAF, TBP-

associated factor. Adapted from (Sainsbury et al., 2015) 
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of the produced RNAs on full-length cDNA sequencing (flcDNA-seq) (Kawai et al., 2001) or high-

throughput sequencing for the first 20-50 nucleotides (TSS-seq or cap analysis of gene 

expression, CAGE) (Takahashi et al., 2012; Yamashita et al., 2011), and (ii) Nascent RNA 

sequencing techniques measure the rate of transcription rather than the RNA levels. These 

techniques are based on the incorporation of labeled nucleotides in the cells and sequencing 

either 3’ end (Global run-on sequencing, GRO-seq; or nuclear run-on sequencing, PRO-seq) (Core 

et al., 2008; Kwak et al., 2013), the nascent 5’ RNA (GRO-cap, PRO-cap)(Kruesi et al., 2013) or 

the RNAs bound to the RNAPII (native elongation transcript sequencing, NET-seq, mammalian 

NET-seq, mNET-seq) (Mayer et al., 2015; Nojima et al., 2015). 

 

  

2. Enhancers 

Enhancers are cis-regulatory sequences located distally to the TSS and play a major role in the 

regulation of the gene expression. The first enhancer identified was a tandem repeat (72 bp) 

from the simian vacuolating virus 40 (SV40)(Banerji et al., 1981). Later, was demonstrated that 

this sequence could interact with a heterologous promoter of the β-globin gene, increasing the 

transcription by 200-fold over a long distance in an orientation-independent manner (de Villiers 

and Schaffner, 1981). This observation was confirmed in other viruses, but the first endogenous 

enhancer in mammals was found in the intronic region of immunoglobulin genes coding for the 

heavy and light chains (Banerji et al., 1983; Gillies et al., 1983; Queen and Baltimore, 1983). 

Since then, several enhancers in different cells, tissues, and conditions have been reported and 

studied. Nowadays the Encyclopedia of DNA Elements (ENCODE) Consortium, has identified 

hundreds of thousands of putative enhancer loci in the human genome, using genomic data sets 

(Consortium, 2012). The late suggest that multiple enhancers can regulate a single gene and that 

multiples genes can be regulated by a single enhancer (Medina-Rivera et al., 2018). Enhancers 

can act over its target promoter as far as 1 Mb, regardless of its relative sequence orientation, 

and that they do not necessarily regulate the closest genes (Santiago-Algarra et al., 2017). 

The enhancer sequence harbors a high density of DNA-binding TFs that will vary from cell to 

cell, and are normally lineage-specific; making the enhancer function cell-pendent (de Villiers et 

al., 1982). However, when the cell responds to stimuli, this lineage TFs requires the cooperation 

of signal-dependent TF in response to the cellular environment.  

The chromatin patterns in enhancers are more variable and cell type-specific than the 

promoters. Typically, the active enhancers are depleted of nucleosomes with enrichment in 

Figure 1.6 Functional model of 

transcription initiation in promoters. 

Adapted from (Haberle and Stark, 

2018) 
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H3K27ac (Creyghton et al., 2010) and a high H3K4me1 to H3K4me3 ratio (Zhou et al., 2014), 

often in conjunction with DNase I hypersensitivity (Ernst et al., 2016). These two histone 

modifications became the state-of-the-art in the search algorithms for putative enhancers in 

ENCODE and Roadmap Epigenomics (Ernst et al., 2011; Hoffman et al., 2012). The presence of 

high acetylation in enhancers is consistent with the binding of p300 and related 

acetyltransferases serving as another way to locate putative enhancers (Hatzis and Talianidis, 

2002).  

In addition to the histone modifications H3K27ac and the high H3K4me1/H3K4me3 ratio, 

integrative analysis also suggests that enhancers are enriched in H2BK5me1, H3K4me1, 

H3K27me1, and H3K36me1 suggesting the redundancy in the histone modifications in 

enhancers (Hon et al., 2009). Recent studies, however, have found also enrichment of H3K4me3 

on active enhancers, supporting further this idea (Pekowska et al., 2011). Nonetheless, the 

enhancers can be further categorized into various generally accepted states: 

neutral/intermediate (marked by H3K4me1), poised (H3K4me1 and H3K27me3), and active 

(H3K4me1 and H3K27ac) (Creyghton et al., 2010; Natoli and Andrau, 2012; Rada-Iglesias et al., 

2011; Zentner et al., 2011). 

Enhancer not only recruit TF and co-factors like p300 but also recruit the RNAPII and can 

transcribe bidirectional short non-coding RNAs, termed enhancer RNAs (eRNAs) (Kim et al., 

2010; Koch et al., 2008; Natoli, 2010). This fortuitous transcription is the result of high activator 

concentrations, the presence of degenerate Inr and TATA-box motifs at TSSs within enhancers 

(Andersson et al., 2014; Core et al., 2014; Scruggs et al., 2015), and the bidirectional initiation 

pattern at enhancers (Core et al., 2014). In any case, the eRNA transcription levels correlate with 

the proximal gene follows the activity of the enhancer is inducible (Kim et al., 2010) and cell-

type specific (Andersson et al., 2014) (Fig. 1.7). Thanks to this correlation, the production of 

eRNA can be utilized to identify the location of active enhancers and as a marker of regulatory 

activity (Melgar et al., 2011). Using the CAGE methodology the FAMTOM5 (Functional 

Annotation of the Mouse/Mammalian Genome) consortium identified active enhancers and 

validate 75% of their predictions (Andersson et al., 2014). This validation rate is comparable 

with the 75% obtained when enhancers are defined by their histone modification (Ernst et al., 

2011). However, fall low when compared with the 87% validation rate when active enhancers 

are defined by the binding of p300 (Visel et al., 2009). 

 

 

Figure 1.7 Functional model of 

transcription initiation at genomic 

enhancers. Adapted from (Haberle 

and Stark, 2018) 
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Transcriptional regulation requires some sort of communication between enhancers and 

promoters. Two models tried to explain how enhancers and promoters communicate 

(Vernimmen and Bickmore, 2015). The tracking model was the mechanism in which all the 

enhancer-bound proteins (TFs, co-factors, RNAPII, etc.) move progressively towards the 

promoter, forming a progressive loop that grows in size until it reaches the target promoter and 

forms a stable conformation (Hatzis and Talianidis, 2002; Wang et al., 2005). On the other hand, 

the looping model is broadly more accepted; this model implies the direct interaction between 

enhancers and promoters facilitated by mediator proteins that help to the recruitment and the 

stability of the different PIC components [reviewed in (Soutourina, 2018)]. 

Another class of enhancers has been described as a super-enhancer. This regulatory element 

shared many typical features of typical enhancers but on a larger scale: on average they are 15-

fold larger (over 19 Kb), recruits more mediator protein 1 (18-fold) and BDR4 (16-fold), and 

have higher levels of H3K27ac (26-fold) and H3K4me1 (10-fold) (Loven et al., 2013; Whyte et al., 

2013). Super-enhancers are densely occupied by master transcription factors and Mediator 

complex. These master TFs establish auto-regulatory networks not evenly distribute but form 

dense clusters of transcription factors termed ‘hotspots’ (Siersbaek et al., 2014). Super-enhancer 

plays a role in the re-reorganization of promoter interactions in cellular differentiation (Madsen 

et al., 2020; Novo et al., 2018; Siersbaek et al., 2014), circadian gene expression (Kim et al., 

2018), and stress response (Schmidt et al., 2015) 

Diseases-related cells acquire SEs through various mechanisms, including (i)mutations and 

genomic alterations like deletions, duplications, translocations, insertions, inversions; (ii) single-

nucleotide polymorphisms (SNPs); (iii) chromosomal rearrangements; and (iv) 3D genome 

structural changes (Qu et al., 2020). 

3. Silencers 

Silencer elements are yet another type of cis-regulatory element with distal activity, but 

contrary to enhancers, silencers constitute a transcriptional repressor. They were first identified 

in 1985 when the yeast mating-type loci revealed that distal silencer elements could control 

gene expression from afar (Brand et al., 1985). Shortly after, a silencer element was identified 

upstream of the rat insulin gene (Laimins et al., 1986).  

There are only a handful of identified silencers (Goodbourn et al., 1985; Henson et al., 2014; Li et 

al., 1993; Petrykowska et al., 2008) and their characteristics are yet to be described. However, 

some models have been proposed for its repression activity. (i) Silencers can block activator 

elements or (ii) they can directly block the PIC assembly.  

Conversely, in a recent study in Drosophila, the silencers identified were previously identified in 

a different tissue as enhancers (Gisselbrecht et al., 2020). These bifunctional enhancer/silencer 

elements suggest other models for gene transcription repression, where this bifunctional 

element can act as a silencer or as an enhancer depending on the tissue, or these regions contain 

separable but adjacent silences and enhancers (Halfon, 2020) (Fig. 1.8). 
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4. Insulators 

Chromatin insulator sequences or boundary elements are the names given to a cis-regulatory 

element that possesses the ability to protect genes from inappropriate signals emanating from 

their surrounding environment (blocking promoter-enhancer interaction) and/or serve as 

barriers against heterochromatin silencing effects (West et al., 2002).   

The enhancer-blocking activity of an insulator depends on the positioning of the insulator, as it 

must be located between the enhancer and the promoter. One key element in its insulating 

function is the insulator protein CTCF (CCCTC-binding protein). The CTCF not only block 

enhancer activity but also mediates the 3D conformation of the chromatin required for the 

enhancer-promoter interaction. The CTCF also mediates the boundary effect in insulators by 

restricting the spread, from one domain to the others, of histone modification associated with 

active genes (H3K27ac) or inactive (H3K27me3).  

5. Long non-coding RNAs 

Less than 2% of the human genome encodes proteins, while around two-thirds of all genome is 

being pervasively transcribed into many non-coding RNAs (ncRNAs). Coding transcripts are six 

times more frequent in the cytosol, whereas non-coding transcripts are five-times more frequent 

in the nucleus (Djebali et al., 2012). Among all these ncRNAs, those who exceed 200 nucleotides 

long are named long non-coding RNAs (lncRNAs), this includes the eRNAs and the and antisense 

transcripts (Fig. 1.9) (Derrien et al., 2012; Mathieu et al., 2014). On average the lncRNAs are 

shorter than mRNA (592 bp vs 2453 bp) (Derrien et al., 2012). 

The lncRNAs are less conservative than the mRNA, but the conservation in sequence does not 

always correlate with their function (Derrien et al., 2012). There have been proposed several 

mechanisms in how the lncRNAs can regulate transcription either in cis or trans (Kopp and 

Mendell, 2018). The proposed mechanisms in cis include (i) the interaction sequence-specific 

Figure 1.8 Transcriptional Silencers as 

Bifunctional Regulatory Elements. 

In (A), the bifunctional element regulates a 

single gene, silencing ‘gene 1’ in tissue A but 

activating ‘gene 1’ in tissue B. In (B), the 

bifunctional element is a silencer with 

respect to ‘gene 1’ in tissue A, but an 

enhancer with respect to ‘gene 2’ in tissue B. 

In (C), silencer functions (blue) and enhancer 

functions (yellow) are mixed within a single 

bifunctional sequence. An alternative is 

shown in (D), where silencer and enhancer 

functions reside in separable but adjacent 

sequence elements. Adapted from (Halfon, 

2020) 
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between the mature lncRNA with a coding-gene, (ii) the recruitment of the spliceosome 

machinery, or (iii) the promoter of the lncRNA act as an enhancer and interact with the 

promoter region of the protein-coding gene, independently of the lncRNA. In addition to the 

regulation in cis, the mechanisms described for trans-regulation are categorized into three 

groups: (i) lncRNAs that can reorganize the chromatin state in regions afar from their own, (ii) 

lncRNAs that associate with mRNA or proteins affecting its interaction, and (iii) lncRNAs that 

modify the nuclear structure.  

 

Whether the lncRNAs can regulate gene expression at transcriptional (Ng et al., 2012; Rinn et al., 

2007; Zhao et al., 2008) or post-transcriptional level (Cesana et al., 2011; Gong and Maquat, 

2011; Yoon et al., 2012), it is now clear that they can contribute to the development of human 

diseases (reviewed in (DiStefano, 2018; Sparber et al., 2019). For example, one of the first 

described lncRNAs, H19 (Bartolomei et al., 1991), is currently used as a biomarker in the 

diagnosis of Silver-Russel and Bechwith-Wiedemann syndromes (Wakeling, 2011). Some 

reports suggest that H19 can regulate the expression of several genes necessary for embryonic 

growth and development (Gabory et al., 2009; Monnier et al., 2013). However this effect may not 

require the specific lncRNA transcripts themselves and instead involved general processes 

associated with their production, including enhancer-like activity of gene promoters, the process 

of transcription, and the splicing of the transcript (Engreitz et al., 2016).  

6. Similarities between enhancers and promoters 

The focus of several studies is centered on two major classes: enhancers and promoters. 

However, as described in Annex 1, this definition is vague and dichotomic.  Improvements in the 

DNA sequencing with high-throughput sequencing and the reporter assays help the 

identification of active regulatory elements on a genomic scale. These tools led us to realize that 

enhancers and promoters share many properties; for example, the chromatin architectures are 

Figure 1.9 Illustration scheme for 

different lncRNA classes. Adapted from  

(Mathieu et al., 2014) 
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very similar, both can recruit RNAPII and GTFs, enhancers can drive divergent local 

transcription and promoters can have enhancer activity. Several features associated with 

promoters and enhancers are approached in our published review [Table 1 in Annex 1 (Medina-

Rivera et al., 2018)]. 

7. Epromoter 

The Epromoters are a novel class of cis-regulatory element defined as a promoter element that 

displays enhancer activity in a functional experimental setting and might regulate the expression 

of a distant gene. In table 2 of annex 1, we summarize the early evidence of promoters with 

enhancer activity. These promoter-promoter interactions were first identified by 3C-based 

methods, suggesting that this regulatory network is common in mammalian cells (Pancaldi et al., 

2016). Using various powerful techniques that incorporate high-throughput sequencing into 

reporter assays have enabled quantitative and straightforward measurements of enhancer 

activity. Epromoters has been identified in some studies in vitro in Drosophila (Zabidi et al., 

2015), mouse (Nguyen et al., 2016b) and human, and some have validated its functional activity 

in vivo (Dao et al., 2017; Diao et al., 2017b; Engreitz et al., 2016) (Fig. 1.10). A list of 

experimentally validated promoters with enhancer-like Activity in their natural context is 

summarized in table 3 in annex 1. 

 

8. Long-range chromatin interactions 

As mentioned before, the DNA is wrapped around nucleosomes and forms the chromatin. 

Depending on the histone modification, histone variants, and DNA methylation, the chromatin 

can be transcriptionally active or inactive. The chromatin can form local loops that can be 

further folded into larger domains and compartments. Each chromosome occupies a specific 

space in the nucleus called the chromatin territories (CT) (Yamamoto and Saitoh, 2019) (Fig. 

1.11). These chromatin territories are generally accepted as a model of non-random but variable 

chromosomal organization.   

Each chromosome is comprised of many chromatin domains and they are defined depending on 

their nuclear association, including the topologically associating domains (TADs), lamina 

associating domains (LADs), and the nucleolus-associated domain (NADs).  

Figure 1.10 Epromoter function in vivo. One or multiple Epromoters (red) can regulate the 

expression of one or more distal genes. Modified from (Medina-Rivera et al., 2018).  
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The TADs size varies but it ranged from 215 Kb to 1.2 Mb and represents the functionally 

isolated units of the genome. This means that the genes within TADs can be co-regulated and 

that transcriptional activity does not spread between neighbor TADs (Pope et al., 2014). In 

mammals, the TADs are strongly conserved (Dixon et al., 2012) and their boundaries are 

enriched with CTCF and cohesin binding sites, histone marks of active chromatin, and 

housekeeping genes (Ea et al., 2015).  

 

One of the key methodologies to better understand the chromosome organization within the 

nucleus has been the chromosome conformation capture (3C) assay in combination with next-

generation sequencing (NGS). These techniques, especially the Hi-C methodology, allows 

unbiased identification of chromatin interactions across the entire genome (Lieberman-Aiden et 

al., 2009).  The corner peaks in the Hi-C maps between TADs are enriched in CTCF binding sites, 

suggesting the formation of the loops between them (Fig. 1.12). These loops form between CTCF 

sites positioned in a convergent orientation and changes in the orientation of a single CTCF can 

affect the positioning of a TAD boundary (Lupianez et al., 2015; Sanborn et al., 2015)  

The current mechanism for the CTCF-looping formation of TADs is referred to as the “loop 

extrusion” model.  According to this model, the cohesin complex binds to the chromatin and 

stars to extrude the loop until it encounters the two convergent and bound CTCF sites 

(supplemental movie in (Fudenberg et al., 2017)).  

The CTCT plays a crucial role in bran development and neural function (Beagan et al., 2017; 

Sams et al., 2016), cardiovascular (Gomez-Velazquez et al., 2017), limp development (Andrey et 

al., 2017), and is crucial to maintain the established insulated neighborhoods that guaranty 

proper gene expression. This is particularly true in embryonic stem cells (ESCs). These cells can 

self-renew and differentiate thanks to the chromatin landscape influenced by CTCF. When CTCF 

is deleted genome-wide from murine ESCs (mESCs) it results in changes in gene expression of 

370 and 4996 genes after 24 and 96 hours of depletion, respectively. Also, this results in the loss 

of the chromatin loop, leading to an interaction between domains normally separated by CTCF 

(Nora et al., 2017). Also, somatic mutations at the CTCF binding motif can lead to the 

Figure 1.11 Schematic view of chromosome folding inside the nucleus. 

Adapted from (Szabo et al., 2019). 
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development of cancer, including colorectal cancer (Katainen et al., 2015), leukemia (Hnisz et al., 

2016), and breast cancer (Oh et al., 2017).  

 

Moreover, the genome is also organized into separated membraneless sub-compartments 

involved in ribosome biogenesis (nucleolus), transcriptional factories associated with active 

RNAPII (Cook, 2010), Polycomb bodies, paraspeckles, viral replication compartments, and 

constitutive heterochromatin compartments (fig. 1.13) (A and Weber, 2019). Different 

biophysical concepts are currently used to explain the formation of “chromatin bodies” in a self-

organizing manner and without consuming energy. The most accepted models are the liquid-

liquid phase separation (LLPS) and the polymer-polymer phase separation (PPPS). The LLPS 

mechanism is driven by multivalent interactions among soluble components, while the PPPS 

mechanism is based on bridging interactions that tend to compact the chromatin fiber (Erdel 

and Rippe, 2018). 

 

Figure 1.12 Schematic representation of Hi-C maps at different genomic scales, 

reflecting the different layers of higher order chromosome folding. Adapted from 

(Szabo et al., 2019). 

Figure 1.12 Scheme of nuclear 

compartments. Modified from A and 

Weber, 2019. 
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Chapter 2. Identification and functional characterization of 

transcriptional regulatory elements 

I. Identification of transcriptional regulatory elements 
The sequence of the human genome was first published 19 years ago (Lander et al., 2001; Venter 

et al., 2001) and marked one of the biggest breakthroughs in biomedical history.  Today, we are 

still deciphering our own “instruction manual”. We know that the transcriptional regulatory 

elements are key elements in the usage of the genome information during development, 

responses to stimuli, cell homeostasis, and disease. Therefore, identify and understand the 

function of these regulatory elements is challenging. The systematic recognition of regulatory 

elements has relied on the identification of their epigenomic signature, including histone 

modifications and DNA accessibility.  

1. Identification of histone modifications and non-histone proteins 

The chromatin immunoprecipitation (ChIP) is an antibody-based technique that allows us to 

identify where in the genome the histone modifications and non-histone proteins (e.g. 

transcription factors and cofactors) are. The technique is quite simple, use a specific antibody to 

isolate a histone modification or a protein and the chromatin binding to it.   

Depending on the starting material there are two techniques: native ChIP (N-ChIP) and 

crosslinked ChIP (X-ChIP). For the N-ChIP there is no fixing agent to fix proteins to the 

chromatin. The chromatin is isolated and digested with nucleases. This method only allows for 

the detection of histone modifications. The X-ChIP is the most common and requires a chemical 

fixator like formaldehyde to crosslink the proteins. The chromatin can then be fragmentized by 

nucleases digestion or sonication. This method permits the isolation of histone and non-histone 

proteins (Fig 2.1)  

Once the chromatin is isolated and the DNA purified, is possible to do single gene analysis, by 

PCR, called ChIP-PCR; whole-genome analysis by microarrays, called ChIP-chip; or by whole 

genome analysis using high-throughput sequencing, also called ChIP-seq. 

Before the surge of the Next Generation Sequencing (NGS), the microarrays were used to 

identify by hybridization DNA fragments obtained by ChIP (Blat and Kleckner, 1999; Ren et al., 

2000). Now in the era of NGS, the ChIP-seq is one of the favourite methods to map epigenetic 

marks and DNA-binding proteins genome-wide (Barski et al., 2007; Johnson et al., 2007; 

Robertson et al., 2007). There are multiple public databases available to download ChIP-seq data 

for histones and non-histone proteins, like the ENCODE project.  

Although is one of the most used methods to identify epigenomic marks, there are several 

important issues to consider: (i) excessive crosslink can mask the epitope, therefore reducing 

the antigen-antibody efficiency; (ii) antibodies should be validated for binding an exposed 

epitope in the native protein; (iii) cell number can vary for each particular target and requites 
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optimization; and (iv) the amount of data generated requires an analysis that, until date, is not 

“user-friendly”. 

 

Finally, with the NGS technology in continuum optimization now is possible to do high-

throughput sequencing in single cells, and recently several methods have been proposed for 

single-cell ChIP-seq (scChIP-seq) in native and fixed cells. This methodology will allow us to 

analyse complex tissues and tumours [reviewed in (Nakato and Sakata, 2020)]. 

Nowadays ChIP-seq es widely used to map where a certain protein binds in the DNA; however, 

to overcome the background noise it requires a large amount of input material. To overcome 

this, the novel strategy CUT&RUN (Cleavage Under Targets and Release Using Nuclease) has 

been developed (Skene and Henikoff, 2017).  This method consists of unfixed permeabilized 

cells, incubated with antibody and followed by binding of a protein A-Micrococcal Nuclease 

(pA/MNase) fusion protein that cuts the DNA (Meers et al., 2019). The advantage of this 

technique is that it requires a lower number of cells (between 100 and 1000 cells), provides 

base-pair resolution, and does not requires chromatin fixation.  

2. Chromatin accessibility 

Chromatin accessibility is the degree to which DNA-binding proteins (TFs and transcription 

machinery) can find their targets in the DNA and it is determined by the topological organization 

of nucleosomes (Fig. 2.2). The basic principle of the chromatin accessibility methods relies on 

either enzymatic methylation or the cleavage of the chromatin. These methods do not 

distinguish between accessibility due to TFs binding to chromatin or any epigenetic marks. In 

1973, studies of chromatin fragmentation with DNA endonuclease showed that nucleosomes 

confer periodic hypersensitivity (Hewish and Burgoyne, 1973), providing the earliest evidence 

of nucleosome phasing.  

Figure 2.1 Basic schematic for chromatin immunoprecipitation targeting DNA-

binding proteins (left) of histone modifications (right) 
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The regulatory elements located in highly accessible regions normally have high transcriptional 

activity (Mattioli et al., 2019), therefore the identification and functional characterization are of 

great importance.  

 

DNase-seq 

This method uses traditional DNase I footprinting to selectively digest nucleosome-depleted 

regions, also called DNase I hypersensitive sites (DHSs). The first genome-scale analysis for open 

DNase-sensitive chromatin was back in 2006 and consisted of hybridized DNase I-cleaved 

fragments from native chromatin onto microarrays spawning approximately 30 Mb of the 

human genome (DNase-chip) (Crawford et al., 2006a; Sabo et al., 2006). Now, these DNase I-

cleaved fragments can be mapped across the genome using short-read sequencing (DNase-seq). 

There are two major protocols: use a type II restriction enzyme to isolate and subsequently 

barcode each DNase cut site (single cut) (Boyle et al., 2008), or strict size selection to enrich for 

sequenceable fragments coming from paired cleavage fragments within DHSs (double cut) 

(Hesselberth et al., 2009) (Fig. 2.3a). 

The DHS sites make up approximately 2% of the genome and about 14% of them are cell-specific 

(Neph et al., 2012; Thurman et al., 2012), and can be classified based on their genomic locations 

as transcriptional start site (TSS) DHSs, gene body DHSs, and intergenic DHS (Natarajan et al., 

2012). 

ATAC-seq 

Assay for transposase-accessible chromatin using sequencing is an alternative method for 

chromatin accessibility. In ATAC, the chromatin is exposed to a hyperactive Tn5 transposase that 

fragments the DNA and tags the target sequence with sequencing adaptors, in a process called 

tagmentation(Fig. 2.3b) (Adey et al., 2010).  ATAC-seq selectively amplifies double-cleavage 

events and can be used in native chromatin to profile open chromatin, TF binding, and 

nucleosome position (Buenrostro et al., 2013). The open chromatin measurements by ATAC are 

comparable with those in both double-cut and single-cut DNase-seq assays. There are two major 

advantages in the use of ATAC-seq over the DNase-seq: (i) complex libraries can be generated 

Figure 2.2 In contrast to closed chromatin, permissive chromatin is sufficiently dynamic for 

transcription factors to initiate sequence-specific accessibility remodelling and establish an open 

chromatin conformation. Pol II, RNA polymerase II; TF, transcription factor. Adapted from (Klemm 

et al., 2019) 
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with as few as 500 cells, and (ii) libraries can be generated in less than 2 hours, while the DNase 

is a multiday protocol (Corces et al., 2017). This is a robust method that simplifies protocol time 

and is done with primary tissue and limited clinical tissues. ATAC methodology can also be 

coupled with single-cell sequencing (scATAC-seq) allowing the study of open chromatin at 

single-cell resolution.  

 

MNase-seq 

Nucleosome positioning regulates the chromatin accessibility and can be measure by 

micrococcal nuclease sequencing (MNase-seq). MNase has an endonuclease activity that 

cleavage internucleosomal DNA and yields mainly mono-nucleosomes, and an exo-nuclease 

activity that digest DNA not protected by proteins (fig.2.4a).  

Undigested DNA is protected by the nucleosomes and subjected to high-throughput sequencing. 

However, MNase has a sequence bias, and it cleaves DNA about 30 times faster upstream of an A 

or T than it does of a G or C (Horz and Altenburger, 1981). This result in differences in 

nucleosome occupancy is dependent on different levels of digestions (Bryant et al., 2008).  

NOMe-seq 

Nucleosome occupancy and methylome sequencing (NOMe-seq) is based on the native 

chromatin treatment with GpC methyltransferase M.CviPI, which methylate GpC dinucleotides 

sites that are not bound by nucleosomes, to create a digital footprint of nucleosome positioning. 

GpCm does not occur in the human genome, therefore there is no endogenous background of 

Figure 2.3 Principal methods for measuring chromatin accessibility. 

(a) DNA-seq. (b) ATAC-seq. Adapted from (Klemm et al., 2019) 
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GpCm (Fig. 2.4b). After, the treated chromatin goes under bisulfate treatment that converts 

unmethylated Cs to Ts, and therefore, allows the distinction of GpC from GpCm and the CpG from 

CmpG after sequencing.  Thus, this method probes chromatin accessibility and also the 

methylation status of DNA (Kelly et al., 2012). DNA trinucleotides GCG cannot be used to 

distinguish between the enforced GpC methylation and the endogenous CpG methylation on the 

other strand. 

NOMe-seq is not an enrichment method, therefore requires a large number of sequencing reads 

to obtain sufficient depth to determine accessibility levels over the whole genome. However, the 

absence of enrichment bias and the single molecule character of this technique creates a more 

quantitative view of the chromatin accessibility landscape than DNase-seq, ATAC-seq, or MNase-

seq, as the relative accessibility level of each genomic locus can be directly determined (Klemm 

et al., 2019; Krebs et al., 2017). 

 

FAIRE-seq 

The method of chromatin accessibility by formaldehyde-assisted isolation of regulatory 

elements and sequencing (FAIRE-seq) consists of the fixation of the cell with formaldehyde, 

fragmentation by sonication, and the purification of free DNA (Fig. 2.5) (Giresi et al., 2007). 

While this technique can be noisier than DNase-seq, the FAIRE-seq derived mapping highly 

correlates with DNase-seq open regions (Song et al., 2011). FAIRE libraries can be amplified by 

PCR (FAIRE-qPCR), by hybridization to a tiling DNA microarray (FAIRE-chip), or by NGS (FAIRE-

seq) (Gaulton et al., 2010). This technique offers the advantage that is an antibody- and an 

enzyme-free method does not require input control and can be applied to tissue samples (Simon 

Figure 2.4 Principal methods for measuring chromatin accessibility. 

(a) MNase-seq. (b) NOMe-seq. Adapted from (Klemm et al., 2019) 
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et al., 2012). However, this method can provide low signal close to noise, does not allow specific 

TF footprinting and the fixation efficiency varies from different tissues (Giresi et al., 2007). 

 

3. TSS identification techniques 

As mention in Chapter 1, the transcription is a complex process with multilevel control. The 

knowledge of the exact position of the transcriptional start site (TSS) of any RNA molecule is 

crucial to discover the regulatory elements that govern it. Two major mechanisms allow the 

identification of TSS: by analysing the steady-state RNAs or the nascent RNAs. 

Steady-state RNA analysis 

Once the transcription is initiated, the TSS hallmark is the incorporation of an inverted 7-methyl 

guanosine cap structure linked via a 5’-5’ Triphosphate Bridge to the first nucleotide transcribed 

by RNAPII. This cap structure has an important effect on the maturation, translations, and 

stability of the mRNA (Furuichi, 2015). The cap contains a 2’,3’-diol structure susceptible to 

chemical oxidation followed by biotinylation. This reaction permits the selection of capped RNAs 

by immunoprecipitation with streptavidin (Cap-trapping). The enriched capped RNAS then are 

converted into full-length cDNA copies.  

These full-length cDNA can be sequenced (flcDNA-seq) (Fig. 2.6a), which is typically based on 

large-scale Sanger sequencing (Kawai et al., 2001). This technique allows the identification of: 

first, the exact position of the mRNA transcription start site of individual genes; second, the 

sequence of the 5’ untranslated region (UTR); third, the entire protein-coding region; and last, 

the sequence of the 3’UTR (Suzuki and Sugano, 2003). 

The cap analysis of gene expression (CAGE) allows high-throughput identification of sequence 

tags corresponding to 5′ ends of mRNA at the cap sites and the identification of the TSS (Shiraki 

et al., 2003). After the cap-trapping, the cDNA is treated with tobacco acid pyrophosphatase that 

removes the cap and leaves a 5’-monophosphate that is used to ligate a specific oligo linker. This 

is followed by the cleavage of the first 27 base pairs by a class II restriction enzyme (Fig. 2.6a) 

(Takahashi et al., 2012). Using this technique, FANTOM and ENCODE consortium produced high-

quality annotations of the human and mouse promoter regions (Birney et al., 2007; Forrest et al., 

2014). 

Figure 2.5 Schematic for formaldehyde-

assisted isolation of regulatory elements 

and sequencing, FAIRE-seq Adapted from 

(Giresi et al., 2007) 
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These methods have the advantage of not only identify the TSS location but also estimate the 

abundance of produced RNAs. However, one of the limitations of CAGE methodology is the 

selective removal of all non-capped RNAs transcribed by RNAPI and RNAPIII (Takahashi et al., 

2012). 

 

Nascent-RNA analysis 

In general, the nascent-RNA techniques aimed to capture the RNA as it is being transcribed, 

providing transcription information not only of multiple genes, but also long non-coding RNAs, 

microRNAs, and enhancer RNAs, without interference from splicing, capping, and post-

transcriptional stabilization.  

The method to assess real-time transcription from engaged RNA polymerase is the nuclear run-

on assay. This method consists of isolation of the nuclei from mammalian cells and places them 

in ice to stop RNAPII from transcribing.  Then, the nuclei were permeabilized and washed to 

remove free nucleotides. Traditionally, endogenous nucleotides were replaced by radio-labeled 

dNTPs and detected through hybridization to complementary DNA sequences (Smale, 2009). In 

global run-on sequencing (GRO-seq) methodology de incorporated dNTPs contain 5’-

bromouridine-5’-triphosphate (BrUTP) to enriched the newly formed RNA (Core et al., 2008), 

while the precision nuclear run-on sequencing (PRO-seq) method adds biotin-labeled dNTPs 

(Kwak et al., 2013). To resume the transcription in vitro, anionic detergent sarkosyl is used to 

remove proteins from chromatin, including pausing factors (Gariglio et al., 1974).  

These methods can be modified to enrich only the capped RNAs via cap-trapping and sequenced 

from the 5’ end, just like the CAGE method: GRO-cap (Core et al., 2014) and PRO-cap (Mahat et 

al., 2016) (Fig. 2.6b).  

Figure 2.6 Schematic for (a) steady-state RNAs and (b) nascent RNAs identification. B, 

biotin labeled dNTP; m7G, 7-methylguanosine cap. Adapted from (Andersson and 

Sandelin, 2020) 
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The methods that sequence 5’ ends can map the location of active TSSs genome-wide, while 

those that sequence the 3′ ends only detect the active RNAPII sites within gene bodies. However, 

promoter regions can be inferred as peaks in the reads from these methods, due to the RNAPII 

pausing after transcription initiation. 

Even though these methods were not designed to specifically detect active enhancers, it is 

possible to detect the small non-coding RNAs that are bidirectionally transcribed from active 

enhancers (miRNAs), that otherwise cannot be detected by traditional transcriptome profiling 

like RNA-seq (Lam et al., 2014). 

Concluding Remarks 

The annotation of the precise promoter is important to know the 5’ UTR usage and the impact of 

genetic variation in non-coding regions. For example, a single variation between the alpha-

globin genes and their regulatory region was shown to create a new TSS, affecting the normal 

activation of all downstream alpha-like globin genes, thereby causing thalassemia (De Gobbi et 

al., 2006). In many cases, the differential TSS usage is important for the gene function and 

diseases [reviewed in (Davuluri et al., 2008)]. Levin and cols. compared several methods to 

identify sample-specific TSS and report that the CAGE method performed better when combined 

with DNase-seq (Adiconis et al., 2018). 

II. Methods for long-range chromatin interactions  
The cell nucleus contains all the hereditable information coded inside the DNA and the 

epigenetic components associated with it. But the reduced size of the nucleus would not be 

enough to contain the DNA fully stretched. Therefore, correct DNA packaging is essential for the 

correct cellular function. 

However, each cell needs to have a dynamic equilibrium between DNA packaging and the access 

to the gene information, DNA replication sites accessibility, proof-reading repair, and 

recombination events; varying during different phases of the cell cycle and among different cell 

types (Sati and Cavalli, 2017). 

Nowadays, is clear that the chromatin organization within the three-dimensional (3D) nuclear 

space constitutes another factor affecting gene regulation and changes in the conformation can 

cause oncogenic transformation (as discussed in Chapter 1). 

The chromosome conformation capture (3C) was the first assay to study the chromatin 

organization in 3D space (Dekker et al., 2002), and since then it laid the foundations for 

developing new methods to infer the structures. Most of the 3C-derived techniques share the 

same initial steps: formaldehyde cross-linking, restriction digestion, and proximity ligation.  

1. Chromatin conformation capture (3C) 

First described in 2002, this assay estimates the contact between two genomic loci in the cell 

(one versus one). The first step of the method consists of the formaldehyde crosslink of the cell 

population nucleus, followed by digestion with a restriction enzyme (RE) and the ligation of the 

restriction fragments (Fig. 2.7). During the nuclei fixation, the amount of formaldehyde can vary 
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from different cell types; however, 1% formaldehyde for 10 minutes is preferred. For fine 

mapping of the genomic interactions, four base cutters REs are much frequently used (for 

example, HindIII and DpnII). On the other hand, the ligation step is advised to be performed 

under dilute conditions to facilitate the intermolecular ligation, instead of the intermolecular. 

The final product is a linear template representing the 3D interaction of two known loci. This 

template can be analysed by PCR to describe these interactions only in a limited range. Also, the 

“one versus one” nature of this method limits its application to genome-wide sequencing. To 

overcome these limitations, several 3C-derived methods have been developed.  

2. One versus all, chromatin conformation capture (4C) 

The next generation on the “C” technologies was the 4C. This methodology evaluates the 

genome-wide interactions made by a single locus (one versus all) and was developed 

independently by four groups. These 4C methods contrast in the significance of the acronym and 

a few steps; however, they are based on the same molecular principles (Lomvardas et al., 2006; 

Simonis et al., 2006; Wurtele and Chartrand, 2006; Zhao et al., 2006) (Fig 2.7). 

The most popular variant of the 4C family is the 3C on-chip. This method uses another round of 

RE (usually 4-cutter RE, different form the first) on the 3C library, followed by ligation. This 

creates smaller circular fragments that can be amplified using PCR with specific primers for our 

locus of interest (called bait or viewpoint). The amplified fragments can be evaluated either 

using microarrays or high-throughput sequencing (4C-seq) (van de Werken et al., 2012). 

Several studies have used the 4C-seq technology to identify regulatory interactions (van de 

Werken et al., 2012), chromatin loops (de Wit et al., 2015), TAD modifications in structural 

variants (Lupianez et al., 2015), and the identification of sub-structures inside TADs (Wijchers et 

al., 2016). 

3. Chromosome conformation capture carbon copy (5C) 

Both the 3C and the 4C method fail to see interactions outside the pre-selected fragment. 

Chromosome conformation capture carbon copy (5C) allowing the simultaneous detection of 

millions of interactions between multiple regions in a single assay (many versus many).  

The initial steps of the 5C are the same in 3C. The 3C library is then incubated with a complex 

mix of oligos (containing universal primers) designed to anneal the restriction sites in a ligation-

mediated amplification (Dostie et al., 2006). The product can then amplify by PCR using the 

universal sequence incorporated in the primers (Fig 2.7). 

The 5C was developed to analyse the human β-globin locus (Dostie et al., 2006), and later to 

study the human α-globin locus (Brandt et al., 2010), the human HOXA-D gene cluster 

(Ferraiuolo et al., 2010; Fraser et al., 2009; Wang et al., 2011), and the TADs landscape in the X 

chromosome (Nora et al., 2012). This methodology is not truly genome-wide since each locus 

must be designed in the regions of interest. 
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4. Hi-C 

The Hi-C assay confers the advantage of interrogating “all versus all” interactions and maps 

them genome-wide.  In the first step, much like in the 3C method, nuclei are cross-linked with 

formaldehyde, and chromatin is digested. From here the Hi-C the procedure is slightly different 

since must use a RE that leaves a 5′ overhang. These sticky ends are filled with biotin-labeled 

nucleotides followed by blunt-end ligation. After the Hi-C library is sheared and purified by 

pulling-down biotin, enriching the biotinylated ligation junctions for high-throughput 

sequencing (Lieberman-Aiden et al., 2009) (Fig 2.7).   

The first Hi-C maps were low resolution (1 Mb) but could identify the compartmentalization of 

the human genome in open and active (A compartment), and closed and inactive (B 

compartment) compartments (Lieberman-Aiden et al., 2009). A modified protocol in Drosophila 

using the size selection of long products identified different chromatin organizations 

overlapping with epigenomic domains (Sexton et al., 2012). They classified the observed TADS 

into four types, one represented by active chromatin, and three represented by silent chromatin 

(polycomb enriched regions, heterochromatin, or without any specific mark).  

5. Chromatin Interaction Analysis by Paired-End Tag Sequencing (ChIA-PET) 

This method is the combination of 3C technology with ChIP. The key feature of this method is 

that the chromatin interactions are enriched by ChIP, using a specific antibody after RE 

digestion. Then tethered DNA fragments in each of the chromatin complexes are connected with 

DNA linkers via proximity ligation and Paired-End Tags (PETs) are extracted for sequencing. The 

resulting ChIA-PET sequences are mapped to reference genomes to reveal relationships 

between remote chromosomal regions brought together in close spatial proximity by protein 

factors (Fullwood et al., 2009).  

Using this method, it was possible to identify the importance of CTCF, ZNF143, and two 

members of the cohesion complex (SMC3 and RAD21) for the formation of the 3D chromatin 

structure (Heidari et al., 2014). 

A new method called HiChIP combines the antibody capture of the ChIP, the biotin enrichment of 

the Hi-C, and Tn5-mediated on-bead library construction (Mumbach et al., 2016). This method 

improves the yield of conformation-informative reads by over 10-fold and lowers input 

requirement over 100-fold relative to ChIA-PET.  

6. Capture-C 

This method combines 3C with oligonucleotide capture and NGS. Once the 3C library is 

generated, is sonicated (200 bp size) and sequencing adaptors are added. This library is 

enriched by hybridization to biotinylated capture probes and purify by streptavidin pull-down. 

Finally, the enriched material is amplified by PCR and sequenced (Fig 2.7). This strategy 

generates genome-wide contact of the selected loci (Hughes et al., 2014). 
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7. Concluding Remarks 

The 3C and the 3C-based technologies have helped to uncover the intrinsic mechanisms of 

genome architecture at the genome-scale. Researchers have been working to improve the C 

technology and overcoming the technical limitations by creating new tools or using the tools 

already existing.  

The first limitation in most of the 3C-based methods is the selection of the first RE. This step 

determines the resolution of the 3C library since only the contacts between DNA fragments can 

be detected.  Another limiting factor is the fact that the RE cutting sites are not evenly 

distributed in the genome, resulting in different resolutions across the genome. This seems to be 

overcome by the substitution of the first RE with MNase (Hsieh et al., 2015) or DNase (Ma et al., 

2015).  

Integrative data analysis using data set coming fromdifferent3C-based techniques and chip-seq 

data have led to the composition organization of super-enhancers (Huang et al., 2018; Ing-

Simmons et al., 2015), dynamics of promoter-anchored loops during differentiation (Siersbaek 

et al., 2017), and disease prediction (Wang et al., 2018a). 

Figure 2.7 Method summaries for 3C and 3C-based technologies 
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One of its main limitations of the Hi-C is the low resolution, therefore is not well suited for 

probing short-distance interactions such as intra-TAD interactions. This could be fixed by 

changing the RE to a higher digestion frequency, but this will increase the cost in the sequencing. 

To circumvent this, researchers use the Capture-C strategy to enrich Hi-C libraries, a new 

technique known as Capture Hi-C (CHi-C) (Mifsud et al., 2015). This method enables deep 

sequencing of target fragments and reduces the background. With this method, several groups 

have been able to interrogate enhancer-promoter interactions in cancer risk loci (Baxter et al., 

2018; Dryden et al., 2014; Jager et al., 2015; Martin et al., 2015), to detect the promoter-

interacting regions with promoter-capture Hi-C (PCHi-C) (Orlando et al., 2018; Schoenfelder et 

al., 2018; Siersbaek et al., 2017), and to characterize the enhancer interactome during cell 

differentiation with enhancer-capture Hi-C (ECHi-C) (Madsen et al., 2020). 

The continuous improvements of the C-technologies and the high-throughput sequencing will be 

led to a better understanding of how the 3D structure of the genome can control gene 

expression.  

III. Functional characterization of transcriptional regulatory elements 
Several points concerning the massively parallel reporter assays are approached in our 

published review (Santiago-Algarra et al., 2017). A shorter version of this review was also 

published in a French journal (Espana et al., 2017). 

The control of the gene expression requires multiple levels of control, from the chromatin 

accessibility, histone modification, and DNA methylation. All these elements lead to the proper 

communication of two of the major DNA cis-regulatory elements: promoters and enhancers. The 

identification of enhancers is challenging since this DNA does not code for a protein (like 98% of 

the genome), its location relative to the gene(s) they control can vary (upstream, downstream or 

intergenic) and their sequence can be different among other enhancers. Using the tools 

previously described, like open chromatin regions (DNase-seq, ATAC-seq, MNase, etc.) and 

histone modifications (H3K4me1/H3K27ac ratio), is possible to identify putative enhancer 

(Chatterjee and Ahituv, 2017). However, these techniques do not provide a functional readout 

for the sequences identified in different cell types and with different nucleotide variants.  

The standard enhancer and promoter-reporter assays are functional and sensitive methods to 

test the activity of one candidate region to express a reporter gene (LacZ, fluorescent protein, 

and luciferase). The candidate region is cloned in an episomal plasmid upstream of the reporter 

gene (for a promoter assay) or downstream a minimal promoter and the reporter gene (for an 

enhancer assay). Then, the construct is introduced in the cells (primary cells, cell lines, embryos) 

of interest. If under the controlled conditions the candidate is a promoter or an enhancer, the 

expression of the reporter will happen. The expression of the reporter gene can be observed and 

quantified; however, this method only allows the testing of a single candidate per construct and 

is used as confirmation of the high-throughput assays.  
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There exist two major high-throughput assays to test the enhancer activity of thousands of 

putative regulatory sequences in a single experiment. These are the massively parallel reporter 

assays (MPRA) and the self-transcribing active regulatory region sequencing (STARR-seq). 

1. MPRA 

The MPRA method was originally developed to test the promoter activity and effect of single-

based mutagenesis in three bacteriophage promoters in vitro (Patwardhan et al., 2009), and test 

the enhancer activity of three mammalian enhancers and its variants in vivo (Patwardhan et al., 

2012). 

This assay uses a microarray-synthesized DNA construct that contains the regulatory element 

and a unique sequence tag or “barcode” (Fig. 2.8A). These DNA-synthesized sequences are 

cloned unto the plasmid backbone. Then, a minimal promoter and a reporter gene are inserted 

between the tested regions and the tag, leaving the tag in the 3’ UTR. The enhancer activity of 

any sequence will transcribe the tag associated with it.  

Once the MPRA library is finished, is transfected into cells and RNA sequencing of the 

transcripts/tags is performed. The enhancer activity of any sequence is directly proportional to 

the tag enrichment.  

 

Figure 2.8 Methods for functional characterization of gene regulatory elements. 

(A) massively parallel reporter assays, MPRA. (B) self-transcribing active 

regulatory region sequencing, STARR-seq. 
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2. STARR-seq 

An alternative method to MPRA is the STARR-seq, a high-throughput assay introduced by Stark 

and cols. to identify transcriptional enhancers based on their activity in the entire Drosophila 

genome and to assess their activity quantitatively (Arnold et al., 2013).  

This method does not require synthesized “barcodes” since the DNA sequences are cloned into 

the 3’ UTR of the reporter gene. The active enhancer will transcribe the reporter gene and 

themselves, becoming part of the reporter transcript. Thus, the enhancer activity of any 

enhancer constitutes an enrichment of the “barcode” of itself. These transcripts can be isolated 

and detected by high-throughput sequencing (Fig. 2.8B). 

Stark’s lab used the STARR-seq approaches to ask several basic mechanistic questions of 

enhancer biology in Drosophila. This method can be applied to mammals (Muerdter et al., 2018; 

Peng et al., 2020); however, the size of the genome can increase the cost in experimental and 

sequencing deep. 

3. Derivative approaches.  

Reduce complexity 

To reduce the complexity and the prohibited cost of doing whole-genome STARR-seq in 

mammals, several groups developed strategies to enrich the genomic regions of interest (Fig. 

2.10). In general, these methods overcome the synthesis limitations in MPRA methods and 

reduce the complexity of the genomic library. 

CapSTARR-seq 

Spicuglia, and cols. developed a capture-based approach (CapSTARR-seq) to assess a subset of 

mouse DNase I hypersensitive sites (DHS) (Vanhille et al., 2015a) and the human protein-coding 

promoters repertoire (Dao et al., 2017). After capture enrichment, the DNA fragments are cloned 

into the backbone of the STARR-seq (3’ UTR of the reporter gene) and transfected into de cells. 

This method provides a fast and cost-effective approach to assess the activity of potential 

enhancers for a given cell type and will help decrypt transcription regulation mechanisms 

(Vanhille et al., 2015a) 

ATAC-STARR-seq 

Kellis and Claussnitzer developed a strategy called HiDRA (High-resolution Dissection of 

Regulatory Activity) (Wang et al., 2018b). This method combines ATAC-seq with STARR-seq and 

offers the advantage to test the activity of fragments derived from open chromatin. With this 

method, they identified 65,000 regions showing enhancer function in GM12878 lymphoblastoid 

cells. Moreover, they were able to identify the driver elements in those enhancers (Wang et al., 

2018b).  

FAIRE-STARR-seq 

Singh and cols. coupled FAIRE-seq with STARR-seq to assess a complex set of accessible 

chromatin regions for enhancer activity in LPS-activated B cells (Chaudhri et al., 2020). This 
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technique allows them to identify the numerous STARR-positive sequences located in the 

proximal promoter, intergenic and intragenic regions. 

BAC 

Another strategy to eliminate arbitrary sources of DNA is the use of bacterial artificial 

chromosomes (BACs). Within these BACs, DNA targeted regions can be cloned in the STARR-seq 

vector and tested for the enhancer function. This technique helped to identify enhancer 

specificity to a core promoter (either housekeeping promoter or developmental promoter) and 

reported that many core promoter regions have enhancer activity with the housekeeping 

promoter (Zabidi et al., 2015). Another study used BACs to interrogate GWAS-associated loci to 

atrial fibrillation in humans and identify 55 regulatory elements with variants associated with 

atrial fibrillation (van Ouwerkerk et al., 2020).  

ChIP-STARR-seq 

Enhancer function requires transcription factor binding and open chromatin marked by histone 

modifications. Therefore, the use of ChIP-STARR-seq, strategy incorporates the chromatin 

immunoprecipitation with STARR-seq, could potentially identify functional enhancers. Using this 

method, Chambers and cols. identify that only a minority of regions marked by NANOG, OCT4, 

H3K27ac, and H3K4me1 function as an enhancer in embryonic stem cells, indicating that no 

individual TF, histone mark, or a combination thereof could unequivocally predict enhancer 

activity (Barakat et al., 2018)  

 

Assessing genetic variation 

The STARR-seq and the MPRA can be used to study the effect in promoter or enhancer function 

of sequence variations from selected populations or between DNA of healthy versus disease 

tissue. Nowadays, with genome-wide association studies (GWAS) we can identify genetic 

Figure 2.10 Methods to reduce the 

library complexity for STARR-seq 

assays 
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variants associated with a disease. Moreover, we can associate those genetic variants with gene 

expression variability.  

Massive oligo synthesis  

Custom made oligonucleotides can be synthesized on microarray-based synthesizers that can 

produce oligonucleotides up to 200 bp in length. The sequence synthesized to contain the 

regulatory regions and the SNP of interest within the first 150 bp, a 20 bp barcode (for MPRA 

assays), and universal primers to amplify the material. This method allows us to interrogate the 

effect of thousands of variants in the transcriptional regulation. In particular, this method has 

been used to test the effect of 81 expression quantitative trait loci (eQTL) SNP associated with 

platelet CD36 expression (Madan et al., 2019), the functional SNPs at prostate cancer-risk loci 

(Zhang et al., 2018), atrial fibrillation (van Ouwerkerk et al., 2020), and variants with allele-

specific expression (Kalita et al., 2018).  

Pool DNA  

It is also possible to test the naturally occurring population genetic heterogeneity and test the 

regulatory variants by pooling the genomic DNA of individuals. Using capture arrays is possible 

to enrich the cancer risk-associated SNPs of interest. This variant library can then be cloned in 

the STARR-seq backbone and test their regulatory activity. With this strategy Wang, White, and 

cols. were able to find two regulatory variants associated with breast cancer and leukaemia (Liu 

et al., 2017a). 

Pool genome and SuRE 

Survey of Regulatory Elements (SuRE) is a method that allows us to test more than 108 barcoded 

DNA genomic fragments.  Instead of short synthetic promoter sequences, SuRE queries random 

genomic fragments in the size range of 0.2–2kb, which is long enough to include most elements 

that constitute fully functional promoters (van Arensbergen et al., 2017). SuRE also allows us to 

measure the promoter and the enhancer activity of these elements. With this method, van 

Steensel and cols., were able to identify 30,000 SNP that alter the activity of putative regulatory 

elements from four lymphoblast cell lines (van Arensbergen et al., 2019). 

Integrative 

One of the major concerns about reporter assays is that they are mainly implemented on 

episomes, which are thought to lack the natural physiological chromatin effect. One of the most 

popular tools to circumvent this issue is the use of lentiviruses or adenovirus to integrate the 

reporter assay into the chromatin. 

Lenti-based assays 

The advantages of using a lentivirus to integrate the reporter assay in the genome are (i) the 

stable integration into the host genome, (ii) can be used in cultured primary cells and non-

dividing cells, and (iii) can deliver up to 8 Kb with a relatively low immune response (Zheng et 

al., 2018). The use of a lentivirus-based massively parallel reporter assay (lenti-MPRA), designed 
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by Schendure and cols. (Inoue et al., 2017), have help to identify the transcription factors and 

regulatory sequences involved in neural differentiation (Inoue et al., 2019). 

Locus integration 

One of the major disadvantages of the lentivirus integration is that it occurs in random locations 

along the genome and thus, susceptible to the effects of local chromatin environment and 

interaction with neighbouring enhancers. Segal and cols. design a new high-throughput method 

for accurately measuring designed sequences from a fixed and predefined locus in the human 

genome. This locus-specific integration in the human genome is achieved using site-specific 

integration into the “safe harbour” AAVS1 site (Weingarten-Gabbay et al., 2019).  

Silencers 

So far, the high-throughput methods have been used to assess the functional activity of 

promoters and enhancers, however, it is possible to redesign these assays to identify silencer 

elements (Doni Jayavelu et al., 2020). Using a sense tiling MPRA constructs, Kellis and cols. 

identified sequences with repressive motifs at 5 bp resolution (Ernst et al., 2016).  

DNA methylation 

Epigenome-wide association studies (EWAS) have identified thousands of correlations between 

DNA methylation levels at individual CpG sites and age, cancer, diabetes, and Alzheimer’s 

disease. Differential DNA methylation is mechanistically important in trait variation, it should 

also have downstream consequences for gene regulation. However, while a functional 

relationship between differential methylation and gene expression levels is often assumed, 

experimental studies have shown that it does not always hold (Lea et al., 2018). 

Methyl-STARR-seq 

This novel strategy can test the relationship between DNA methylation and the regulatory 

activity within a cellular environment. To accomplish this, first, they eliminated all the CpG 

dinucleotide in the backbone of the STARR-seq plasmid, then combines high-throughput cloning 

of hundreds of thousands of query fragments that contain millions of CpG sites. These constructs 

can then go under enzymatic manipulation of DNA methylation using the CpG methyltransferase 

M.SsI. Unmethylated and methylated conditions are then tested. This strategy can interrogate 

which DNA methylation is important for gene regulation (Lea et al., 2018).  

4. Concluding Remarks 

These techniques allow the characterization of cis-regulatory sequences on a large scale and 

different biological contexts. MPRA and STARR-seq present different advantages over one 

another. For example, MPRA has been used to test the impact of thousands of single nucleotide 

polymorphisms (SNPs) in the regulatory elements, whereas STARR-seq can be used to test 

natural variants coming from PCR amplifications. 

Although the basic principle of MPRA and STARR-seq is as an episomal reporter assay, MPRA 

can be modified to be cloned in a lentiviral vector (Lenti-MPRA) to study the function of genome-

integrated regulatory elements (Maricque et al., 2017).  
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In particular, these methodologies shed light on the study of the Epromoters, an annotated 

promoter that exhibit promoter and enhancer activity in vitro and in vivo (Dao et al., 2017; 

Nguyen et al., 2016b; Vanhille et al., 2015a; Zabidi et al., 2015). 

5. Technical considerations 

One of the major problems with STARR-seq was reported by the group of Stark, affirming that 

while in Drosophila the transcription starts in the core promoter of the vector, in mammals the 

transcription started predominantly in the bacterial origin of replication (ORI) (Muerdter et al., 

2018). Preferential transcription in one of the two core promoters (ORI and SCP1) could create a 

bias in the enhancer-activity measurements, suggesting a new setup using the ORI as a core 

promoter and removing the SCP1 promoter (“promoterless” STARR-seq). Moreover, they also 

reported that during the DNA transfection the cell can also trigger an innate antiviral response, 

Table 2.1 Recent examples of high-throughput functional assays of mammalian enhancers. This table complement and 
update table 1 in annex 2 

Technique 
DNA 

origin 
Application Specificity 

No. of 
regions1 

Size 
(bp) 

Cell lines Promoter Species Ref. 

Lenti-
MPRA 

Synthetic 
Identification of regulatory 

dynamics during neural 
differentiation 

Centered on ChIP 2,463 171 
hPSCs 

differentiation 
Minimal 

promoter 
Human 

(Inoue et al., 
2019) 

STARR-seq Genomic 
Use of STARR plasmid in 

mammalian cells 
Whole-genome 71,968 

1000-
1500 

HeLa-S3 
Minimal 

promoter 
and ORI 

Human 
(Muerdter et 

al., 2018) 

MPRA Synthetic 
Analysis of promoter variants 

in lncRNAs that affect the 
expression 

-80 to +34 bp 
from TSS of 

LncRNAs 
2,078 114 

HeLa, HepG2 
and K562 

Minimal 
promoter 

Human 
(Mattioli et al., 

2019) 

MPRA Synthetic 
Test of 81 eQTL SNPs 
associated with CD36 

Centered on the 
SNP 

1 150 K562 
Minimal 

promoter 
Human 

(Madan et al., 
2019) 

STARR-seq Genomic 
Analysis of variants in cancer 

risk loci. 

Genomic capture 
centered on the 

SNP 
996 500 HEK293T SCP12 Human 

(Liu et al., 
2017a) 

ChIP-
STARR-seq 

Genomic 
Identification of enhancers in 

human embryonic cells 
Genomic capture 

using ChIP 
361,737 600 hESCs 

Minimal 
promoter 

Human 
(Barakat et al., 

2018) 

STARR-seq Synthetic 
Characterization of 

transcriptional regulation of 
cancer risk loci. 

Centered on the 
SNP 

374 21 LNCaP SCP12 Human 
(Zhang et al., 

2018) 

ATAC-
STARR-seq 

Genomic 
Genome-wide testing of 

putative regulatory regions 
ATAC accessible 

regions 
7x106 

150-
500 

GM12878 SCP12 Human 
(Wang et al., 

2018b) 

BiT-
STARR-seq 

Synthetic 
Characterize variants with 

allele-specific effects in 
regulatory regions  

Centered on the 
SNP 

43,500 200 GM18507 
Minimal 

promoter 
Human 

(Kalita et al., 
2018) 

STARR-seq Genomic 
Genome-wide testing of 

putative regulatory regions 
FAIRE accessible 

regions 
55,133 

100-
400 

Splenic B cells 
Minimal 

promoter 
Mouse 

(Chaudhri et 
al., 2020) 

STARR-seq Genomic 
Genome-wide characterization 

of enhancers in two 
pluripotent states 

Genomic DNA 
sonicated 

48,311 
700-
1200 

mESCs SCP12 Mouse 
(Peng et al., 

2020) 

Methyl 
STARR-seq 

Genomic 

Assess the causal effect of 
mDNA on the regulatory 

activity of millions of CpG 
sites. 

MspI-digested 
DNA 

262,829 
300-
700 

K562 
CpG-free 

EF1 
Human 

(Lea et al., 
2018) 

STARR-seq Genomic 
Characterization of variants 

associated with atrial 
fibrillation 

GWAS loci cloned 
in BACs 

12 
450-
900 

Myocytes SCP12 Rat 
(van 

Ouwerkerk et 
al., 2020) 

1 Number of targeted DNA sequences; not necessarily the number of unique fragments that are tested. 
2 Synthetic Super Core Promoter-1 
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inducing the production of type-I interferon and altering the gene expression and the enhancer 

activity. No reports of the induction of type-I interferon in MPRA-transfected cells have been 

found. Also, the same group suggests the use of unique molecular identifiers to count individual 

reporter transcript molecules, enabling their precise quantification (Neumayr et al., 2019). 

In MPRA the size of the target sequences is limited due to synthesis limitations (approx. 170 bp). 

Also, the sequences that contain the restriction site used for cloning cannot be tested by MPRA. 

The advantage of the STARR-seq is the elimination of the tags since the target sequences can 

come from the fragmented genome, DNase I accessible sites, ATAC accessible regions, FAIRE 

accessible regions, ChIP, or specific genomic enrichment using a capture microarray of PCR 

amplification. Table 1 included in annex 2 contains the high-throughput assays for enhancer 

activity until 2017 when it was published. Whereas in table 2.1, I summarize the latest reports. 

Due to the amount of data generated by MPRA and STARR-seq, several groups try to integrate 

the data with multiple epigenomic marks (coming from ChIP-seq, DHS, ATAC-seq, etc.) to predict 

the regulatory function  (Kreimer et al., 2019; Liu et al., 2017c; Shigaki et al., 2019). 

Recently, the groups of Shendure and Ahituv made a systematic evaluation of several strategies 

using the STARR-seq and MPRA (episomal and integrative) (Klein et al., 2020). Their results 

show high inter-assay correlations between the classical reporter assay, the promoterless 

STARR-seq, and both episomal and integrated MPRA. They also suggest that enhancer assays 

should test larger fragments since they found that larger sizes (600 bp) add more biologically 

relevant signals than shorter fragments (190 bp). Finally, they confirmed that enhancer activity 

is largely, but not completely, independent of orientation.  

IV. CRISPR-based techniques  

1. Discovery  

Clustered regularly interspaced short palindromic repeat (CRISPR) is part of the adaptive 

prokaryotic immune system and was first detected in Escherichia coli in 1987 (Ishino et al., 

1987) and later in 1993 in the archaea Haloferax mediterranei (Mojica et al., 1993). This cluster 

consisted of a series of repeat palindromic units separated by spacer virus-derived sequences 

(Mojica et al., 2005). 

The identification of the CRISPR regions led to the discovery of four conserved genes present 

next to the CRISPR regions (CRISPR-associated system, Cas) (Jansen et al., 2002). In 2006, 

Makarova et al. suggested that the CRISPR-Cas system could be exploited to silence genes in 

organisms encoding Cas proteins (Makarova et al., 2006). The function of the CRISPR-Cas system 

as a prokaryotic immune system was proven in Streptococcus thermophilus (Barrangou et al., 

2007) and could be transferred to E. Coli, providing heterologous protection (Sapranauskas et 

al., 2011). Soon after, it was proven that the purified Cas9-CRISPR RNA (crRNA) complex is 

capable of cleavage target DNA in vitro (Jinek et al., 2012). 

The CRISPR system was further classified into six types. The first three are the most studied, 

each distinguishable by the unique signature protein: Cas3 for type I, Cas9 for type II, and Cas10 
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for type III. Up to date, the most used and studied is Cas9, a multidomain effector protein that 

can bind and cleave the target DNA. 

The Cas9 system forms a base-paired structure between a trans-activating crRNA (tracrRNA) 

and the targeting crRNA to cleave target dsDNA. Site-specific cleavage occurs at locations 

determined by both base-pairing complementarity between crRNA and the target dsDNA and a 

short motif, referred to as the protospacer adjacent motif (PAM), juxtaposed to the 

complementary region in the target DNA (Jinek et al., 2012). For Cas9, the PAM recognition 

sequence is 5’-NGG-3’, while other Cas systems differ in the PAM recognition and the cleavage 

pattern.  

Nowadays, a simpler engineered CRISPR-Cas9 system consists of a single guide RNA (sgRNA) 

and the SpCas9 nuclease. The sgRNA is a chimeric non-coding RNA formed by the crRNA and the 

tracrRNA. In this complex, the tracrRNA will work as a nuclease-recruiting sequence, while the 

crRNA will guide the complex to the targeting sequence. This artificial linkage does not affect 

function.  

Experimentally, there exist different strategies for genome editing using Cas9: (i) plasmid 

encoding the Cas9 protein and the sgRNA (episomal or integrative); (ii) direct delivery of the 

Cas9 mRNA and the sgRNA; (iii) direct delivery of the Cas9 protein and the sgRNA combination. 

Depending on the strategy to use, the delivery systems might change [reviewed in (Karimian et 

al., 2019)]. Once the Cas9-sgRNA complex recognizes the target DNA, the nuclease activity of the 

Cas9 can perform a cut in the DNA, triggering the cellular DNA repair pathways. This constitutes 

the principle of genome editing via CRISPR-Cas9.  

2. CRISPR-Cas9 applications 

CRISPR-mediated genome editing 

One of the classical applications for CRISPR-Cas9 technology is the gene knock-out.  The result of 

the Cas9-sgRNA is a double-strand break in the target DNA typically repaired by the non-

homologous end-joining (NHEJ) pathway, resulting in a “scar” in the DNA sequence (small 

deletions, insertions, or indels); or by homology-directed repair (HDR) pathway, enabling 

precise base modifications using a DNA template (dsDNA or ssDNA) (Fig. 2.11a). Mutations in 

one of the nuclease activity domains (HNH or RuvC1) of the Cas9 has shown to produce single-

strand DNA breaks (nicks), instead of the original double-strand blunt break (DSB) (Ran et al., 

2013a). The main difference between the nicks and the DSB is that nicks are repaired by the 

high-fidelity base excision repair pathway (Dianov and Hubscher, 2013). 

Genomic deletions can be obtained by CRISPR-Cas9 dual-targeting using two sgRNA. The NHEJ 

will repair the two double-strand breaks by deletion of the intervening segment. This technique 

has been used to create deletion ranging from one kilobase (Horii et al., 2013) to over 30 

megabases (Essletzbichler et al., 2014).  

Currently is possible to interrogate more than one region at a time and apply the CRISPR-Cas9 

methodology to a genome-wide scale. This method, called CRISPR screening, requires the use of 
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lentiviral libraries that could include the sgRNAs and Cas9 in the same vector or as a two-vector 

system (sgRNAs and Cas9 on separated plasmids) (Sanjana et al., 2014).  

One of the biggest worries about the CRISPR-Cas9 technology is the possibility to have genomic 

modifications at unintended sites, also called off-target modifications (Wu et al., 2014). 

However, the use of a Cas9 nickase can help minimizes the off-target effect (Ran et al., 2013b). 

CRISPR interference 

The main function of the Cas9 is endonuclease; however, mutations in the Cas9 catalytic 

domains, HNH and RuvC1, generate a catalytically dead Cas9 (dCas9). The approach is known as 

CRISPR interference (CRISPRi) inhibits the gene expression of any gene by targeting the dCas9 

to a region near the TSS using a sgRNA (Fig. 2.11b). This creates a blockage for the initiation of 

the transcription or the elongation with up to 1,000-fold repression (Qi et al., 2013).  

In addition to the basal Cas9 interference, is possible to fuse the dCas9 with a repressive 

chromatin modifier domain to further reduce the expression by increasing the chromatin 

compaction, therefore, silencing the gene expression. The most used repressor is the Kruppel 

associated box (KRAB) that mainly induces deacetylation and methylation of histones (Gilbert et 

al., 2013) and a recent report suggests that the ZIM3 KRAB domain is the most efficient to induce 

gene silencing (Alerasool et al., 2020). 

This tool has helped to identify 500 functional long non-coding RNAs in human cells important 

for robust cellular growth (Liu et al., 2017b). Moreover, the use of dCas9-KRAB as a specific 

epigenomic tool can help to reveal the connections between regulatory elements and gene 

expression genome-wide, with possible applications to gene therapy and cellular 

reprogramming. 

CRISPR activation 

Contrary to CRISPRi, fusing different transcriptional activators to dCas9 upregulates gene 

expression at targeted loci in a technique termed CRISPR activation (CRISPRa) (Fig. 2.11c). Early 

methods used the dCas9 fused with the transcriptional activator VP64 (four tandem copies of 

VP16) with modest activation of the targeted gene (Gilbert et al., 2013). Activation can be 

increased by using several sgRNAs to the same locus; however, other approaches are the Cas9 

fusion with VPR (a tripartite activator comprised of VP64–p65–Rta) with a single sgRNA 

(Chavez et al., 2015) or the Cas9 fusion with the core p300 domain (Hilton et al., 2015).  

In combination, CRISPRi and CRISPRa can control the transcriptional level of endogenous genes 

in human cells and provide complementary information for mapping complex pathways (Gilbert 

et al., 2014).  

3. Concluding Remarks 

CRISPR-Cas9 is a powerful tool that can help edit genomes and have revolutionized the life 

sciences. It is a simple and low-cost method for genome editing and provides more advantages 

than the previous genomic editing tools (zinc finger nuclease, ZNF; and transcription activator-

like effector nucleases). The amount of literature around this technology is vast and diverse, 
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with over 3,000 papers released annually for the past three years (2017-2020) in different 

cellular contexts.  

The use of CRISPR screening has helped to identify gene regulatory networks in their natural 

context (Diao et al., 2017b; Gilbert et al., 2014; Joung et al., 2017; McCarty et al., 2020; Parsi et 

al., 2017), in stem cells reprogramming (Yang et al., 2019) and to detect drug resistance (Ding et 

al., 2018; Kurata et al., 2018; Liu et al., 2019; Saber et al., 2020).  In particular, Diao et al. identify 

45 cis-regulatory elements of the POU5F1 gene, including 17 annotated promoters, supporting 

the existence of the Epromoters (Diao et al., 2017b).  

Moreover, the CRISPR-Cas9 system has immense therapeutic potential for treating different 

diseases with a genetic background or to study the disease in animal or cell-based models. So far, 

it has been used to inactivate viral DNA that causes the disease (Lin et al., 2014; Sakuma et al., 

2016; Zhen et al., 2014) or mutate the receptor avoiding the virus binding to the cell (Kang et al., 

2015; Wang et al., 2014). Moreover, the precise genome editing can be used to reproduce 

disease mutations in animal models (SNPs, chromosomal rearrangements, etc), like kidney 

(Miyoshi et al., 2020), brain (Fernando et al., 2020), retina (Fuster-Garcia et al., 2020), and 

cardiac diseases (Vermersch et al., 2020).  

 

Figure 2.11 CRISPR tools for (a) genome editing, (b) CRISPR interference 

and (c) CRISPR activation. Adapted from (Tian et al., 2017). 
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The CRISPR-Cas9 can also impact food production, transforming traditional agriculture by 

making plants tolerant to biotic and abiotic stresses and improving their nutritional value and 

yield (El-Mounadi et al., 2020; Manghwar et al., 2019; Tyagi et al., 2021). 

The rapid development and use of CRISP-Cas9 technology have led to new bioethical, social, and 

legal issues in medicine, agriculture, livestock, and the environment. This has been ignited by the 

lack of regulation in the do-it-yourself (DIY) independent “labs”, and the 2018 scandal of the 

Chinese CRISPR babies lead by He Jiankui. 
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Chapter 3. Interferon inflammatory response 
The innate immune response is involved in various inflammatory processes, in bacterial and 

viral infections. During a viral infection, the cells induced the production of a protein that 

interferes with viral replication and therefore, blocking the spread of viruses to uninfected cells. 

These antiviral proteins were called interferons (IFNs) and are imperative to regulate the 

activation and functions of various immune cell populations of the innate and adaptive immune 

systems. 

I. Types of interferon 
Type I interferon (IFNs) was first described as the responsible factor for viral interference, the 

ability of infection with a virus to induce resistance to infection with a different virus (Isaacs and 

Lindenmann, 1957). There are three types of interferons (IFNs), types I, II, and III. Each has 

numerous roles in innate and adaptive immunity. The most abundant and well-studied type I 

IFNs are IFNα and IFNβ, while other types I IFN are less well characterized. IFNα gene is 

composed of 13 subfamilies in humans, while IFNβ exists in a single copy. All the human type I 

IFNs are clustered in chromosome 9 and are expressed and signal in every cell. Type II IFN is 

composed only of a single copy of IFNγ and is more restrictively expressed by immune cells and 

is structurally unrelated to the other types of IFNs. The IFNγ is secreted predominantly by 

activated cells of the immune system, such as T cells and natural killer (Corthay et al., 2005; 

Flaishon et al., 2000; Matsushita et al., 2015). Under physiological conditions, type I and II are 

expressed basally and contribute to tissue homeostasis without systemic effects (Chen et al., 

2009; Tovey et al., 1987). The type III IFN includes IFNλ1 (IL-29), IFNλ2 (IL-28A), IFNλ3 (IL-

28B), and IFNλ4. These genes have an important role in protecting the epithelial surfaces from 

viral infection (Zhou et al., 2018a).  

II. Induction of IFN expression 
The IFNs are polypeptides that are secreted by infected cells and have three major functions. 

First, they induce cell-intrinsic antimicrobial states in infected and neighboring cells that limit 

the spread of infectious agents, particularly viral pathogens. Second, they modulate innate 

immune responses in a balanced manner that promotes antigen presentation and natural killer 

cell functions while restraining pro-inflammatory pathways and cytokine production. Third, 

they activate the adaptive immune system, thus promoting the development of high-affinity 

antigen-specific T and B cell responses and immunological memory (Ivashkiv and Donlin, 2014). 

Type I IFNs can be induced by almost any cell type in the body in response to microbial 

pathogen-associated (PAMPs) and damage-associated molecular patterns (DAMPs). These 

processes not only trigger immediate host defensive responses such as inflammation but also 

prime and orchestrate antigen-specific adaptive immune responses. The key inducers of type I 

IFN are the recognition of viral nucleic acid, predominantly by intercellular pattern recognition 

receptors (PRRs), that leads to the production of pro-inflammatory cytokines, including large 

amounts of type I IFNs (fig. 3.1) (Barrat et al., 2016). Mammals have several distinct classes of 

PRRs including Toll-like receptors (TLRs), RIG-I-like receptors (RLRs), Nod-like receptors 

(NLRs), AIM2-like receptors (ALRs), C-type lectin receptors (CLRs), and intracellular DNA 
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sensors such as cGAS (Kawasaki and Kawai, 2014). The receptors responsible for triggering the 

type I IFN responses are the cytosolic nucleic acid sensors cGAS, RIG-I, and MDA5 (melanoma 

differentiation-associated gene 5) and four predominantly endosomal TLRs: TLR3 (double-

stranded RNA), TLR7 and TLR8 (single-stranded RNA) and TLR9 (double-stranded DNA) (Barrat 

et al., 2016). 

 

Diverse pathways downstream of these receptors transduce signals that converge on a few key 

molecules, such as the IFN-regulatory factor (IRF) family of transcription factors that activate 

the transcription of genes encoding IFNα/β. In most cases, IRF3 and IRF7 phosphorylation are 

fundamental to induce IFNα/β gene transcription. While the initial production of IFNα/β relies 

on IRF3, IRF7 mediates a positive feedback loop, leading to the induction of a second wave of 

gene transcription, including additional IFNα-encoding genes  (Guiducci et al., 2008; Kawai and 

Akira, 2011; McNab et al., 2015). 

A model for the induction of the IFNβ gene was proposed by Lomvardas and Thanos (Lomvardas 

and Thanos, 2001): The nucleosome that obstructs transcription begins 5 bp downstream of the 

TATA box and extends over the start site of transcription. The enhanceosome, which forms upon 

virus infection, counteracts this repressive effect by instructing a recruitment program 

beginning with HATs, followed by recruitment of SWI/SNF via CBP. Then, SWI/SNF modifies the 

histone-DNA contacts, causing changes in the super helicity of the DNA around the histone core, 

without changing the relative position of the histone core relative to DNA. However, these 

changes suffice for the binding of TBP to the nearby TATA box, thus completing the assembly of 

the basal machinery. Simultaneously, the radical DNA bend induced by TBP on DNA causes 

Figure 3.1 Cytosolic nucleic acid pattern recognition and activation of ISGs.  



Chapter 3. Interferon inflammatory response 

 

44 
 

repositioning of the nucleosome to a new location 36 bp downstream, thus fully exposing the 

start site of transcription (Fig. 3.2). Although this promoter region controls the expression of the 

IFNβ gene, it also functions as an inducible enhancer suggesting that the IFNβ gene promoter is 

indeed an Epromoter (Goodbourn et al., 1985). 

Cells from the innate immune response, NK (natural killer), and NKT (natural killer T) cells 

constitutively express IFNγ, allowing a rapid induction of secretion after stimulation. While the 

adaptive immune cells CD4+ and CD8+ naïve T cells produce only small quantities of IFNγ right 

after their initial activation. However, naive CD4 and CD8 T cells can gain the ability to efficiently 

transcribe IFN‐γ over several days. This process depends on their proliferation, differentiation, 

and upregulation of IFN‐γ‐promoting transcription factors (Schoenborn and Wilson, 2007). Type 

I IFNA, IL-12, IL-15, and IL-18 are capable of inducing IFNγ production in NK cells (Pegram et al., 

2011). 

 

III. Receptor and signal transduction 
IFNβ and all the IFNα subtypes bind to and signal through the IFNa receptor subunits 1 

(IFNAR1) and IFNAR2, a heterodimeric transmembrane receptor. Ligation of IFNAR activates 

the receptor-associated protein tyrosine kinases Janus kinase 1 (JAK1) and tyrosine kinase 2 

(TYK2). In the canonical pathway, the activated JAK1 and TYK2 phosphorylate the signal 

transducer and activator of transcription 1 (STAT1) and STAT2 molecules that are present in the 

cytosol, leading to the dimerization, nuclear translocation, and binding of these molecules to 

IRF9 to form the interferon-stimulated gene factor 3 (ISGF3) complex. This complex then binds 

to IFN-stimulated response elements (ISRE, consensus sequence: A/GNGAAANNGAAACT) in the 

Figure 3.2 Model depicting the chromatin remodelling at the IFNβ promoter. Adapted 

from (Lomvardas and Thanos, 2001) 



Chapter 3. Interferon inflammatory response 

 

45 
 

promoter regions of IFNs or IFN-stimulated gene (ISG), leading to the activation of ISG 

transcription (Fig 3.3). In this manner, IFNα/β induces the expression of several hundred ISGs, 

many of which function to induce an antiviral state within the cell (McNab et al., 2015).  

The type III IFNs signal through a shared heterodimeric receptor, IFNLR, comprised of IFNLR1 

(also termed IL28Rα) and IL10Rβ (Lazear et al., 2019). Just like type I IFNs, the IFNLR activates 

the JAK-STAT signaling, recruiting IRF9, and formation of active ISGF3 complex (Fig. 3.3). 

 

 

While the canonical IFN signaling is defined by the STAT1/STAT2 heterodimerization, the 

activation of IFNAR can also trigger the formation of homodimers of phosphorylated STAT1. 

STAT1 homodimers bind to IFNγ response elements, leading to the induction of the IFNγ-

induced genes (Platanias, 2005). Also, IFN-induced STAT6 can form a complex with STAT2 and 

promote the antiproliferative activities of IFN via Sp1 and BCL6 (Hsu et al., 2016). In addition to 

the JAK/STAT pathways, other STAT-independent signaling pathways in different immune cells 

have been described, including c-Jun N-terminal kinase (JNK), p38 mitogen-activated protein 

kinase (MAPK), the extracellular signal-regulated kinase (ERK), and the mammalian target of 

rapamycin (mTOR) (Platanias, 2005). 

Figure 3.3 Canonical IFN signalling. Modified from (Hoffmann et al., 2015) 
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The STAT family contains seven members (STAT1-5A, 5B, and 6) and shared the same domain 

architecture an N-terminal domain, a coiled-coil domain, a DNA-binding domain, a linker 

domain, an Src homology 2 domain, and a transactivation domain (Steen and Gamero, 2013). In 

the ISGF3 complex, STAT2 contributes with a potent transactivation domain, since has been 

shown to bind and recruit important transcriptional co-activators, such as p300/CPB 

(Bhattacharya et al., 1996), whereas STAT1 stabilizes the complex by providing additional DNA 

contacts. Finally, a dominant nuclear export signal present in the C-terminus of STAT2 returns 

the STAT2-IRF9 complex to the cytoplasm (Banninger and Reich, 2004). 

The IFNγ signals through the IFNγ receptor (IFNGR) composed of IFNGR1 and IFNGR2 subunits. 

The canonical signaling pathway, ligation of IFNγ to the IFNGR leads to activation of JAK1 and 

TYK2, is resulting in phosphorylation and homodimerization of STAT1 to form the gamma 

interferon activation factor (GAF) (Gotthardt and Sexl, 2016; Lee and Ashkar, 2018). The GAF 

complex can bind to the gamma interferon activation site elements (GAS, consensus sequence: 

TTCCNGGAA) for the rapid transcriptional induction of genes in response to IFNγ (Fig. 3.3). 

However, like type I IFN, IFN-γ has also been shown to signal through alternative pathways, 

including STAT4, Erk1/2, Pyk2, and CrkL, among others (Lee and Ashkar, 2018).  

IV. Interferon regulatory factors 
The mammalian interferon regulatory factor (IRF) family of transcription factor comprises nine 

members (IRF1-9) that possess a conserved amino-terminal DNA-binding domain characterized 

by a series of five well-conserved tryptophan-rich repeats. This DNA binding domain is a helix-

turn-helix domain that recognizes sequences like the ISRE (A/GNGAAANNGAAACT) (Zhao et al., 

2015). The carboxy-terminal domain is more diverse amongst family members and confers their 

unique function via regulating their ability to interact with each other and proteins outside of 

the IRF family. IRF1, IRF3, IRF7, and IRF9 are considered positive regulators or activators of IFN 

transcription. In particular, IRF9 participates in primary type I and II IFNs responses, by 

activating the transcription of ISRE-containing ISGs, including IRF1. Thus, IRF1 participates in 

the secondary response to IFN-I and -II (fig. 3.4) (Michalska et al., 2018). IRF5 and IRF8 are 

frequently grouped as their transcriptional activities can be positive or negative depending on 

the context. IRF2 and IRF4 are generally considered inhibitory IRFs. On the other hand, IRF4 

antagonizes IRF5 largely through binding to similar sequences on target genes as well as by 

competing for MyD88 interaction. IRF4 regulates both CD4 and CD8 T cell differentiation, as well 

as B cell maturation (Jefferies, 2019).  

Although the primary function of the IRFs was originally thought to be restricted to the immune 

response (innate and adaptive immunity), they play a critical role in other biological processes 

like metabolism (Zhao et al., 2015). 
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V. Chromatin Remodeling 
Like other transcription factors, ISGF3 interacts with co-activator or co-repressor proteins that 

mediate interactions with the general transcriptional machinery and also facilitate the 

recruitment of enzymes that modify chromatin: for example, HATs, HDACs, and histone 

methyltransferases. 

STATs and ISGF3 can remodel chromatin to activate regulatory elements. During cell 

differentiation, lineage-determining transcription factors create a cell-type-specific regulatory 

landscape by allowing access to certain regulatory elements (promoters and enhancers); in turn, 

the regulatory landscape of accessible chromatin determines the binding pattern of signal-

activated factors, such as STATs (Ivashkiv and Donlin, 2014). STAT1 primes and/or activates 

enhancers genome-wide during the differentiation or polarization of T cells and macrophages 

and can contribute to the creation of new enhancers in differentiated cells (Fig. 3.5) (Ostuni et 

al., 2013). Thus, STAT1 can alter the epigenetic landscape, suggesting that IFNs have the 

potential to alter cell responses to subsequent stimuli. Type I IFN-induced ISG expression is also 

controlled quantitatively in a cell lineage-specific manner by the negative histone mark 

H3K9me2, which attenuates gene expression (Ivashkiv and Donlin, 2014; Saccani and Natoli, 

2002).  

Figure 3.4 Primary (black 

arrow) and secondary 

(orange arrow) type I and II 

IFN response. Modified from 

(Michalska et al., 2018) 
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VI. Interferonopathies and autoimmune diseases  
The type I and II IFNs can control the innate immune response; however, IFNs also have been 

implicated in several non-infectious pathological conditions, making their pathways a target for 

pharmacotherapies. 

Interferonopathies are a genetically and phenotypically heterogeneous group of disorders of the 

innate immune system caused by constitutive activation of type I and II IFNs characterized by 

autoinflammation and varying degrees of autoimmunity or immunodeficiency (Bienias et al., 

2018). The interferonopathies are caused by monogenic Mendelian mutations, however, some 

non-Mendelian disorders like systemic lupus erythematosus (SLE) are also classified as 

interferonopathies [reviewed in (Lee-Kirsch, 2017; Rodero and Crow, 2016; Volpi et al., 2016)].  

Also, perturbations in the IRFs can result in dysregulated immune responses and potentially 

autoimmune diseases (Jefferies, 2019). For example, IRF9 deficiency disrupts both the IFN-I 

amplification loop and the ability to control viral replication, leading to the establishment of a 

chronic infection and T cell exhaustion. Also, polymorphisms within IRF5 increase both 

susceptibility to and pathogenesis of hepatitis B virus (HBV) infection.  

Nowadays, the IFN is considered as a biomarker in autoimmune diseases and the differential 

gene expression of the IFN-induced gene is known as “IFN signature”. This signature has been 

Figure 3.5 Activation of latent enhancers during differentiation mediated by 

STAT6 and Pu.1. Adapted from (Ostuni et al., 2013) 
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used to predict the evolution of autoimmune diseases (Castaneda-Delgado et al., 2017; Lin et al., 

2019) and the response to treatment (Cooles et al., 2018).  

VII. Concluding remarks 
The IFNs play an essential role in the antiviral response and the cell maturation from the innate 

and adaptive immune response. Normally the ISGF3 complex requires the phosphorylation of 

STAT1 and STAT2, however unphosphorylated ISGF3 and unphosphorylated STAT2/IRF9 

complex have been found in the nucleus of senescent cells under physiological conditions. This 

leads to the induction of the transcription of ISGs independent of JAK1-mediated 

phosphorylation (Yamagami et al., 2018). STAT1 and STAT2 might be related to aging and/or 

age-related pathologies and could be a therapeutic target. 

With the surge of the coronavirus disease 2019 (COVID-19) pandemic, researchers have been 

looking for a treatment for the 5-10% of infected people that progress to a severe o critical 

disease (Salje et al., 2020). The exacerbated inflammatory response has been associated with a 

massive influx of innate immune cells, namely neutrophils and monocytes, which may aggravate 

lung injury and precipitate acute respiratory distress syndrome. These severe patients displayed 

an excessive NF-κB-driven inflammatory response associated with increased TNF-α and IL-6 

and an impaired type I IFN production associated with lower viral clearance (Hadjadj et al., 

2020). The late suggest that IFN could be used as a severity biomarker and might provide 

therapy in combination with other therapeutic agents (Andreakos and Tsiodras, 2020; Lu et al., 

2020; Zhou et al., 2020).  

Overall, IFN homeostasis is important to guaranty a balance between immunity and immune 

tolerance of healthy self-tissues. Therefore, is important to understand the precise epigenetic 

mechanisms involved in the rapid and precise activation of IFN-stimulated genes. 
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Chapter 4. Role of the Epromoters in the type I interferon 

response 

I. Objectives 

The Epromoters are a novel class of regulatory elements that possess dual promoter and 

enhancer functions. Using the enhancer assay CapSTARR-seq, our team previously showed that 

3% and 2.4% of the total promoter tested in K562 and HeLa, respectively, displayed enhancer 

activity in vitro. These Epromoters were frequently associated with genes related to stress 

response, and particularly in HeLa they were related to IFN I stress response. This suggests a 

link between the Epromoter activity and the stress response to type I interferon (Dao et al., 

2017). Therefore, to characterize the role of Epromoters in the response to type I interferon 

(IFNa), we performed the CapSTARR-seq with all the Ref-seq-defined promoter. In parallel, we 

also performed RNA-seq. These experiments were done in the ENCODE cell line K562 with and 

without IFNa stimulation.  

The identification of the IFNa induced Epromoters and its functional characterization has 

become the central focus of my study. This chapter is given in a manuscript format ready to be 

submitted. There are some outstanding questions that I will address in this chapter, including: 

1. Can the enhancer activity of promoters be induced by the IFN response? 

2. What are the distinct features of the Epromoters induced by the IFN response? 

3. Is it possible to dissociate the enhancer and the promoter functions from the 

Epromoters?  

 

II. Main results 
Using the Ref-seq-defined promoter library in the CapSTARR-seq technique and the RNA-seq in 

IFNa-stimulated and non-stimulated K562 cells we identified a set of IFNa-stimulated 

Epromoters. After pairing the data coming from RNA-seq and CapSTARR in both conditions we 

identify three subsets of promoters: (i) promoters associated with IFNa-induced genes but 

without induced Epromoter activity, (ii) promoters with induced Epromoter activity and 

associated with IFNa-induced genes, and (iii) promoters associated with IFNa-induced 

Epromoter activity and associated with non-induced genes. We showed that the IFNa-induced 

Epromoters with the induced gene is enriched in the IFNa key transcription factors in vivo (ChIP-

seq) and in silico (binding site discovery). We also have shown that some IFNa-induced 

Epromoters cluster with IFNa-induced genes and that the deletion of the Epromoter can impact 

the expression of the clustered genes. We illustrate this effect with the Epromoters of ISG15 and 

OAS3. Moreover, we dissect the Epromoter of the OAS3 gene to tried to understand what 

transcription factors binding sites are essential for the enhancer and the promoter activity of 

this Epromoter. These results support the model that under stress conditions, the Epromoters 

constitutes a key element in the transcriptional regulation of clusters of stress-response genes.  
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III. Contributions 
Experimental contribution:  

To carry out this project, my supervisor and I routinely discussed and conceptualized the 

experimental designs. I designed and performed almost all experimental works, except the 

experiment presented in Figure 6 of the article, including: 

- Analysis of the CapSTARR-seq and RNA-seq in K562 cell line with and without IFNa 

- ChIP-seq 

- Design and perform CRISPR/Cas9-mediated knock-out 

- qPCR analysis, gene expression analysis 

- Cloning, Luciferase assay, mutagenesis 

Manuscript contribution:  

I contributed to the writing of the manuscript and editing figures. 
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Abstract 

Gene expression is controlled by the involvement of gene-proximal (promoters) and distal 

(enhancers) regulatory elements. Our previous results have demonstrated that a subset of gene 

promoters, termed Epromoters, works as bona fide enhancers and regulates distal gene 

expression. Here, we hypothesized that Epromoters play a key role in the coordination of rapid 

gene induction in the stress response, particularly during inflammation. Using a high-throughput 

reporter assay we explored the function of Epromoters in response to type I interferon. We 

found that clusters of IFNa-induced genes are frequently associated with Epromoters and that 

these regulatory elements preferentially recruit the STAT1/2 and IRF transcription factors and 

distally regulate the activation of interferon-response genes. Consistently, we identified and 

validated the involvement of Epromoter-containing clusters in the regulation of LPS-stimulated 

macrophages. Our findings suggest that Epromoters function as a hub recruiting the key TFs 

required for coordinated regulation of gene clusters during the inflammatory response, and 

more generally upon cellular response to intra- and extra-cellular signals. 

 

Keywords: Epromoter, interferon alpha, inflammatory response, gene regulation, high-

throughput reporter assay 
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Introduction 

Regulation of gene transcription in higher eukaryotes is accomplished through the involvement 

of transcription start site (TSS)-proximal (promoters) and -distal (enhancers) regulatory 

elements. It is now well acknowledged that enhancer elements play an essential role during 

development and cell differentiation, while genetic alterations in these elements are a major 

cause of human diseases (Chatterjee and Ahituv, 2017). The classical definition of enhancers 

implies the property to activate gene expression at a distance, while promoters induce local gene 

expression. However, this basic dichotomy has been challenged by broad similarities between 

promoters and enhancers (Andersson and Sandelin, 2020; Medina-Rivera et al., 2018).  

While epigenomic studies allow genome-wide identification of putative enhancers, they do not 

provide direct proof of enhancer function or activity. To tackle this problem, several high-

throughput reporter assays have been developed and implemented to study enhancer activity in 

different cellular contexts (Santiago-Algarra et al., 2017). Using high-throughput reporter assays 

in different cellular contexts from drosophila to humans, it was found that a subset of gene-

promoters, also termed Epromoters, displays enhancer activity when tested in vitro (Arnold et 

al., 2013; Corrales et al., 2017; Dao et al., 2017; Nguyen et al., 2016a; Zabidi et al., 2015). 

Importantly, several concomitant studies provided evidence that some core promoters indeed 

control distal gene expression in their natural context (Dao et al., 2017; Diao et al., 2017a; 

Engreitz et al., 2016; Rajagopal et al., 2016), and that human genetic variation within 

Epromoters influences distal gene expression, as assessed by expression Quantitative Trait Loci 

(eQTL) (Dao et al., 2017; Jung et al., 2019).  Overall, the finding that a subset of promoters works 

also as bona fide enhancers have significant implications for the understanding of complex gene 

regulation in normal development and open the intriguing possibility that physiological traits or 

disease-associated variants lying within a subset of (E)promoters might also directly impact 

distal gene expression (Medina-Rivera et al., 2018). 

Previous studies have suggested a link between the Epromoter function and the stress 

responses, particularly the regulation of interferon-response genes (Dao et al., 2017; Dao and 

Spicuglia, 2018; Muerdter et al., 2018). The inflammatory response requires the activation of a 

complex transcriptional program that is both cell-type- and stimulus-specific and involves the 

dynamic regulation of hundreds of genes (Smale and Natoli, 2014). In the context of inflamed 

tissue, extensive changes in gene expression occur in both parenchymal cells and infiltrating 

cells of the immune system. Transcriptional regulation of interferon (IFN)-response genes is one 

of the most intensively studied regulatory processes. In general, type I (IFNa/IFNb) and II (IFNg) 

interferons are responsible for regulating and activating the immune response. Expression of 

type I interferons can be induced in virtually all cell types upon recognition of viral components, 

especially nucleic acids, whereas type II interferon is induced by cytokines such as IL-12, and its 

expression is restricted to immune cells. While most transcription factors (TFs) involved in type 

I and II response are well characterized (e.g. STAT1/2 and IRFs for type I), there are still open 

questions concerning the precise epigenetic mechanisms involved in the rapid and precise 

activation of IFNa-stimulated genes. For instance, not all promoters of IFNa-stimulated genes are 
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bound by the aforementioned factors and underlying mechanisms still await further clarification 

(Platanias, 2005). 

We hypothesize that Epromoters might play an important role in the coordination of rapid gene 

induction after IFNa stimulation, and more generally during the inflammatory response. By 

combining high-throughput reporter assays and gene expression analyses, we found that a 

significant subset of IFNa-induced genes was associated with Epromoters and regulates the 

induction of other neighbor genes. Consistently, we found that IFNa-induced Epromoters have 

the ability to specifically and efficiently recruit the interferon-response transcription factors. In 

fact, within a typical cluster of IFNa-response genes, the interferon response factors were found 

to exclusively bind to the Epromoter and to be required for the proper induction of other genes 

within the cluster. Predictions based on gene expression dynamics and TF binding profiles allow 

us to identify and validate Epromoter-regulated clusters in primary LPS-stimulated 

macrophages. Thus, Epromoters have a broad role in the induction of co-regulated genes during 

the mammalian inflammatory response.  

 

Results 

Epromoters are involved in type I interferon response 

To initially explore the link between Epromoters and type I interferon response, we analyzed 

active enhancers in HeLa cells in the presence or absence of Interferon type I response 

inhibitors, using published whole-genome enhancer screen from Self-Transcribing Active 

Regulatory Region Sequencing (STARR–seq) experiments (Muerdter et al., 2018). Noted that, 

HeLa cells have active interferon signaling in the absence of exogenous stimulation (Dao et al., 

2017; Muerdter et al., 2018). The genomic distribution of active enhancers shows that the 

interferon-dependent enhancers (active without inhibitors) are significantly closer to the TSS (P 

val. = 2.2x10-16; KS test) as compared to interferon-independent enhancers (actives in the 

presence of inhibitors) (Figure S1A). Indeed, interferon-dependent enhancers are preferentially 

located within a 1 kb window to the TSS, with a median distance of 458.5 bp (Figure S1B). 

Therefore, we separated HeLa active enhancers into proximal (<1 kb from the closest TSS; 

Epromoters) and distal (>1 kb from any TSS). Interferon-dependent TSS-proximal enhancers 

(Epromoters) were enriched in Interferon-Stimulated Response Elements (ISRE), including 

binding sites for TFs of the IRF family (Figure S1C). In contrast, TSS-proximal enhancers in the 

presence of the interferon inhibitors, as well as, the TSS-distal enhancers were enriched in 

binding sites for developmental TFs (Figure S1D). This suggests that TSS-proximal enhancers 

(i.e. Epromoters) are preferentially activated by the type I interferon signaling in HeLa cells. 

To directly assess the contribution of Epromoters to the regulation of type I interferon response, 

we performed paralleled experiments to assess gene expression (RNA-seq) and enhancer 

activity of gene promoters (CapSTARR-seq) (Figure 1A; Table S1) in the K562 cell line with and 

without IFNa stimulation. CapSTARR-seq, is a high-throughput reporter assay, coupling capture 

of regions of interest to STARR-seq (Dao et al., 2015; Vanhille et al., 2015b) and was previously 
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used to identify Epromoters in unstimulated K562 cells (Dao et al., 2017). Notably, the K562 

cells do not express type I interferon response genes in the absence of stimulation and does not 

induce an interferon response after DNA transfection (Dao et al., 2017; Muerdter et al., 2018), 

making this cell line an appropriated model to study type I interferon stimulation. To quantify 

the enhancer activity of gene promoters, we used a capture-based library containing 17,941 

promoters (-200 bp to +50 bp from the TSS), corresponding to 14,188 RefSeq-defined coding 

genes as previously described (Dao et al., 2017). Analyses of RNA-seq after IFNa stimulation of 

K562 cells resulted in 426 induced and 436 repressed genes (P val. <0.001; Figure 1B). 

However, induced genes generally reached higher significance as compared to repressed genes, 

consistent with previous findings (Duncan et al., 2015). Highly IFNa Induced genes included 

classical type I interferon response genes such as the MX, OAS, and IFIT family of genes (Table 

S1). 

The enhancer activity was calculated as the fold change of the CapSTARR-seq signal over the 

input library. Gene promoters were defined as Epromoter when the enhancer activity was above 

the inflection point of the ranked signal of all captured regions, as previously described (Dao et 

al., 2017). Induced Epromoters were defined as Epromoters that gained enhancer activity by a 

fold change of 2 between IFNa stimulated and non-stimulated K562 cells. We identified 440 

constitutive Epromoters, as well as 70 induced and 7 repressed Epromoters (Figure 1C). 

Combining the RNA-seq and CapSTARR-seq experiments allowed us to define three sets of IFNa-

response loci in K562 cells (Figure 1D-E; Table S2): (i) 498 promoters associated with 394 

IFNa-induced genes but without induced Epromoter activity (induced gene only), (ii) 44 

promoters with induced Epromoter activity and associated with 38 IFNa-induced genes 

(induced gene & Epromoter), and (iii) 26 promoters associated with IFNa-induced Epromoter 

activity and associated with 25 non induced genes (induced Epromoter only). Note that the set 

of “induced gene & Epromoter” displayed stronger induction than the set of “induced gene only” 

(Figures 1D and S2A). Examples of “induced gene & Epromoter” (SP100) and “induced gene 

only” (GBP4) loci are shown in Figure 1F. Taken together these results suggest a potential 

involvement of Epromoters in the type I interferon response. 

 

IFNa-induced Epromoters specifically recruit the interferon response factors 

To better understand the relevance of the three sets of IFNa-stimulated loci, we analyzed the 

functional enrichment of the associated genes. As expected, the set of “induced gene only” was 

primarily linked to type I interferon response and related pathways. However, the set of 

“induced gene & Epromoter” achieved higher enrichment in those pathways even though they 

represent a minority (9%) of IFNa-response genes (Figure 2A; Table S3). The set of “induced 

Epromoter only” was not associated with any biological process, likely due to the low number of 

genes.  

Classical type I interferon response requires binding to the ISRE by the regulatory complex 

formed by phosphorylated STAT1 and STAT2 TFs with the constitutive IRF9 TF also referred to 

as the ISGF3 complex (Chen et al., 2017; Smale and Natoli, 2014). Subsequent activation can be 



Chapter 4. Role of the Epromoters in the type I interferon response 

 

56 
 

also mediated by the inducible IRF1 TF. To assess the binding of these T7Fs to the three sets of 

IFNa-response promoters, we analyzed previously generated ChIP-seq data in IFNa-stimulated 

K562 cells for STAT1, STAT2, and IRF1 (Table S4) and generated ChIP-seq for IRF9. Strikingly, 

all four TFs preferentially bound to the set of “induced gene & Epromoter”, while the set of 

promoters associated with “induced gene only” and “induced Epromoter only” displayed binding 

levels close to the background (Figure 2B). Recruitment of these TFs was specific to IFNa-

induced Epromoters as no binding was observed in non-induced Epromoters (Figure S2B). 

To gain insight into the epigenetic dynamic of these promoters we performed ChIP-seq for the 

histone modifications H3K4me3 and H3K27ac in non-stimulated and IFNa-stimulated K562 cells 

(Figure 2C, Table S4). The strongest gain of histone modifications with H3K4me3 and H3K27ac 

was observed for the set of “induced gene & Epromoter”. This suggests that the set of “induced 

gene & Epromoter” has the ability to recruit the key TFs associated with the interferon response 

and acquires a highly active chromatin state, likely associated with their enhancer activity. 

To determine whether the preferential binding of IFN-response TFs to the induced Epromoters 

was due to an intrinsic feature of the DNA sequence we analyzed the enrichment in TFBS in the 

three groups of promoters. De novo discovery of DNA motifs (Figure 2D) as well as global 

enrichment analyses of known motifs (Figure 2E), demonstrated that promoters associated 

with the “induced gene only” and “induced gene & Epromoter” sets, but not with the “induced 

Epromoter only” set, were similarly enriched in STAT and IRF binding sites and generally 

contain the consensus ISRE. Therefore, the presence of STAT/IRF binding sites did not explain 

per se the higher efficiency of TF recruitment observed at induced Epromoters. 

We observed that 54.55% of the promoters associated with the “induced gene & Epromoter” set 

harbor a consensus ISRE site, while only 10.24% of the promoters associated with the “induced 

gene only” set contain the motif (Figure 2D). Consistently, a differential enrichment analysis 

shows that the STAT and IRF motifs were significantly enriched in the “induced gene & 

Epromoter” set as compared with the “induced gene only” set (Figure 2F). To assess whether 

the difference in the density of TFs could be different between the three promoter sets, we first 

computed the number of sites per promoter found for each IRF factor (Figure S3). We observed 

that the density of IRF sites per promoter was significantly higher in the “induced gene & 

Epromoter” set as compared with the two other sets.  

Next, we computed the number of non-redundant ISRE sites per promoter by combining all 

STAT1-2 and IRF1-9 sites (Figure 2G, top panels). While the “induced gene & Epromoter” set 

harbor a majority of promoters with 2 or more ISRE sites (55%), the sets of “induced gene only” 

and “induced Epromoter only” were associated with a majority of promoters with no ISRE sites 

(60% and 58 %, respectively). Moreover, the same analysis performed with high confidence 

sites shows that the majority of the sites found in the promoters of the “induced gene only” set 

are of lower affinity (Figure 2G, bottom panels). This suggests that both the high density and 

the quality of ISRE sites likely contribute to the efficient recruitment of the STAT1/2 and IRFs 

complexes and that this is a specific property of the IFNa-stimulated Epromoters.  
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Clusters of IFNa-induced genes are regulated by Epromoters 

The above results showed that the majority of IFNa-responding genes does not efficiently recruit 

the key IFNa-response TFs. One potential explanation is that the induction of these genes 

requires the action of distal regulatory elements, which might involve either typical enhancers 

or Epromoters. We reasoned that for induction to take place, a given locus needs to be 

associated with a regulatory element recruiting the ISGF3 complex (i.e., STAT1/STAT2/IRF9). 

The IFN-response element might be located at the promoter of the same gene or at another 

regulatory element, which might overlap (Epromoter-like) or not (TSS-distal or “typical” 

enhancers) the promoter of another gene. To address this issue, we determined the distance of 

the closest binding of the ISGF3 complex (i.e. overlapping STAT1/STAT2/IRF9 ChiP-seq peaks) 

to the promoter of all “induced genes only” set and classified it as located within the same 

promoter, in a TSS-distal region or in another promoter (Figure 3A). As expected only a 

minority of the promoters associated with the “induced genes only” loci (17.30 %) recruited the 

ISGF3 complex. For 48.60 %, the closest ISG3 binding was located in a TSS-distal region. 

However, for more than one-third of induced genes loci (34.10 %), the closest ISGF3 peak was 

found in another promoter (Figure 3A). Importantly, the binding of ISGF3 complex to a distal 

promoter was much more frequent than expected by chance (Figure 3B).  

We hypothesize that many induced genes might be located in clusters, likely sharing the same 

IFNa-stimulated regulatory elements. Therefore, we analyzed the genomic distance between 

IFNa-induced genes. We found that induced genes were located closer to each other than 

expected by chance (Figure 3C; P val. 10-322; KS test), and frequently to less than 100 kb from a 

constitutive or induced Epromoter (Figure S4A),  suggesting that many IFNa-induced genes are 

located in clusters and might be co-regulated by Epromoters.  

Based on the above observations, we aimed to identify clusters of induced genes and 

Epromoters for which the corresponding TSS are located less than 100 kb from each other 

(Figure 3D). We identified a total of 49 clusters encompassing 121 IFNa-induced loci (Table 

S5). Of these, 21 (42%) were associated with either constitutive or induced Epromoters (Figure 

3E) and were generally located within the same Topological Associated Domain (TAD) in K562 

cells. Among these clusters, we found typical IFNa-response gene families, such as OAS, IFIT, MX, 

and TRIM (Figure 3E). The lack of association with Epromoters for some clusters might be due 

to our relatively stringent criteria to select induced genes and Epromoters. For instance, the 

APOBEC3 locus was found to contain three induced genes (APOBEC3D, APOBEC3F, and 

APOBEC3G), however, it also contains the APOBEC3C gene which has an Epromoter, but the 

differential expression was slightly under the applied threshold (Figure S4B). Overall, our 

finding raises the possibility that a subset of induced genes might be coregulated by Epromoters 

located in the same cluster.   

Consistent with the average patterns of TF binding, visual inspection of several clusters 

indicated that IFN-response TFs bind preferentially to the induced Epromoters (Figures 4 and 

S4B-5A). This is the case of the ISG15/AGRN/HES4 cluster (Figure 4A). In this cluster, all three 

genes are induced by IFNa stimulation, but only ISG15 is associated with an inducible 
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Epromoter. ISG15 encodes for an IFN-induced ubiquitin-like protein and plays a central role in 

the host antiviral response (Perng and Lenschow, 2018). HES4 and AGRN are also classified as 

interferon-stimulated genes (ISG) in the Interferome database (Rusinova et al., 2013), while 

HES4, encoding for a bHLH (basic helix loop helix) TF, have been suggested to play a role in the 

IFN response (Jin et al., 2010; Kikuchi et al., 2019b). As shown in Figure 4A, the induced ISG15 

Epromoter, recruits the TFs STAT1, STAT2, IRF1, and IRF9 in IFNa-stimulated K562 cells, while 

the other induced genes located in the same cluster, AGRN, and HES4, do not. The three genes are 

located in the same TAD and no other regions, apart the ISG15 Epromoter, was found to bind the 

TFs within the TAD (Figure S5, upper panel). This suggested that the ISG15 Epromoter might 

harbor the necessary TFs to induce the transcription of all three genes in an Epromoter-

dependent manner. To test this hypothesis, we deleted the ISG15 Epromoter in K562 cells and 

analyzed the gene expression of associated genes after different times after IFNa stimulation 

(Figure 4B). As expected, the expression of the ISG5 gene was severely impaired. Although the 

AGRN and HES4 genes have distinct stimulatory kinetics, the induction of both genes was 

significantly impaired in ΔEpISG15 cells as compared to WT K562 cells. Thus, the ISG15 

Epromoter is required for the accurate induction of the two neighbor IFNa-responsive genes. 

We observed that some of the IFNa-induced clusters contained more than one gene associated 

with an Epromoter (Figure 3D). One example is provided by the IFIT locus, harboring a family of 

genes encoding for IFN-induced proteins with tetratricopeptide repeats and have broad-

spectrum activity against replication, spread, and disease pathogenesis of a range of human 

viruses (Diamond and Farzan, 2013). The cluster contains four IFNa-induced genes; IFIT3, IFIT1, 

and IFIT5 have inducible Epromoters that recruit all four TFs, while IFIT2 does not have an 

Epromoter and only recruit the IRF1 factor (Figure S6A). All five genes were located in the same 

TAD (Figure S5, middle panel). Interestingly, the deletion of one of the Epromoter of IFIT3 

resulted in a specific impairment of IFIT2 expression at the earliest (2h) and the latest (8h) 

kinetics point (Figure S6B). Thus, proper induction of IFIT2 requires the function of at least one 

induced Epromoter within the cluster. One reason to explain the moderate impact of IFIT3 

Epromoter on IFIT2 expression would be the synergistic interaction with the other Epromoters 

on the locus.  

Another noticeable example is seen in the OAS locus, harboring three related genes encoding 

oligoadenylate synthase (OAS) family proteins, and playing a crucial antiviral function (Hornung 

et al., 2014). In this cluster, all three IFNa-induced genes were associated with inducible 

Epromoters (Figure 4C). The cluster was divided into two TADs in non-stimulated K562 cells 

(Figure S5, lower panel). However, visual inspection of the Hi-C matrix suggested that the 

insulation at the TAD boundary within the OAS cluster in non-stimulated cells is very weak. We 

noticed that the OAS3-associated Epromoter displayed a higher binding of the four interferon-

response TFs, as compared with the OAS1 and OAS2 Epromoters. Therefore, we asked whether 

the specific binding of IFN-response factors was a predictor of the distal regulatory activity of 

the Epromoter. To explore the specific contribution of each Epromoter towards the regulation of 

the entire cluster, we deleted each of the OAS Epromoters in K562 cells. The deletion of OAS1 

and OAS2 Epromoters did not affect the induction of OAS3 expression (Figure S7A). However, 
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the deletion of the OAS3 Epromoter resulted in a dramatic reduction of OAS1 and OAS2 induction 

after IFNa stimulation (Figure 4D). Overall, these results suggested that within a cluster of IFN-

induced genes only the promoters that efficiently recruit the key IFN-response factors have the 

capability to provide a distal regulatory function. 

 

Promoter versus enhancer activity of the OAS3 Epromoter 

A key question is whether enhancer and promoter activities are dictated by the same or distinct 

regulatory sequences. To start addressing this issue we analyzed the TF binding sites IFNa-

inducible OAS3 Epromoter. The OAS3 Epromoter harbors two ISRE binding sites (hereafter 

ISRE1 and ISRE2) as well as a RELA binding site (NFkb) in proximity to ISRE1 (Figure 5A). 

Notably, ISRE1 corresponds to a canonical IRF9 motif and is closer to the edge of the STAT1/2 

and IRF1/9 binding peaks (Figure 5A-B). We set up a luciferase reporter assay to assess the 

contribution of each binding site to the enhancer and promoter activities. As expected, the OAS3 

Epromoter displayed IFNa-inducible promoter and enhancer activities in a luciferase assay 

(Figure 5C). Mutation of the ISRE1 site, or replacement of ISRE1 by ISRE2, impaired enhancer 

activity by five-fold and promoter activity by two-fold, while mutation of the ISRE2 or the NFkb 

sites had no significant effect (Figures 5C and S7B), suggesting that enhancer activity of the 

OAS3 Epromoter is more dependent on the presence of a “consensus” ISRE. The presence of the 

two ISRE binding sites, however, was absolutely required for the IFNa-dependent activity. In 

conclusion, the enhancer and promoter activities of the OAS3 Epromoter rely on the same 

regulatory motifs but display different sensitivities with respect to the similarity of the 

sequences to the consensus ISRE motif. 

 

Epromoters are involved in the regulation of an LPS-induced cluster in macrophages 

Based on the above results, we reasoned that within a cluster of induced genes in response to 

extracellular signaling, the promoter that preferentially recruits the key TFs can be predicted as 

having an Epromoter-like function. We used this prediction to explore the function of 

Epromoters in other inflammatory responses, namely the primary immune response of 

macrophages. For this purpose, we analyzed a dataset including stimulation of mouse primary 

macrophages by Lipopolysaccharides (LPS) (Mancino et al., 2015). The dataset consisted of 

RNA-seq as well as ChIP-seq for the IRF1, IRF8, and STAT2 TFs before and after LPS stimulation 

for 4 hours. Briefly, we identified clusters of co-induced genes (for which the TSS are separated 

by less than 100 kb). Then, determined how many promoters from the cluster recruit a given TF 

(Figure 6A; see Methods). Clusters harboring only one promoter binding at least one of the 

three aforementioned TFs, while the other promoters were devoid of binding of any of the TFs, 

were considered as potentially regulated by Epromoters (i.e. Epromoter-clusters). From 252 

LPS-induced genes, we identified a total of 21 induced clusters (consisting of 60 genes) (Figure 

6A; Table S6). Of these, 8 clusters were classified as Epromoter-like clusters (Figure 6B). For 
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instances, we identified the ISG15-AGRN cluster (Figure S8A), which was also validated as an 

Epromoter dependent cluster in the IFNa response (Figure S8).  

To further validate the approach, we selected the Il15ra/Il2ra cluster (Figure 6C) coding for the 

receptors of the IL15 and IL2 cytokines, respectively. IL15RA (also known as CD215) plays a 

major role in the modulation of pro-inflammatory response of LPS-stimulated macrophages 

(Alleva et al., 1997) and in supporting the homeostatic proliferation of CD8+ T lymphocytes 

(Mortier et al., 2009). IL2RA (also known as CD25) is mainly known for its role in T cell 

differentiation and activation (Malek, 2008). Previous studies, however, have observed 

induction of IL2RA and responsiveness to IL2 in LPS-stimulated macrophages (Valitutti et al., 

1989; Wammers et al., 2018). This suggests a role of IL2RA in the macrophage-mediated 

immune response. We observed that the IRF1 and IRF8 factors were bound to the Il15ra 

promoter upon LPS stimulation, but no binding was observed at the Il2ra promoter (Figure 6C). 

We predicted that the Il15ra promoter might work as an Epromoter to coordinate the induction 

of both Il15ra and Il2ra genes after LPS-stimulation of macrophages.  

To experimentally validate our hypothesis, we used PMA-induced macrophage differentiation of 

the human THP-1 monocyte cell line, a classical model to study macrophage function (Figure 

S8B-C). We observed that both IL15RA and IL2RA genes were induced by LPS stimulation of 

THP-1 macrophages with similar kinetics and reached their maximum induction after 4h, in line 

with the coregulation observed in mouse macrophages (Figure S8D-E). Next, we examined the 

3D chromatin organization of the human IL15RA/IL2RA locus. CTCF binding and Hi-C data in 

macrophage-differentiated THP-1 cells (Phanstiel et al., 2017) revealed that both genes are in 

the same TAD within a regulatory subdomain flanked by CTCF (Figure 6D).  Moreover, analysis 

of Promoter Capture Hi-C interactions (Javierre et al., 2016) centered on the IL15RA promoter 

showed that the contact frequency (ChICAGO score) with the IL2RA-proximal CTCF site increase 

from monocyte to macrophage differentiation (M0) to reach the highest contact frequency in 

LPS stimulated macrophages (M1), but not in Il13-stimulated macrophages (M2) (Figure 6D, 

bottom panels). Deletion of the IL15RA promoter in THP-1 cells resulted in significant 

impairment of both IL15RA and IL2RA induction after 4h of LPS stimulation of in vitro 

differentiated THP-1 macrophages (Figure 6E). Therefore, the IL15RA promoter function as a 

bona fide Epromoter to regulate both IL15RA and IL2RA induction in LPS stimulated 

macrophages as predicted by the binding profiles of involved TFs and the dynamic of 3D 

interactions. More generally, we show that it is possible to predict inducible Epromoter 

elements based on the binding profile of key TFs and that Epromoter-like regulatory elements 

play a role not only in type I interferon response, but also in other inflammatory responses, such 

as macrophage activation. 

 

Discussion 

By systematically assessing gene expression and enhancer activity of coding-gene promoters in 

response to type I interferon stimulation we found that a subset of IFNa response genes was 

associated with Epromoters. IFNa-induced Epromoters were found to preferentially recruit the 
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key interferon response factors (STAT1/2, IRF1/9) and to be required for the efficient induction 

of neighbor genes within the same cluster. Functional studies in LPS-stimulated macrophages 

suggested that Epromoters plays an important role in other inflammatory responses as well.  

Previous studies suggested that Epromoters might be involved in stress response and, in 

particular, the interferon response (Dao et al., 2017; Dao and Spicuglia, 2018; Muerdter et al., 

2018). In our previous study, we found that Epromoters actives in HeLA cells, which have an 

active interferon response, are significantly associated with stress and interferon response (Dao 

et al., 2017). Indeed, inhibition of type I interferon in HeLa cells, preferentially affect the activity 

of Epromoters as compared with distal enhancers ((Dao and Spicuglia, 2018; Muerdter et al., 

2018); Figure S1). Moreover, distal genes interacting with Epromoters in both Hela and K562 

cells are significantly enriched in the interferon response (Dao et al., 2017). In the present study, 

we formally demonstrated that Epromoters were preferentially activated by the type I 

interferon stimulation.  Induced Epromoters are associated with highly induced genes and 

correlate with a higher representation of bona fide interferon-response genes. Moreover, IFNa-

response Epromoters can be found in the proximity of other induced genes and ensure 

coordinated regulation of interferon response clusters. Notably, IFNa-induced genes with no 

Epromoters were significantly enriched for interferon related GO terms arguing that they are 

also bona fide interferon response genes. We observed that IFNa-induced clusters were 

generally contained within a single TAD (Figure 3E), consistent with their potential 

coregulation. Overall, we suggest that distal regulation by interferon response Epromoters might 

play an important role in the coordinated response to IFNa-mediated signaling.  

A general question about the Epromoter function is related to the mechanistic bases leading to 

their enhancer activity (Andersson and Sandelin, 2020; Catarino et al., 2017). In a previous 

study, we showed that Epromoters bind a higher number of TFs and harbor a more complex 

combination of TF binding sites as compared with classical promoters (Dao et al., 2017), 

suggesting that one of the potential mechanisms mediating enhancer function might be the 

efficient recruitment of key TFs. Here, we made the striking observation that essential type I 

interferon-response factors (STAT1/2, IRF1/9) are preferentially recruited by induced 

Epromoters, which represents a minority (~8%) of the IFNa-induced promoters in K562 cells. In 

other words, the vast majority of promoters associated with IFNa-induced genes do not recruit 

the TFs that are essential for their activation. This is surprising given that it is commonly 

acknowledged that ISG promoters harbor the ISRE sites and that binding of the ISG3 complex is 

required for the induction of ISGs (Smale and Natoli, 2014). Moreover, IFNa-induced activation 

of Epromoters was also associated with a preferential gain of activating histone modifications, 

H3K4me3 and H3K27ac, suggesting that they represent the main IFNa-response elements. 

While IFNa-response can be mediated by distal enhancers, unbiased analysis of ISG3 complex 

binding demonstrated that for a significant subset of IFNa-induced genes, the closest binding of 

ISG3 was observed within a promoter of another gene. Indeed, we were able to identify several 

IFNa-response clusters that are associated with at least one Epromoter. Visual inspection of the 

epigenetic and TF binding profiles at typical type I IFN response clusters, such as IFIT and OAS, 

suggests that no potential distal “intergenic” enhancers are found within the TADs containing 
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these clusters (Figure S5). Experimental validation by CRISPR/Cas9 genome editing at three 

independent clusters demonstrated that the Epromoters were required for accurate induction of 

the ISGs within the same cluster. 

What can then explain the favored recruitment of STAT-IRF complexes to the induced 

Epromoters? Although promoters of induced genes are generally enriched in ISRE, consistent 

with previous results (Smale and Natoli, 2014), the induced Epromoters were found to contain a 

higher number of ISRE binding sites. This can lead to increased efficiency of TF recruitment 

and/or stabilization required for enhancer function. Features defining the enhancer versus 

promoter activity of regulatory elements are a fundamental question in the gene regulation field 

and a focus of extensive research (Catarino et al., 2017; Core et al., 2014; Field and Adelman, 

2020; Henriques et al., 2018; Mikhaylichenko et al., 2018; Nguyen et al., 2016b; Rennie et al., 

2018). Our study suggests that it is both the higher density and the better quality of key TF 

binding sites that allow the efficient activation of the Epromoters and mediate its enhancer 

function. Indeed, mutation of one out of two ISRE in the OAS3 Epromoter resulted in a more 

marked effect on its enhancer as compared to its promoter activity. Overall, our results show 

that for a subset of IFNa-regulated clusters, an Epromoter is required for the efficient 

recruitment of the key TFs and coordinated induction of the neighbor ISGs.  

The use of high-throughput reporter assays provides the ability to test thousands of sequences 

in a certain nuclear environment, and pinpoint candidates with enhancer/promoter activity with 

or without any specific cellular stimulation. However, these activities do not necessarily reflect 

the actual function of any given sequence in their natural context, which might be influenced by 

several additional factors, including chromatin composition, histone modifications, DNA 

modifications, and the presence of other cis-regulatory elements (Santiago-Algarra et al., 2017). 

As highlighted by the results obtained with the OAS1-3 cluster, it is the preferential in vivo 

binding of the IFNa-response factors to one of the promoters of the co-regulated genes, within a 

given cluster, that better predict the enhancer activity in the endogenous locus. Indeed, while all 

three promoters of the OAS1-3 cluster displayed enhancer activity when assessed by CapSTARR-

seq, only the OAS3 promoter, which efficiently recruits the STAT1/2 and IRF1/9 factors, was 

required for the proper induction of the other OAS genes. Based on the analyses of RNA-seq and 

ChIP-seq of STAT2, IRF1, and IRF8 in primary mouse macrophages stimulated by LPS, we 

identified several LPS-response clusters potentially regulated by Epromoters, including one also 

identified in K562 cells after IFNa stimulation. Experimental validation of one of these loci 

(IL15RA-IL2RA) demonstrated the predictive value of this approach and suggests that the 

involvement of inducible Epromoters might also apply to other types of inflammatory responses. 

This is also consistent with previous findings that, promoters highly induced during the immune 

challenge of macrophages are characterized by enhancer-like features (Henriques et al., 2018; 

Scruggs et al., 2015). 

Aside from our current evidence for the role of Epromoters in the interferon and immune 

response, it is likely that this type of regulatory elements could be more generally involved in 

the rapid response of genes to cellular stress. Noteworthy, many of the early characterized 

enhancers are located close to, or overlapping with, the promoter region of inducible genes, such 
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as metallothioneins, histones of early cleavage stages, viral immediate-early genes (from some 

papovaviruses, cytomegaloviruses and retroviruses), heat-shock genes and the antiviral 

interferon genes (Medina-Rivera et al., 2018; Schaffner, 2015). A common characteristic of most 

of the aforementioned promoters is that they are associated with inducible genes that have to 

quickly respond to environmental stress. We hypothesize that, within clusters of co-regulated 

genes, enhancer-like promoters play an essential role in the coordination of rapid gene 

induction during the inflammatory response, and likely upon other cellular responses to intra- 

and extra-cellular stress signaling. This idea fits well with the notion of inducible transcription 

factories defining discrete membrane-less sub-nuclear compartments containing a high 

concentration of RNA polymerase and key TFs and where efficient transcription can be triggered 

(Cook and Marenduzzo, 2018; Feuerborn and Cook, 2015). The enhancer-like promoters could 

either facilitate the assembly or maintenance of the transcription factories by tightening 

promoter-promoter interactions or bringing specific transcriptional regulators required for the 

regulation of the neighbor genes. This would be particularly relevant in the case of rapid and 

coordinated regulation of gene expression in response to environmental or intrinsic cellular 

stimuli. Reminiscent of this concept, a similar model has been reported for NFkB-regulated 

genes in response to TNF alpha stimulation. Experimental removal of a gene from the NFkB-

dependent multi-gene complex was shown to directly affect the transcription of its interacting 

genes, suggesting that co-association of co-regulated genes might contribute to a hierarchy of 

gene expression control (Fanucchi et al., 2013). Our work provides a framework for future 

studies aiming to address the contribution of enhancer-like promoters in the formation or 

stabilization of transcription factories in response to different signaling. In particular, the 

development of a bioinformatic pipeline based on the analyses of RNA-seq and ChIP-seq data in 

different stimulatory conditions might allow us to identify clusters of stimulus-regulated genes 

where only one promoter recruits the key TFs and potentially plays enhancer-like functions. 

Our work has general implications for the understanding of genome organization and gene 

regulation in normal and pathological contexts. First, the coordinated regulation by Epromoters 

has physiological relevance for the co-regulation of inducible genes as a single regulatory 

element might ensure the synchronized gene expression and fine-tune the response to 

extracellular signaling. For instance, in the case of the interferon response, complexity can arise 

from differences in the endogenous levels of signaling pathways components and IFN properties 

(Schneider et al., 2014). These differences may be integrated by Epromoters in order to 

coordinate the variations in the nature and number of genes that are transcriptionally up and 

down-regulated and as a result, lead to distinct biological outcomes.  

Secondly, as Epromoters potentially regulate several genes at the same time and have the ability 

to efficiently recruit essential TFs, mutations in these regulatory elements are expected to have a 

pleiotropic impact in disease, namely inflammatory diseases. Indeed, several examples point 

toward the relation between disease-associated variants and disrupted Epromoters (Medina-

Rivera et al., 2018). Previous studies suggested that Single Nucleotide Polymorphisms (SNPs) 

affecting distal gene expression are significantly enriched within Epromoters (Dao et al., 2017; 

Jung et al., 2019; Li et al., 2019b; Mitchelmore et al., 2020; Wang et al., 2018b) and that human 

genetic variation within Epromoters influences distal gene expression (Dao et al., 2017; Sams et 
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al., 2016). Based on our current results, it is expected that Epromoters might have a role in the 

etiology of inflammatory diseases. Inflammation is viewed as the driving factor in many 

diseases, including atherosclerosis, cancer, autoimmunity, and infections, and it is a major 

contributor to age-related conditions (Netea et al., 2017). Although IFN signatures are induced 

by environmental cues, their amplitudes, time courses, and patterns of gene expression are 

modulated by genetic factors. Allelic variants that regulate gene expression have been associated 

with complex multigenic autoimmune diseases as well as monogenic interferonopathy, 

characterized by a type I IFN signature (Barrat et al., 2019). We forecast that dissecting the 

consequences of the genetic contributions to the risk of developing a systemic autoimmune 

disease can be more complex than previously anticipated, given that a variant associated with an 

Epromoter can have a complex contribution to the interferon response by influencing the 

expression of different genes involved in the interferon signalling pathway. For instance, a 

recent study integrating 3D interactions and GWAS found an association between the interferon 

gene IFNA2 and a genetic variant lying within the promoter of CDKN2B in coronary artery 

disease (Li et al., 2019b). More generally, it is plausible that genetic variants within Epromoters 

might differentially impact enhancer versus promoter activity. For instance, two studies working 

on a promoter-overlapping SNP associated with prostate cancer demonstrated that the 

alternative variant increases the enhancer activity of the promoter leading to increased 

expression of two distal transcripts directly involved in cancer progression (Gao et al., 2018; 

Hua et al., 2018). 

Finally, our findings have significant implications for the understanding of the evolution of 

regulatory elements and interferon response loci. On the one hand, recent works suggested that 

repurposing of promoters and enhancers facilitated regulatory innovation and the origination of 

new genes during evolution (Andersson et al., 2015b; Arenas-Mena, 2017; Carelli et al., 2018; 

Majic and Payne, 2020; Mikhaylichenko et al., 2018; Wu and Sharp, 2013; Xie et al., 2012). On the 

other hand, gene expansion has been shown to significantly contribute to the evolution of the 

IFN system and suggested to confer a selective advantage to the host species (Shaw et al., 2017). 

It is possible that during duplication of ISG, such as in the case of IFIT or OAS genes, ancestral 

promoters’ elements have acquired enhancer functions to coordinate the interferon response of 

the newly appeared ISG within the cluster. Similarly, the proximity to an Epromoter-associated 

ISG locus might provide a rapid co-option for neighbor genes to acquire new functions in the 

interferon response.  In this context, it will be interesting to re-examine the dynamic evolution of 

the interferon responses across different species (Shaw et al., 2017). 

Overall, we show that Epromoters work as a hub for recruiting key TFs required for the 

activation of type I interferon response genes and are required for the accurate induction of 

interferon-regulated clusters. Our study suggests that Epromoters play an essential role in the 

coordination of rapid gene induction in the inflammatory response, and likely upon other 

cellular response to intra- and extra-cellular signals, and to establish connections with other 

distal response genes. 
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Materials and methods 

Cell culture 

Cell line K562 (CCL-243), a chronic myelogenous leukaemia cell line, was obtained from the 

ATCC (American Type Culture Collection) and maintained in RPMI 1640 media (Thermo Fischer 

Scientific) supplemented with 10% FBS (Thermo Fischer Scientific) at 37°C and 5% CO2. Cells 

were passaged every 3 days at 2x105cells/mL and routinely tested for mycoplasma 

contamination. Interferon alpha (Sigma Aldrich, SRP4594) was used to induce the IFN type I 

response. 1x106 wild-type and mutant cells were induced using a concentration of 50 ng/mL of 

IFNα in 2 mL culture for six hours. For each group, three independent stimulations were made.  

THP-1, a human acute monocytic leukaemia cell line, was obtained from DSMZ (ACC 16). Cells 

were grown in RPMI 1640 media (Thermo Fischer Scientific) supplemented with 10% FBS 

(Thermo Fischer Scientific) at 37°C and 5% CO2. Cells were passaged every 3 days at 106 

cells/mL and routinely tested for mycoplasma contamination. To induce macrophage 

differentiation, THP-1 cells were firstly plated on 6-well plates (2x106 cells/well), in media 

containing 10 ng/ml phorbol 12-myristate 13-acetate (PMA; Sigma-Aldrich, P1585) for 48 

hours. After 48 hours of incubation, the PMA containing media was replaced with fresh media, 

and cells were incubated for an additional 24 hours. THP-1 in-vitro differentiated macrophages 

were then stimulated by replacing media with 2 mL of fresh media containing 100 ng/mL of LPS 

(Sigma-Aldrich, L9143) for 4 hours, upon which the extraction of RNA was performed. For each 

group, three independent stimulations were made.  

Human promoter CapSTARR-seq 

The CapSTARR-seq promoter library used in this study has been described previously (Dao et 

al., 2017). We transfected 50 million of K562 cells with 1.25 mg of the CapSTARR-seq promoter 

library using the Neon Transfection System (Thermo Fisher Scientific; pulse voltage 1,450 V, 

pulse width 10, pulse number 3) and after 18 hours we treated the cells with IFNa (50 ng/mL) 

for six hours. After 24 hours we processed the cells according to the Starr-seq protocol (Dao et 

al., 2015). Transfected and non-transfected (input) libraries were single-end sequenced on the 

Illumina NextSeq 500 sequencer and mapped to the hg19 reference genome (Table S4). 

Experiments were performed in duplicate. Each promoter was normalized with the ratio of the 

CapSTARR-seq signal and the input (fold change over input). Promoter regions with enhancer 

activity were defined using the inflection point of the ranked fold change as a threshold. 

Promoter regions with an FPKM < 1 in the input library were removed (421 promoters). Finally, 

we obtained the enhancer activity of 17,941 promoters regulating the transcription of 14,188 

genes (Table S1). IFNa-induced Epromoters were defined as those Epromoters with a ratio 

between IFNa stimulated and non-stimulated greater than two and the list is provided in Table 

S2. 

RNA-seq 

Poly(A) RNA was isolated from three replicates of K562 cells non-stimulated or stimulated with 

IFNa for 6 hours and used for RNA-seq library preparation, following the TruSeq RNA Library 
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Prep Kit v2 (Illumina). Libraries were paired-end sequenced on an Illumina NextSeq 500 

sequencer (Table S4). Reads were aligned using STAR aligner (v2.4.2a) with arguments 

“outFilterMismatchNoverLmax” and “outFilterMultimapNmax” set to 0.08 and 1, respectively. 

Differential gene expression was performed using DESeq2 (v1.6.3) Bioconductor package (Love 

et al., 2014) implemented in the R statistical environment, and transcripts associated with 

promoters analysed by CapSTARR-seq were retrieved. Genes with changes in expression with a 

log2 fold change >1 and adjusted P-value <0.001 were considered as significant (Tables S1 and 

S2). To create bigwig files reads from Watson and Crick strands were selected using SAM tools 

(v0.1.9) and provided to the bam2wig.py script from the RSeQC program suite (v2.6.4).  

ChIP-seq 

Chromatin Immunoprecipitation for the IRF9 TF was performed with 5x106 K562 cells 

stimulated with IFNa for 6 hours and 5 μg of IRF9 Rabbit mAB (Cell signal, D2T8M). Chromatin 

Immunoprecipitation for the histone modifications was performed with 5x105 of K562 cells non-

stimulated and stimulated with IFNa for 6 hours and 1 μg of mAB against H3K27ac or H3K4me3 

(Diagenode, C15410016, and C15410003, respectively). ChIP-seq libraries were generated with 

the MicroPlex Library Preparation Kit (Diagenode), according to the manufacturer instructions. 

The libraries were sequenced in paired-end 50/30nt mode using the NextSeq® 500/550 

(Illumina), according to manufacturer’s instructions (Table S4). Reads were mapped to the hg19 

reference genome using standard procedures. ChIP-seq data for the IRF1, STAT1, and STAT2 TFs 

in K562 cells stimulated with IFNa were obtained from the ENCODE Consortium (Table S4). 

Median average profiles were generated using the SeqPlots tool (Stempor and Ahringer, 2016) 

for the 2 Kb and 10 Kb regions centered at the TSS of the selected genes for the TFs (IRF9, IRF1, 

STAT1, and STAT2) and the histone modifications (H3K27ac and H3K4me3), respectively. ChIP-

seq profiles were visualized using the IGV genome browser (Thorvaldsdottir et al., 2013). 

Functional enrichment 

The GO enrichment for biological functions was performed using the webtool GREAT (McLean et 

al., 2010) using the hg19 genome and default settings. The background regions used were all the 

captured promoters. Only the top 10 most significant terms are shown. The full list is provided 

in Table S3. 

CRISPR/Cas9 genome editing 

For the deletion of EpOAS3, EpISG15, EpIFIT3, EpOAS1, and EpOAS2  Epromoters we used the 

web tool CRISPRdirect (Naito et al., 2015) to design two guide RNAs flanking the Epromoter 

region and clone them into the gRNA vector (Addgene #41824), as previously described (Mali et 

al., 2013). Two primers were designed flanking the target region that allows us to identify the 

wild-type and the mutant alleles. For the deletion of EpOAS3, EpISG15, and EpIFIT3 the 

transfection was made with 1x106 K562 cells mixed with 2 μg of hCas9 vector (Addgene 

#41815) and 1 μg of each gRNA vector using the Neon Transfection System (Thermo Fisher 

Scientific; pulse voltage 1,450 V, pulse width 10, pulse number 3) and cultured in 5 mL. For the 

deletion of EpOAS2 and EpOAS1 1x106 K562 cells were transfected with 0.5 µg of each gRNA and 
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1 µg of Cas9 (Addgene, 41815) in 20 µl transfection solution using the 4D-Nucleofactor X Unit 

(Lonza), P1 Primary Cell 4D-Nucleofactor X kit S, program FF-120. For the deletion of the IL15RA 

promoter in THP-1 cells, gRNAs were designed using CrispRGold (Chu et al., 2016). We used the 

Alt-R CRISPR-Cas9 System from IDT (Integrated DNA Technology) where Ribonucleoprotein 

(RNP) complexes were assembled in-vitro and then transfected by electroporation to the cells, 

accordingly to the manufactured instructions. Three days after transfection, cells were cultured 

in 3x96-well plates at limit dilution (0.5 cells/100 μL/well). After 2-4 weeks the clones were 

screened for homologous deletion using the kit Phire Tissue Direct PCR Master Mix (Thermo 

Fisher Scientific, F170L). Clones with homologous deletion were those showing a mutant band of 

the expected size and no wild-type band. Primers and gRNAs are listed in Table S7. 

Gene expression analysis 

RNA was extracted using the RNeasy Plus Mini Kit (Qiagen) according to the manufacture 

instruction. One μg of total RNA was reverse transcribed using the SuperScript II (Thermo Fisher 

Scientific). qPCR reactions were made using the SYBR green Master Mix (Thermo Fisher 

Scientific) on the QuantStudio 6 instrument (Thermo Fisher Scientific).  1:10 dilution of cDNA 

was used for the qPCR. The relative expression was analysed using the relative standard curve 

method and the GAPDH gene was used for normalizing samples. For each group, three 

independent RNA and cDNA preparations were made. For the analyses of Il15RA and IL2RA 

genes in the THP-1 cell line, reverse transcription of 2,5 ug of RNA was done using Master Mix 

SuperScript™ VILO™ (Thermo Fisher Scientific, 11755250). 1:50 dilution of cDNA was used for 

the qPCR. qPCR reactions were made using the PowerUp SYBR Green Master Mix (Thermo 

Fisher Scientific, A25742) and the measurement was made using the Applied Biosystems 

QuantStudio 6 Flex Real-Time PCR System. The relative expression was calculated using the 

relative standard curve method from the mean of two technical replicates values according to 

the GAPDH gene expression. The mean value and standard deviations were calculated between 

the relative expression values of the three biological replicates, and values were afterward 

normalized by the value of the unstimulated WT. Primers used are listed in Table S3.  

Luciferase reporter assay 

The promoter of human OAS3 (500bp, Chr12:113375900-113376399) was cloned into the 

pGL3-Basic vector (Promega, E1751) upstream the luciferase gene at the BglII and HindIII 

restriction sites (pOAS3-luc), and into the pGL3-Promoter vector (Promega, E176; containing 

the SV40 promoter) downstream the luciferase gene at the BamHI and SalI restriction sites 

(pSV40-luc-pOAS3). Site-specific mutagenesis of the pOAS3 was done using the Q5 site-directed 

Mutagenesis Kit (NEB, E0554S) using a set of primers listed in Table S3. For cell transfection, 

1x106 K562 cells were mixed with 1 μg of each construct and 200 ng of Renilla vector using the 

Neon Transfection System (Thermo Fisher Scientific; pulse voltage 1,450 V, pulse width 10, 

pulse number 3) and cultured in 2 mL in 12-well plates. After 18 hours, half of the cell 

population was treated with 100 ng of IFNα (Sigma Aldrich, 50ng/mL) for 6 hours. Data were 

normalized to Renilla values and represented as the fold change of relative light units over the 
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wild-type pOAS3-luc or pSV40-luc-pOAS3 vector from non-stimulated K652 cells. Experiments 

were performed in triplicate.  

Genomic analyses of interferon-dependent enhancers in Hela cells 

Interferon-dependent and independent enhancers in Hela-S3 cells were retrieved from the 

Muerdter et al. study (Muerdter et al., 2018). The dataset comprises a genome-wide STARR-seq 

enhancer screening in HeLa-S3 cells treated or not with a combination of two inhibitors of type I 

interferon response. The annotation of enhancer regions with respect to the closest RefSeq TSS 

was performed using HOMER’s annotatePeaks.pl tool (Heinz et al., 2010). Based on the distance 

of active enhancers from the TSS, the genomic density distribution of active enhancers in 

inhibitor-treated and untreated conditions was calculated. Kolmogorov-Smirnov (KS) test was 

performed to compare the genomic distribution of active enhancers in the two conditions. Based 

on the distance to the nearest TSS, the enhancer regions were further divided into two 

categories: (I) TSS-proximal (≤1 kb from the closest TSS) and (ii) TSS-distal (>1 kb from the 

closest TSS) enhancer regions. Based on the distance of active enhancers from the TSS, the 

genomic density distribution of active enhancers in inhibitor-treated and non-treated conditions 

was calculated. Kolmogorov-Smirnov (KS) test was performed to compare the distribution of 

active enhancers in the different conditions. 

Motif enrichment analyses 

Known motif enrichment and de novo motif discovery analyses for TFs binding sites were 

performed using the findMotifsGenome.pl program in HOMER suit (Heinz et al., 2010) using the 

default motif lengths and 200 nt long sequences centered on each enhancer region as input. The 

ten enriched known motifs with the lowest adjusted P-value from each condition and dataset 

were extracted. For Muerdter et al. dataset, all proximal and distal enhancers for each condition 

was used as a background. A heatmap was plotted using the -log10 (adjusted P-value). Lower P-

value corresponds to higher enrichment in dark color. For motif enrichment in K562 promoters, 

all promoters analyzed by CapSTARR-seq was used as a background. The top de novo motif with 

the lowest P-value from each promoter category was demarcated. 

ISRE Binding Across the promoter regions 

The identified promoter regions were analyzed with respect to the enrichment of the interferon-

stimulated response element (ISRE) and TFs individually. The binding site's information of TFs, 

IRF family (IRF1-9), and STAT1/2 of the human genome (hg19) were extracted from the latest 

version of the JASPAR database (Fornes et al., 2020). The individual TFs binding regions were 

generated by bedtools merge (at least 1 base pair overlap), whereas the general ISRE was 

generated using the bedtools merge in all the IRF family of TFs and STAT1/STAT2. The TF 

binding occurrences in the different categories of promoters were computed by counting 

intersects (bedtool intersect) of individual TFs binding regions and ISRE across corresponding 

promoter regions. 
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Positional distribution of IFNa-specific TFs binding sites 

Overlapping binding sites of STAT1, STAT2, and IRF9 in IFNa-stimulated K562 cells were 

defined using the ‘intersect’ parameter from BEDTools v2.28.0 (Quinlan, 2014), based on ChIP-

seq data. For each induced gene, we identified the closest merged peak. The location of the 

closest merged peak was categorized into three groups: i) same promoter, located within ±1 kb 

from the TSS of the induced gene; ii) intergenic, located at >1 kb from the TSS of any RefSeq gene 

and; iii) other promoter, located ±1 kb from the TSS of any other RefSeq gene. Statistical 

significance of the positional distribution was assessed using the OLOGRAM tool (Ferre et al., 

2019) from the Pygtftk package (Lopez et al., 2019). 

Proximity of IFNa-induced genes in the human genome 

To find the distribution of induced genes in the genome, the same number of IFNa-stimulated 

genes was extracted randomly from the human genome (hg19). The randomly selected genes 

were further clustered based on distance (≤ 100 kb) between the TSS of two induced genes. 

Further, the distance density distributions of observed and randomly selected genes were 

compared using Kolmogorov–Smirnov (KS) test. 

Identification of IFNa-dependent clusters 

The TSS coordinates of IFNa-induced genes or associated with induced Epromoters in K562 cells 

(as defined in Table S2) were extracted with reference to the RefSeq annotations. The distance 

between each pair of TSSs was computed using a Custom Python script. A cluster of IFNa-

induced loci was defined if at least two TSS of induced genes or Epromoters was found to be 

closer than 100 kb. The clusters were then classified in function of the type of genes they 

contained: “induced gene only”, “induced gene & Epromoter”, “induced Epromoter only”, or 

whether they contained a constitutive Epromoter (Table S1). To assess whether the clustered 

genes were located within the same TAD, we used the coordinates of TAD borders identified in 

K562 cells from highly-resolutive Hi-C data (Rao et al., 2014). Overlapping domains were 

merged into one single TAD domain like previously described in (Paulsen et al., 2017). The 

detailed clusters are summarized in Table S5. 

Identification of LPS dependent clusters in primary macrophages 

LPS-induced genes (log2(FC) >1; P val. <0.01) and binding sites of interferon associated TFs 

(IRF1, IRF8, STAT1) were extracted from the Mancino et al. study (Mancino et al., 2015). The 

dataset comprises gene expression and TF binding sites (mm9) in mouse primary macrophages 

before and after LPS stimulation for 4h. The TSS coordinates of LPS-induced genes were 

extracted with reference to the RefSeq annotations. LPS-induced clusters were identified based 

on distance (≤100 Kb) as described for the IFNa-response clusters. The promoters binding with 

TF(s) were considered only if the TF binding site(s) overlapped at least 1 bp with the promoter 

region (±1 Kb from the TSS). We then determined the number of promoters per cluster that bind 

a given TF. The detailed description of the LPS-induces clusters is described in Table S6. 
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3D chromatin organization of the IL15RA/IL2RA locus 

CTCF ChIP-seq and Hi-C data in THP-1+PMA cells from the data of (Phanstiel et al., 2017) were 

visualized using the New WashU Epigenome Browser (epigenomegateway.wustl.edu) (Li et al., 

2019a). TADs called from Hi-C experiments (HindIII) THP-1 cells were taken from (Lin et al., 

2018). DNA interactions centered on the IL15RA promoter with the associated CHiCAGO score 

were taken from Promoter Capture Hi-C were taken from (Javierre et al., 2016) and visualized 

using the New WashU Epigenome Browser.  

Statistical analysis 

GraphPad 7.0 was used for the statistical analysis of luciferase and gene expression assays. Two-

tailed unpaired t-test was used to two groups with equal size and small n. P value < 0.05 was 

considered statistically significant. Mean and standard deviation are shown as error bars. 
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Figure 1. Comparison of RNA-seq and CapSTARR-seq in non-stimulated and IFNa-

stimulated K562 cells. 

(A) Experimental approach to assess gene expression and enhancer activity of human promoters in non-

stimulated (K562-NS) and IFNa-stimulated (K562+IFNa) K562 cells. 

(B) Volcano plot of RNA-seq data in K562. The data plotted is the fold change K562+IFNa over K562-NS 

(log2 scale) and the adjusted P value (-log10 scale). Genes significantly regulated (Adj. P val. < 0.001) are 

highlighted in purple.  

(C) Scatter plot showing the CapSTARR-seq signal in K562-NS and K562+IFNa. The data plotted is the 

CapSTARR-seq signal over the input (log2 scale). IFNa-induced Epromoters (brown), non-induced 

Epromoters (yellow) and repressed Epromoters (cyan) are highlighted. 

(D) Scatter-plot of RNA-seq data and CapSTARR-seq signal. The data plotted is the RNA-seq and the 

CapSTARR-seq fold change of K562+IFNa over K562-NS (log2 scale). Differentially expressed genes that 

are not associated with Epromoters (red) and Epromoters active in unstimulated or IFNa-stimulated K562 

cells (blue), are shown. Dot lines indicated a fold change of 2.  

(E) Venn diagram showing the overlap between significantly induced genes and induced Epromoters. The 

number of promoters (bold) and the associated genes (under brackets) are shown.  

(F) Examples of IFNa-induced genes with induced and non-induced Epromoters. The genomic tracks show 

the RNA-seq and CapSTARR-seq signal in non-stimulated (blue) and IFNa-stimulated (red) K562 cells.  
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Figure 2. Genomic and epigenomic characteristics of IFNa-induced genes and Epromoters. 

(A) Top10 Gene Ontology enrichment for the biological process of genes associated with “induced gene 

only” (blue) and “induced Epromoter & gene expression” (green). No enrichment was found in the 

“induced Epromoter only” category. Data plotted is the adjusted P value (-log10 scale) of the enrichment.  

(B) Average profiles of ChIP-seq signals for the TFs STAT1, STAT2, IRF9, and IRF1 in K562 cells 

stimulated with IFNa for 6h. The groups shown were defined in figure 1E. The solid line represents the 

mean of the signal while the coloured area represents the 95% confidence interval. 

(C) Average profiles of ChIP-seq signals for the histone modifications H3K4me3 and H3K27ac in K562 

cells non-stimulated and stimulated with IFNa for 6h. 

(D) Top de novo motifs found in “induced gene only”, “induced gene & Epromoter” and “induced 

Epromoter only” using the HOMER tool (Heinz et al., 2010). The enrichment adjusted P value as well as 

the percentage found in the targets and background (BG) sets are shown. 

(E) Motif enrichment analysis in promoter regions from the groups defined in Fig. 1E using the HOMER 

tool. Only the top 10 motifs for each promoter set is shown. Data shown is the adjusted P value (-log10). 

(F) Comparison of the relative number of binding sites per promoter between the “induced Epromoter 

and induced gene” versus the “induced genes only” sets. Data shown is the adjusted P value (-log10) of the 

comparison. 

(G) Pie-charts showing the percentage of promoters from the indicated data sets that contains either 

none, one or two or more ISRE binding sites (merged sites for IRF1-9 and STA1-2 motifs) based on the 

Jaspar 2020 annotation (Fornes et al., 2020) by default (All ISRE sites) or with a P value < 1e-4 (High 

confidence).  
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Figure 3. Clusterization of IFNa-induced Epromoters and genes. 

(A) Schematic diagram showing the percentage of the closest TF binding with respect to the TSS of 

“induced gene only” set. TF binding peaks in the same promoter (blue; ≤1 Kb from the TSS of “induced 

gene only”; other promoter (green; ≤1 Kb from the TSS of other genes), or intergenic region (orange; >1 

Kb from any TSS of a coding gene).  

(B) Assessment of the significance of TF binding in other gene promoters (from Figure 3a, green) by the 

OLOGRAM tool (Ferre et al., 2019). The observed intersection is shown in blue and the random 

intersections of shuffled regions are shown in grey. Error bars represent the standard deviation of the 

shuffled distribution. Statistical significance was calculated against a negative binomial model.  

(C) The density distribution of the distant between pairs of closest genes using the list of IFNa-induced 

genes (red) or a set of same number of randomly selected genes (blue) from the human genome. 

(D) Summarized diagram of the clusterization pipeline of all induced genes and Epromoter-associated 

genes from which the distance between the TSS was less than 100 Kb were considered to belong to the 

same cluster. The pie-chart shows the number of clusters that contains (green) or not (blue) at least one 

Epromoter. The detailed list of clusters is provided in Table S5. 

(E) Gene clusters harbouring at least one Epromoter. Data shown contain the cluster number and the 

genes within the cluster. The heatmap shows the number of genes in each category. The induced gene 

(blue), induced gene & Epromoter (green), and induced Epromoter only (orange) groups are illustrated. 

The number of genes for each category is indicated and their value represented by color intensity. 

Presence of constitutive Epromoters in the clusters is shown by a star (*). Whether the clustered genes 

were found within the same TAD (Y), different TADs (N) or outside any TAD (O) is indicated.  
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Figure 4. Genomic visualization and kinetic analysis of IFNa-induced genes clustered with 

induced Epromoters.  

(A and C) Genomic tracks centred on the HES4/ISG15/AGRN (A) and OAS1/OAS2/OAS3 (C) loci. Top 

panels show the TAD, CapSTARR-seq signal fold change (IFNa over non-stimulated) and the ChIP-seq 

signal for the indicated TFs after IFNa induction. The induced Epromoter of the ISG15 and OAS3 genes are 

highlighted. Bottom panels show the RNA-seq signals of the induced genes.  

(B and D) qPCR analysis of gene expression of the indicated genes in K562 wild-type and ΔpISG15 (B) or 

ΔpOAS3 (D) mutants in non-stimulated conditions or after different times of IFNa stimulation. Values 

represent the relative expression levels as compared to the unstimulated conditions and normalised by 

the GAPDH housekeeping gene. Error bars indicated s.d. of three independent experiments. * P<0.05, ** 

P<0.01, *** P<0.001, two-sided Student’s t test. 
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Figure 5. Luciferase assay of promoter and enhancer activity in wild-type and OAS3 

promoter mutants. 

(A) Genome browser tracks showing the fold change of CapSTARR-seq activity and the ChIP-seq signal of 

the indicated TFs surrounding the OAS3 Epromoter. Lower panel shows the location of significant TF 

binding sites (Jaspar 2020) and the relative position of the two ISRE motifs in comparison with the ChIP-

seq peaks. 

(B) Consensus sequence of the ISRE motif as well as the genomic sequence of the two identified ISREs in 

EpOAS3, as well as the mutation made for the luciferase test. 

(C) Luciferase assays to quantify the promoter (left) and the enhancer (right) activity of the wild-type 

OAS3 Epromoter or with the indicated mutations in unstimulated or IFNa-stimulated K562 cells. Statistical 

significance between the mutants versus the wild type in stimulation conditions is shown. No significant 

difference was found in non-stimulated conditions. Error bars represent the s.d. of three independent 

replicates. *** P<0.001, two-sided Student’s t test.  
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Figure 6. Epromoter-like clusters identification and validation of enhancer activity in LPS 

stimulated macrophages  

(A) Schematic description of the clusterization of the LPS induced genes in the mouse macrophages and 

pie-chart with the proportion of promoters that is bound by none, 1 or more than one of the TFs IRF1, 

IRF8 and STAT2, using data from Mancino et al., (Mancino et al., 2015). LPS induced genes in the mouse 

macrophages were clustered together if at least two of their promoters were located within less than 100 

kb.  

(B) Table showing the list of the 8 LPS-induced clusters with putative Epromoter elements as defined in 

(A).  

(C) Genomic tracks centered on the mouse Il15ra/Il2ra cluster and showing the IRF1, IRF8 and STAT2 

ChIP-seq signal in unstimulated (NS) and after 4 hours of LPS stimulation (LPS) of mouse macrophages, as 

well as, the log2 fold change of the RNA-seq. 

(D) Top panel: genomic tracks showing Hi-C triangular matrix and ChIP-seq CTCF signal in in vitro 

differentiated human THP-1 macrophages (Phanstiel et al., 2017). Topological associated domains (TADs) 

from THP-1 cells (Hong et al., 2020). Middle panel: DNA interactions detected by CHiCAGO at the IL15RA 

from Promoter Capture Hi-C from Javierre et al., (Javierre et al., 2016) in human primary neutrophils 

(Neu), monocytes (Mon), in vitro differentiated macrophages unstimulated (Mac0), stimulated with LPS 

(Mac1) or with IL-13 (Mac2). Bottom panel: scatter plot showing the mean of the CHiCAGO score of the 

three interactions between IL15RA to the three bins surrounding the CTCF site downstream IL2RA. The 

significant threshold as defined in (Phanstiel et al., 2017) is indicated by a red line.  

(E) qPCR analysis of gene expression of IL15RA and IL2RA genes in wild-type and ΔpIL15RA mutants of in 

vitro differentiated THP-1 macrophages in unstimulated or LPS stimulated conditions. Values represent 

the relative expression levels as compared to the unstimulated conditions and normalised by the GAPDH 

housekeeping genes. Error bars indicated s.d. of three independent experiments. * P<0.05, ** P<0.01, two-

sided Student’s t test. 
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Supplemental Figure S1. Distribution and transcription factor motif enrichment of 

active enhancers in HeLa cells.  

(A-B) Distribution of active enhancers in HeLa-S3 cells in function of the distance to the closest TSS 

with (blue) or without IFN response inhibitor (red), based on whole-genome STARR-seq data 

(Muerdter et al. 2018). Data plotted is the density of all active enhancers and the distance to the closest 

TSS (A; log10 scale) and the density of active enhancers located at least than 5 kb to the closest TSS (B). 

Kolmogorov–Smirnov test was used to compare the distribution of active enhancers in the presence or 

absence of interferon inhibitors.  

(C-D) Motif enrichment analysis of TSS-proximal (C; ≤1 kb from the TSS) and distal (D; >1 kb from any 

TSS) enhancers in HeLa-S3 cells in the presence (bottom) or absence (top) of interferon inhibitors, 

using the HOMER tool. The Top 10 motifs for each condition was retrieved. 
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Supplemental Figure S2. Interferon response in K562 cells. 

(A) IFNa-induced gene expression. Boxplot of RNA-seq signal of the different IFNa-induced sets. Data 

plotted is the log2 of the FPKM ratio between K562+IFNa and K562-NS. Kruskal-Wallis test; ****, P-

value < 0.0001 

(B) Average profiles of ChIP-seq signals for the transcription factors STAT1, STAT2, IRF9, and IRF1 in 

K562 cells stimulated or not with IFNa for 6h, for the constitutive and IFNa-induced Epromoters as 

defined in Table S1. The solid line represents the mean of the signal while the coloured area represents 

the 95% CI. 
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Supplemental Figure S3. Violin plot of the distribution of the binding sites of IRF1-9, 

and STAT1/STAT2 transcription factors per promoter.  

Data shown is the number of the TFs binding sites in the groups defined in Table S2. Dashed lined, 

mean. Only significant P values in the Kruskal-wallis test are shown.  
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Supplemental Figure S4. Genomic visualization of the IFNa-induced cluster APOBEC3 

Top panels show the TAD, CapSTARR signal fold change (IFNa over non-stimulated) and the ChIP-seq 

signal for the indicated transcription factors after IFNa induction. The induced Epromoter of the 

APOBEC3C is highlighted. Bottom panels show the RNA-seq signals of the induced genes. 
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Supplemental Figure S5. Genomic visualization of TADs harboring IFNa-induced clusters. 

Genomic tracks showing the TAD, the ChIP-seq signal for the indicated transcription factors after IFNa 

induction and the ChIP-seq signal for the histone modifications in H3K4me3 and H3K27ac in non-

stimulated and IFNa-stimulated K562 cells. The cluster of HES4/ISG15/AGRN (upper panel), IFIT genes 

(middle panel) and OAS genes (lower panel) are highlighted.  
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Supplemental Figure S6. Genomic visualization and kinetic analysis of the IFNa induced 

clusters IFIT 

(A) Genomic tracks centered on the IFIT loci, showing the TAD, CapSTARR signal fold change (IFNa over 

non-stimulated), the ChIP-seq signal for the indicated transcription factors after IFNa induction and the 

RNA-seq signal. The deleted Epromoter of the IFIT3 gene is highlighted. Bottom panels show the RNA-

seq signals of the induced genes.  

(B) qPCR analysis of gene expression of the indicated genes in K562 wild-type and ΔEpIFIT3 mutants in 

non-stimulated conditions or after different times of IFNa stimulation. Values represent the relative 

expression levels as compared to the unstimulated conditions and normalized by the GAPDH 

housekeeping gene. Error bars indicated s.d. of three independent experiments. * P<0.05, ** P<0.01, *** 

P<0.001, two-sided Student’s t test. 
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Supplemental Figure S7. Gene expression of OAS3 in the different mutants of the OAS 

cluster 

(A) qPCR analysis of gene expression of OAS3 in K562 wild-type versus mutant ΔEpOAS1, ΔEpOAS2, 

and ΔEpOAS3, before and after 6 hours of IFNa stimulation. Error bars indicated s.d. of three 

independent experiments. ***, P<0.001, two-sided Student’s t test. 

(B) Luciferase assays to quantify the promoter (left) and the enhancer (right) activity of the wild-type 

OAS3 Epromoter or with the RelA mutation in unstimulated or IFNa-stimulated K562 cells. No 

significant difference was found in between the mutants versus the wild type in stimulated and non-

stimulated conditions. Error bars represent the s.d. of three independent replicates. two-sided 

Student’s t test. 
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Supplemental Figure S8. Macrophage stimulation by LPS. 

(A) Genomic tracks at the Isg15 cluster showing the ChIP-seq signal of the transcription factors IRF1, 

IRF8 and STAT2, before (NS) and after 4 hours of LPS stimulation (LPS), and the log2 fold change of the 

RNA-seq before and after the stimulation in the mouse macrophages (data taken from Mancino et al., 

2015). Isg15 and Agrn are significantly induced by LPS, but only the Isg15 promoter bind the specific 

transcription factors. 

(B-C) Microscopy images showing changes in morphology of the in vitro differentiated THP-1 

macrophages. (B) THP-1 monocytes cell lines in suspension and (C) in vitro differentiated THP-1 

macrophages upon 48 hours of treatment with PMA at 10 ng/mL.  

(D-E) qPCR analysis of gene expression of (D) IL15RA and (E) IL2RA in the in-vitro differentiated THP-

1 macrophages after the stimulation with LPS at 0, 4, 6 and 8 hours. The induction of both genes reach 

the highest level after 4 hours of stimulation. 
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V. Complementary results 
Functional study of the APOBEC3 cluster of IFNa-induced genes  

As mentioned in the manuscript, we identify that the apolipoprotein B editing complex family 

(APOBEC3) locus has three IFNa-induced genes (APOBEC3D, APOBEC3F, and APOBEC3G) and 

the non-induced Epromoter of APOBEC3C. The APOBEC3 genes are cytidine deaminases 

important in the response to infection by retroviruses (Stavrou and Ross, 2015). We 

hypothesized that even if the Epromoter activity of APOBEC3C was not induced by the IFNa 

stimulation, it could still regulate the expression of the co-expressed genes in the same locus 

since we did not find any other Epromoter or IFNa-induced gene within the same TAD (Fig. extra 

1A).  Like in previous examples, the Epromoter APOBEC3C recruit the transcription factors 

STAT1, STAT2, and IRF1, whereas the IFNa-induced genes APOBEC3D, APOBEC3F, and 

APOBEC3G display low binding of this factors (Fig. S4). Interestingly, the entire TAD does not 

recruit IRF9. To test this hypothesis, we deleted the Epromoter of APOBEC3C and analysed the 

gene expression of the associated genes in different times of IFNa stimulation. Surprisingly, the 

deletion of the Epromoter of APOBEC3C has no negative effect in the expression of the other 

genes but an increase of the expression of APOBEC3G and APOBEC3H at six hours post-

stimulation, compared with the wild-type  (Fig. extra 1B). It is possible that in the absence of the 

APOBEC3C Epromoter the transcription factors are redistributed to the other promoters of the 

cluster. Another possibility is the existence of distal regulators within the same TAD that can 

recruit the key transcription factors. 

 

CTCF binding sites affect the enhancer activity of OAS3 promoter 

A key question regarding the Epromoter activity is whether the enhancer activity of Epromoters 

is affected by the looping and whether this looping is preformed or formed by IFNa-stimulation. 

In parallel to the study of the 3D organization of the locus (ongoing experiments), we decided to 

study the effect of deleting the CTCF sites surrounding the OAS locus and assess whether it 

perturb the activation of the OAS genes. By visual inspection of the OAS cluster, we identified 

two CTCF binding peaks flanking the cluster in K562 cells (Fig. extra 2A). The corresponding 

CTCF binding sites were positioned in the opposite direction as proposed for looping formation. 

This suggests that this CTCF might form a local loop exclusive for the OAS genes. To test this 

hypothesis, we mutated the two CTCF binding sites flanking the OAS cluster in the same cellular 

clones and evaluate the expression of the OAS1, OAS2, and OAS3 genes (Fig. extra 2A). We 

decided to perform this experiment in the semi-haploid cell line HAP1 to make sure that the 

effect of the mutated allele will not be masked by not mutated alleles (K562 contains 3 copies of 

chromosome 12). Surprisingly, the mutation of both CTCF binding sites did not affect the 

expression of any of the OAS genes. One possible explanation is that the mutated CTCF sites do 

not contribute to the formation of the looping or that CTCF-mediated looping is not required for 

the Epromoter function. 
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Figure extra 1. Genomic visualization and kinetic analysis of APOBEC3 locus. 

(A) Genomic tracks in the TAD that contains the APOBEC3 locus. Top panels show the TAD, the 

ChIP-seq signal for the indicated transcription factors after IFNa induction and the RNA-seq in 

non-stimulated and IFNa-stimulated K562 cells. The locus of APOBEC3 genes are highlighted. 

Bottom panels show the gene distribution of the APOBEC3 genes.  

(B) qPCR analysis of gene expression of the indicated genes in K562 wild-type and ΔpAPOBEC3C 

mutants in non-stimulated conditions or after different times of IFNa stimulation. Values 

represent the relative expression levels as compared to the unstimulated conditions and 

normalised by the GAPDH housekeeping gene. Error bars indicated s.d. of three independent 

experiments. * P<0.05, ** P<0.01, two-sided Student’s t test. 
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Figure extra 2. Genomic visualization and CTCF mutant analysis in OAS3 locus. 

(A) Genomic tracks in the TAD that contains the OAS3 locus. Top panels show the TAD, the ChIP-

seq signal for the indicated transcription factors after IFNa induction, the RNA-seq in non-

stimulated and IFNa-stimulated in K562 cells and the ChIP-seq signal for the CTCF in K562. The 

CTCF peaks flanking the OAS3 locus are highlighted. Bottom panels show the wild-type sequence, 

the CTCF motif and the mutant sequence. 

(B) qPCR analysis of gene expression of the indicated genes in Hap1 wild-type and CTCF mutants 

in non-stimulated conditions or six hours after the IFNa stimulation. Values represent the relative 

expression levels as compared to the unstimulated conditions and normalised by the GAPDH 

housekeeping gene. Error bars indicated s.d. of three independent experiments. Two-sided 

Student’s t test. 
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Chapter 5. General discussion and perspectives 
I. Epromoters activity in the type I interferon response 
Following the discovery of the Epromoters as promoter elements able to regulate the expression 

of proximal and distal genes, we raised the hypothesis that type of regulatory elements might be 

involved in the rapid activation of gene clusters in response to external stimuli. We choose to use 

as a model the type I interferon response for two main reasons: 1) previous studies suggested a 

significant association of Epromoters with interferon-response genes and 2) the type I 

interferon response is a ubiquitous mechanism of antiviral defence which is highly conserved in 

most cell types.  Thanks to the use of the CapSTARR-seq and the RNA-seq we were able to assess 

the gene expression and the enhancer activity of the coding-gene promoters during the type I 

interferon response in K562 cells and found a subset of IFNa-response genes associated with 

IFNa-induced Epromoters. The IFNa-induced Epromoters preferentially bound to the key 

transcription factors involved in the type I interferon response pathway (STAT1, STAT2, IRF1, 

and IRF9). After validating that this IFNa-induced Epromoters regulates the expression of IFNa-

induced genes in vivo, we concluded that this induced Epromoter serves as a hub to efficiently 

recruit the transcription factor and efficiently induce the expression of the neighbour genes 

within the same cluster. 

In figure 5.1 we illustrate the general model of action of Epromoter after the stimulation with 

IFNa.  

 

 

 

 

Figure 5.1 General model of Epromoter activity during IFNa response. 
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II. Epromoters role in the formation of 3D interactions 
Nowadays is known that the long-range interactions involving promoters and enhancers that lie 

within the same TAD often show coordinated activity (Zhan et al., 2017). Our original approach 

consisted in identify the convergently orientated boundary elements associated with the CCCTC-

binding factor (CTCF) flanking the OAS cluster and mutate the two binding sites. By doing so, the 

expression within the OAS cluster after the IFNa stimulation was not affected. This seems to 

correlate with some reports suggesting that not all CTCF-bound sites act as boundaries and, 

importantly, not all TADs are flanked by convergent CTCF sites (Harrold et al., 2020). 

Nonetheless, our results show that the Epromoters recruit most of the transcription factor than 

the other coregulated gene in the same cluster, but we do not know the role that Epromoters 

play in the formation of the long-range interactions in a co-regulated cluster of genes. Are 

Epromoters necessary for the stabilization of the transcription factors and the looping 

formation, or they are just necessary for the stabilization of the transcription factors? (Fig 5.2). 

 

To test answer these questions our team, in collaboration with Eric soler’s team (IGMM, 

Montpelier, France), we are conducting several 3C-based techniques:  

- To performed 4C with the viewpoint in the OAS3 Epromoter in non-stimulated and IFNa-

stimulated conditions. I choose the primers and the restriction enzymes and performed 

the 4C experiments in K562 wt and EpOAS3 deleted cells. As of today, we are in the 

Figure 5.2 Role of the Epromoters in the long-range interactions of 

co-induced genes 
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sequencing and analysis step. This should indicate if the interactions between the OAS 

cluster exist in normal conditions or after the stress signaling. 

- The team is also performing a local capture Hi-C within the OAS cluster and surrounding 

regions in wild-type and ΔEpOAS3 K562 cells non-stimulated and IFNa-stimulated. One 

postdoc of the lab, Charbel Souaid, oversees the design and the analysis. The results 

should also be ready shortly. This result might indicate general changes in the 3D-

conformation in the OAS cluster before and after stimulation. 

- In collaboration with the team of Erick Soler (IGMM, Montpellier, France) we selected 

several Epromoters to perform promoter capture 4C in K562 cells non-stimulated and 

IFNa-stimulated. This result should give us an interaction map of several Epromoters 

with their target genes. 

 

III. Genetic variants in the Epromoters 
It has long been known that malfunction of regulatory elements by point mutations can lead to 

disease. Therefore, the identification of single-nucleotide polymorphisms (SNPs) at regulatory 

elements can have implications for the treatment of disease. The combination of genome-wide 

association study (GWAS) and chromatin signatures of enhancers has been used to identify 

single nucleotide polymorphisms (SNPs) at enhancers associated with conditions such as cancer, 

diabetes, arthritis, and Alzheimer’s disease (Kikuchi et al., 2019a; Lim and Kim, 2019; 

Michailidou et al., 2017; Sun et al., 2018). Moreover, in prostate cancer, an SNP was found in the 

promoter of the short isoform of the lncRNA PCAT19 that changed his natural binding site with 

YY1 and NKX3.1, resulting in a new binding with HOXA2. This SNP disrupted the normal activity 

of the promoter reducing its promoter activity. Strikingly the SNP stronger enhancer activity 

that activates the long transcript of PCAT19 and CEACAM2 gene transcription and is associated 

with aggressive prostate cancer (fig. 5.3) (Bulger, 2018; Gao et al., 2018; Hua et al., 2018). 

 

This suggests that a single nucleotide mutation in Epromoters could affect its enhancer or 

promoter activities by recruiting a different transcription factor and directly or indirectly lead to 

a disease (Fig. 5.4). In principle, the effect of a mutation or regulatory variant within an 

Epromoter can have a different outcome on the relative enhancer or promoter active, either by 

Figure 5.3 Effect of genetic 

variants within the Epromoters 

and their relationship with 

disease. (A) Wildtype activity. 

(B) Variant activity. Adapted 

from (Bulger, 2018). 
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increasing or reducing both activities simultaneously or by differentially impacting those 

activities. Therefore, it is expected that genetic variation at Epromoters might have a large and 

complex effect on phenotypic consequences.  

 

To start addressing this issue, in collaboration with Alejandra Medina’s team (LIIGH, Queretaro, 

Mexico) we searched for SNPs in the Epromoters identified in HeLa (Dao et al., 2017), K562, and 

K562+IFNa, and search for their association in expression quantitative trait loci (eQTL) and with 

inflammatory disease GWAS. This analysis allows us to identify disease-associated mutations 

within Epromoters that regulates distal genes. The effect of these mutations in the expression of 

distal genes can be further analysed and tested using CRISPR-Cas9-mediated single-nucleotide 

editing (Fig. 5.5). 

Figure 5.4 Effect of genetic variants within the Epromoters and their relationship with 

disease 
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Thanks to this strategy, we were able to identify the SNP rs3771180 in the Epromoter of IL1RL1. 

This Epromoter was found as active in the HeLa cell line in normal conditions. This SNP was 

correlated with reduced expression of IL1RL1 and IL18R1, and with increased expression of 

IL18RAP. Using a variation scan from RSAT we were able to predict that this SNP affects the 

binding of TFs. Furthermore, the effect of this SNP in its regulatory activity was validated by 

SuRE (van Arensbergen et al., 2019) (Fig 5.6A).  

This SNP in IL1RL was associated with asthma in GWAS. IL1RL1, also called ST2, is the natural 

receptor for IL-33, and its gene codes for a transmembrane receptor, that transduce the IL-33 

signal, and for a soluble receptor, that serves as a “decoy” receptor for the IL-33. The soluble 

receptor is used as a cardiovascular biomarker that predicts both rehospitalization and 

mortality (Tian et al., 2020). The association of ST2/IL-33 has been implicated in several 

immune and inflammatory diseases, while some SNPs of IL1RL1 are strongly associated with 

asthma (Ho et al., 2013; Savenije et al., 2011). IL18R1 and IL18RAP form the alpha and beta 

chain of the IL-18 receptor. Interestingly, five of the six members of the IL-1 receptor family 

share the same cluster (Fig 5.6B), but only IL1RL1, IL18R1, and IL18RAP have been associated 

with asthma (Reijmerink et al., 2008).  

We predict that the involvement of SNP rs3771180 in asthma might be mediated by its impact 

on the expression of the three genes in the cluster. To test this hypothesis, we will need a cellular 

model where all three genes can be stimulated in physiologically relevant conditions. Then, the 

SNP can be introduced using CRISPR/Cas9 mediated homologous recombination.  

Figure 5.5 Flowchart for the 

identification of genetic 

variants associated with 

inflammatory diseases. 
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IV. Epromoters in other cellular stress models 
Provocative model… simple clusters…. 

Although our work was focused on the interferon response, the Epromoters could likely be more 

generally involved in the rapid response of genes to cellular stress. The specific regulatory 

network will then depend on the cell type and cellular context. This leads to the hypothesis that 

early stress response genes might be organized in clusters of co-regulated genes with some of 

their promoters having enhancer properties. Based on our results, we concluded that in the IFNa 

response the Epromoters recruits preferentially the key IFNa response transcription factors and 

can regulate the expression of the genes within the same cluster. Following this concept, we 

reasoned that the identification of Epromoters in other cell types or cellular context might not 

Figure 5.6 Genetic variant in the Epromoter of IL1RL1 associated with inflammatory diseases. 

(A) eQTL analysis of the SNP rs3771180 in the expression of IL1RL1, IL18R1, and IL18RAP. (B) 

Visual inspection of the locus affected by the SNP rs3771180 and its position in the Epromoter 

(alternative promoter) of IL1RL1. 
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require performing a high-throughput reporter assay to assess the enhancer activity of 

promoters. We hypothesize that the Epromoter-like function can be predicted by identifying the 

promoters that preferentially recruit the transcription factors in any cluster of induced genes, in 

response to extracellular signaling.  To test this hypothesis, we did a literature search for stress 

signaling that included gene expression data (RNA-seq, PRO-seq, etc.) and ChIP-seq data for the 

key transcription factors in non-stimulated and stimulated conditions. We used those data sets 

to create a pipeline that allows us to isolate the cluster of stress-induced genes, the number of 

promoters per cluster that bound to the key transcription factors, and compute an Epromoter-

likeness score (Fig. 5.7). The bioinformatic pipeline was made by a post-doc in the lab, Himanshu 

Singh, while I contribute to defining the parameters, selecting the datasets, and interpreting the 

results (a manuscript describing these results is under preparation).  

In the heat shock response in the K562 cell line, we identify sixteen induced gene clusters that 

contained one Epromoter-like each [data from (Vihervaara et al., 2017)]. Visual inspection of the 

clusters confirmed that the Epromoter-like preferentially recruited the heat shock factor 1 

(HSF1) and HSF2, while the other induced genes did not. A Master student in the lab, Juliette 

Malfait, was able to validate the enhancer activity of the predicted Heat-Shock dependent 

Epromoters using a luciferase assay (unpublished results). 

Another example of Epromoter-like activity was found in the response to interferon-gamma 

(IFNg) in mouse macrophages [data from (Piccolo et al., 2017)]. In this cluster of co-induced 

genes, we observed that the Epromoter-like region of Cd274 (also called Pdl1) recruits all the 

transcription factors and we predicted it can regulate the expression of the genes Jak2 and 

Pdcd1lg2 (Pdl2). This cluster is conserved between mouse and human and was validated in the 

THP-1 cell line by a post-doc in the lab, Charbel Souaid. Human PDL1 is an immune inhibitory 

transmembrane receptor-ligand important for preventing autoimmunity by maintaining 

homeostasis of the immune response. This interaction provides an immune escape for tumor 

cells through cytotoxic T-cell inactivation and inducing a Th2 immune response. High expression 

levels of this gene in cancer cells are related to bad prognostic, including pancreatic, lung, and 

breast cancers (Birnbaum et al., 2016; Mittendorf et al., 2014; Yu et al., 2016). PDL2, like PDL1, 

also plays a role in the negative regulation of the immune response (Latchman et al., 2001). JAK2 

is a tyrosine kinase expressed virtually in all tissues and is involved in the JAK-STAT signaling 

pathway of multiple cytokines, including type II interferon, IL-6, etc. (Latchman et al., 2001). 

Both loss and abnormal increase of JAK2 activity is associated with diverse diseases (Perner et 

al., 2019). To resume, the correct regulation of this gene cluster has serious clinical implications. 

Preliminary results by Charbel Souaid, using CRISPR-Cas9 promoter deletion, suggest that the 

human Epromoter-like of PDL1 is indeed an IFNg-induced Epromoter and regulates the 

expression of JAK2 and PDL2 (Fig. 5.8). 
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Finally, this pipeline was also used to identify the LPS response cluster IL15RA/IL2RA, for which 

we predicted that the IL15RA promoter might function as an Epromoter. Validation of this 

Epromoter was included in the article presented in the Results section. Overall, we developed a 

pipeline allowing the identification of gene-clusters potentially regulated by Epromoters in 

different cell types and stimulatory conditions. Preliminary validation of the predicted 

Epromoters supports the validity of the bioinformatic strategy and suggests that Epromoters 

may function in different cellular contexts. Continuing exploring the results generated by this 

pipeline will provide a comprehensive view of the different pathways in which Epromoters 

might be functionally relevant.  

Figure 5.7 Identification of Epromoters-like active in different experimental 

models. 
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V. Molecular bases of promoter versus enhancer activity of Epromoters 
Features defining the enhancer versus promoter activity of regulatory elements are a 

fundamental question in the gene regulation field and a focus of extensive research. In 

particular, it will be important to define the molecular basis that discriminates between the 

enhancer and promoter activity of Epromoters. Previous work has suggested that the intrinsic 

and external factors controlling the promoter and enhancer activity of a given Epromoter are not 

necessarily the same. Until now, the relation between the potential of each regulatory element as 

a local promoter and its ability to enhance transcription at the distal promoter remains poorly 

understood. Do the enhancer and the promoter activities positively correlate with the 

Epromoter activity, in which the enhancer activity rises as the promoter activity does; or is it a 

negative correlation, where the enhancer activity diminishes when the promoter rises and vice 

versa? (Fig 5.9)  

 

Figure 5.8 Genomic visualization of the cluster Jak2/Pdl1(Cd274)/Pdl2(Pdcd1lg2) in mouse 

macrophages stimulated with IFNg. Genomic tracks for transcription factors IRF1, JUNB, and 

STAT1, and the RNA-seq log2 are shown.  

Figure 5.9 Positive and negative correlation between the enhancer and 

promoter activity in Epromoters 
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Another important question is whether enhancer and promoter functions in the Epromoters are 

coupled or even interdependent (fig 5.10). To start addressing this question, we mutate the two 

binding sites of the ISG3 factor in the OAS3 Epromoter. These results suggested that the 

enhancer activity of the Epromoter is dependent on the presence of a binding site with the 

consensus motif, while the promoter activity does not require a high-quality binding site. 

 

 

As mentioned before genetic variants located in the Epromoters might also have an 

unanticipated role in the coordinated activation of co-regulated gene clusters. However, 

establishing the relationship between the causal regulatory variant and its target gene(s) is a 

major challenge. The discovery of disease-associated mutations at Epromoters affecting distal 

gene expression will represent a breakthrough in the paradigm of genetic studies.  

To test the relationship between the enhancer and promoter activity in the Epromoters and the 

effect of natural variants (SNPs) our team is developing a new reporter assay that may test both 

activities in a single assay. The basic principle of this assay requires a construct that includes 

two different reporter genes cassettes (GFP and RFP): GFP gene expression will be ruled by a 

minimal promoter (TATA, ORI or SCP1), while the RFP expression will be controlled by the test 

regions (reference and alternative alleles generated by massive oligo synthesis). If the tested 

variant affects the enhancer activity the RFP/GFP ratio will be high, whereas if the promoter 

activity is affected the RFP/GFP will be low. This can be analyzed in different cell lines or 

stimulatory conditions by targeted Next-Generation Sequencing of FACS’ cell sorted populations. 

The general structure of the dual reporter vector and the possible outcomes are exemplified in 

figure 5.11. The design and experimental data analysis of this dual reporter vector is part of the 

project of Juliette Malfait, now a Ph.D. student in our team. 

Figure 5.10 Combinatory of the core promoter 

elements and enhancer transcription factors 

in Epromoters. Modified from (Catarino et al., 

2017) 
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VI. Concluding remarks  
The results obtained during my Ph.D. provided further evidence supporting the biological roles 

of Epromoters by highlighting their key functional involvement in the regulation of interferon-

induced clusters. My work also provided the basis for developing a bioinformatic pipeline 

leading to the identification of Epromoters in different cellular and stimulatory contexts.  

The implementation of high-throughput reporter assays has led to the unbiased discovery of a 

new type of regulatory element (i.e. Epromoters). In the future in the future it will be important 

to further dig into the relevance of Epromoters by studying their function in physiological 

contexts and assess the impact of overlapping genetic variants, thus providing a valuable 

resource to understand the basic mechanisms of Epromoter function, but also the discovery of 

Figure 5.11 Scheme of a dual reporter assay for enhancer and 

promoter function in Epromoters 
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their potential involvement in diseases. We forecast that Epromoters might have an 

unanticipated key role in the coordinated activation of co-regulated gene clusters. Since the 

advent of GWAS, there has been a significant number of SNPs identified as being associated with 

a phenotype or pathology. Strikingly most of these SNPs are in the non-coding genome and 

potentially cis-regulatory regions. However, establishing the relationship between the causal 

regulatory variant and its target gene(s) is a major challenge. The discovery of disease-

associated mutations at Epromoters affecting distal gene expression represents a breakthrough 

in the paradigm of genetic studies. The studies of Epromoter variants might provide new 

rationales for the interpretation of genetic variation within promoters, as the “disease” gene 

might not necessarily be the closest one.  

More generally, the observations of broad similarities between enhancers and gene promoters 

call for a revision of established distinctions between them. While they do not differ 

categorically in their ability to encode enhancer or promoter activities, their function might be 

genomic context-dependent and they could be considered in the same class of regulatory 

elements. A unifying model of the regulatory element has been proposed trying to understand 

the complexity of transcription regulation (Andersson et al., 2015a; Core et al., 2014). Follow 

this hypothesis, regulatory elements often interact in close physical proximity in RNAPII foci and 

the activity of each regulatory element can be influenced by the others. Depending on the 

context, the elements can act as either promoters or enhancers.  
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