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Contexte

La géodynamique occupe une place centrale dans la compréhension de la structure et de
l’évolution thermique interne des planètes telluriques du système solaire puisqu’elle permet
d’interpréter et de relier les différents types d’observations (sismique, géochimique, minéra-
logiques ...). L’activité de recherche que je mène est dédiée à la modélisation numérique de
phénomènes géologiques et planétologiques.

Mon parcours scientifique m’a permis de réaliser mon stage de recherche de M2R dans
l’équipe "Géophysique des Volcans" du Laboratoire de Géophysique Interne et de Tectono-
physique à Chambéry (encadrants : J.L. Got et R. Hassani), puis ma thèse au Laboratoire de
Sciences de la Terre de Lyon (encadrants : Y. Ricard et N. Coltice), suivi d’un stage post-
doctoral au département Earth and Ocean Sciences de Vancouver (collaborateurs : M. Jellinek
et C. Johnson). Ce parcours m’a mené ensuite au Laboratoire de Planétologie et de Géody-
namique de Nantes où j’ai obtenu un financement A.N.R. Retour Post-Doctorant afin de dé-
velopper le projet nommé ACCRETIS afin de contraindre la différenciation des satellites de
glace (collaborateurs : G. Tobie, G. Choblet, B. Langlais, H. Amit). Aujourd’hui, je continue
de développer des modèles numériques afin de caractériser l’évolution thermo-chimique de la
Terre primitive au Laboratoire Magmas et Volcans de Clermont-Ferrand (collaborateurs : A.
Bouhifd, M. Boyet, D. Andrault, G. Manthilake, S. Demouchy, M. Guitreau).
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1 Introduction

La Terre est une formidable machine thermique qui tend à effacer les traces des évène-
ments les plus anciens. Cependant, les données géochimiques, la présence de la Lune et cer-
tains observables géophysiques gardent encore aujourd’hui la mémoire d’évènements cruciaux
pour l’évolution de la Terre qui se sont déroulés il y a plus de 4 milliards d’années. Notre
connaissance de l’histoire de l’intérieur de la Terre a bénéficié de l’avènement de l’explora-
tion planétaire, des outils de calcul numérique et d’analyse isotopique mais aussi des avancées
importantes en pétrologie expérimentale.

Le bombardement météoritique à l’origine de la formation de la Terre et des autres ob-
jets du système solaire a eu lieu il y a environ 4.5 Ga. Ce phénomène d’accrétion s’est dé-
roulé en peu de temps, quelques millions d’années après la formation des premiers solides
(i.e. Calcium-Aluminium-rich Inclusions, C.A.I.) (Kleine and Rudge, 2011). Les impacts mé-
téoritiques ont ainsi joué un rôle crucial dans les étapes primitives d’évolution de la Terre
gouvernant notamment son budget énergétique et chimique ainsi que les modalités de sa dif-
férenciation interne et de l’initiation de son champ magnétique. L’accumulation de matériel a
formé des corps de plus en plus volumineux et ainsi de plus en plus rares qui ont eux même
impacté des corps plus gros. Au bout de quelques millions d’années, les collisions ont impli-
qué des objets de plusieurs centaines de kilomètres de rayon (Agnor et al., 1999; Kokubo and
Ida, 2000).

Au cours de l’accrétion de la Terre, les contributions des grands impacts entre planétési-
maux et la désintégration des nucléïdes radioactifs à courte durée de vie ont induit des tempé-
ratures internes très élevées. Moins de 100 millions d’années plus tard, l’impact majeur qui a
formé la Lune a fourni une énorme quantité d’énergie, faisant peut-être fondre entièrement la
Terre. Ensuite, le refroidissement rapide de l’océan magmatique global a entraîné la cristalli-
sation progressive du manteau et la formation d’une importante couche limite thermique à la
base du manteau inférieur. Cette couche inférieure (souvent appelée couche "D") a toujours
un impact important sur le bilan thermique de la Terre, car elle est étroitement liée au flux de
chaleur à la limite noyau-manteau (CMB). Aujourd’hui, 4,5 milliards d’années (Ga) après sa
formation, la Terre est toujours habitable, non seulement en raison des conditions clémentes
qui règnent à sa surface, mais aussi grâce à son activité interne. La persistance du champ géo-
magnétique, en particulier, est essentielle pour protéger la vie des radiations solaires.

Il existe un consensus sur l’importance des premières étapes de formation des planètes
et lunes du Système Solaire dans l’acquisition de leurs caractéristiques actuelles en termes de
composition chimique, de dynamique interne et de formation de leur atmosphère (Kleine et al.,
2002; Halliday, 2004). Cependant, les modalités d’évolutions primitives et les processus mis
en jeu restent largement débattus. Pour répondre aux grandes questions et défis majeurs des
Sciences de la Terre et de l’Univers, la planétologie comparée et les simulations numériques
constituent des outils performants pour comprendre et reconstituer les phénomènes qui ont
pu se dérouler il y a plus de 4.5 milliards d’années. Les planètes telluriques se sont formées
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rapidement, dans les 100 premiers millions d’années après la formation des premiers solides
du Système Solaire (Kleine et al., 2009), et les impacts géants étaient probablement fréquents
durant les dernières étapes de l’accrétion (Canup and Agnor, 2000; Jacobson and Morbidelli,
2014). Le développement de méthodes d’analyses géochimiques a permis de contraindre la
chronologie de la différenciation des planètes telluriques. Les grands événements de différen-
ciation (formation du noyau, cristallisation de l’océan magmatique) se sont produits dans les
premiers 100 Ma (Kleine et al., 2002; Boyet and Carlson, 2005).

L’intérieur de la Terre a ainsi subi une succession d’évènements majeurs depuis la forma-
tion de la Terre jusqu’à ce que nous en connaissons aujourd’hui notamment grâce à l’apport
de la tomographie sismique. Ces évènements tels que les impacts géants, la séparation man-
teau/noyau ou la solidification du manteau primitif ont eu des conséquences non seulement
thermiques avec des redistributions importantes de la chaleur primitive, dynamiques avec des
transitions majeures au niveau des régimes d’écoulements mais aussi chimiques avec la mise
en place de ségrégation plus ou moins complètes au sein du réservoir mantellique. Ces évène-
ments ont aussi pu conditioner les modalités de démarrage du champ magnétique terrestre. Si le
manteau constitue environ 85% du volume de la Terre, il n’en demeure pas moins mystérieux
et son évolution primitive reste encore aujourd’hui largement débattue dans la communauté
scientifique. Aujourd’hui l’essentiel du manteau est solide et son évolution thermo-chimique
semble plutôt lente. Cependant il n’en a pas toujours été ainsi.

FIGURE 1 – Chronologie des grandes étapes de l’évolution interne de la Terre.

Au vu de la grande diversité des échelles caractéristiques de temps, de températures, de
vitesses et de tailles, les simulations numériques sont des outils particulièrement adaptés pour
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atteindre cet objectif et ainsi mieux comprendre :

— Par quels processus les planètes ont-elles acquis leur structure interne ?
— Quel est le rôle des impacts dans l’évolution thermique des intérieurs planétaires ?
— Quelle a été l’influence des paramètres d’accrétion sur la composition des grands

réservoirs à travers la formation du noyau et la cristallisation d’océans magma-
tiques ?

Pendant mon parcours scientifique, j’ai étudié le rôle des impacts météoritiques et des
grandes phases d’accrétion sur l’évolution de différents objets du Système Solaire : planètes
telluriques, lunes, satellites de glace. Pour cela j’ai développé des outils de modélisation (nu-
mériques et analogiques) dans diverses géométries (1D, 2D, 3D, cartésien, cylindrique, sphé-
rique). Ces modèles m’ont permis de mettre en évidence le rôle central des étapes primitives de
formation et notamment des impacts géants dans l’acquisition des caractéristiques principales
des objets du Système Solaire. Dans ce document, je propose de retracer l’évolution interne
de la Terre depuis les dernières étapes de son accrétion jusqu’à la mise en place d’un champ
magnétique, d’une convection mantellique et d’une tectonique des plaques (Figure 1). Nous
verrons notamment le rôle central qu’ont joué les impacts météoritiques dans l’acquisition de
ces caractéristiques et notamment sur le budget thermique primitif de la Terre, des planètes
telluriques plus généralement mais aussi des satellites de glace.
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2 Le rôle des impacts dans l’évolution thermique précoce
des planètes

Les impacts météoritiques ont joué un rôle crucial dans les étapes primitives d’évolution
de la Terre gouvernant notamment sa différenciation interne jusqu’à la formation de son at-
mosphère (Abe et al., 2000; Monteux et al., 2009; Ricard et al., 2009; Lebrun et al., 2013).
Au cours de la dernière étape d’accrétion, l’essentiel de la masse des objets telluriques s’accu-
mule et les protoplanètes deviennent des planètes. Cette étape a fait intervenir des phénomènes
d’impact extrêmement énergétiques entre des embryons planétaires potentiellement différen-
ciés. Ces impacts ont provoqué des phénomènes de fusion des roches terrestres à grandes
échelle et la formation d’océans magmatiques au sein desquels le fer et les silicates se sont
séparés pour former le noyau et le manteau (Tonks and Melosh, 1993). Malgré l’importance
qu’ont eu les impacts météoritiques pour façonner la structure thermo-chimique interne de la
Terre telle que nous la connaissons aujourd’hui, ces phénomènes sont encore peu contraints
tant qualitativement que quantitativement et de nombreuses questions cruciales sont encore
en suspens. Par exemple il est actuellement difficile de savoir comment est dissipée l’énergie
cinétique de l’impacteur et quel est l’état thermique de la protoplanète après un impact. Les
impacts météoritiques étant des phénomènes hautement complexes et énergétiques, mieux les
comprendre pourrait permettre de mieux anticiper les différentes étapes de fusion et de recris-
tallisation de la planète au cours de son accrétion et l’état thermique final auquel abouti la
planète après des impacts répétés.

Un impact météoritique s’il se produit à des vitesses supérieures aux vitesses des ondes
élastiques crée une onde de choc dans le matériel impacté ce qui provoque un changement
de l’état thermodynamique du matériel impacteur et impacté. Le passage de l’onde de choc
provoque une compression brutale qui se traduit par une addition irréversible d’énergie provo-
quant ainsi une hausse de la pression et de l’entropie (Figure 2). Après le passage de l’onde de
choc, le matériel se décomprime jusqu’à pression ambiante de façon adiabatique. En connais-
sant les équations d’état et les caractéristiques thermodynamiques des matériaux mis en jeu
(capacité calorifique, chaleur latente de fusion ...), on peut connaitre l’état thermodynamique
(pression, température, taux de fusion ...) du matériel post-impacté.

2.1 Modélisation des impacts

Les impacts géants peuvent entraîner une augmentation significative de la pression et de
la température sous le point d’impact et ainsi des déformations majeures au sein du corps im-
pacté. En plus de la taille et de la vitesse des impacteurs, d’autres paramètres peuvent jouer un
rôle important sur comment l’énergie cinétique de l’impacteur est transmise au corps impacté :
la rhéologie, la porosité, la composition chimique des corps impliqués ou encore l’angle d’im-
pact. Pour caractériser les effets de ces différents paramètres, il est désormais possible d’utiliser
des modèles numériques pour simuler des impacts entre deux corps. Les hydrocodes (ou codes
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FIGURE 2 – La formation et la propagation des ondes de choc et de raréfaction par analogie avec la
collision de deux trains. P, T, E et V sont respectivement la pression, la température, l’énergie interne et
le volume dans la matière non comprimée (état 0) et comprimée (état 1). up est la vitesse des particules
derrière l’onde de choc et Us la vitesse du choc (D’après Langenhorst and Deutsch (2012)).

d’impacts) permettent de simuler numériquement des impacts météoritiques et le réajustement
thermo-mécanique post-impact (ex. Jutzi and Asphaug (2011); Ćuk and Stewart (2012)).

Les simulations de processus dynamiques nécessitent la résolution des équations de conser-
vation (masse, quantité de mouvement et énergie) pour un matériau donné. En plus de résoudre
ces équations, les codes qui permettent de simuler les processus d’impact sont couplés à un
modèle constitutif qui combine deux parties : la réponse volumétrique du matériau à l’onde de
choc représentée par l’équation d’état du matériau (EOS) (eg. Tillotson, ANEOS...) , et la ré-
ponse aux déformations déviatoriques représentée par un modèle de résistance (Johnson-Cook,
Ivanov, Collins...). La précision des prédictions du modèle dépend de la précision avec laquelle
les modèles de matériaux (EOS + résistance) reproduisent le comportement du matériau, et de
la connaissance des propriétés incluses dans ces modèles (Pierazzo et al., 2008; Stickle et al.,
2020). Bien que les équations de conservation soient cohérentes entre les différents modèles
numériques d’impact, la façon dont elles sont résolues peut varier. Il existe deux méthodes
principales pour résoudre les équations du mouvement : une solution eulérienne et une solu-
tion lagrangienne. La solution eulérienne (ex. code CTH) traite les variables du domaine (ex.
densité, température, pression) à partir d’un maillage fixe tandis que la méthode lagrangienne
(ex. code Smooth Particle Hydrodynamic) traite les variables du domaine via un maillage qui
se déplace dans l’espace et se déforme en même temps que le matériau. Une approche hybride
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appelée Arbitrary Lagrangian Eulerian (ALE) permet d’utiliser un mélange de schémas la-
grangiens et eulériens dans lesquels la solution d’un maillage lagrangien déformé est reportée
sur un maillage eulérien fixé dans l’espace (Benson, 1992).

Ces codes d’impact (ou hydrocodes) se sont récemment avérés être des outils d’un grand
intérêt pour la compréhension des phénomènes d’impacts géants et ont notamment permis de
confirmer qu’un impact géant entre la Terre et un objet avec un rayon compris entre 3400 et
6370 km (nommé Théia) avait pu générer un champ de débris suffisant autour de la Terre pour
former la Lune (Canup, 2004; Ćuk and Stewart, 2012). Ces codes permettent de modéliser
l’impacteur et le corps impacté sous forme d’assemblage de plusieurs millions de blocs pluri-
kilométriques et intègrent des équations d’état de plusieurs matériaux géologiques (ex. fer,
basalte, dunite. . .) permettant ainsi de calculer précisément l’évolution Pression/Température
de chaque matériau. Parmi eux, le code iSALE (Collins et al., 2008) est un hydrocode open-
source (bénéficiant d’une version 2D et 3D) largement utilisé par la communauté scientifique
de la planétologie. Il a été développé pour modéliser les écoulements de fluides à différentes
vitesses. iSALE est ainsi particulièrement pertinent pour mesurer les conséquences internes de
larges impacts météoritiques (Davison et al., 2010).

2.2 Augmentation de pression au cours d’un impact

Malgré la fréquence élevée des impacts à faibles vitesses (<10 km/s) pendant l’accrétion
des corps telluriques du Système Solaire (Agnor et al., 1999), les caractéristiques de la pro-
pagation des ondes de choc lors de tels impacts étaient jusqu’à récemment peu contraintes
(Pierazzo et al., 1997). Dans une étude développée en collaboration avec J. Arkani-Hamed,
nous avons utilisé des simulations hydrocodes iSALE-2D afin de calculer l’évolution de la
pression liée à l’impact et les vitesses de propagation de l’onde de choc sur un corps tellu-
rique de la taille de Mars et pour des vitesses d’impact comprises entre 4 et 10 km/s (Figure 3)
(Monteux and Arkani-Hamed, 2016). Nous avons considéré dans cette étude de gros impac-
teurs avec des diamètres compris entre 100 et 400 km comparables à ceux ayant généré des
cratères d’impacts martiens comme Hellas ou Argyre. Nos résultats montrent que l’intensité
de l’onde de choc se répartit en 3 zones sphériques dans le manteau autour du point d’impact
et que cette intensité diminue avec l’éloignement au point d’impact. Nous avons caractérisé
la répartition de la pression post-impact par des lois d’échelles ce qui représente une première
étape primordiale pour déterminer l’intensité du chauffage lié à un impact sur une protoplanète
en croissance.

Alors que les impacts majeurs lors de l’accrétion tardive d’une planète de type Mars se pro-
duisent sur un corps différencié, les caractéristiques de la propagation de l’onde de choc sont
mal connues à l’intérieur de ces objets avec un manteau rocheux et un noyau liquide. Dans une
deuxième étude (Monteux and Arkani-Hamed, 2019), nous avons utilisé d’autres simulations
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FIGURE 3 – Évolution temporelle du champ de composition et de la pression lors du passage de l’onde
de choc générée par un impact avec une vitesse Vimp = 10 km/s entre un impacteur avec un diamètre
Dimp = 100 km et un corps de la taille de Mars (D’après Monteux and Arkani-Hamed (2016)).

d’hydrocodes iSALE-2D pour calculer la pression de choc dans un corps différencié de type
Mars pour des vitesses d’impact allant de 5 à 20 km/s, des rayons d’impacteur allant de 50 à
200 km et différentes rhéologies. Pour mieux représenter la distribution de la pression de choc
en fonction de la distance du site d’impact à la surface, nous avons proposé deux régions dis-
tinctes dans le manteau : une région de champ proche qui s’étend jusqu’à 7-15 fois le rayon du
projectile dans la cible, où la pression de choc maximale décroît de manière exponentielle avec
l’augmentation de la distance du site d’impact, et une région de champ lointain où la pression
décroît fortement avec la distance en suivant une loi de puissance. À la frontière entre le noyau
et le manteau (CMB), la pression de choc maximale augmente du côté du manteau vers le côté
du noyau. L’onde de choc réfractée se propage à l’intérieur du noyau où la pression de choc
diminue en suivant une seconde loi de puissance.
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2.3 Chauffage résultant d’un impact

L’énergie disponible lors d’un impact est l’énergie cinétique de l’impacteur. Ainsi elle est
fonction de deux paramètres : la vitesse et la masse de l’impacteur. Lors de la collision, 10 à
20% est utilisée pour détruire l’impacteur, 40 à 50% de l’énergie d’impact permet de déformer
le corps impacté et 30 à 40% est convertie en chaleur (O’Keefe and Ahrens, 1977). Au cours
de la collision, une partie de l’énergie cinétique est donc dissipée sous forme de chaleur et
permet une augmentation locale de la température en profondeur, en dessous du point d’impact
dans une région sphérique à hémisphérique (Figure 4). L’évolution temporelle de la taille des
impacteurs a probablement joué un rôle important dans l’évolution thermique primitive des
planètes puisque la taille des impacteurs conditionne le taux d’accrétion mais aussi le volume
de la région chauffée suite à un impact (Pierazzo et al., 1997).

Il est possible d’estimer au premier ordre l’augmentation de température en dessous du
point d’impact en considérant que :

1. le volume chauffé est 3 fois le volume de l’impacteur

2. la vitesse de l’impacteur est au moins égale à la vitesse d’échappement de la planète
impactée

3. une fraction γ de l’énergie cinétique de l’impacteur est dissipée sous forme de chaleur
(γ ≈ 30%) le reste étant utilisé pour déformer et fragmenter l’impacteur et sa cible.

On aboutit ainsi à l’estimation suivante :

∆T ≈ 4πγGρR2

9Cp
(1)

avec G la constante gravitationnelle. Pour un corps de la taille de la Lune l’augmentation
de température est d’environ 100 K alors que pour un corps de la taille de la Terre, cette aug-
mentation de température est de l’ordre de 2000 K (Monteux et al., 2007).

Les vitesses d’impact sont généralement comprises entre 1 et 10 fois la vitesse d’échappe-
ment de la planète impactée (vitesse nécessaire pour échapper à l’attraction gravitationnelle du
corps en croissance). Si les vitesses d’impact sont essentiellement fonction de la taille du corps
impacté, l’apport d’énergie après impact augmentera donc au cours de l’accrétion (Figure 5).
Les parties les plus externes des planètes en croissance seront ainsi plus susceptibles de fondre
en premier (Kaula, 1979). Aussi lors des dernières étapes d’accrétion de grand volumes de
manteau primitif sont susceptibles d’être chauffés par impact et de fondre si la température
locale dépasse le solidus du manteau au cours de la croissance de la planète. Les énergies
d’impact sont ainsi de plus en plus susceptibles de faire fondre le fer et les silicates du man-
teau. Cette énergie peut s’ajouter à la chaleur de désintégration radioactive des éléments à
courtes périodes tels que 26Al ou 60Fe et entraîner des phénomènes de fusion significative au
cours desquels se forment des océans magmatiques.
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FIGURE 4 – Augmentation de la température après un impact au sein d’une planète différenciée de la
taille de Mars. La première ligne :Rimp = 50km et Vimp = 10 km/s, et la deuxième ligne :Rimp = 150
km et Vimp = 10 km/s (gauche : modèle constitutif avec résistance, droite : modèle hydrodynamique
sans résistance). Les quatre figures représentent la combinaison des lois d’échelle obtenues à partir
de codes iSALE avec le modèle d’augmentation de température induite par l’impact de Watters et al.
(2009). La ligne blanche en pointillés représente le CMB (D’après Monteux and Arkani-Hamed (2019)).

Grâce aux outils de modélisation disponibles (voir section 2.1), il est désormais possible
d’estimer plus précisément la répartition du chauffage post-impact à l’intérieur du corps im-
pacté. Dans l’étude évoquée précédemment (Monteux and Arkani-Hamed, 2019), à partir des
résultats obtenus grâce aux simulations de l’hydrocode iSALE, nous avons dérivé des lois
d’échelles qui illustrent l’influence de la rhéologie de la cible, de la taille de l’impacteur et de
la vitesse de l’impact sur la propagation de l’onde de choc et la répartition de la pression au
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cours d’un impact. En combinant les lois d’échelles obtenues avec un formalisme qui relie aug-
mentation de température et pression de choc comme celui proposé par Watters et al. (2009),
nous avons pu déterminer le chauffage induit par des impacts de diamètres supérieurs à 100 km
au sein d’une planète différenciée. Nous avons ainsi pu comparer les champs de température
post-impact obtenus avec l’hydrocode iSALE et les champs de température prédits par nos lois
d’échelle. Ces résultats sont illustrés dans la Figure 4. Cette figure montre notamment l’im-
portance de la taille de l’impacteur qui conditionne fortement le volume chauffé. Cette figure
illustre aussi que la géométrie de la zone chauffée localisée en dessous du point d’impact n’est
ni parfaitement hémisphérique (Tonks and Melosh, 1992) ni sphérique (Croft, 1982; Pierazzo
et al., 1997).

FIGURE 5 – Représentation de l’évolution topographique et thermique d’une planète en crois-
sance à partir d’un objet tellurique de rayon 500 km (gauche) jusqu’à l’accrétion d’un planète
de 3000 km de rayon. Après chaque impact la protoplanète grossit et une partie de l’énergie
cinétique est dissipée sous forme de chaleur en profondeur (centre). À la fin de l’accrétion, les
vitesses d’impact étant plus élevées, l’intensité du chauffage par impact est plus grande dans
les parties externes de la planète (droite).

Une fois que l’anomalie thermique est formée en dessous du point d’impact, un réajus-
tement mécanique à plus long terme va avoir lieu afin que le matériel chaud et moins dense
puisse se refroidir. Au cours de mes travaux de thèse (Monteux et al., 2007), je me suis inté-
ressé à la dynamique de relaxation de l’anomalie thermique engendrée par un impact météo-
ritique sans fusion. J’ai développé un code numérique permettant de résoudre les équations
de Navier-Stokes en différences finies, en géométrie axisymétrique cylindrique et en formula-
tion en fonction de courant (Monteux et al., 2007). Nos résultats montrent que si l’impacteur
est trop petit, l’anomalie thermique va seulement se refroidir par diffusion. Cependant, lorsque
l’impacteur dépasse une taille critique, l’anomalie thermique subit d’abord une phase advective
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isotherme puis refroidit par diffusion. L’épaisseur de l’anomalie thermique à la fin de l’étape
advective ne dépend que des paramètres rhéologiques du corps impacté.

2.4 Impacts géants et fusion à grande échelle

Au cours des dernières étapes de la croissance des planètes telluriques, les collisions entre
protoplanètes ne sont pas des évènements exceptionnels (Agnor et al., 1999). Les impacts
géants sont maintenant connus pour être inévitables durant les étapes tardives de l’accrétion
des planètes et ont pu avoir des conséquences majeures sur l’évolution tardive des planètes
telluriques. Nous savons que certaines caractéristiques du Système Solaire peuvent être expli-
quées par les impacts géants. Les impacts géants sont ainsi invoqués pour expliquer la faible
épaisseur du manteau de Mercure par rapport à la taille de son noyau (Benz et al., 1988), la
dichotomie martienne (Marinova et al., 2008) ou encore les moments angulaires actuels des
planètes (Kurosaki and Inutsuka, 2019).

La formation de la Lune est probablement due à un ou plusieurs impacts géants durant l’his-
toire primitive de la Terre. La faible taille du noyau métallique lunaire par rapport à l’épaisseur
de son manteau et le fait que la Lune et la Terre présentent des similitudes de composition iso-
topique notamment en oxygène (Wiechert et al., 2001) supportent l’idée que, tôt dans l’histoire
de la Terre, à un moment où la Terre était déjà différenciée (70-100 Ma après la formation des
C.A.I.), la Terre a été impactée par un objet avec un rayon de plusieurs milliers de kilomètres
(Théia). Le champ de débris suivant cet impact, essentiellement formé de matériel terrestre
mantellique et donc appauvri en fer, s’est ensuite ré-accrété autour de la Terre permettant la
formation de la Lune en orbite autour de la Terre. Les noyaux de l’impacteur et de la Terre
se sont mélangés pour former le noyau terrestre (Hartmann and Davis, 1975). Les études du
moment angulaire du système Terre-Lune menées par Cameron and Ward (1976) ont ensuite
permis d’arriver à la même conclusion en donnant un ordre de grandeur de la taille de l’impac-
teur : entre 1/3 et 1/2 rayon terrestre. L’impact ayant formé le système Terre-Lune aurait eu lieu
avec une vitesse de l’ordre de quelques km.s−1. Cette théorie a inspiré de nombreux travaux de
modélisation de cet impact notamment à l’aide des codes S.P.H. (Smoothed Particle Hydrody-
namics) développés par Canup and Asphaug (2001). La similarité de composition isotopique
en oxygène (Wiechert et al., 2001) et en tungstène (Touboul et al., 2007) laisse entrevoir deux
possibilités. Soit la Lune s’est formée essentiellement à partir de matériel terrestre, soit les
manteaux lunaire et terrestre se sont équilibrés à la suite de l’impact géant. Or, dans les mo-
dèles dynamiques (Canup, 2004), la majorité du matériel lunaire proviendrait de l’impacteur.

Pour expliquer la composition de la Lune et sa similarité isotopique avec la Terre, Lock
et al. (2018) ont proposé un modèle faisant intervenir un impact géant, plus énergétique que
dans le modèle traditionnel. Cet impact entraînerait la Terre dans un état de vaporisation et de
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rotation rapide qui s’étend sur des dizaines de milliers de kilomètres. De tels états planétaires
sont appelés "synestias". Lorsque la synestia se refroidit, la matière se condense et forme la
Lune. Lock et al. (2018) ont constaté que la Lune se forme à l’intérieur de la synestia, entourée
de vapeur de composition terrestre à des pressions de plusieurs dizaines de bars. La Lune
orbite dans la synestia suffisamment longtemps pour s’équilibrer chimiquement avec la Terre
vaporisée ce qui favoriserait les similitudes chimiques entre la Terre et la Lune.

Outre la formation de la Lune, cet impact géant a probablement eu des conséquences ma-
jeures sur l’état thermique du manteau terrestre. Le timing de l’impact (moins de 100 Ma après
la formation des premiers solides) suppose qu’il a eu lieu sur une planète très chaude déjà si-
gnificativement affectée par les précédents impacts, le chauffage radioactif et la formation du
noyau (dont je discute dans la section suivante). Selon les modèles de Nakajima and Stevenson
(2015), l’impact qui a formé le système Terre-Lune a entraîné la fusion complète du manteau
terrestre et des processus de mélanges plus ou moins importants selon la taille de l’impacteur
et la vitesse de rotation de la Terre avant impact.

L’idée que l’impact à l’origine du système Terre-Lune ait fondu et mélangé efficacement
le manteau primitif est difficile à justifier géo-chimiquement notamment si on s’intéresse au
système Hf-W. Les roches terrestres présentent en effet des rapport variés en 182W/184W no-
tamment dans les roches anciennes (Lee and Halliday, 1996; Willbold et al., 2011; Touboul
et al., 2012). Cette variété pourrait indiquer que le manteau primitif était hétérogène et que
la signature de cette hétérogénéité a été préservée pendant plusieurs milliard d’années. Ainsi,
moins de 1000 ans après l’impact géant (ce qui correspond au temps d’accrétion de la Lune), le
manteau se résumerait à un océan magmatique de 2900 km de profondeur mais conservant po-
tentiellement des hétérogénéités chimiques (Nakajima and Stevenson, 2015). La préservation à
long terme de telles hétérogénéités indiquerait que la vigueur convective du manteau au cours
des temps géologiques n’a pas été suffisante pour détruire tous les réservoirs mantelliques qui
se sont formés au début de l’histoire de la Terre (Jackson et al., 2010). Des modèles dyna-
miques du manteau terrestre suggèrent que des parties vierges du manteau pourraient échapper
à la différenciation au cours de l’âge de la Terre grâce à un isolement dans des tourbillons
convectifs (Brandenburg et al., 2008). La question du mélange qui suit l’impact géant (1000
ans après l’impact) doit cependant être envisagée grâce à des modèles de convection adaptés à
la caractérisation de processus turbulents (Solomatov, 2000)(voir Section 6).

2.5 Autres sources de chaleur

En plus du chauffage par impact, d’autres sources de chaleur ont pu participer au budget
thermique primitif de la Terre. Ainsi, le chauffage par les éléments radioactifs à courte période
ou la dissipation thermique liée à la formation du noyau terrestre ont pu jouer un rôle essentiel
dans l’évolution des jeunes planètes.
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2.5.1 Chauffage par les éléments radioactifs à courte période

La chaleur dégagée par la désintégration des éléments radioactifs à courtes périodes a pro-
bablement joué un rôle important sur les températures des planétésimaux primitifs. En effet,
la désintégration radioactive de certains éléments s’accompagne d’un dégagement d’énergie
sous forme de rayonnement (γ) ou de l’émission de particules α ou β dont la diffusion dans les
matériaux environnants dégage d’importantes quantités de chaleur. Les éléments isotopiques
(parents) à courtes demi-vies ont maintenant disparu mais un excès d’éléments (fils) issus de
cette désintégration peut se retrouver dans les météorites intégrant des C.A.I.. L’étude de ces
radioactivités maintenant "éteintes" dans les météorites donne des informations importantes
sur l’environnement initial de formation des premiers corps et des étoiles (Meyer and Clayton,
2000).

Élémént père τ1/2(Myr) Élément fils Production de chaleur par unité de masse (W/kg)
26Al 0.7 26Mg 1.5× 10−7

238U 4468.3 206Pb 9.17× 10−5

40K 1248 40Ar 2.97× 10−5

232Th 14010 208Pb 2.56× 10−5

60Fe 1.5 60Ni 0.3− 1.2 ×10−8

TABLE 1 – Couples d’isotopes radioactifs ayant contribué au bilan thermique du manteau
terrestre (selon Lebrun et al. (2013) et McDonough et al. (2020)).

Si l’on considère H le taux de production interne de chaleur par désintégration isotopique
d’un planétésimal de rayon R. Ce chauffage prend le pas sur la diffusion thermique lorsque
ρCpH est supérieur à kT/R2 avec k la conductivité thermique du planétésimal, T sa tempé-
rature, Cp sa capacité calorifique et ρ sa densité. H ∼ T/t donc lorsque ρCpR2/(kt) >> 1,
le planétésimal se réchauffe plus vite qu’il ne se refroidit par diffusion avec t l’âge du pla-
nétésimal. En 1 Ma et pour des objets avec des rayons inférieurs à 5 km, le refroidissement
par diffusion était prépondérant. En 1 Ma, selon Kokubo and Ida (2000), les planétésimaux les
plus volumineux auraient atteint des rayons de ∼ 10 − 100 km. La chaleur associée à la dés-
intégration était donc globalement retenue. La température maximale atteinte au centre d’un
planétésimal de rayon R = 30 km aurait pu dépasser 1270 K (Schramm et al., 1970; Hutcheon
and Hutchison, 1989). Les plus gros objets auraient ainsi pu subir une éventuelle différencia-
tion associée à des phénomènes de fusion via la désintégration d’isotopes radioactifs à courte
période puis évacuer leur chaleur par diffusion. Au moment où les protoplanètes commencent
à atteindre des tailles importantes (∼ 1000 km), elles ont évacué par diffusion une partie im-
portante de leur chaleur issue de la désintégration radioactive des éléments à courte période.

Deux de ces radioactivités éteintes ont pu participer à l’état thermique initial des planété-
simaux (Tableau 1) : la désintégration du 26Al (principalement localisé dans la phase silicatée
des planétésimaux) et la désintégration du 60Fe (principalement localisé dans la phase mé-
tallique des planétésimaux). Des excès importants de 26Mg ont été trouvés confinés dans des
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C.A.I. dans des météorites carbonnées et dans chondrites ordinaires mais aussi dans du maté-
riel météoritique non réfractaire (Hutcheon and Hutchison, 1989). Cette présence de 26Mg en
excès traduit la présence passée de 26Al. Le 26Al était ainsi présent en quantité significative
pendant les premiers millions d’années du système solaire.

FIGURE 6 – Évolution temporelle du chauffage radioactif pour les éléments chimiques qui ont
le plus contribué au bilan thermique de la Terre depuis sa formation il y a plus de 4.5 Ga (à
partir de McDonough et al. (2020)).

Il est possible d’estimer la puissance dissipée par ce mode de chauffage en fonction du
temps (Figure 6). Cette puissance est fonction de la composition chimique considérée en
conditions initiales. McDonough et al. (2020) estiment qu’au cours des 20 premiers millions
d’années apèrs la formation des C.A.I., le 60Fe et le 26Al ont été les éléments qui ont le plus
contribué au chauffage radioactif dissipant une puissance allant jusqu’à 106 TW. Aujourd’hui,
le chauffage radioactif est principalement fourni par la désintégration de 238U, 40K et 232Th
qui permettent de produire environ 20 TW de chauffage en profondeur principalement dans la
lithosphère.
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2.5.2 Dissipation thermique lors de la formation du noyau

Une autre source majeure de chaleur ayant fortement influencé l’état thermique primitif du
manteau terrestre provient de la formation de son noyau. En effet si l’on imagine que le fer du
noyau était initialement réparti uniformément au sein de la Terre après l’accrétion, la sépara-
tion fer/silicates et la chute du fer vers le noyau provoquent un transfert de masse important
du fait que le fer du noyau est plus dense que les silicates du manteau. Ce transfert de masse
diminue l’énergie potentielle du fer dans le manteau qui se convertit en chaleur à l’intérieur de
la jeune Terre. Flasar and Birch (1973) estiment que cette conversion d’énergie potentielle en
chaleur libérerait suffisamment d’énergie pour provoquer une augmentation de la température
à l’intérieur de la Terre de plus de 2000 K.

La répartition de cette chaleur à l’intérieur de la Terre dépend fortement de la façon dont
le fer va migrer vers son centre (Ke and Solomatov, 2009). Si le fer plonge en suivant de long
chenaux, la chaleur ira principalement dans le noyau. Cependant si le fer plonge sous la forme
de grosses gouttes ou de larges diapirs, l’énergie potentielle se dissipera principalement dans
le manteau. Dépendamment des mécanismes de ségrégation, cela donnera lieu à des profils
thermiques différents avec soit un noyau bien plus chaud que le manteau, soit un manteau
très chaud voir fondu. Les modalités de différenciation et notamment les volumes caractéris-
tiques de fer (gouttelettes centimétriques ou diapir pluri-kilométriques) mis en jeu lors de la
séparation fer/silicates conditionnent donc l’état thermique primitif du manteau terrestre. Sa-
muel et al. (2010) ont aussi montré qu’un grand nombre de petits diapirs de fer plongeant dans
un océan magmatique favorise l’échange de chaleur fer/silicates et conduit à un noyau rela-
tivement chaud comme sur la Terre. À contrario, un petit nombre de grands diapirs a l’effet
inverse et pourrait correspondre à une planète semblable à Mars. La séparation fer/silicates par
diapirisme tend à laisser le manteau profond nettement plus chaud que sa partie supérieure,
ce qui pourrait provoquer la fusion d’une fraction significative au dessus de la frontière man-
teau/noyau. Nous reviendrons plus en détail sur ce processus dans la section 3.

2.5.3 Chauffage par dissipation de marées

L’impact à l’origine de la formation du système Terre-Lune a probablement induit la for-
mation d’un océan de magma terrestre profond et généré un disque de débris autour de la
proto-Terre qui s’est rapidement ré-accrété pour former la Lune. À cette époque, la Lune était
plus proche de la Terre qu’aujourd’hui, ce qui a pu avoir des conséquences importantes sur
l’interaction entre les deux objets. En particulier, les interactions de marée qui ont suivi la
formation de la Lune ont contrôlé l’évolution de la rotation et ont potentiellement influencé le
refroidissement de la Terre et de la Lune primitives (Chen and Nimmo, 2016).

L’évolution de l’orbite lunaire dépend fortement de la manière dont l’énergie des marées
a été dissipée sur la Terre primitive et est donc étroitement liée à son évolution thermique.
La friction des marées associée aux mouvements de cisaillement dissipe une énorme quantité
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d’énergie. Sur la Terre moderne, la dissipation des marées est dominée par les processus de
dissipation océanique (Ray et al., 2001). Actuellement, la dissipation associée aux marées
représente 3,5 TW, mais il y a 4,5 Ga, la puissance produite par la friction des marées pouvait
être supérieure de plus de 2 ordres de grandeur (Farhat et al., 2022). Au cours de l’Hadéen,
la fraction fondue du manteau silicaté de la Terre devait avoir un impact important sur les
processus de dissipation des marées et, ainsi, sur l’ensemble de l’évolution du système Terre-
Lune. En retour, l’énergie dissipée dans la Terre hadéenne a pu affecter sa structure thermique,
sa dynamique convective et étendre la fraction interne en matériel fondu, conduisant à un
régime thermique induit par les marées comparable à ce qui est observé sur Io, une des lunes
de Jupiter (Kervazo et al., 2021). Même après la première étape de cristallisation de l’océan
magmatique, une quantité importante de matière fondue peut être préservée dans le manteau
hadéen (Ray et al., 2001) ce qui peut contrôler à la fois la production de chaleur par friction
tidale et le transfert de chaleur par extraction de la matière fondue. Cette période de dissipation
intense des marées (dépassant plusieurs centaines de TW) a pu durer pendant les premières
dizaines de millions d’années suivant l’impact formant la Lune, ce qui pourrait avoir eu une
influence significative sur la dynamique de refroidissement de la Terre partiellement fondue et
sur la séquence de cristallisation.

Si l’état orbital et rotationnel récent du système Terre-Lune est bien documenté (Williams,
2000), les interactions du système Terre-Lune à ses débuts n’ont pas été étudiées et, en particu-
lier, l’influence de la Lune primitive sur l’évolution thermique et la fusion de la Terre primitive
reste encore inexplorée. Nous reviendrons plus en détails sur ce processus dans la section 6.4.

2.6 Perspectives : Le rôle des impacts dans l’évolution primitive de l’at-
mosphère terrestre (Thèse de T. Engels)

Les impacts météoritiques ont aussi participé à la formation de l’atmosphère terrestre :

1. en érodant l’atmosphère préexistante : Le long de sa trajectoire dans l’atmosphère, l’im-
pacteur forme un canal de gaz chaud moins dense que l’atmosphère environnante. Ce
gaz chaud migre à travers ce canal et est éventuellement éjecté dans l’espace (Shuvalov,
2009).

2. en apportant du matériel au corps impacté (Raymond et al. (2006), Engels et al. (in
revision for Icarus)) : Ce matériel peut être soit dégazé lors de son impact à la surface du
corps en croissance soit être dégazé ultérieurement après son dépôt sous forme solide
à la surface du corps impacté.

3. en dégazant du matériel profond : Un impact entraîne la formation d’une atmosphère
transitoire à haute température et riche en silicate, mais aussi la fusion de matériel ro-
cheux dans lequel du gaz est emprisonné (Figure 7) (Marchi et al., 2016). Lors de son
refroidissement rapide, l’atmosphère transitoire se condense, tandis que la masse fon-
due générée par l’impact se propage à la surface. Lorsque la roche fondue se propage,
elle libère des gaz (CO, CO2, H2, SO2, CH4, H2O, H2S). Des études en laboratoire ont
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permis de quantifier la quantité de volatils dégazés sur des matériaux impactés comme
de la calcite ou de la serpentine (Lange and Ahrens, 1982, 1986). Ces études montrent
notamment que la serpentine commence à dégazer son H2O à des pressions de choc
d’environ 20 GPa ou que la calcite commence à dégazer son CO2 à 10–15 GPa. Au
contact de la surface, un panache de gaz peut se développer au dessus du point d’im-
pact où les molécules de gaz sont aussi chauffées et peuvent être accélérées vers le haut
et échapper à la gravité du corps impacté.

La compétition de ces 3 phénomènes peut ainsi entraîner l’augmentation de l’épaisseur de
l’atmosphère ou son érosion. L’efficacité du dégazage ou de l’érosion par impact est fonction
de la vitesse d’impact (vimp), de la taille de l’impacteur (Rimp), de la taille du corps impacté
(Rp), de la composition chimique et des propriétés rhéologiques (porosité, viscosité) des ma-
tériaux mis en jeu.

FIGURE 7 – Représentation schématique d’un épisode de fusion et du dégazage provoqué par
impact sur la Terre primitive (À partir de Marchi et al. (2016)).

Le dégazage des éléments volatils est encore peu contraint et attribué à l’action combinée
des hautes températures, à une amplification de la diffusion ou au développement de micro-
fractures (Zhang, 2014). Comme la combinaison de ces mécanismes est peu connue, les lois
d’échelles permettant d’obtenir la fraction de matériel dégazé par impact géant à partir d’expé-
riences en laboratoires sur de petits volumes sont difficiles à obtenir. De plus, il existe encore
de grandes incertitudes sur l’histoire accrétive des planètes et de la Terre notamment. Grâce à
la modélisation numérique on connaît désormais mieux les conséquences internes des gros im-
pacts météoritiques (Monteux and Arkani-Hamed, 2016, 2019). Les lois d’échelles obtenues
à partir de modélisations hydrocodes montrent que la pression en dessous du point d’impact
peut atteindre plusieurs dizaines de GPa sur des volumes comparables à celui de l’impacteur.
Ensuite l’augmentation de pression subie lors de l’impact diminue rapidement en s’éloignant
du point d’impact. Les paramètres d’accrétion ont ainsi pu jouer un rôle majeur sur l’évolution
de l’épaisseur de cette atmosphère (Ahrens, 1993; Ahrens et al., 2004). Cependant, à l’heure
actuelle, aucun modèle quantitatif ne permet d’intégrer l’effet du dégazage du manteau, des
gaz initiaux et des composés volatils produits par l’impact lors de l’accrétion des planètes
(Zhang, 2014).

Si globalement la taille des impacteurs va augmenter au cours de l’histoire primitive du
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Système Solaire, cette taille n’est pas unique et obéit à une distribution où les gros corps sont
plus rares que les petits. L’accrétion de petits planétésimaux va favoriser la formation d’une
atmosphère alors que les impacts géants vont entrainer un dégazage massif mais surtout une
érosion massive de l’atmosphère préexistante voir éventuellement sa disparition. Un impacteur
de la taille de la Lune serait ainsi susceptible d’ôter 50% de l’atmosphère terrestre (Ahrens,
1993; Ahrens et al., 2004). Les objectifs de la thèse de Tristan Engels sont de contraindre
l’évolution primitive de l’atmosphère terrestre lors des dernières étapes de son accrétion (i.e.
après l’impact géant à l’origine du système Terre-Lune) et en particulier de :

1. Contraindre l’influence des paramètres d’accrétion (vimp, Rimp, taux d’accrétion) sur
l’évolution des atmosphères planétaires. La taille des impacteurs va gouverner non
seulement la quantité de matériel potentiellement dégazé par impact mais aussi la frac-
tion d’atmosphère érodée. La répartition temporelle des tailles d’impacteurs et des leurs
vitesses a donc surement joué un rôle sur l’épaisseur finale de l’atmosphère primitive à
la fin des grandes étapes d’accrétion. L’évolution de la taille du corps en croissance et
ainsi son taux d’accrétion vont aussi contrôler sa capacité à retenir son atmosphère.

2. Quantifier l’importance de l’accrétion par rapport au dégazage profond. Au cours de
son histoire primitive, la Terre a pu perdre son atmosphère de manière répétée. Les der-
niers impacts géants qui auraient chassé tout ou partie de l’atmosphère pourraient être
le point de départ de la formation de l’atmosphère terrestre par dégazage du manteau
ou dégazage par impact (Zhang, 2014). En apportant des contraintes sur les caractéris-
tiques (épaisseur et composition) de l’atmosphère primitive et en comparant avec les
caractéristiques de l’atmosphère actuelle, il est possible de contraindre l’importance
du dégazage généré lors de l’accrétion par rapport au dégazage profond lié à des phé-
nomènes plus tardifs comme le volcanisme ou le bombardement tardif « Late Heavy
Bombardment » (LHB).

Nous testerons si un dégazage sélectif est un modèle viable pour expliquer le spectre des
éléments volatils (C, H, N et S) (Marty, 2012) ou si d’autres processus doivent être pris en
compte (formation du noyau, la nature des briques élémentaires ou bien l’érosion de la surface
terrestre via les impacts). Il est à noter que ce projet est très complémentaire des expériences
menées au LMV pour déterminer le partage des volatils entre le noyau et le manteau (ex. Clesi
et al. (2016, 2018); Boujibar et al. (2014)). Nous développons actuellement avec le Laboratoire
de Météorologie Physique de Clermont-Ferrand (L. Deguillaume, A. Bianco, L. Pailler) un
modèle numérique dans lequel il sera possible de choisir les caractéristiques de l’accrétion
de la Terre en termes de taille d’impacteurs, de vitesse d’impacts et de taux d’accrétion et de
connaître les caractéristiques de l’atmosphère primitive générée par une telle accrétion. Les
informations obtenues par ces modèles seront l’épaisseur mais aussi la composition de cette
atmosphère en éléments tels que C, H, N, O et S.

Dans ce cadre, l’expertise du LaMP permettra d’aider à la compréhension des mécanismes
de réactivité chimique avec l’objectif d’estimer l’évolution temporelle de l’atmosphère primi-
tive générée par l’accrétion. Les composés chimiques (CO, CO2, CH4, H2S, SO2, . . .) émis sont
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des précurseurs à la formation de nouvelles espèces chimiques après réactions chimiques. Ces
processus chimiques de transformations dépendent des conditions atmosphériques (pression,
température,. . .) et du flux actinique solaire initiateur potentiel de réactions photochimiques.
Des mécanismes chimiques devront être construits sur la base des précurseurs chimiques en
évaluant les paramètres cinétiques importants (constantes de réactivité et leur dépendance à
la température et à la densité de l’air, par exemple). Les travaux de recherche sur la réactivité
chimique des panaches volcaniques pourront également servir à la création de ces mécanismes
car les conditions de températures et les précurseurs sont similaires. Des mécanismes d’oxyda-
tion pourraient également aboutir à la formation de composés moins volatils et à la formation
potentielle de particules solides (nucléation). Une fois ces transformations mieux appréhen-
dées, des estimations de temps de vie de ces composés chimiques pourront être évaluées afin
d’estimer l’évolution temporelle de l’atmosphère primitive. Les codes numériques de chimie
atmosphérique développés par le LaMP sont en cours d’adaptation par T. Engels afin de simu-
ler l’évolution chimique de l’atmosphère primitive.
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[1] The thermal evolution of planets during their growth is
strongly influenced by impact heating. The temperature
increase after a collision is mostly located next to the shock.
For Moon to Mars size planets where impact melting is
limited, the long term thermo-mechanical readjustment is
driven by spreading and cooling of the heated zone. To
determine the time and length scales of the adjustment, we
developed a numerical model in axisymmetric cylindrical
geometry with variable viscosity. We show that if the impactor
is larger than a critical size, the spherical heated zone
isothermally flattens until its thickness reaches a value for
which motionless thermal diffusion becomes more effective.
The thickness at the end of advection depends only on the
physical properties of the impacted body. The obtained
timescales for the adjustment are comparable to the duration
of planetary accretion and depend mostly on the physical
properties of the impacted body. Citation: Monteux, J.,

N. Coltice, F. Dubuffet, and Y. Ricard (2007), Thermo-mechanical

adjustment after impacts during planetary growth, Geophys. Res.

Lett., 34, L24201, doi:10.1029/2007GL031635.

1. Introduction

[2] Impacts have strongly influenced the evolution of
planets: a collision of the Earth with a Mars-sized body is at
the origin of the formation of the Moon [Hartmann and
Davis, 1975] and the impact by a kilometer-sized body
could be responsible for the mass extinction at the K-T
boundary [Alvarez et al., 1980]. It is during accretion that
impacts played the most significant role, depositing and
burying heat into growing planetary bodies.
[3] When the impact velocity becomes larger than the

elastic velocities, a shock wave develops. The shock pres-
sure, increasing with the size of the impacted body, is nearly
uniform in a spherical region next to the impact (the isobaric
core), and strongly decays away from it [Croft, 1982].
Following the adiabatic pressure release, the peak pressure
being independent of impactor size, a temperature increase
of several hundred degrees remains on Moon to Mars size
bodies [Senshu et al., 2002] (see equation (2)). Hence, the
hotter temperatures are located close to the surface during
planetary growth [Kaula, 1979] and large impacts have
caused extensive melting and formation of magma oceans
on Earth [Tonks and Melosh, 1993].
[4] The thermal anomaly caused by an impact generates a

buoyant thermal anomaly that ultimately drives an isostatic
adjustment. If the impact velocity is larger than 7.5 km.s�1,
a significant volume of the isobaric core is molten [O’Keefe

and Ahrens, 1977] hence the adjustment is controlled by
two-phase flow and probably hydrofracturation [Solomatov,
2000]. For smaller planets or planetesimals, melting is
nearly absent therefore the thermo-mechanical adjustment
is dominated by the slow viscous deformation and thermal
diffusion of the hot thermal anomaly.
[5] In this study, we investigate the thermal relaxation

and viscous deformation after the shock of an impactor on a
small planet or planetesimal in order to derive scalings for
the relevant length and time scales of the thermo-mechan-
ical adjustment.

2. Model Description

2.1. Thermal State After an Impact

[6] Energy balance calculations and shock simulations
suggest that the radius of the isobaric core Ric is comparable
or slightly larger than that of the impactor Rimp and we use
Ric = 31/3 Rimp [Senshu et al., 2002; Pierazzo et al., 1997].
Away from the isobaric core, the shock wave propagates
and the peak pressure decays with the square of the distance
r from the center of the isobaric core [Pierazzo et al., 1997].
Just after the adiabatic pressure release, the thermal pertur-
bation corresponds to an isothermal sphere of radius Ric and
temperature T0 + DT that decays when r > Ric as

T rð Þ ¼ T0 þDT
Ric

r

� �m

; ð1Þ

with m � 4.4 as proposed by Senshu et al. [2002].
[7] The energy dissipated as heat following the shock is a

fraction of the kinetic energy of the impactor. The impactor
velocity vimp should be comparable to the escape velocity
vimp =

ffiffiffiffiffiffiffiffi
2gR

p
, where g = 4/3 GprR, r and R are the gravity,

density and radius of the impacted growing planet [Kokubo
and Ida, 1996]. Assuming r � rimp � ric, the temperature
increase DT is

DT ¼ 4p
9

g
f mð Þ

rGR2

Cp

; ð2Þ

where Cp is the heat capacity of the impacted body and G is
the gravitational constant. The efficiency of kinetic to
thermal energy conversion g is close to 0.3 according to
physical and numerical models [O’Keefe and Ahrens,
1977]. The function f(m) represents the volume effectively
heated normalized by the volume of the isobaric core (i.e.,
f(m) = 1 if only the isobaric core is heated). Assuming Ric �
R and integrating equation (1) leads to f(m) � 2.7 and 37%
of the impact heating is released within the isobaric core.
The temperature increase does not depend on the size of the
impactor but on the square of the radius of the impacted
body.
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[8] Immediately after the shock, a fraction of the isobaric
core is removed during crater excavation. However, it is
only for small impactors (less than 5 km of radius) and large
planets (more than 3000 km of radius) that a significant
fraction of the heated zone is redistributed [Maxwell, 1977].
Because our study is focused on large impacts (>10km) on
small planets (<3000km), we can neglect the excavated heat
or consider it as an additional uncertainty on the parameters
g or f(m) (see equation (2)). Following excavation, reduc-

tion of the crater depth to at most few kilometers takes place
through isostatic rebound. The total amount of vertical
motion that occurs during the isostatic process (a few
km), and its duration (typically a few 103y) are negligible
compared to the length scales and timescales of thermal
readjustment. After the crater formation, most of the initial
energy still remains below the crater [Turtle et al., 2003].
Modelling these processes of mass and energy redistribution
is beyond the scope of this paper since we are interested in
the long term consequences of shock heating as in work by
Reese et al. [2002].
[9] The proposed thermal state following an impact

sketched in Figure 1 (top) is that of a cold body of
homogeneous temperature T0 perturbed by the impact of a
sphere of radius Ric (the depth of the crater being negligible
compared to the heated zone).

2.2. Thermo-Mechanical Model

[10] The governing non-dimensional equations for the
extremely viscous flow of a cooling hot drop are

� ~rP* þ ~r :
h T*ð Þ
h0

~r~v* þ h T*ð Þ
h0

~r~v*

� �T !
þ T*~ez ¼ 0;

ð3Þ

@T*

@t*
¼ r2T*

Raic
�~v*: ~rT*; ð4Þ

~r: ~v* ¼ 0; ð5Þ

where distances, temperature and velocity are normalized
by Ric, DT and the characteristic Stokes velocity vs of the
isobaric core

vs ¼
argDTR2

ic

h0
; ð6Þ

where h0 is the viscosity far from the impact and a the
thermal expansivity of the impacted body. Raic is the
Rayleigh number based on the isobaric core radius:

Raic ¼
argDTR3

ic

kh0
: ð7Þ

We define a Rayleigh number based on the size of the
isobaric core Ric since in all our experiments, the radius of
the planet R remains much larger than Ric and thus does not
affect the dynamics except through the gravity and the
temperature increase (see equation (2)).
[11] For planets of Moon to Mars size the gravity and the

temperature increase are not very large (e.g. g ’ 3 m s�2,
DT ’ 300 K). We also consider impactors with radius small
compared to the planet radius (e.g. Ric ’ 300 km). In this
case, Raic should remain moderate (say lower than 105)
assuming that the coldest material of the growing planetes-
imal have a viscosity h0 comparable to that of the present
day Earth, say around 1021 Pa s (e.g. Raic ’ 4700 for k =
10�6 m2s�1, a = 5 � 10�5 K�1, Cp = 1200 J K�1 kg�1, r =
3870 kg m�3). The viscosity is temperature-dependent

Figure 1. Close up view of the non dimensional
temperature fields and streamlines computed for a tempera-
ture dependent viscosity at non-dimensionalized times (top)
t* = 0, (middle) t* = 3 and (bottom) t* = 10 (we use l =
10�2 and Raic = 102 (see 2.2)).
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h(T*) = h0l
T*, l being the viscosity ratio (lower than 1)

between the hottest (T* = 1) and the coldest (T* = 0)
material. This viscosity decreases sharply with temperature
and its expression is simpler to implement than the usual
Arrhenius law.
[12] We developed and benchmarked against analytical

solutions a finite difference code to solve equations (3) and
(5) in axisymmetric cylindrical geometry. We use a stream
function formulation for the Stokes equation with a direct
implicit inversion method [Schubert et al., 2001]. The heat
equation (4) is solved by an Alternating Direction Implicit
(ADI) scheme. All the equations are discretized with a
second order accuracy in space and time. Advection terms
are calculated with a centered differences scheme. This
scheme is known to produce numerical oscillations for grid
Peclet numbers larger than ’20 (the grid Peclet number is
RaDx2v*/Dt where Dx is the grid dimension and Dt the
time step) [Dubuffet et al., 2000] but in our simulations, the
maximum Peclet number remains of order unity. We used at
least 129 � 129 grid points and the dimensions of the
calculation domain varies between 10Ric � 10Ric and
100Ric � 100Ric. Boundary conditions are free-slip, iso-
thermal at the surface and insulating on other walls. In
order to keep a good accuracy in a large enough domain and
with strong viscosity variations we run the simulations up to

Raic = 104 only, from which we fit scaling laws that can be
extrapolated to higher Rayleigh numbers.
[13] The geometrical evolution of the post-impact ther-

mal anomaly as a function of time is monitored by its non-
dimensional radial extent R*(t*), its thickness a*(t*) and its
maximum temperature T*max(t*). a*(t*) is the depth where
the second derivative of the vertical temperature profile at
r* = 0 is zero. Along this profile the maximum temper-
ature value T*max(t*) is reached at z* = z*max. R*(t*) is the
distance where the second derivative of the horizontal
temperature profile at z* = z*max is zero.

3. Results

[14] For large enough Rayleigh numbers, the thermal
relaxation consists in an early advective stage corresponding
to an isothermal flattening of the hot drop, followed by a later
stage of diffusive cooling. For Raic � 4.9, cooling is
motionless.

3.1. Advective Stage and Diffusive Stage

[15] Figure 2 shows a first stage in the thermal relaxation
corresponding to isothermal spreading of the buoyant hot
region below the surface. This phenomenon of viscous gravity
currents has been widely studied [Bercovici and Lin, 1996;
Koch and Koch, 1995; Huppert, 1982; Koch and Manga,
1996]. The evolution of the shape is comparable to theseworks
even though they were either designed to study mantle plumes
fed by a deeper conduit [Bercovici and Lin, 1996] or compo-
sitional plumes [Koch and Manga, 1996]. Moreover, the
analytical results and scaling laws given by Koch and Koch
[1995] have been mostly derived in a regime where R* a*
which is not really the case in our calculations.
[16] During the advective stage (see Figure 1 (middle)),

the aspect ratio of the drop is increasing while the temper-
ature and the volume of the thermal anomaly remain nearly
constant, i.e.

a*

2
R*2 � 1: ð8Þ

The second stage of thermal relaxation is dominated by
diffusion. After the hot drop stops flattening, heat is
diffused in all directions and more efficiently through the
top isothermal cold surface. As a consequence, R* and a*
increase with time as seen in Figure 2. The evolution of
a*(t*) is rapidly consistent with a purely diffusive model:
a*(t*) �

ffiffiffiffiffiffiffiffiffi
2kt*

p
. The lateral extent, R*(t*), evolves more

slowly but reaches a similar diffusive behavior after a long
time. The temperature decreases rapidly with the power of
�1.8 (see Figure 1 (bottom) and Figure 2).

3.2. Time and Length Scales

[17] The transition from the advective to the diffusive
stage happens when the diffusion velocity, k/a overcomes
the advection velocity which is of order argDTa2/h0. This
simple balance implies that

amin*

2
¼ c1Ra

�1=3
ic ; ð9Þ

where c1 is a constant. The volume of the hot anomaly
being constant, the radius of the thermal anomaly at the end

Figure 2. (top) Thickness a*/2 (black solid line) and radial
extent R* (red solid line) and (bottom) maximal temperature
at r = 0 as functions of time t* for Raic = 102. Power-law fits
following a diffusive solution are depicted by dashed lines.
The equilibrium between diffusive (gray field) and
advective (white field) stages is obtained at t* = t*adv.
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of the advective stage, R*adv is easily obtained by combining
equations (8) and (9):

R*adv ¼ c1
�1=2Ra

1=6
ic : ð10Þ

[18] The time tadv at the end of the advection stage
corresponds to the time needed to advect the bottom of
the thermal anomal from its initial depth 2Ric to its final
depth amin. As the vertical velocity @a/@t is of order of
�argDTa2/h0, we get

@a

@t
¼ �c2

argDTa2

h0
; ð11Þ

where c2 is a geometrical factor.
[19] Integration of equation (11) from a(0) = 2Ric to

a(tadv) = amin using equation (9) implies that the end of
the advection phase occurs at

t*adv ¼
1

c2

1

2c1
Ra

1=3
ic � 1

2

� �
: ð12Þ

[20] These scalings of equations (9), (10), and (12) are
confirmed by fitting the results of the numerical experi-
ments shown in Figure 3 with c1 � 1.7 and c2 � 0.2.
[21] Of course, the transition between advective and

diffusive stages only occurs when the initial size of the
isobaric core is larger than the minimum thickness given by
equation (9). This threshold Rt

ic obtained when a*min = 2
corresponds to the threshold Rayleigh number

Ratic ¼ c31 ¼ 4:9: ð13Þ

For Raic < Raic
t , a*min = 2Ric and t*adv is not defined. Below

Raic
t the heat is diffused out without advection.
[22] The previous scalings obtained for a uniform viscos-

ity are also valid for large viscosity contrasts. Our simu-
lations depicted in Figure 3 (squares for l = 10�1 and
triangles for l = 10�2) show that large viscosity contrasts
enable the drop an easier spreading below the surface in
agreement with Koch and Koch [1995]. As the resistance to
internal shearing decreases with l, horizontal velocity
contrasts are more important for low viscosities. As a result,
the thickness decreases by about 10%, the radial extent
increases by a similar amount and the advection time
decreases by a factor �2. The temperature dependence of
the viscosity affects our results by a minor amount because
the readjustment is mostly controlled by the viscosity far
from the isobaric core.
[23] The scaling laws with physical dimensions can be

easily expressed. Using equation (2) and assuming that the
planet density remains uniform so that g = 4/3pGrR, the
minimal thickness of the thermal anomaly and the time to
reach this thickness are

amin ¼ 2b1
L2

R
ð14Þ

and

tadv ¼ b2
L2

k
L

R

� �2

1� b1
L2

RRic

� �
: ð15Þ

In these expressions, b1 and b2 are dimensionless constants,

b1 ¼
3

2
c1

f mð Þ
2gp2

� �1=3

� 1:96; b2 ¼
b21

2c31c2
� 1:96; ð16Þ

and the properties of the impacted planet appear through a
characteristic length

L ¼ Cpkh0
ar3G2

� �1=6

� 212 km: ð17Þ

4. Discussion and Conclusion

[24] We developed a thermo-mechanical model for the
long term relaxation after an impact. In a first stage, the
heated region spreads below the surface until diffusive
cooling becomes more effective. The transition between
the advective and diffusive stages is described by a thick-
ness amin and timescale tadv for which we proposed scalings

Figure 3. (top) Minimum thickness a*min/2, (middle) radial
extent R* and (bottom) time of equilibrium t*adv as functions
of Raic for different viscosity contrasts (black circles for a
uniform viscosity, brown squares and black triangles for l =
10�1 and l = 10�2). The dashed lines correspond to the
predictions of equations (9),(10), and (12) (we use c1 = 1.7,
c2 = 0.2).

L24201 MONTEUX ET AL.: ADJUSTMENT AFTER IMPACTS L24201

4 of 5

26



laws. Hence we can predict geometrical and time evolution
of the thermal anomaly caused by a meteoritical impact as
functions of rheological parameters of the impacted plane-
tesimal and impactor. All our results are summarized in
Figure 4.
[25] The temperature increase (Figure 4, top) and the

thickness of the thermal anomaly after advection (Figure 4,
middle) do not depend on the initial size of the impactor
but only on the properties of the impacted body (and
therefore its radius assuming known its other properties,
see equations (2) and (14)). As the volume of the isobaric
core is proportional to that of the impactor the minimum
thickness of the thermal anomaly corresponds also to the
minimum radius of the impactor that can trigger advection
(Figure 4, middle). For a Mars size planet (R = 3400 km),
impacts increase the temperature by 390 K (in relative
agreement with Senshu et al. [2002]) and post-impact
advection only occurs for impactors with radius larger than
18 km. After advection, the final thickness of the thermal
anomaly is 52 km. For smaller impactors, only heat diffu-
sion occurs.
[26] The duration of advection depends on the impactor

size (Figure 4, bottom). As shown in equation (15), the time
of advection is lower than a threshold value obtained for an
infinitely large impactor (which of course would disrupt the
planet). For a Mars size planet impacted by bodies with 1/10
to 1/100 smaller radii, advection ends up after, 10 Myr,

5 Myr, respectively. After this advective stage, heat is
slowly removed by diffusion in �20 Myr.
[27] These timescales are of the same order as those for

accretion and differentiation [Yin et al., 2002]. Hence, until
impact melting is efficient, heat brought by impacts is stored
within the mantle even taking into account of the deforma-
tion of the heated region. The scalings proposed here could
be used to compute more accurate one dimensional thermal
evolution models of growing planets.
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a b s t r a c t

While major impacting bodies during accretion of a Mars type planet have very low velocities (<10 km/s),
the characteristics of the shockwave propagation and, hence, the derived scaling laws are poorly known
for these low velocity impacts. Here, we use iSALE-2D hydrocode simulations to calculate shock pressure
and particle velocity in a Mars type body for impact velocities ranging from 4 to 10 km/s. Large impactors
of 100–400 km in diameter, comparable to those impacted on Mars and created giant impact basins, are
examined. To better represent the power law distribution of shock pressure and particle velocity as func-
tions of distance from the impact site at the surface, we propose three distinct regions in the mantle: a
near field regime, which extends to 1–3 times the projectile radius into the target, where the peak shock
pressure and particle velocity decay very slowly with increasing distance, a mid field region, which
extends to �4.5 times the impactor radius, where the pressure and particle velocity decay exponentially
but moderately, and a more distant far field region where the pressure and particle velocity decay
strongly with distance. These scaling laws are useful to determine impact heating of a growing proto-
planet by numerous accreting bodies.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Small planets are formed by accreting a huge number of plan-
etesimals, a few km to a few tens of km in size, in the solar nebula
(e.g. Wetherill and Stewart, 1989; Matsui, 1993; Chambers and
Wetherill, 1998; Kokubo and Ida, 1995, 1996, 1998, 2000;
Wetherill and Inaba, 2000; Rafikov, 2003; Chambers, 2004;
Raymond et al., 2006). An accreting body may generate shock wave
if the impact-induced pressure in the target exceeds the elastic
Hugoniot pressure, �3 GPa, implying that collision of a planetesi-
mal with a growing planetary embryo can generate shock waves
when the embryo’s radius exceeds 150 km, assuming that impact
occurs at the escape velocity of the embryo and taking the mean
density of the embryo and projectile to be 3000 kg/m3. Hundreds
of thousands of collisions must have occurred during the formation
of small planets such as Mercury and Mars when they were orbit-
ing the Sun inside a dense population of planetesimal. Such was
also the case during the formation of embryos that later were
accreted to produce Venus and Earth. Terrestrial planets have also
experienced large high velocity impacts after their formation. Over
20 giant impact basins on Mars with diameters larger than

1000 km (Frey, 2008), the Caloris basin on Mercury with a
1550 km diameter, and the South Pole Aitken basin on Moon with
a 2400 km diameter are likely created during catastrophic bom-
bardment period at around 4 Ga. The overlapping Rheasilvia and
Veneneia basins on 4-Vesta are probably created by projectiles
with an impact velocity of about 5 km/s within the last 1–2 Gyr
(Keil et al., 1997; Schenk et al., 2012).

The shock wave produced by an impact when the embryo is
undifferentiated and completely solid propagates as a spherical
wave centered at the impact site until it reaches the surface of
the embryo in the opposite side. Each impact increases the temper-
ature of the embryo within a region near the impact site. Because
impacts during accretion occur from different directions, the mean
temperature in the upper parts of the embryo increases almost
globally. On the other hand, the shock wave produced by a large
impact during the heavy bombardment period must have
increased the temperature in the mantle and the core of the plan-
ets directly beneath the impact site, enhancing mantle convection
(e.g. Watters et al., 2009; Roberts and Arkani-Hamed, 2012, 2014),
modifying the CMB heat flux which could in turn favor a hemi-
spheric dynamo on Mars (Monteux et al., 2015), or crippling the
core dynamo (e.g. Arkani-Hamed and Olson, 2010a).

http://dx.doi.org/10.1016/j.icarus.2015.09.040
0019-1035/� 2015 Elsevier Inc. All rights reserved.
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The impact-induced shock pressure inside a planet has been
investigated by numerically solving the shock dynamic equations
using hydrocode simulations (e.g. Pierazzo et al., 1997;
Wünnemann and Ivanov, 2003; Wünnemann et al., 2006; Barr
and Citron, 2011; Kraus et al., 2011; Ivanov et al., 2010; Bierhaus
et al., 2012) or finite difference techniques (e.g. Ahrens and
O’Keefe, 1987; Mitani, 2003). However, these numerical solutions
demand considerable computer capacity and time and are not
practical for investigating the huge number of impacts that occur
during the growth of a planet. Hence, the scaling laws derived from
field experiments (e.g. Perret and Bass, 1975; Melosh, 1989) or
especially from hydrocode simulations (Pierazzo et al., 1997) are
of great interest when considering the full accretionary history of
a planetary objects (e.g. Senshu et al., 2002; Monteux et al.,
2014) or when measuring the influence of a single large impact
on the long-term thermal evolution of deep planetary interiors
(e.g. Monteux et al., 2007, 2009, 2013; Ricard et al., 2009;
Roberts et al., 2009; Arkani-Hamed and Olson, 2010a; Arkani-
Hamed and Ghods, 2011). Although the scaling laws provide
approximate estimates of the shock pressure distribution, their
simplicity and the small differences between their results and
those obtained by the hydrocode simulations of the shock dynamic
equations (that are likely within the numerical errors that could
have been introduced due to the uncertainty of the physical
parameters used in the hydrocode models) make them a powerful
tool that can be combined with other geophysical approaches such
as dynamomodels (e.g. Monteux et al., 2015) or convection models
(e.g. Watters et al., 2009; Roberts and Arkani-Hamed, 2012, 2014).

During the decompression of shocked material much of the
internal energy of the shock state is converted into heat leading
to a temperature increase below the impact site. The present study
focuses on deriving scaling laws of shock pressure and particle
velocity distributions in silicate mantle of a planet on the basis of
several hydrocode simulations. The scaling laws of Pierazzo et al.
(1997) were derived using impact velocities of 10–80 km/s, hence
may not be viable at low impact velocities. For example, at an
impact velocity of 5 km/s, comparable to the escape velocity of
Mars, the shock pressure scaling law provides an unrealistic shock
pressure that increases with depth. Here we model shock pressure
and particle velocity distributions in the mantle using hydrocode
simulations for impact velocities of 4–10 km/s and projectile diam-
eters ranging from 100 to 400 km, as an attempt to extend Pierazzo
et al.’s (1997) scaling laws to low impact velocities and reasonable
impactor radii occurring during the formation of terrestrial planets.
Hence, on the basis of our scaling laws it is possible to estimate the
temperature increase as a function of depth below the impact site
for impact velocities compatible with the accretionary conditions
of terrestrial protoplanets. These scaling laws can easily be imple-
mented in a multi-impact approach (e.g. Senshu et al., 2002;
Monteux et al., 2014) to monitor the temperature evolution inside
a growing protoplanet whereas it is not yet possible to adopt
hydrocode simulations for that purpose.

The hydrocode models we have calculated are described in the
first section, while the second section presents the scaling laws
derived from the hydrocode models. The concluding remarks are
relegated to the third section.

2. Hydrocode models of shock pressure distribution

The huge number of impacts during accretionmakes it impracti-
cal to consider oblique impacts.Not only it requires formidable com-
puter time, butmore importantly because of the lack of information
about the impact direction, i.e. the impact angle relative to vertical
and azimuth relative to north. Therefore, we consider only head-
on collisions (vertical impact) to model the thermo-mechanical

evolution during an impact between a differentiatedMars size body
anda large impactor.Weuse the iSALE-2Daxisymmetric hydrocode,
which is a multi-rheology, multi-material hydrocode, specifically
developed to model impact crater formation on a planetary scale
(Collins et al., 2004;Davison et al., 2010). To limit computation time,
weusea2 kmspatial resolution (i.e.more than25cells perprojectile
radius, cppr) andamaximumtimestepof0.05 swhich is sufficient to
describe the shockwave propagation through the entiremantle. The
minimum post impact monitoring time is set to the time needed by
the shockwave to reach the core–mantle boundary (�5 min for the
impact velocities studied here).

We investigate the shock pressure and particle velocity distri-
butions inside a Mars size model planet for impact velocities Vimp

of 4–10 km/s and impactors of 100–400 km in diameter. Such
impactors are capable of creating basins of 1000–2500 km in diam-
eter according to Schmidt and Housen (1987) and Holsapple
(1993) scaling relationships between the impactor diameter and
the resulting basin diameter. These basins are comparable with
the giant impact basins of Mars created during the heavy bombard-
ment period at around 4 Ga (Frey, 2008).

In our models, the impactor was simplified to a spherical body
of radius Rimp with uniform composition while the target was sim-
plified to a two layers spherical body of radius R and an iron core
radius of Rcore. The silicate mantle has a thickness of dm (see
Table 1). We adopt physical properties of silicates (dunite or peri-
dotite) for both the mantle and the impactor to monitor the shock
pressure and the particle velocity in a Mars type body. We approx-
imate the thermodynamic response of both the iron and silicate
material using the ANEOS equation of state (Thompson and
Lauson, 1972; Benz et al., 1989). To make our models as simple
as possible we do not consider here the effects of porosity, thermal
softening or low density weakening. However, as a first step
towards more realistic models, we investigate the influence of
acoustic fluidization and damage. All these effects can be
accounted for in iSALE-2D and we will consider each effect in a
separate study in near future.

Table 1
Typical parameter values for numerical hydrocode models.

Target radius R 3400 km
Target core radius Rcore 1700 km
Silicate mantle thickness dm 1700 km
Impactor radius Rimp 50–200 km
Impact velocity Vimp 4–10 km/s

Mantle properties (silicates)
Initial density qm 3314 kg/m3

Equation of state type ANEOS
Poisson 0.25
Strength Model Rock
(iSALE parameters) (Yi0 = 10 MPa, li = 1.2,

Yim = 3.5 GPa)
Acoustic Fluidization Model Block
(iSALE parameters) (toff = 16 s, cvib = 0.1 m/s,

vibmax = 200 m/s)
Damage Model Ivanov
(iSALE parameters) (efb = 10�4, B = 10�11,

pc = 3 � 108 Pa)
Thermal softening and porosity

models
None

Core properties (iron)
Initial density qc 7840 kg/m3

Equation of state type ANEOS
Poisson 0.3
Strength Model Von Mises
(iSALE parameters) (Y0 = 100 MPa)

Acoustic Fluidization Model Block
(iSALE parameters) (toff = 16 s, cvib = 0.1 m/s,

vibmax = 200 m/s)
Damage, thermal softening and

porosity models
None
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The early temperature profile of a Mars size body is difficult to
constrain because it depends on its accretionary history, on the
amount of radiogenic heating and on the mechanisms that led to
its core formation (e.g. Senshu et al., 2002). The uncertainties on
the relative importance of these processes as well as the diversity
of the processes involved in the core formation lead to a wide range
of plausible early thermal states after the full differentiation of
Mars. Since we do not consider here the thermal softening during
the impact, we assumed the same radially dependent preimpact
martian temperature field in all our simulations. Fig. 1 shows the
pre-impact temperature profile as a function of depth. As the pre-
impact pressure is governed by the material repartition and as we
consider a differentiated Mars, the pre-impact pressure is more
straightforward. Fig. 1 also shows the pre-impact hydrostatic pres-
sure used in our models as a function of depth considering a
1700 km thick silicate mantle surrounding a 1700 km radius iron
core.We emphasize that the peak pressure shown in our study does
not include this hydrostatic pressure. However, the hydrostatic
pressure is taken into consideration in calculating the hydrocode
models. The peak pressure presents the shock induced pressure
increase and is expected to depend on the physical properties of
the target, but not on the size of the target as long as the size is large
enough to allow shock wave propagates freely without interference
with reflected waves. A scaling law should reflect the properties of
the shock wave propagation in a uniform media. Fig. 2 shows the
typical time evolution of the compositional and pressure fields after
a 100 km diameter impact with Vimp = 10 km/s. Immediately after
the impact, the shockwave propagates downward from the impact
site. The shock front reaches the core–mantle boundary in less than
5 min while the transient crater is still opening at the surface. It is
worth mentioning that the main goal is to derive a scaling law
which is useful for numerous impacts during accretion where no
information is available about the impact direction, i.e. the impact
angle relative to vertical and azimuth relative to north. Moreover,
the pressure reduction near the surface due to interference of the
direct and reflected waves can easily be accommodated following
the procedure by Melosh (1989), which is adapted to spherical sur-
face by Arkani-Hamed (2005), when applying the scaling law to a
particular accretion scenario.

In Fig. 3, we monitor the peak pressure as a function of the dis-
tance from the impact site d normalized by the impactor radius
Rimp along the symmetry axis for the case illustrated in Fig. 2. In
our iSALE models, the impact-induced pressure fields (as well as
temperature and velocity fields) are extracted from a cell-
centered Eulerian grid data. To validate our models, we have tested
different spatial resolutions expressed here in terms of cells per
projectile radius (cppr). In Fig. 3a, we represent the peak pressure

Fig. 1. Pre-impact temperature (left) and lithostatic pressure (right) as a function of depth. The dashed lines illustrate the core–mantle boundary.

t = 4 min

t = 2 min

t = 30 s

t = 0

Pressure (GPa)
0                            30

Material
Core Mantle

Fig. 2. A close up view of the material repartition (left column) and total pressure
(right column) as functions of time (from top to bottom) in the model planet (for
Vimp = 10 km/s and Dimp = 100 km). In this model, the grid resolution is 2 km in all
directions. The silicate mantle and the impactor are made of dunite.
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decrease as a function of depth for cppr values ranging from 5 to
50, showing convergence for cppr values larger than 25. As illus-
trated in Fig. 3a, the difference between the results with 25 and
50 cppr is less than 10%. This resolution study is in agreement with
Pierazzo et al. (2008) who have shown that the iSALE models con-
verge for resolutions of 20 cppr or higher, although a resolution of
10 cppr still provides reasonable results (a resolution of 20 cppr
appears to underestimate peak shock pressures by at most 10%).
The resolution is 25 cppr or higher in our models.

In Pierazzo et al. (1997), the impactor radius ranged between
0.2 and 10 km. In Fig. 3b, we compare our results obtained with
Rimp = 10 km, Rimp = 50 km and the results obtained by Pierazzo
et al. (1997). Fig. 3b shows that even with a radius of 50 km, both
our results and the results from Pierazzo et al. (1997) are in good
agreement, confirming that the impactor size has minor effects
on the peak pressure evolution with depth. The small differences
between our results with different impactor radii (discussed fur-
ther in more details) are plausibly the direct consequence of using
increasing cppr values with increasing impactor radii. Conse-
quently, we will use the normalized distance in all of our figures,
as equations of motion should be invariant under rescaling of dis-
tance (Melosh, 1989; Pierazzo et al., 1997). However, to monitor
the peak pressure evolution with Rimp = 10 km and to maintain a
reasonable computational time, we have used only 10 cppr. This
figure confirms that below 10 cppr, the spatial accuracy is
insufficient and our results diverge from the results obtained by
Pierazzo et al. (1997).

3. Shock pressure and particle velocity scaling laws at low
impact velocities

A given hydrocode simulation may take on the order of 48 h to
determine a 2D shock pressure and particle velocity distributions
in the mantle of our model planet. The impact velocity is about
4 km/s for a protoplanet with a radius of 2860 km and mean den-
sity of 3500 kg/m3, assuming that impacts occur at the escape
velocity of the protoplanet. Mars is more likely a runaway plane-
tary embryo formed by accreting small planetesimals and medium
size neighboring planetary embryos. This indicates that the
accreting bodies had velocities higher than 4 km/s when Mars

was growing from 2860 km radius to its present radius of about
3400 km. Taking the mean radius of the impacting bodies to be
100 km, which is larger than that of a typical planetesimal, more
than 15,000 bodies must have accreted at impact velocities higher
than 4 km/s. Calculating the impact induced shock pressure and
particle velocity inside the growing Mars would be formidable if
hydrocode simulation is adopted for each impact. Because the
impact-induced shock pressure P and particle velocity Vp inside a
planetary mantle decease monotonically with distance from the
impact side, simple exponential functions have been proposed to
estimate peak pressure and particle velocity in the mantle of an
impacted body. Solving the shock dynamic equations by a finite
difference technique for silicate target and projectile, Ahrens and
O’Keefe (1987) showed that pressure distribution in the target dis-
plays three regimes: an impedance match regime, Regime I, which
extends to 1–3 times the projectile radius into the target where the
peak shock pressure is determined by the planar impedance match
pressure (McQueen et al., 1970); a shock pressure decay regime,
Regime II, where the pressure decays exponentially as

P ¼ Poðd=RimpÞn; for d > 1—3 times Rimp; and
n ¼ �1:25� 0:625 LogðV impÞ ð1Þ
and the elastic regime, Regime III, where the shock pressure is
reduced below the strength of target, the Hugoniot elastic limit,
and the shock wave is reduced to an elastic wave with pressure
decaying as d�3. In Eq. (1) d is the distance from the impact site
at the surface, Rimp is the projectile radius, and Vimp is the impact
velocity in km/s. The peak pressure measurements in the nuclear
explosions (Perret and Bass, 1975) led Melosh (1989) to propose a
scaling low for the particle velocity distribution assuming conserva-
tion of momentum of the material behind the shock front which is
taken to be a shell of constant thickness. Using several different tar-
get materials, and adopting hydrocode simulations Pierazzo et al.
(1997) showed that the shock pressure P and particle velocity Vp

decrease slowly in the near field zone, but rapidly in the deeper
region,

P ¼ Picðdic=dÞn; n ¼ �1:84þ 2:61 LogðV impÞ; d > dic ð2aÞ

Vp ¼ Vpicðdic=dÞm m ¼ �0:31þ 1:15 LogðV impÞ; d > dic ð2bÞ

Fig. 3. Peak pressure decrease as a function of depth normalized by the radius of the impactor for the impact velocity of 10 km/s. The silicate mantle as well as the impactor
are made of dunite. (a) Influence of the spatial resolution. Here we only consider the case with Rimp = 50 km. The results from our hydrocode models are shown by colored
curves with a spatial resolution ranging from 5 to 50 cppr and (b) comparison of our results with Rimp = 50 km (red curve, 25 cppr) and Rimp = 10 km (green curve, 10 cppr)
with the results from a similar model of Pierazzo et al. (1997) (black squares). (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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The authors coined an isobaric zone of shock pressure Pic and
particle velocity Vpic for the near field of radius dic, about 1.5 Rimp.
Eqs. (2a) and (2b) were derived by averaging results from many
different materials and impactor sizes. The impact velocities
adopted were 10–80 km/s and the projectile diameter ranged from
0.4 to 20 km.

In a log–log plot the peak shock pressure and the corresponding
particle velocity are linear functionsof distance fromthe impact site,

Log P ¼ aþ n Logðd=RimpÞ ð3aÞ

Log Vp ¼ c þm Logðd=RimpÞ ð3bÞ
where a is the logarithm of pressure and c is the logarithm of par-
ticle velocity both at Rimp and n and m are decay factors. All param-
eters are impact velocity dependent:

a ¼ aþ b LogðV impÞ ð4aÞ

c ¼ cþX LogðV impÞ ð4bÞ
and

n ¼ kþ d LogðV impÞ ð5aÞ

m ¼ gþ f LogðV impÞ ð5bÞ

Fig. 4 shows the peak shock pressure inside the mantle of the
model planet we obtained by hydrocode simulation and using a
projectile of 100 km diameter at 10 km/s impact velocity. There
is actually no isobaric region, rather the peak pressure decays
slowly in the near field zone but much rapidly in the deeper parts,
similar to the results by Ahrens and O’Keefe (1987). Although the
regression lines fitted to the near field and far field are good repre-
sentatives of the shock pressure distribution, they intersect at a
much higher pressure than that of the hydrocode model and over-
estimate the pressure by as much as 30% in a large region located
between the near field and the far field. Therefore, to better
approximate the pressure distribution we fit the pressure curve
by three lines, representing the near field, mid field and far field
regions, which render a much better fit as seen in Fig. 4.

Fig. 5a shows the peak shock pressure versus distance from the
impact site for impact velocities of 4–10 km/s and an impactor of
100 km in diameter. Because of different phenomenon such as exca-
vation, melting, vaporization and intermixing between the target
and projectile material, the shock front in near field is more difficult
to characterize by our numerical models even for high cppr. Also, as
the shock wave is not yet detached from the impactor, it cannot be
treated as a single shock wave. Hence, the near field–mid field
boundary and the scaling laws for the near field are less accurate
than for the two other fields especially for large impact velocities
(Vimp > 7 km/s). In Fig. 5, the larger dots show the intersections of
the linear regression lines. For example a dot that separates near
field from mid field is the intersection of the regression lines fitted
to the near field and midfield. The regression lines are determined
from fitting to the hydrocode data. Visually, we first divide the
hydrocode data of a given model into three separate sections with
almost linear trends, and then fit the regression lines to those three
trends. Fig. 5a shows the hydrocode data, small dots, and the regres-
sion lines, demonstrating the tight fitting of the lines to the data. The
large dots in the figure show the intersection of the regression lines
of the adjacent regions. For example the dot that shows the near-
field mid-field boundary is the intersection of the regression lines
fitted to the near field and mid field hydrocode data. Note that a
big dot does not necessarily coincide with the exact hydrocode
result, a small dot. As the near field–mid field boundary is relatively
less resolved, Fig. 5a shows a scatter of the dots separating those two
fields and a slight slope change from Vimp > 7 km/s. In the average
the near field–mid field boundary is at �2.3 Rimp (�115 km) from
the impact site. Fig. 5a shows that the depth to themidfield–far field
boundary is almost independent of the pressure. It is at about 4.5
Rimp (�225 km) from the impact site.

Fig. 4. Shock pressure versus normalized distance from the impact site at the
surface produced by a 100 km diameter impactor with an impact velocity of 10 km/
s. The dashed curve represents the hydrocode model, while the straight lines are
fitted to three different parts of the hydrocode model.

Fig. 5. (a) Shock pressure versus normalized distance from the impact site at the surface for an impactor of 100 km diameter and impact velocities ranging from 4 to 10 km/s.
The numbers on the curves are the impact velocities. The hydrocode results are presented by dots, while the regression lines to the near field, mid field and far field regions
are straight lines. The larger dots show the intersections of the linear regression lines. For example a dot that separates near field from mid field is the intersection of the
regression lines fitted to the near field and mid field data and (b) shows the corresponding particle velocity.
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We propose three scaling laws for shock pressure, and three for
particle velocity:

Log Pi ¼ ai þ ni Logðdi=RimpÞ; i ¼ 1;2; and 3 ð6aÞ

Log Vpi ¼ ci þmi Logðdi=RimpÞ; i ¼ 1;2; and 3 ð6bÞ
For the near field di < 2.3 Rimp, mid field 2.3 Rimp < di < 4.5 Rimp,

and far field di > 4.5 Rimp. Table 2 lists the values of the parameters
in the above equations as well as the misfits obtained from our
regressions (smaller than 0.001 in all the regressions calculated
here). Fig. 5a shows the three regression lines fitted to the near
field, mid field, and far field of each model for shock pressure,
and Fig. 5b displays those for particle velocity. The misfits from
Table 2 are based on the fixed end points, shown as dots in Fig. 5.

The close agreement between Pierazzo et al. (1997) model for
impact velocity of 10 km/s derived by averaging results of
impactors with diameters 0.4–20 km, and our result for the same
impact velocity but an impactor of 100 km in diameter indicates

that the shock pressure distribution is less sensitive to impactor
size in a log–log plot of pressure versus distance normalized to
the impactor radius. To further investigate this point, we calculate
models with impactor sizes of 100–400 km in diameter. Fig. 6a
shows the hydrocode results for impact velocity of 10 km/s using
different impactor size. The result obtained for Rimp = 10 km is
not included in the figure because of its low cppr value (see
Fig. 3b). The curves have almost the same slope in the far field,
and small deviations in the mid field and near field.

Pierazzo et al. (1997) used several different rock types for the
solid mantle and concluded that their scaling laws are less sensi-
tive to the rock types. Bearing in mind that dunite and peridotite
are probably the most representative rocks for solid mantle, we
run a hydrocode model using an impactor of 100 km in diameter,
impact velocity of 10 km/s, and peridotite as a representative
mantle and impactor rock. Fig. 6b compares the results for the
dunite and peridotite models. They are indeed very similar,
especially in the far field region, where the exponential factor n

Table 2
Parameters of the peak shock pressure distribution and the corresponding particle velocity in the mantle of the Mars size model planet. The pressure is expressed as:

LogðPÞ ¼ aþ n Logðd=RimpÞ
and the particle velocity as:

LogðVpÞ ¼ c þm Logðd=RimpÞ
where the pressure P is in GPa, the particle velocity Vp is in km/s, d is the distance from the impact site at the surface, and Rimp is the impactor radius. a and c are the logarithm
of pressure and particle velocity at the distance Rimp from the impact site, and n and m are the decay exponents of pressure and particle velocity with distance from the impact
site. a, c, n and m are impact velocity dependent:

a ¼ aþ b LogðV impÞ
n ¼ kþ d LogðV impÞ
c ¼ cþX LogðV impÞ
m ¼ gþ f LogðV impÞ

A misfit value is obtained by calculating the standard deviation of a line fitted to the hydrocode data within a given region: � ¼ 1=N
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

1 ðYdata � Y regressionÞ2
q

, where N is the total

number of points, Ydata is the hydrocode result and Yregression denotes the value obtained by the linear regression. The zero misfit implies that the regression line is fitted to only
2 points, hence an exact fitting.

Vimp (km/s) a n misfit c m misfit

Near field
4 1.1717 �0.4530 1.074E�07 0.1276 �1.1132 3.071E�08
5 1.3963 �0.6296 4.616E�03 0.2901 �1.0437 6.6837E�04
6 1.5137 �0.4713 8.429E�08 0.3722 �0.8573 0.000
7 1.6527 �0.3237 5.960E�08 0.3315 �0.4286 1.490E�08
8 1.8093 �0.3302 5.960E�08 0.5736 �0.6567 0.000
9 1.8853 �0.1228 8.429E�08 0.6817 �0.2156 4.214E�08
10 1.9072 �0.1364 1.332E�07 0.7354 �0.2622 8.411E�03

a = 0.040, b = 1.914, k = �1.214, d = 1.058
c = �0.795, X = 1.502, g = �2.602, f = 2.368

Mid field
4 1.3714 �0.9459 2.0576E�03 0.0917 �1.0211 3.8861E�04
5 1.5978 �0.9995 6.5599E�04 0.2911 �1.0402 7.3517E�04
6 1.6367 �0.8038 4.7266E�03 0.4143 �0.9942 8.0339E�04
7 1.8821 �0.9792 2.8677E�03 0.5141 �0.9563 1.8048E�03
8 1.9735 �0.8576 3.5979E�03 0.6750 �0.9888 6.5566E�05
9 2.0060 �0.7072 6.2120E�03 0.8611 �1.1259 2.0130E�03
10 2.0224 �0.6059 8.2497E�03 0.9317 �1.1190 1.3516E�03

a = 0.346, b = 1.736, k = �1.469, d = 0.768
c = �1.206, X = 2.114, g = �0.864, f = �0.208

Far field
4 1.5136 �1.1453 6.4139E�04 0.2397 �1.2158 1.1549E�03
5 1.7356 �1.1640 5.0752E�04 0.4635 �1.2389 1.0468E�03
6 1.9107 �1.1864 6.9751E�04 0.6248 �1.2531 1.2862E�03
7 2.0602 �1.2182 6.0862E�04 0.7628 �1.2783 1.3663E�03
8 2.2186 �1.2816 3.3932E�04 0.8936 �1.3220 1.0471E�03
9 2.4057 �1.3818 1.1730E�03 1.0620 �1.4091 8.7868E�04
10 2.5440 �1.4492 1.5957E�03 1.1887 �1.4687 1.3772E�03

a = �0.056, b = 2.558, k = �0.647, d = �0.744
c = �1.177, X = 2.333, g = �0.818, f = �0.600
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in Eq. (3a) is �1.449 for dunite and �1.440 for peridotite. The
major differences between the two models arise from the near field
zone, hence propagates down to the deeper regions.

Among the other parameters and phenomenon that may influ-
ence the shockwave propagation (porosity, thermal softening. . .),
accounting for the acoustic fluidization is required to accurately
simulate the formation of a complex crater (e.g. Melosh, 1979;
Bray et al., 2008; Potter et al., 2012). Indeed, acoustic fluidization
is invoked to explain the collapse of complex craters by modifying
the frictional strength of the damaged target. Fig. 6c compares the
results obtained for Rimp = 50 km and Vimp = 10 km/s considering
acoustic fluidization and an Ivanov damage model which pre-
scribes damage as a function of plastic strain. This figure shows
that for the near and mid fields, the results are similar. Pierazzo
et al. (1997) did not include acoustic fluidization or damage in their
models. Hence, our results without acoustic fluidization or damage
model and the results from Pierazzo are in good agreement
(Fig. 6c). As soon as the far field is reached, acoustic fluidization
and damage tend to reduce the intensity of the shock pressure. This
indicates that building more sophisticated models will be neces-
sary in the near future. As the impact heating is mainly localized
in the near- and mid-fields, including a damage model or acoustic
fluidization should only weakly affect the thermal evolution of a
growing protoplanet. However, it is worth mentioning that we
are not concerned with the shape of the crater produced by a large
impact, rather the main goal of our study is to extend the scaling
laws of Pierazzo et al. (1997) to lower impact velocities which
are more compatible with accretionary conditions.

Fig. 7 shows the impact velocity dependence of a, n, c, and m.
Also included in Fig. 7b is the model by Ahrens and O’Keefe
(1987) which was derived using impact velocities of 5 km/s and
higher. Pierazzo et al. (1997) used impact velocities higher than
those considered in the present study, except for their 10 km/s
model. Hence, their results are shown in Fig. 7b by only one point,
asterisk, at the impact velocity of 10 km/s.

The shock pressure along a non-vertical profile is not supposed
to be the same as the one along a vertical profile, largely because of
the pre-impact lithostatic pressure. As emphasized by Pierazzo
et al. (1997, 2008) the shock front in deeper regions appears rela-
tively symmetric around the impact point. Of course, it is not real-
istic in the case of an oblique impact (not studied here) and for the
shallowest angles where the surface significantly affects the shock
pressure decay. We have monitored the effect of the shockwave
propagation angle h with values varying between 90� (vertical pro-
file) and 27� (Fig. 8). Similarly to Pierazzo et al. (1997), we did not
find a significant angle dependence on our results especially when
h is ranging between 90� and 45�. For smaller values of h, the sur-
face effects appear to modify the shockwave propagation by reduc-
ing its intensity (Fig. 8a). Except in the mid field, where the n value
decreases from �0.6 to �1.31, and in the far field, where the a
value decreases from 2.54 to 1.93, the coefficients a and n from
our scaling laws do not change significantly with the angle
(Fig. 8b). This is particularly true in the near field where most of
the impact heating occurs.

Scaling laws have been used by many investigators (e.g. Senshu
et al., 2002; Tonks and Melosh, 1992, 1993; Watters et al., 2009;

Fig. 6. (a) Shows the hydrocode results for impactors of 50–400 km diameter and impact velocity of 10 km/s, (b) compares the hydrocode results using dunite and peridotite
as mantle rock types, for an impactor of 100 km diameter and impact velocity of 10 km/s and (c) illustrates the shock pressure as a function of d/Rimp with (red curve) and
without (black curve) acoustic fluidization. The green curve represents the results considering an Ivanov damage model. (For comparison, the black squares represent the
results from Pierazzo et al. (1997), which has not considered acoustic fluidization). (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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Roberts et al., 2009; Arkani-Hamed and Olson, 2010a,b; Arkani-
Hamed and Ghods, 2011), mainly because they require a much
smaller computer and much less computer time and the difference
between a hydrocode model and a corresponding scaling model is
minute. For example, Fig. 9 shows the 2D distribution of the peak
shock pressure determined for an impactor of 100 km in diameter
and an impact velocity of 10 km/s calculated using our scaling laws

in near field, mid field, and far field, and the parameter values from
Table 2. The grid spacing is 2 km in radial direction and 0.03� in the
colatitude direction. The entire computer time in a PC, CPU:
2.4 GHz, was only 16 s, which also calculated the 2D distribution
of shock-induced temperature increase using Watters et al.’s
(2009) foundering shock heating model. The computer time is sub-
stantially shorter than 48 h taken by our corresponding hydrocode

Fig. 7. Dependence of regression parameters a, n, c, and m from Eqs. (4) and (5) on the impact velocity. Dots are based on hydrocode models and lines are regression fits, see
Table 2.

Fig. 8. The shockwave propagation as a function of the angle from the horizontal for the classical case (Vimp = 10 km/s and Rimp = 50 km). (a) Shock pressure decrease as a
function of the distance to the impact site for propagation angles ranging between 27� and 90� and (b) dependence of regression parameters a and n (from Eqs. (4) and (5)) on
the angle from horizontal.
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model using a CPU: 2.9 GHz laptop. This shows that it is feasible to
determine impact heating during the accretion of a terrestrial pla-
net using scaling laws, whereas it is almost impossible to adopt
hydrocode simulations for that purpose.

During the decompression of shocked material much of the
internal energy of the shock state is converted into heat (O’Keefe
and Ahrens, 1977). Using thermodynamic relations, the waste heat
used to heat up the impacted material can be estimated (Gault and
Heitowit, 1963; Watters et al., 2009) and the corresponding tem-
perature increase DT can be obtained. Hence, on the basis of our
scaling laws it is possible to estimate the temperature increase as
a function of depth below the impact site for impact velocities
compatible with the accretionary conditions of terrestrial proto-
planets. These scaling laws can easily be implemented in a multi-
impact approach (e.g. Senshu et al., 2002; Monteux et al., 2014)
to monitor the temperature evolution inside a growing protoplanet
whereas it is not yet possible to adopt hydrocode simulations for
that purpose. For example, included in Fig. 9 is the impact induced
temperature increase corresponding to the shock pressure shown
in the figure. The temperature increase is determined on the basis
of foundering model of Watters et al. (2009) using constant values
for the acoustic velocity C (6600 m/s) and the parameter S (0.86) in
their expressions:

DTðPÞ ¼ P
2q0S

ð1� f�1Þ � ðC=SÞ2½f � ln f � 1� ð7Þ

f ðPÞ ¼ � P
b

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2P
b

þ 1

s !�1

ð8Þ

b ¼ c2q0

2S
ð9Þ

with P the shock-increased pressure and q0 the density prior to
shock compression (see Table 1 for values).

Due to small size the impactor is not capable of increasing the
lower mantle temperature of the model planet significantly, and
only minor impact heating of the core has occurred. The thermal
evolution model has to be combined to a topographical evolution
model to account for the growth of the protoplanet as in
Monteux et al. (2014). In these models, the impact angle (consid-
ered here as vertical) probably plays a key role because it influ-
ences both the morphology of the impact heating and the shape
of the post-impact topography. A more elaborated scaling laws
built upon 3D hydrocode models will be developed for that pur-
pose in the near future.

It is worth emphasizing that our scaling laws, like those of
others (Ahrens and O’Keefe, 1987; Pierazzo et al., 1997; Mitani,
2003), are derived from a few hydrocode models. Fig. 10 shows
the profiles of the pressure along the axis of symmetry for compar-
ison. The differences between the hydrocode model and the scaling
law are small for the most part, but the exact scaling law differs by
�10 GPa for d/Rimp = 2–3. This difference arises from the difficulty
of correctly describe the near field as previously mentioned. Note
that the interpolated model is in much better agreement with
the hydrocode model.

A linear relationship has been proposed between the shock
wave velocity Vs and particle velocity Vp on the basis of laboratory
measurements (McQueen et al., 1967; Trunin, 2001)

Vs ¼ C þ SVp ð10Þ
where C is the acoustic velocity and S is a constant parameter. We
estimate the acoustic velocity in the mantle of the model planet
on the basis of our hydrocode models (Fig. 5a and b) using Eq.
(10) and the Hugoniot equation

P ¼ qVp Vs ð11Þ
where q (=3320 kg/m3) is the pre-shock density. Fig. 11 shows the
variations of C with depth for models with impact velocities of 4–
10 km/s and an impactor of 100 km diameter, using S = 1.2 which
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0 100 200 300 400

200 400 600 800 1000

Impact heating (K)

Fig. 9. 2D distribution of the peak shock pressure (left panel), and corresponding shock induced temperature increase (central panel) determined from our scaling laws for an
impactor of 100 km in diameter and an impact velocity of 10 km/s calculated using the scaling laws in near field, mid field, and far field and the impact-induced temperature
increase model from Watters et al. (2009) (see Eqs. (7)–(9)). The parameter values are based on regression lines from Fig. 7 and Table 2. The grid spacing is 2 km in radial
direction and 0.03� in the colatitude direction. Only direct shock wave is considered. The black region in the mantle does not receive direct waves. The thin line extending
from the impact site at the surface is the tangent line to the core. It shows that the part of the core receiving direct shock wave is not more than 25%. The color is saturated at
higher values to better illustrate the regions with lower values. The right panel shows a close-up view of the corresponding temperature increase obtained from iSALE more
than 30 min after the impact and illustrates the modifications that occur during the late stages of the impact process (excavation, central peak formation, slumping. . .).
However, the intensity of impact heating is in agreement with our scaling laws. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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is within the values proposed by the authors for dunite (e.g. Trunin,
2001). Adopting S = 0.86 (McQueen et al., 1967) does not change the
results significantly, especially in the far field, where the acoustic
velocity is less sensitive to particle velocity and linearly increases
with depth. However C shows particle velocity dependence in the
mid field and near field.

4. Conclusions

We have modeled the shock pressure and particle velocity
distributions in the mantle of a Mars size planet using hydrocode
simulations (iSALE-2D) for impact velocities of 4–10 km/s and pro-
jectile diameters ranging from 100 to 400 km. We have extended
Pierazzo et al.’s (1997) scaling laws to low impact velocities and
also considered large impactor radii occurring during the forma-
tion of terrestrial planets. We propose three distinct regions in
the mantle: a near field region, which extends to 1–3 times the
projectile radius into the target, where the peak shock pressure
and particle velocity decay very slowly with increasing distance,

a mid field region, which extends to �4.5 times the impactor
radius, where the pressure and particle velocity decay exponen-
tially but moderately, and a more distant far field region where
the pressure and particle velocity decay strongly with distance.
The mid field–far field boundary is well constrained, whereas that
of the near field–mid field is a relatively broad transition zone for
the impact velocities examined.
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A B S T R A C T

While major impacts during late accretion of a Mars type planet occur on a differentiated body, the characteristics of the shockwave propagation are poorly known
within these layered objects. Here, we use iSALE-2D hydrocode simulations to calculate shock pressure in a differentiated Mars type body for impact velocities
ranging from 5 to 20 km/s, impactor radii ranging from 50 to 200 km, and different rheologies. To better represent the distribution of shock pressure as a function of
distance from the impact site at the surface, we propose two distinct regions in the mantle: a near field region that extends to 7–15 times the projectile radius into the
target, where the peak shock pressure decays exponentially with increasing the distance from the impact site, and a far field region where the pressure decays
strongly with the distance following a power law. At the core-mantle boundary, the peak shock pressure increases from the mantle side to the core side. The refracted
shockwave travels within the core where the shock pressure decreases following a second power law. In this study, we fit the output obtained from iSALE hydrocode
simulations to determine scaling laws that illustrate the influence of the distance from the impact site, the ray angle, the target rheology, the impactor size and the
impact velocity. Finally we combine these shock-pressure scaling laws with the formalism proposed by Watters et al. [2009] to determine the impact heating induced
by large impacts within a differentiated Mars.

1. Introduction

Terrestrial planets are formed by accreting a huge number of pla-
netesimals in the solar nebula [e.g., Chambers and Wetherill, 1998;
Kokubo and Ida, 2000; Rafikov, 2003; Chambers, 2004; Raymond et al.,
2006]. The ultimate goal is to investigate the thermal evolution of a
growing terrestrial planet while taking into account the impact heating,
heating by short-lived and long-lived radioactive elements, and by the
core formation process. Because partial melting and core formation
occur when a protoplanet's radius exceeds ~2700 km [e.g., Senshu
et al., 2002], about 47% of Mars' and 90% of the Earth's and Venus'
masses are expected to be accreted in the presence of a liquid core. To
estimate the thermal state of a growing planet it is necessary to de-
termine the impact heating of its solid mantle and liquid core by each
impactor.

The impact-induced shock pressure and temperature increase inside
a planet has been investigated using elaborated numerical models de-
veloped to better understand shock physics [e.g., Ahrens and O'Keefe,
1987; Pierazzo et al., 1997; Mitani, 2003; Wünnemann et al., 2006;
Wünnemann et al., 2008; Ivanov et al., 2010; Barr and Citron, 2011;
Kraus et al., 2011; Bierhaus et al., 2012; Leinhardt and Stewart, 2009].
However, the numerical solutions demand considerable computer ca-
pacity and time and are not practical for investigating a huge number of
impacts that occur during the growth of a planet. For example, the

formation of a planet like Mars requires about 3×105 planetesimals of
~100 km in diameter. On the other hand, the scaling laws derived on
the basis of numerical solutions of the shock dynamic equations [e.g.,
Ahrens and O'Keefe, 1987; Pierazzo et al., 1997; Mitani, 2003; Monteux
and Arkani-Hamed, 2016] require remarkably less computer power and
time, and have been used by many investigators [e.g., Tonks and
Melosh, 1992, 1993; Watters et al., 2009; Roberts et al., 2009; Arkani-
Hamed and Olson, 2010a, 2010b; Ghods and Arkani-Hamed, 2011],
mainly because of their simplicity and partly because the difference
between their results and those obtained by the numerical simulations
of the shock dynamic equations is likely within the tolerance of the
errors introduced due to the uncertainty of pertinent physical para-
meters. We note that the existing scaling laws are applicable for uni-
form mantle models of terrestrial planets and cannot be used for planets
consisting of a solid silicate mantle and a liquid iron core with drasti-
cally different physical properties. Extra formulations are required to
relate the shock pressure and particle velocity at the base of the mantle
to those at the top of the core. Arkani-Hamed and Ivanov [2014] de-
rived the required boundary conditions at the core-mantle boundary
(CMB) of a Mars type planet for a vertical impact on the basis of Hu-
goniot equations, the equality of the reflected and the refracted shock
pressures, the continuity of the vertical component of particle velocity,
and the Snell's law relating the incident angle to the refracted angle of a
shock ray at the boundary. This resulted in a set of coupled 8
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trigonometric equations to be solved simultaneously for each shock ray.
At each point of the core mantle boundary, with spacing of 1° colati-
tude, the equations were solved iteratively until the difference between
the two successive solutions were within a set error limit. Although
such a simulation is much faster than the corresponding hydrocode
simulation, it still takes considerable time to determine impact heating
in a growing planet that requires several hundred thousand impacts
during the accretion. Recently, Monteux and Arkani-Hamed [2016]
derived scaling laws in the mantle of a Mars size planet on the basis of
systematic hydrocode modeling, using impact velocities ranging from 4
to 10 km/s for impactor sizes ranging from 50 to 200 km in radius, and
two different mantle rocks of dunite and peridotite overlying the iron
core. The ANEOS type equations of state were used for the dunitic
mantle rocks and the iron core.

In the present study, we adopt a new technique based on hydrocode
models by Monteux and Arkani-Hamed [2016] while deriving a new
scaling law for the iron core to assess shock pressure and the shock-
related temperature increase in the entire Mars type planet. A given
shock front propagates from the impact site at the surface of the planet
down to the CMB. It then partly reflects back to the mantle, and partly
enters the core and continues propagating until it impinges the CMB in
the antipodal hemisphere, where it partly enters the antipodal mantle
and partly reflects and propagates in the antipodal core. The second
section characterizes the shockwave propagation within a differentiated
Mars size planet for different sets of parameters (impactor radius, im-
pact velocity, and mantle rheology). The third section compares the
results from the scaling laws with those obtained using hydrocode si-
mulations. In the fourth section, impact-heated models determined on
the basis of the scaling laws to demonstrate the feasibility of the models
derived by the scaling laws. Discussions and concluding remarks are
relegated to the fifth, final section.

2. Shockwave propagation inside a Mars-type planet

Fig. 1 shows the 2D axi-symmetric total pressure (shock+ litho-
static) distribution inside a Mars size body of radius 3400 km with a
core radius of 1700 km, created by an impactor of 200 km in radius and
at an impact velocity of 10 km/s obtained by hydrocode simulation. The
shock pressure produced near the surface decays as the shock wave
propagates downward until the wave impinges the CMB, where it
partitions into two waves, a reflected wave that propagates outward in
the mantle, and a refracted wave that enters the core and propagates
downward. The reflected wave arriving at a given point in the mantle
travels much longer, hence is always weaker than the direct wave that
propagates directly from the impact site to that point. The peak pres-
sure at the point is produced by the direct wave. The effects of the two
reflected waves, one at the surface and the other at the CMB are not
considered on the temperature of the mantle in this study (see below).
An abrupt pressure jump is created at the top of the core by the re-
fracted wave. The pressure then continues decreasing while the wave
propagates in the core.

A total of 11 hydrocode models were simulated by Monteux and
Arkani-Hamed [2016] that included impact velocities of 4 to 10 km/s at
increments of 1 km/s for an impactor of 50 km in radius, and the im-
pactor radii of 50 to 200 km at increments of 50 km for an impact ve-
locity of 10 km/s. Two mantle rock types of dunite and peridotite were
considered for a Mars-type planet. The authors considered shock wave
propagation in the mantle of the impacted hemisphere. Here we extend
the models allowing the wave enter the core, hence providing a means
to estimate the characteristics of shock pressure and the related tem-
perature increase throughout the mantle and the core.

2.1. The model set up

At the end of the planetary accretion, large impacts between pla-
netesimals and protoplanets are frequent. The amount of energy

dissipated during this regime of planetary evolution is large enough to
significantly melt the growing planets and efficiently separate the metal
phase from the silicate phase, resulting in the core formation. We
consider a large impact between an undifferentiated bolide and a dif-
ferentiated Mars size planet using numerical hydrocode simulations.

2.1.1. Physical model
We investigate the shock pressure inside a Mars size model planet

for impact velocities Vimp of 5 to 20 km/s and impactors radii Rimp of 50
to 200 km. Such impactors are likely to create large impact basins with
sizes comparable to the giant impact basins of Mars that were formed
between 4.3 and 4 Ga [Frey, 2008; Robbins et al., 2013]. The impactors
are large enough to have important consequences on their target.
However the impactors might be too small to have experienced a
complete melting and full metal/silicate separation before the impact
unless they formed during the early Solar System evolution [Ricard
et al., 2017] Impacts involving differentiated impactors will lead to the
fragmentation of the impactor's core before sinking through the target's
mantle [Kendall and Melosh, 2016]. In our models, an impactor is
simplified by a spherical body of radius Rimp with uniform dunitic
composition. Since we do not consider a realistic impactor with a me-
tallic core, we underestimate the actual impactor mass and, as a con-
sequence, the kinetic energy available for impact heating. In our
models, the impactor and the impacted mantle have the same proper-
ties (composition, strength, rheology, and equation of state).

The ultimate goal is to determine the impact heating during the
accretion of terrestrial planets such as Mars and the Earth. The huge
number of impacts during accretion makes it impractical to consider
oblique impacts for two main reasons: it requires formidable computer
time, but more importantly because of the lack of information about the
impact direction, i.e. the impact angle relative to vertical and azimuth
relative to north. The peak shock pressure produced along the vertical
direction beneath the impact site by an oblique impact appears to de-
pend approximately on the sine of the impact angle relative to horizon
(see Fig. 3 of Pierazzo and Melosh, 2000a, 2000b). This implies a shock
pressure reduction by a factor of ~0.71 for the most probable impact
angle of 45o [Shoemaker, 1962] compared to that of a vertical impact,
assuming that all other parameters are equal. For example an oblique
impact velocity of about 15 km/s produces almost the same shock
pressures as that produced by a vertical impact velocity of about 11 km/
s. The difference between these two velocities is well within the var-
iations of the impact velocities of the N-body accretion models of ter-
restrial planets [e.g., Agnor et al., 1999; Chambers, 2013]. Studies of
more realistic accretion scenarios, which take into account the oblique
impacts and allow escape of material, conclude that the final state of an
accreted body is less sensitive to the details of the collision [Agnor and
Asphaug, 2004; Kokubo and Genda, 2010]. Therefore, we consider only
head-on collisions (vertical impacts) to model the thermo-mechanical
evolution during an impact between a differentiated Mars size body and
a large uniform impactor.

As emphasized by Monteux and Arkani-Hamed [2016], the rheology
of the impacted body plays a key role on the propagation of the
shockwave and on the subsequent impact heating. However, the
rheology of protoplanets is difficult to constrain precisely and is
strongly governed by its thermal evolution. Depending on its accretion
rate, on its composition in radiogenic elements and on the occurrence of
large to giant impacts, growing Mars-sized protoplanets likely consist of
a partially to fully molten mantle overlying a liquid metallic core
[Kaula, 1979; Solomatov, 2000; Senshu et al., 2002; Ricard et al.,
2009]. In the following study we consider that the rheology of the
impacted protoplanets ranges between a “hydrodynamic model” with
no-strength where both the dunitic mantle and the metallic core are
inviscid materials, and a “model with strength” where the metallic core
is an inviscid fluid while the dunitic mantle is treated using a pressure-,
temperature-, and damage- dependent strength model.

Damage describes the transition from intact to fractured strength.
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Under a constant pressure, damage begins to accumulate when the
material begins to flow plastically. Damage is maximum when the
material is completely fractured. Among the damage models available
in iSALE, we adopt the Ivanov damage model [Ivanov et al., 1997],
which prescribes damage as a function of plastic strain. In this model
the plastic strain at failure is an increasing function of the total pressure
P (lithostatic pressure plus the shock-induced pressure). This model
allows rapid brittle failure in tensile and low-pressure modes, and semi-
brittle failure at high pressures. The damage model from Ivanov et al.
[1997] is simpler than the model developed by Collins and Melosh
[2014] where the plastic strain at failure is a function of the brittle-
ductile and brittle-plastic transition pressures, both these parameters
being poorly constrained in the early protoplanets context.

The thermal softening is an efficient process for large-scale events
[Potter et al., 2012]. Depending on the temperature and more specifi-
cally on the melt fraction, the impacted material can behave as a solid
material or as fluid. The transition from solid-like to fluid-like behavior
occurs at a critical melt fraction of ≈40% for early mantle material
(Solomatov, 2000). As it depends on the temperature, the thermal
softening process also strongly depends on the pre-impact temperature
that is unfortunately poorly constrained in the Martian case. In our
iSALE models, we use the Ohnaka thermal softening model where the
shear strength of rocks depends on temperature, and reduces to zero at
the melting temperature.

In the “model with strength”, we approximate the thermodynamic
response of both the iron and dunitic material using the ANEOS equa-
tion of state [Thompson and Lauson, 1972; Benz et al., 1989]. To make
our models as simple as possible we do not consider here the effects of
porosity or low density weakening which are likely to be negligible in
the deep interior of a planet. However, as a first step toward more

realistic models, we investigate the influence of acoustic fluidization,
thermal softening and damage. The simulation parameters are listed in
Table 1.

2.1.2. Numerical model
We use the iSALE-2D axisymmetric hydrocode, which is a multi-

rheology, multi-material hydrocode, specifically developed to model
impact crater formation on a planetary scale [Amsden et al., 1980,
Collins and Melosh, 2014, Davison et al., 2010]. To enable a compar-
ison of our models, for all our simulations, we use a 2 km grid resolution
computational domain. The horizontal and vertical number of cells per
projectile radius (cppr) is maintained constant within the impacted
mantle (=1700) and within the impacted core (=850) (see Table 2).
The number of cppr varies only within the impactor when varying the
impactor radius (cppr=25 for Rimp=50 km and cppr=100 for
Rimp=100 km). Such spatial resolutions should lead to an under-
estimation of the peak shock pressure ranging between 5% (close to the
impact site) and 10% (far from the impact site) according to resolution
studies [e.g., Pierazzo et al., 2008; Wünnemann et al., 2008; Monteux
and Arkani-Hamed, 2016].

iSALE requires the length of each time step (dt) and the maximum
time step (dtmax). iSALE limits the time step by the speed of sound ac-
cording to the Courant–Friedrichs–Lewy (CFL) condition while dtmax

limits a timestep if it is smaller than the CFL-limited timestep. In our
models, we use a dtmax value of 0.05 s. The minimum post impact
monitoring time is set to the time needed by the shockwave to travel
from the impact site through the entire core of the impacted planet.

In our iSALE models, we investigate the effects of the ray angle β
relative to the symmetric axis (Fig. 2). To compare the shock wave
propagation along each path illustrated in Fig. 2, we developed a

t=350s 

t=475s 

t=600s 

t=50s 

t=100s 

t=225s 

   80 50 

t=0 t=225s 

Fig. 1. Time evolution of the total pressure (shock+ litho-
static) inside a differentiated Mars size body during the first
600 s after the impact, caused by a 200 km radius un-
differentiated impactor at 10 km/s impact velocity. In our
models, the Martian core is liquid. The lithostatic pressure is
adopted from Monteux and Arkani-Hamed [2016] and the
pre-impact temperature profile is illustrated in Fig. 4 (cold
profile). The four left panels represent 4 specific times (from
top to bottom): t=0 s, t=50s, t=100 s and t=225 s with a
focus on the impacted mantle. The four right panels represent
4 times (from top to bottom): t= 225 s, t=350 s, t=475 s
and t=600 s with a focus on the impacted core. Note the
change in the pressure scales between the left and right pa-
nels.
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numerical method to extract the shock pressure and temperature at a
fixed position from all our simulations. As a consequence, instead of
using tracers, the impact-induced pressure and temperature fields are
extracted from a cell-centered Eulerian grid points [Monteux and
Arkani-Hamed, 2016]. Hence, the distance D corresponds to the
straight-line distance between the impact site and the grid point where
the peak pressure is located. It approximates the distance along a shock
ray (see the Discussion section). Hence, we refer to the straight line as
the ray from now on. We also investigate the effects of the angle β of the
straight line, i.e., the so called ray, relative to the symmetric axis
(Fig. 2). We emphasize that a ray does not enter the core when the ray
angle β is larger than 30° in our model planet.

2.2. The reference models

Fig. 3 (left) shows the peak shock pressure distribution along the
axis of symmetry (β=0°) in a model with Rimp=50 km and
Vimp=10 km/s. From Fig. 3, we can identify 2 zones of particular in-
terest: Zone 1 where the peak shock pressure PZ1 decreases ex-
ponentially with the distance from the impact site, and Zone 2 where
the peak shock pressure PZ2 still decreases significantly though less
rapidly with the distance. As we will see later, these 2 zones are par-
ticularly distinguishable for small values of Rimp. Considering
Vimp=10 km/s is the average asteroid impact velocity on Mars [Bottke
et al., 1994], we will define the case with Rimp=50 km and
Vimp=10 km/s as our reference model. Fig. 3 (right) illustrates that
considering a differentiated impactor (with a dunitic mantle and a li-
quid iron core) slightly increases the peak shock pressure magnitude
during the propagation of the shockwave within the impacted planet
because of the different mass repartition in the impactor. However,
considering a differentiated impactor affects neither the pressure decay
in 2 zones nor the position of the limit between the two zones.

The shock wave generated by an impactor propagates toward the
center of the planet, while the shock pressure decays as the wave de-
posits energy in the form of irreversible work into the target [Ahrens
and O'Keefe, 1987]. Hence, the ability of the impacted material to de-
form when experiencing large shock pressure is of the first importance
for the characterization of the peak shock pressure evolution. Fig. 3
illustrates the influence of the mantle rheology on the shock wave
propagation. The peak shock pressure experienced within the mantle
decreases more rapidly in the model with strength than in the hydro-
dynamic model. In our models, the acoustic fluidization and the da-
mage play minor roles on the shockwave propagation compared to that
of the strength, because the lithostatic pressure is too high to allow
fracturing of rocks.

If strength is present, shock waves attenuate faster because the
rarefaction waves travel faster in material with strength and, therefore,
cause a more rapid decay behavior [Curran et al., 1977; Bierhaus et al.,
2013]. We note that the speed of sound in a strength-less material is
given by =c K/ where K is the bulk modulus and ρ the density. If the
material has some strength, the longitudinal wave speed is determined
by = +c K µ( 4/3 )/L where μ is the shear modulus. Because cL > c,
the speed of the first, direct wave is larger when the strength is ac-
counted for than in the hydrodynamic case, hence the shock waves
attenuate faster in the models with strength [Curran et al., 1977;
Bierhaus et al., 2013]. Ultimately, if the speed of the rarefaction wave
depends on strength, then differences in strength should result in dif-
ferent attenuation behaviors. However this point is beyond the scope of
our study. Outside Zone 1, the peak shock pressure continues to de-
crease with distance from the impact site and both models show a si-
milar behavior: a power-law decrease followed by a pressure jump at
the CMB. The more moderate decay in Zone 2 might be the con-
sequence of a solid-state phase transformation that is considered in the
ANEOS for dunite [Collins and Melosh, 2014]. This process does not
occur in the hydrodynamic models, because the shock pressure does not
drop below the critical pressure.

Table 1
Typical physical parameter values for numerical hydrocode models.

Target radius R 3400 km (Rivoldini et al., 2011)
Target core radius Rcore 1700 km (Rivoldini et al., 2011)
Impactor radius Rimp 50–200 km
Impact velocity Vimp 5–20 km/s
Mantle properties (Dunite) (Benz et al., 1989)

Model with strength
Initial density ρm 3314 kg/m3

Heat capacity cp 1200 J/kg/m3

Equation of state type ANEOS for dunite (also stands for
hydrodynamic models)

Poisson ratio 0.25
Strength Model

(iSALE parameters)
Rock
(Yi0= 10MPa,
μi= 1.2,Yim= 3.5 GPa)

Acoustic Fluidization Model
(iSALE parameters)

Block
(toff= 16 s, cvib= 0.1m/s,
vibmax= 200m/s)

Damage Model
(iSALE parameters)

[Ivanov et al., 1997]
(εfb = 10−4, B= 10−11,
Pc= 3×108 Pa)

Thermal softening model
(iSALE parameters) ξ

Tm

[Ohnaka, 1995]
1.2
1375 K [Davison, 2010]

Low density weakening and
porosity models

None

Core properties (Iron) (Thompson, 1990)
All models

Initial density ρc 7840 kg/m3

Heat capacity cp 800 J/kg/m3

Equation of state type ANEOS for iron
Damage, low density weakening

thermal softening and
porosity models

None

Table 2
Typical numerical parameter values for numerical hydrocode models.

Horizontal cells 2000
Vertical cells 4000
Grid spacing 2 km
Cells per projectile radius (CPPR)
Impactor 25 (for Rimp= 50 km) to 100 (for

Rimp= 200 km)
Target mantle 1700
Target core 850

Maximum time step (dtmax) 0.05 s

Fig. 2. The rays along which the shock pressure is monitored. The different rays
illustrated here with thin solid lines correspond to different values of β ranging
between 0° (vertical) and 80°. The black thick line at DZ1 represents the
boundary between zones 1 and 2 (in this figure, the boundary is placed arbi-
trarily). Between the impact site and DZ1, the pressure decreases exponentially
while beyond DZ1, the pressure decrease follows a power law (see Section 2.3).
The numbers 30, 45, and 60 show the β values in degrees.
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Included in Fig. 3 are the results from Pierazzo et al. [1997] for
Vimp=10 km/s and Rimp ranging between 0.4 and 10 km, where the
strength was not included. Our results for the hydrodynamic model, and
the results from Pierazzo are in good agreement (Fig. 3). The small
differences between our results and the results from Pierazzo et al.
[1997] are plausibly the direct consequence of using different cppr
values (for Rimp=50 km, cppr= 25 while cppr= 20 for Pierazzo et al.,
1997). Fig. 3 illustrates that accounting for strength significantly re-
duces the intensity of the shock pressure. This indicates that building
more sophisticated models is necessary to estimate the shock pressure
evolution after a large impact, as suggested by Monteux and Arkani-
Hamed [2016].

For large impacts, the thermal softening is an efficient process that
may influence the shockwave propagation. Indeed, accounting for
thermal softening changes the strength and, thus, the speed of the
rarefaction wave, which may result in a different attenuation behavior.
This process strongly depends on the pre-shocked temperature profile
that is still poorly constrained during the early evolution of terrestrial
planets. To illustrate the influence of the thermal softening, we have
run two models with different pre-impact spherically symmetric tem-
perature distributions, characterized by a cold boundary layer at the
surface overlying a convective-type, adiabatic temperature within the
mantle. The difference between these two models is the surface tem-
perature that is 293 K for the cold case and 500 K for the hot case. Fig. 4

shows that the thermal softening (as damage and acoustic fluidization)
plays a minor role on the shockwave attenuation after a large impact.
Accounting for thermal softening leads to a peak shock pressure de-
crease in Zone 1 and to an increase of the depth of Zone 1-Zone 2
transition. An initially hotter mantle only slightly enhances these 2
effects.

2.3. Scaling Laws

We have slightly modified the procedure by Monteux and Arkani-
Hamed [2016]. By combining their near field and midfield, we reduce
the number of parameters and make it easy to adopt the scaling laws in
the impact heating of a terrestrial proto-plant during its accretion. We
determine new scaling laws of shock pressure P for deriving universal
scaling laws. From Fig. 3, we have identified 2 zones of particular in-
terest: Zone 1 (associated to a peak shock pressure PZ1) and Zone 2
(associated to a peak shock pressure PZ2). This dichotomy is particularly
pronounced in the models with strength.

We suggest two distinct scaling laws along the axis of symmetry to
characterize the peak shock pressure in the model planet:

=P A A D Rexp( / )Z1 0 1 imp (1a)

=P A D R( / )Z2 2 imp
A3 (1b)

Fig. 3. Left: Shock pressure along the axis of symmetry (β=0°) as a function of the distance from the impact site. In this (reference) case, Rimp=50 km and
Vimp=10 km/s. The green, blue and orange dashed lines represent the fits obtained using Eqs. (1a), (1b) and (1c) respectively. Black stars represent the results from
Pierazzo et al. [1997] for Vimp=10 km/s and Rimp ranging between 0.4 and 10 km. Right: Same case as left panel (Model with strength) considering a dunitic (black
solid line) impactor and a differentiated impactor with a 24 km core radius (red solid line). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 4. Left: Pre-impact temperature profiles and solidus used for models including thermal softening. The cyan line represents the “cold” profile with a pre-impact
surface temperature of 273 K while the red line represents the “hot” profile with a pre-impact surface temperature of 500 K. Right: Shock pressure along the axis of
symmetry (β=0°) as a function of the distance from the impact site. The black line represents the reference case (same as Fig. 3 for model with strength,
Rimp=50 km and Vimp=10 km/s). The cyan and red lines represent the shock pressure decay for the models accounting for thermal softening considering the “cold”
and the “hot” pre-impact temperature profile respectively illustrated on the left figure. The green, blue and orange dashed lines represent the fits obtained using Eq.
(1a), 1b and 1c respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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where D is the distance from the impact site, Rimp is the impactor radius.
A0 is the maximum shock pressure and A1, A2, and A3 are constant
obtained by fitting the results from the hydrocode models. All these
parameters are impact velocity and impactor radius dependent. They
also depend on the ray angle β. Zone 1 corresponds to a hemisphere
centered at the impact site with radius DZ1. Zone 2 corresponds to the
mantle shell beyond DZ1. Zone 2 lies between DZ1 and the CMB for the
ray angle β < 30°. The zone is limited by the surface of the impacted
planet for β > 30° (see Fig. 2).

The scaling law used to fit the peak shock pressure decay within
Zone 1 is different from the classical power-law that usually uses other
empirical or semi-empirical relations in impact studies [e.g. Ahrens
et al., 1977]. However it has two advantages: 1) with this formalism the
peak shock pressure does not go to infinity as D/Rimp goes to 0 com-
pared to other power law forms [e.g., Ruedas, 2017], and 2) the peak
shock pressure decays relatively slowly for D/Rimp < 3–4, which in-
cludes the “isobaric core” with slowly decaying shock pressure and the
“pressure decay regime” regions proposed by Pierazzo et al. [1997]. On
the other hand, the Zone 2 represents the far field region in the mantle
where the shock pressure decays monotonically with distance from the
impact site.

As the shock wave propagates in the mantle it creates a high pres-
sure behind the shock front, which is determined on the basis of the
Hugoniot equations. When the shockwave crosses the CMB, the peak
shock pressure jumps from Pm (immediately above the CMB) to Pc
(immediately below the CMB) because of the abrupt changes in the
physical parameters, as previously identified [e.g., Ivanov et al., 2010;
Arkani-Hamed and Ivanov, 2014]. After this sudden increase, the peak
shock pressure continues to decrease as the wave propagates inside the
core, which is characterized by a separate scaling law:

=P A D R( / )core 4 imp
A5 (1c)

where A4 and A5 are constants. Fitting the peak shock pressure from our
numerical models along the ray paths shown in Fig. 2 enables us to fully
characterize the pressure increase experienced within the martian
mantle and core. We note that a vertical impact on a spherically sym-
metric planet adopted in this study artificially enhances the shock
pressure along the axis of symmetry in the core, hence Eq. (1c) over-
estimate the pressure near the axis of symmetry, while such an effect
does not occur in the mantle (see the Discussion section below). Eqs.
(1a), (1b) and (1c) will be used to fit the results from both the models
with strength and the hydrodynamic models. The values of the different
coefficients resulting from the corresponding fits are provided in the
following sections. We would like to emphasize here that these scaling
laws are only empirical and can be implemented in large-scale mantle
models [e.g. Monteux and Arkani-Hamed, 2014] or in accretionary
models [e.g. Monteux et al., 2014]. These scaling laws are determined
by least square fitting to the results from the iSALE hydrocode models.

2.4. Shock wave propagation in the mantle: effects of the ray angle

During an impact, the maximum shock pressure is experienced at
the impact site on the surface. Then the impact energy dissipates as the
shockwave propagates within the model planet. Fig. 5 shows that the
maximum shock pressure A0, in either the models with strength or the
hydodynamic models, increases with the impact velocity and the im-
pactor radius. The peak shock pressure is nearly constant within an
almost hemispheric region of a radius 1–2 times the impactor radius,
centered at the impact site (see Fig. 3), which is coined as “isobaric
core” by Pierazzo et al. [1997]. We note that A0 is the shock pressure at
the impact site and it remains the same for all of the ray angles con-
sidered. It is used in our scaling law (Eq. (1a)) to obtain the A1 values
from our models (Fig. 6). Fig. 5 shows the maximum shock pressure
predicted from the planar impact model [Melosh, 1989]. As detailed by
Osinski and Pierazzo [2012], the planar impact approximation yields

an upper limit of the pressure expected during an impact event. Hence,
it is not surprising that our A0 values are slightly smaller than the re-
sults from the planar impact approximation.

Previous studies [Pierazzo et al., 1997; Monteux and Arkani-Hamed,
2016] monitored the influence of the ray angle β of the shock wave, and
found no significant angle dependence in their results for β ranging
between 0° (vertical) and 45°. Here we extend the investigation to β
values up to 80°. A1 is the exponential factor (Eq. (1a)), characterizing
the ability of the upper mantle to attenuate the shockwave as it pro-
pagates. For large A1 values, the peak shock pressure decreases rapidly
with distance. Hence, higher A1 values are expected for the models with
strength than for the hydrodynamic models. In Fig. 6a and b, we present
the A1 values obtained by fitting the results from iSALE models to Eq.
(1a) along different ray angles illustrated in Fig. 2. A1 increases as a
function of β, indicating that the peak shock pressure decreases more
efficiently with distance at large ray angles. This behavior is common to
both models with strength and hydrodynamics models. However, the
increase is not significant for β values smaller than 45°, as also men-
tioned by Pierazzo et al. [1997]. We note that the rays impinging the
core mantle boundary have β values smaller than 30o, indicating that
propagation of shock waves inside the core is almost independent of the
β values. Fig. 6a shows that A1 is weakly affected by the impactor size
for the range of impactors used in our study (i.e. 50 < Rimp<200
km). For larger impactors (not studied here), one can expect an influ-
ence of the impacted protoplanet curvature on the shockwave propa-
gation. However, Fig. 6b shows that A1 is more sensitive to the impact
velocity. Pierazzo et al. [1997] showed that the power-law exponent
used to fit the angle dependency (for β ranging between 0° and 45°) was
increasing with the velocity. From our results (for β ranging between 0°
and 80°) it is difficult to extract such a tendency.

For the large ray angles, the path followed by the shockwave is
shallower (Fig. 2). The shock wave propagating through shallower re-
gions will cross material where the pressure and the uncompressed
target density are smaller in average compared to shock wave propa-
gating along the axis of symmetry. As a consequence, along small ray
angle paths, the deformation is more difficult than along large ray angle
paths. In addition, in shallower regions a significant part of the impact
energy is dissipated during processes such as the excavation or the post-
impact rebound. Finally, the interference of the direct pressure wave
with the rarefaction wave that is reflected at the surface reduces the
amplitude of the shock pressure [Melosh, 1989; Arkani-Hamed, 2005;
Louzada and Stewart, 2009]. The consequence of these factors is that
the isobaric surfaces are slightly elliptical with vertical major axis ra-
ther than spherical.

As previously mentioned, the shock wave decay rate with distance
should be more rapid for the model with strength compared to the
hydrodynamic models (as illustrated in Fig. 3). Fig. 6a and b confirm
this point by showing that A1 values are larger for models with strength
than for hydrodynamic models for all β values. The correlation coeffi-
cients obtained by fitting our hydrocode data with the scaling laws from
Eqs. (1a), (1b) and (1c) show that our choice is relevant. The correla-
tion coefficients are close to 0.9 for all the range of impactor radii and
impact velocities used in our models (except for Vimp=20 km/s). The
correlation coefficients are even higher for β values smaller than 65°.
The correlation coefficients are also larger in the models with strength
than in the hydrodynamic models because the dichotomy between Zone
1 and Zone 2 is more pronounced in the models with strength than in
the hydrodynamic models (see Fig. 3).

In our study, the distance D from the impact site is normalized to the
impactor radius Rimp to eliminate the dependence on the size of the
projectile. Fig. 7 illustrates peak shock pressure profiles along a ray
angle of β=36° meaning that the ray does not cross the CMB (see
Fig. 2). Fig. 7 shows that the boundary between Zone 1 and Zone 2
depends on both the impactor size and the impact velocity, hence the
total pressure (shock plus lithostatic) through the Equation of State
adopted in the hydrocode models. This suggests a relation between the
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Fig. 5. The maximum peak shock pressure A0 (Eq. (1a)) as a function of the impactor radius Rimp (left), and the impact velocity Vimp (right). The dotted lines represent
the result from the planar impact approximation [Melosh, 1989] considering that both the impactor and the target are made of dunite (with ρ0=3314.9,
C0=6290m/s and S=0.86 for both iSALE models and planar impact approximation).

Fig. 6. a: A1 as a function of the ray angle β (Eq. (1a): PZ1=A0 exp(-A1 D/Rimp)) for different impactor radii, but the same impact velocity (Vimp=10 km/s). A1 values
are obtained by fitting the peak shock pressure in Zone 1 (close to the impact site) from iSALE models. The correlation coefficient (r), between the values obtained by
the iSALE model and by the scaling law is mentioned in the legend box.
b: A1 as a function of the ray angle β (Eq. (1a): PZ1=A0 exp(-A1 D/Rimp)) for different impact velocities (Rimp=50 km). A1 values are obtained by fitting the peak
shock pressure in Zone 1 (close to the impact site) from iSALE models. The correlation coefficients (r), between the values obtained by the iSALE model and by the
scaling law is mentioned in the legend box.
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observed transition and a phase change in the Equation of State from
our iSALE models. The Zone 1 - Zone 2 boundary occurs at a constant
distance close to 10 times the radius of the impactor for the range of
impactor sizes studied (Fig. 7, left). In the cases shown in Fig. 7, β is
close to the critical value of 30° where the ray crosses the CMB (Fig. 2).
As Rimp increases, the minimal value D/Rimp for which the shockwave
crosses the CMB decreases from 34 (for Rimp= 50 km, black curve) to
8.5 (for Rimp= 200 km, blue curve). At this singular point (Fig. 7, left),

a small jump of the peak pressure occurs because of the reflection of the
shock waves with β < 30° at the CMB. The ratio of the isobaric core
radius to the projectile radius weakly depends on the impact velocity, as
also concluded by Pierazzo et al. [1997]. For the range of impact ve-
locities considered, the Zone 1 - Zone 2 boundary ranges between 7 and
15 times the radius of the impactor (Fig. 7, right). The small peak shock
pressure jumps identified in Fig. 7 (left) for large impactors does not
occur here because of the small, 50 km, impactor radius.

Fig. 6. (continued)

Fig. 7. Shock pressure along the ray angle β=36° as a function of the distance from the impact site for different impactor sizes with an impact velocity of 10 km/s
(left) and different impact velocities for an impactor radius of 50 km (right). On the left panel, the vertical dotted line represents DZ1=10 Rimp. On the right panel,
the four vertical dotted lines represent different values of DZ1 corresponding to the different values of Vimp.
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Once the shockwaves enter into Zone 2, the peak pressure continues
to decrease. Fig. 8a and b show the dependency of A2 on the ray angle
(see Eq. (1b)). Because peak shock pressure decreases more rapidly with
distance in the models with strength than in the hydrodynamic models
(see Fig. 3), A2 values are smaller in the models with strength than in
the hydrodynamic models. Also, A2 only slightly decreases with the ray
angle β in both cases. For all impact velocities and impactor radii stu-
died here, the A2 values obtained from the models with strength are
nearly constant up to the values of β close to 65°. For β > 65°, the data
is more scattered (see Discussion at the end of the section). For the large
impactor, Rimp=200 km, the evolution of A2 as a function of β is sig-
nificantly different. This is probably due to the fact that, in that case,
Zone 1 overlaps the CMB.

Fig. 9a and b show the relationship between A3 (see Eq. (1b)) and
the ray angle β. As for A1, A3 is smaller in the models with strength than
in the hydrodynamic models. This feature is related to the higher shear
strength in the models with strength, which consumes a portion of the
impact energy to plastically deform the impacted material. Again, the
more moderate decay in Zone 2 (i.e. smaller A3 values) in models with
strength compared to hydrodynamic models might be the consequence
of a solid-state phase transformation that is considered in the ANEOS
for dunite [Collins and Melosh, 2014]. Apart from this difference, both
models behave similarly. Fig. 9a and b show that A3 slightly increases

with β up to β≈ 65° indicating that the peak shock pressure decreases
more efficiently with distance at large ray angles. From the results il-
lustrated in Fig. 9b, the A3 coefficient does not significantly depend on
the impact velocity. However, Fig. 9a shows that the tendencies de-
scribed earlier are completely different for Rimp≥150 km. Indeed, for
large impactors, the size of Zone 2 is significantly reduced and the
impacted hemisphere mainly consists of Zone 1 and the metallic core
within the ray angle< 30°.

To illustrate the dependencies of A1, A2 and A3 on β, we express
them as Ai=A6 exp(A7 β) where i denotes 1, 2, or 3 (see legend boxes
in the corresponding figures). Figs. 6, 8 and 9 show small values for A7,
typically ranging between 10−2 and 10−3. This confirms that the shock
wave propagation weakly depends on the ray angle that is ranging
between 0° (vertical) and 45°, as already concluded by previous studies
[Pierazzo et al., 1997; Monteux and Arkani-Hamed, 2016]. This can be
extended for β up to 60° on the basis of Figs. 6, 8 and 9. For the hy-
drodynamic models the trend is similar although the iSALE data are
more dispersed. Figs. 8 and 9 also show that for Rimp values larger than
150 km, the trend is less clear than for small impactors. As already
mentioned, we attribute this feature to the overlap between Zone 1 and
the CMB, which leads to the progressive disappearance of Zone 2 as Rimp

increases. These differences are confirmed by the correlation coeffi-
cients that are larger for small impactors and are generally higher for

Fig. 8. a: A2 as a function of the ray angle β (Eq. (1b): PZ2=A2 (D/Rimp)-A3 ) for different impactor radii, but an impact velocity of 10 km/s. A2 values are obtained by
fitting the shock pressure in Zone 2 (beyond DZ1) from iSALE models. In these figures, DZ1=10. The correlation coefficient (r) for each scaling law is mentioned in
the legend box (note that fits are restricted to β≤65°).
b: A2 as a function of the ray angle β (Eq. (1b): PZ2=A2 (D/Rimp)-A3 ) for different impact velocities, but an impactor radius of 50 km. A2 values are obtained by fitting
the shock pressure in Zone 2 (beyond DZ1) from iSALE models. In these figures, DZ1=7, 10, 13 and 15 for Vimp=5, 10, 15 and 20 km/s respectively. The correlation
coefficient (r) for each scaling law is mentioned in the legend box (note that fits are restricted to β≤65°).
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the models with strength than for the hydrodynamic models where the
iSALE data is more dispersed.

Figs. 8 and 9 also exhibit a large variability for β values larger than
65°. For these large β values the shock waves propagate through shal-
lower regions (see Fig. 2) where the total pressure is much smaller than
that in the deep mantle. Moreover, in the shallowest region the largest
initial impact is followed by multiple smaller impacts caused by ejecta
fall back. Finally, the near surface region is also affected by the wave
reflected at the surface that interferes with the direct wave and com-
plicates the determination of the peak shock pressure [Melosh, 1989;
Arkani-Hamed, 2005; Louzada and Stewart, 2009]. These 3 effects may
explain the variability of the A1, A2, A3 constants for large β values.

2.5. Effects of the CMB

The distinctly different physical properties of the mantle and the
core have two major effects on the shock wave as it passes from the
mantle to the core. The shock pressure increases abruptly as seen in
Fig. 3, and a shock ray bends, obeying the Snell's law. Here we discuss
each of these two effects.

Because the core radius is half the size of the impacted planet, the
shock waves encounter the CMB only for β values smaller than 30 de-
grees (Fig. 2). Fig. 10 shows the ratio of the shock pressure immediately
above the CMB, Pm, to that immediately below the CMB, Pc, in the
impacted hemisphere. Both are calculated along a straight line de-
termined by a ray angle and at the grid points of the hydrocode models

immediately above and below the CMB, respectively. We note that Pm
and Pc are actually the pressures slightly off the shock ray, hence are
approximations to the actual pressures on the ray. A given shock ray
bends toward the axis of symmetry as it crosses the CMB and the re-
fraction angle determined through the Snell's law is smaller than the
incident angle (see below). The bend is more pronounced at higher ray
angles.

To connect the peak shock pressure between the mantle and the
core we fit the ratio Pc/Pm as a function of the ray angle β with a
quadratic expression for the models with strength:

= + +P P b b b/c m 1 2 3
2 (2a)

and a linear expression for the hydrodynamic models:

= +P P b b/c m 4 5 (2b)

where b1, b2, b3, b4 and b5 are constant. The values of these constants for
both models and as a function of Rimp and Vimp are listed in Table 3. The
corresponding results are illustrated in Fig. 10a and b. We emphasize
here that the Eqs. (2a) and (2b) used to fit the pressure jump as a
function of the ray angle β are chosen empirically according to our
results illustrated in Fig. 10 and b.

For all the impact velocities and impactor radii used in our models,
the behavior is quite similar, although the shockwave that arrives at the
CMB has much higher amplitude in the hydrodynamic case than in the
models with strength (Fig. 3). Fig. 10 shows that the pressure jump at
the CMB is more pronounced in the models with strength than in the

Fig. 8. (continued)
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hydrodynamic models, regardless of the amplitude of the arriving
shockwave. Because the pressure jump at the CMB is likely related to
the amplitude of the arriving shockwave for a given model, our results
emphasize the importance of the impacted material properties on the
amplitude of the pressure jump.

For large impactors (Rimp > 150 km) and for β values smaller than
30°, we have shown that Zone 1 directly interferes with the impacted
planet's core thus leading to a disappearance of Zone 2. Above this
critical value of β > 30°, even if the direct shockwave does not cross
the core (Fig. 2), one can expect that the transition from Zone 1 to Zone
2 would still be identified in our models. However, Fig. 8a (bottom
panels) and Fig. 9a (bottom panels) also show a different behavior for
large impactors for β > 30°. We attribute this phenomenon to the in-
teraction of the direct shockwave with the core which produce a variety
of diffracted and reflected shockwaves that affect the peak shock
pressure far from the impact site and for β > 30°. As the shockwave
behavior is completely different, our scaling laws for A2, A3 and Pc/Pm
proposed in Eqs. (1b), (2a) and (2b) are less viable. The tendency for A2

and A3 is difficult to identify from our results (Figs. 8a and 9a (bottom
panels)) and this complexity probably illustrate the complexity of the
shockwave propagation far from the impact site.

The incident angle of a shock ray at the CMB increases from 0o to
90o as the ray angle β increases from 0o to 30o. The refraction angle of a

given shock ray is determined on the basis of the Snell's law,

=U U sin/sin /m m c c (3)

where Um and Uc are the shock wave velocities in the mantle and the
core, γm is the incident angle, and γc is the refraction angle. Um and Uc

are determined from our numerical models (see the next section).

2.6. Shock wave propagation in the core

Fig. 11 shows the dependency of the coefficients A4 and A5 in Eq.
(1c) on Vimp and Rimp determined along the axis of symmetry using the
hydrocode models. A4 shows a power-law behavior while A5 shows
almost linear dependency, especially those associated with the models
with strength.

For a given ray angle β we calculate the incident and the refraction
angles at CMB, hence the corresponding shock ray path in the core,
assuming linear. The peak shock pressure decay along this ray path is
determined from Eq. (1c), where D is the distance from the impact site
to a point in the core measured along the ray path assuming that A4 and
A5 are independent of the ray angle. Fig. 12 shows the distance of the
peak shock pressure from the impact site in the impacted hemisphere of
the mantle and the entire core versus the time since the impact. Table 4
lists the corresponding shock wave velocity in the mantle and the core.

Fig. 9. a: A3 as a function of the ray angle β (Eq. (1b): PZ2=A2 (D/Rimp)-A3 ) for different impactor radii. A3 values are obtained by fitting the shock pressure in Zone 2
(beyond DZ1) from iSALE models. In these figures, DZ1=10. The correlation coefficient (r) for each scaling law is mentioned in the legend box (note that fits are
restricted to β≤65°).
b: A3 as a function of the ray angle β (Eq. (1b): PZ2=A2 (D/Rimp)-A3 ) for different impact velocities. A3 values are obtained by fitting the shock pressure in Zone 2
(beyond DZ1) from iSALE models. In these figures, DZ1=7, 10, 13 and 15 for Vimp=5, 10, 15 and 20 km/s respectively. The correlation coefficient (r) for each scaling
law is mentioned in the legend box (note that fits are restricted to β≤65°).
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The shock wave velocities vary slightly among the models. More im-
portantly, the velocity in the core is consistently lower than that in the
mantle, indicating that the refracted ray angle is always smaller than
the incident ray angle.

3. Comparison of the scaling law models with the iSALE models

Before implementing our scaling laws to the accretion of a planet it
is required to compare the scaling law models with the iSALE models.
Here we compare the hydrocode models and the models with strength
to the corresponding models determined using our scaling laws for the
impact velocity of 10 km/s and the impactor radius of 50 km (Fig. 13 a
and b). In the scaling law models the refracted angles of the shock rays
at the CMB are determined by the Snell's law. Hence, the shock pressure
is not estimated in the equatorial region of the core where no refracted
wave propagates. This results in the distinct lack of shock pressure in
the equatorial part of the core and in the lower mantle beneath the
shock ray that is tangent to the core mantle boundary. Several other
features are not modeled by the scaling laws because we do not con-
sider the reflection at the CMB and at the surface or the reflection and
refraction at the antipodal CMB, which are included in solving the
shock dynamic equation in the hydrocode models.

Fig. 13 (right panel) shows the relative difference between the two
models. For the impacted hemisphere, the mean errors are 13% within
the mantle and 14% within the core for the model with strength, and
10% within the mantle and 12% within the core for the hydrodynamic
model. The fact that iSALE model combines both direct and indirect
waves, while our model shows only the direct wave could contribute to

the error between our scaling law parameterization and the iSALE data.
The error pattern is similar in both the hydrodynamic and strength
models. As mentioned above, the direct shock pressure within the core
for β values larger than 30° is not determined by the scaling laws. The
shock pressure of the hydrocode model in this region must be due to the
secondary shock waves that are reflected at the surface and then re-
fracted at the CMB. The scaling law models overestimate the peak shock
pressure close to the impact site (Zone 1) where the error can locally
reach 50%. However, despite the large peak shock pressure range in
this region, our scaling laws provide a first order approximation to the
hydrocode models.

An impact generates two compressional shockwaves, one propa-
gates downward in the planet and the other propagates upward in the
penetrating impactor. The latter reaches the top of the impactor, and
reflects back and propagates downward as a rarefaction wave. The
turbulence induced by the compressional wave in a given location in-
side the planet is diminished by the trailing rarefaction wave. This
limits the thickness of the entire shock front with appreciable turbu-
lence. The velocity of the rarefaction wave is higher than that of the
original down going compressional wave, because the rarefaction wave
propagates inside the penetrating impactor in the early times and then
inside the planet that is already set in motion by the initially down
going compressional wave. At a shock wave velocity of about 8 km/s,
the passage of the entire shock front at a given location takes less than a
minute for the largest impactor of 200 km considered in this study, and
much shorter for other impactors. A given location in the mantle ex-
periences more than one shock wave, such as the shock wave reflected
at the surface and that reflected at the CMB. However, these shock

Fig. 9. (continued)
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waves have low amplitudes because they travel longer distances than
the direct wave and they arrive at much later times relative to the direct
pressure wave. They rarely interfere with the direct wave except near
the surface and near the CMB. In the case of the core, parts of the an-
tipodal core is shocked twice, first by the direct wave that is refracted at
the CMB of the impacted hemisphere beneath the impact site and
second by the shock wave reflected at the CMB of the antipodal
hemisphere. The first wave travels a shorter distance than the second
one, hence passes a given location sooner than the arrival of the re-
flected wave. As in the case of the mantle, there is negligible interaction
between these two waves, except for very close to the antipodal CMB. In
general, a given location experiences multiple pressure increases due to
the multiple reflected and refracted waves that travel through the
planet's interior. However, the peak pressure is due to the direct
shockwave.

4. Impact heating

During the decompression, a fraction of the energy is converted into
heat [Bjorkman and Holsapple, 1987]. The temperature increase has
been related to the shock pressure [e.g., Watters et al., 2009] as well as
to the particle velocity [e.g., Gault and Heitowit, 1963]. The shock
pressure in a given location diminishes within a time scale that is much

shorter than the cooling timescale of the impact induced thermal
anomaly. Although secondary shock waves lead to local pressure in-
crease, the corresponding temperature increase is negligible compared
to that of the direct shock wave. Here we only consider the direct shock
heating in our estimation of the impact induced temperature increase.

The impact heating induced by the shockwave propagation is de-
termined by implementing our scaling laws within the theoretical
model proposed by Watters et al. [2009]
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where Pδ is the shock-induced pressure, ρ0 is the density prior to the
shock compression and cp is the heat capacity of the impacted material
(see values in Table 1). The shock pressure implemented in Eqs. (4)–(6),
is the shock-induced pressure predicted by our scaling laws (Eqs.
(1a)–(1c) and (2a)–(2b)). Fig. 14 shows the temperature increase ob-
tained using our scaling laws for both the hydrodynamic model and the

Fig. 10. a: Shock pressure jump Pc/Pm at the core mantle boundary as a function of the ray angle β for different impactor sizes, but a single impact velocity of 10 km/
s. Data obtained from iSale models are shown with symbols while the analytical expression from Eq. (1c) is illustrated with dashed lines. For values of β larger than
30°, the rays do not cross the CMB.
b: Shock pressure jump Pc/Pm at the core mantle boundary as a function of the ray angle β for different impact velocities, but a single impactor radius of 50 km. Data
obtained from iSale models are shown with symbols while the analytical expression from Eq. (1c) is illustrated with dashed lines. For values of β larger than 30°, the
rays do not cross the CMB.
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model with strength for Vimp=10 km/s and Rimp=50 km (top panels)
and Vimp=10 km/s and Rimp=150 km (bottom panels). As mentioned
before, the shock pressure is not estimated by the scaling laws where no
refracted wave propagates (i.e. in the equatorial region of the core and

the lower part of the mantle beneath the shock ray that is tangent to the
CMB). Hence, we cannot estimate the post-impact temperature increase
in these regions (illustrated by black areas in Fig. 14). This figure shows
that for a 50 km radius impactor, the region with significant impact
heating is localized in a small shallow volume. For a 150 km impactor, a
larger fraction of the impacted mantle is affected. Below the impact site
the temperature increase can reach ≈1900 K for both the hydro-
dynamic model and the model with strength. The largest temperature
increase is localized in Zone 1 and the temperature increase in Zone 2 is
weaker. The main difference between the two rheologies is the depth of
the impact temperature increase, which is deeper in the hydrodynamic
model than in the model with strength, because the pressure decay is
more rapid in the model with strength (Fig. 6 a, bottom left panel).
Moreover, the regions with increased temperature have shapes that are
more prolate than spherical, because of the influence of the β angle on
the pressure decay in Zone 1. The difference in the expression of the
pressure decay between the two models as a function of β should lead to
a difference in sphericity (Fig. 6 a). However, the difference is not
significant in the cases illustrated in Fig. 14.

5. Discussion and conclusions

We have modeled the shock pressure distributions inside the im-
pacted hemisphere of a differentiated Mars size planet using 2D axi-
symmetric hydrocode simulations (iSALE-2D) for vertical impacts with
impact velocities of 5–20 km/s and impactor radii ranging from 50 to
200 km. From these hydrocode simulations, we have observed a dis-
tribution of the peak shock pressure within the impacted mantle and

Fig. 10. (continued)

Table 3
Values of b1, b2, b3, b4 and b5 obtained by fitting the results from the numerical
models (Fig. 10a and b) with Eqs. (2a) and (2b). The values for models with
strength are separated from those of hydrodynamic models with no strength
and are shown as a function of Rimp and Vimp.

Models with strength b1 b2 b3

Rimp=50 km (Vimp=10 km/s) 2.16 1× 10−2 −2.4× 10−3

Rimp=100 km (Vimp=10 km/s) 2.15 1.2× 10−3 −2.4× 10−3

Rimp=150 km (Vimp=10 km/s) 2.1 1× 10−2 −2×10−3

Rimp=200 km (Vimp=10 km/s) 2.1 1× 10−3 −2.4× 10−3

Vimp=5km/s (Rimp=50 km) 2.17 1.1× 10−2 −2.3× 10−3

Vimp=10 km/s (Rimp=50 km) 2.16 1× 10−2 −2.4× 10−3

Vimp=15 km/s (Rimp=50 km) 2.16 3× 10−4 −1.8× 10−3

Vimp=20 km/s (Rimp=50 km) 2.16 9× 10−3 −2. x10−3

Hydrodynamic models b4 b5

Rimp=50 km (Vimp=10 km/s) 1.35 −7.5×10−2 –
Rimp=100 km (Vimp=10 km/s) 1.3 −4.7×10−3 –
Rimp=150 km (Vimp=10 km/s) 1.28 −1.2×10−3 –
Rimp=200 km (Vimp=10 km/s) 1.33 −6.2×10−3 –
Vimp=5km/s (Rimp=50 km) 1.3 −2.2×10−4 –
Vimp=10 km/s (Rimp=50 km) 1.35 −7.5×10−2 –
Vimp=15 km/s (Rimp=50 km) 1.29 −4×10−3 –
Vimp=20 km/s (Rimp=50 km) 1.28 −3.8×10−3 –
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proposed a mathematical formalism adapted to this distribution: a first
zone (Zone 1) where the peak shock pressure decreases exponentially
and a second zone (Zone 2) where the peak shock pressure decrease
follows a power-law. With this formalism, the peak shock pressure does
not go to infinity as D/Rimp goes to 0, and the peak shock pressure
decays relatively slowly from the impact site to D/Rimp=3–4, which
includes the canonical “isobaric core” with slowly decaying shock
pressure with distance from the impact site and the “pressure decay
regime” region proposed by Pierazzo et al. [1997]. We have shown that
the ray angle β has minor influence on the pressure decay pattern for
β < 65–70°.

The most important contribution to the peak shock pressure dis-
tribution is related to the rheology of the material. Adopting a model
where the impacted mantle is treated using models with strength can
result in a significant decrease of the peak shock pressure compared to
that of the hydrodynamic models. This difference in behavior occurs
principally in the shallower zone (Zone 1) while in Zone 2 the behavior
is similar in both models. We have shown that the peak shock pressure
is about an order of magnitude smaller at the bottom of the Zone 1 in
the models with strength compared to that in the hydrodynamic
models.

The characteristic of the peak shock pressure in Zone 1 has im-
portant consequences on the peak shock pressure in Zone 2, since it
determines the pressure in the upper part of Zone 2. Also, the mantle
rheology affects the peak shock pressure at the CMB. We have com-
bined our shock-pressure scaling laws with the formalism proposed by
Watters et al. [2009] to determine the impact heating of a differentiated
Mars model by a large impactor. Our results show that the mantle
rheology governs the impact heating of a planet and the impact heating
may be overestimated when the material strength is not accounted for.

The Martian rheology and its evolution since Mars formation are

poorly constrained. However, the two models used in our study (hy-
drodynamic and with strength) enable us to cover a range of rheology
models compatible with different stages of the Martian evolution. Our
hydrodynamic models where the mantle is considered as an inviscid
fluid may be an interesting proxy to characterize the impact heating
during a magma ocean stage [Monteux et al., 2016]. On the other hand,
our models with strength are more appropriate to characterize the large
impact consequences within a solidified and cold Mars [Watters et al.,
2009]. Our results show that the depth of the heated zone is different in
the two cases (Fig. 14) with a larger thermal anomaly in the hydro-
dynamics models than in the models with strength as the pressure decay
is more rapid in the latter case. In both cases, the shape of the impact-
heated region is prolate because of the influence of β on the pressure
decay. These effects need to be accounted for in accretionary models
especially when about 3×105 planetesimals of ~100 km in diameter
are needed to build a Mars size planet.

As illustrated in Fig. 13, our parameterized approach is associated to
a mean error between our scaling laws and the direct results obtained
by the iSALE models that ranges form 10 to 14% within the impacted
hemisphere. As a consequence, the temperature increase derived from
our scaling laws is also associated to this error range. Nonetheless, in
the light of the incertitude that goes with our understanding of the early
Solar System history and our knowledge of the effects of large impacts,
our parameterized approach to calculate the temperature increase
within a differentiated Mars-size protoplanet can be considered as a
first order estimation.

As a consequence, the next step toward a better understanding of
the early evolution of terrestrial planets is to implement more realistic
rheological models in the hydrocode simulations. Such an effort would
lead to more reliable scaling laws that could easily be implemented in
accretion models to characterize the influence of large impacts on the

Fig. 11. A4 and A5 values (Eq. (1c): Pcore=A4 (D/Rimp)-A5) as functions of the impactor radius (left panels) and impact velocity (right panels).
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martian mantle dynamics [e.g. Roberts and Arkani-Hamed, 2012,
2017] or on other terrestrial planets [e.g. Roberts and Barnouin, 2012].
As large impacts are not isolated phenomena during the late regimes of
planetary accretions, the scaling laws we have developed are suitable to
be implemented in thermal evolution models that consider the accre-
tion histories of growing planets [e.g. Monteux et al., 2014; Arkani-

Hamed, 2017].
The followings are some shortcomings that require improvements of

our scaling laws in the future to be better suited for shock waves tra-
velling inside an actual planet, rather than the simple two-layered
planet model where a uniform mantle overlies a uniform core.

• We have considered vertical impacts, whereas majority of impacts
during the accretion of a planet is oblique. The peak shock pressure
produced by an oblique impact along the vertical direction beneath
the impact site depends on the sine of the impact angle relative to
the local horizon (see Fig. 3 of Pierazzo and Melosh, 2000a, 2000b).
This implies a shock pressure reduction by a factor of ~0.71 for the
most probable impact angle of 45o [Shoemaker, 1962] compared to
that of a vertical impact, assuming that all other parameters are
equal. Moreover, a vertical impact on a spherically symmetric planet
preserves the axial symmetry. Because the shock wave velocity in
the core is smaller than that in the mantle, the axial symmetry re-
sults in the convergence of the refracted wave at the CMB of the
impacted hemisphere toward the axis in the core, thus artificially
increasing the shock pressure near the axis. However, the near axis
enhancement of the shock pressure is negligible except very close to
the antipodal CMB [Ivanov et al., 2010; Arkani-Hamed and Ivanov,
2014]. We also note that this artifact does not occur in the mantle
because the shock rays are diverging away from the axis of sym-
metry. It is desirable to adopt oblique impacts in investigating the
accretion of a planet. In an oblique impact, the axial symmetry is
replaced by a plane symmetry, which avoids the convergence of the
waves toward the axis in the expense of introducing more complex
and computationally intensive three-dimensional (3D) calculations,

Fig. 12. Position of the peak shock pressure as a function of the time after the impact for the models with strength (top panels) and the hydrodynamic models (bottom
panels).

Table 4
Velocity of the peak shock pressure propagation in the mantle and in the core
for the models with strength and hydrodynamic models, obtained fitting the
results from Fig. 12 with a linear expression.

Target mantle Target core

Models with strength
Rimp=50 km (Vimp=10 km/s) 8.84 km/s 6.38 km/s
Rimp=100 km (Vimp=10 km/s) 8.52 km/s 6.44 km/s
Rimp=150 km (Vimp=10 km/s) 8.58 km/s 6.47 km/s
Rimp=200 km (Vimp=10 km/s) 8.93 km/s 6.50 km/s
Vimp=5 km/s (Rimp=50 km) 9.04 km/s 6.33 km/s
Vimp=10 km/s (Rimp=50 km) 8.84 km/s 6.38 km/s
Vimp=15 km/s (Rimp=50 km) 8.80 km/s 6.36 km/s
Vimp=20 km/s (Rimp=50 km) 8.60 km/s 6.38 km/s

Hydrodynamic models
Rimp=50 km (Vimp=10 km/s) 6.96 km/s 6.36 km/s
Rimp=100 km (Vimp=10 km/s) 7.60 km/s 6.40 km/s
Rimp=150 km (Vimp=10 km/s) 8.33 km/s 6.46 km/s
Rimp=200 km (Vimp=10 km/s) 8.77 km/s 6.53 km/s
Vimp=5 km/s (Rimp=50 km) 6.76 km/s 6.41 km/s
Vimp=10 km/s (Rimp=50 km) 6.96 km/s 6.36 km/s
Vimp=15 km/s (Rimp=50 km) 8.33 km/s 6.46 km/s
Vimp=20 km/s (Rimp=50 km) 8.79 km/s 6.53 km/s
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besides the substantial increase of the grid points in the computation
domain.

• The distance travelled by a shock wave from the impact site to a
given point in the planet is approximated by a straight line, D. In our
simplified two-layered planet model with a uniform mantle over-
lying a uniform core, the first arrival shock wave travels in quiescent
medium, hence the shock rays are straight lines until they interact
with the core mantle boundary where they bend according to the
Snell's law. Inside a real planet the rays are actually curved due to
the pre-impact non-uniform density and temperature gradients in
the interior of the planet. Because of the ray curvature a wave tra-
vels longer to reach an off axis location in the interior than D.
Therefore, our model slightly over estimates the shock pressure
experienced in that location. Moreover, because of the ray curvature
an incident angle at the CMB and the corresponding refraction angle
could be slightly different than those determined by the straight line
approximation. However, the core radius is about one half of the
planet radius, and the angle β is always smaller than 30°. Bearing in
mind that the shock ray along the axis of symmetry is a straight line,
the departure of the shock rays from the corresponding straight lines

is negligible for these β values. As also mentioned above, the shock
wave propagation weakly depends on the β angle that is ranging
between 0° (vertical) and 45°, which is already concluded by pre-
vious studies [Pierazzo et al., 1997; Monteux and Arkani-Hamed,
2016]. More importantly, providing scaling laws along straight
lines, rather than along shock rays, helps to easily determine the
shock pressure in the entire region.

• We have considered only direct shock waves to determine our
scaling laws. Because the laws are based on shock ray theory, they
can be used to determine the pressure of secondary shock waves,
such as those reflected at the surface and those reflected at the an-
tipodal CMB of the core [Arkani-Hamed and Ivanov, 2014]. In
general a reflect wave arriving at a location travels longer and is
weaker than a direct wave. However, because of the zero pressure
boundary condition at the surface the reflected wave is rarefaction
and upon interference with the direct compressional wave effec-
tively reduced the pressure experienced at a given location close to
the surface [Melosh, 1989; Arkani-Hamed, 2005; Louzada and
Stewart, 2009]. The interference of the direct and secondary waves
is not considered in our present study.

Fig. 13. Comparison of the maximum shock pressure experienced after an impact within a differentiated Mars size planet with Rimp=50 km and Vimp=10 km/s. (a)
is for model with strength and (b) is for Hydrodynamic model. The left panel represents the result from the iSALE model and the middle panel represents the model
obtained from our scaling laws (Eqs. (1a), (1b) and (1c)). The right panel shows the error relative to the iSALE model (in %). Note that only the impacted hemisphere
is shown in this figure, because the scaling laws are derived for this hemisphere.
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• The size of the Zone 1 depends on the impactor size. For large im-
pactors Zone 1 directly interferes with the core, and Zone 2 does not
exist. For example, there is no Zone 2 for β values smaller than 15°
when the impactor is larger than 150 km in radius. We propose the
following procedure to estimate the shock pressure distribution in-
side the mantle and the core of a planet using our scaling laws. The
impact-induced temperature increase may then be determined
using, for example Watters et al. [2009] model.

• Consider a terrestrial planet with a radius Rp and a core radius Rc

that is impacted by an impactor of radius Rimp. We assume that the
Zone 1 is a hemisphere with a radius R1=10 x Rimp centered at the
impact site. There is no interaction of Zone 1 with the core for
R1 < (Rp – Rc), and the equations provided in this paper are valid.
This is also the case for any shock wave specified by a ray angle β
when sin(β) > Rc/Rp. For R1 > (Rp− Rc), Zone 1 may interact
with the core. Because the shock wave velocity is greater than the
particle velocity, it takes time for the CMB to deform, during which
the shock wave has already entered the core, hence the incident
shock wave impinges on a undeformed spherical core. Therefore, a

Zone 2 exists for the colatitudes greater than θ1, where cos
(θ1)= (Rp

2+Rc
2− R1

2)/2 Rp Rc, and the equations provided in this
paper are still valid. Zone 1 interacts with the core only for the
colatitudes smaller than θ1.

Acknowledgements

This research was supported by the Auvergne Fellowship program
to JM, and by the Natural Sciences and Engineering Research Council
(NSERC) of Canada to JAH. We gratefully acknowledge the developers
of iSALE (www.isale-code.de), particularly the help we have received
from Gareth S. Collins. We also would like to thank the two anonymous
reviewers for their constructive comments. This paper is Laboratory of
Excellence ClerVolc contribution no. 350.

References

Agnor, C.B., Asphaug, E., 2004. Accretion efficiency during planetary collisions.
Astrophys. J. 613, L157–L160.

Agnor, C.B., Canup, R.M., Leviston, H.F., 1999. On the character and consequences of
large impacts in the late stage of terrestrial planet formation. Icarus 142, 219–237.

Fig. 14. Temperature increase after an impact within a differentiated Mars size planet. The first line: Rimp=50 km and Vimp=10 km/s, and the second line:
Rimp=150 km and Vimp=10 km/s (Left: Model with strength, Right: Hydrodynamic model). All panels represents the model obtained from our scaling laws (Eqs.
(1a), (1b) and (1c)) combined with the impact induced temperature increase model (Eqs. (4)–(6)) from Watters et al., (2009) (with C=7.24 km/s, S=1.25, ρ= ρm
for the mantle and C=4 km/s, S=1.6, ρ= ρc for the core [Arkani-Hamed and Olson, 2010a, b]). The white dashed line represents the CMB.

J. Monteux and J. Arkani-Hamed Icarus 331 (2019) 238–256

255
56



Ahrens, T.J., O'Keefe, J.D., 1987. Impact on the Earth, ocean and atmosphere. Int. J.
Impact Eng. 5, 13–32.

Ahrens, T.J., O'Keefe, J.D., Merrill, R.B., 1977. Equations of State and Impact-Induced
Shock-wave Attenuation on the Moon. Impact and Explosion Cratering. Pergamon
Press, Elmsford, N.Y, pp. 639–656.

Amsden, A., Ruppel, H., Hirt, C., 1980. SALE: A Simplified ALE Computer Program for
Fluid Flow at All Speeds. Los Alamos National Laboratories Report, LA-8095:101p.
LANL, Los Alamos, New Mexico.

Arkani-Hamed, J., 2005. Magnetic crust of Mars. J. Geophys. Res. 110, E08005. https://
doi.org/10.1029/2004JE002397.

Arkani-Hamed, J., 2017. Formation of a solid inner core during the accretion of Earth. J.
Geophys. Res. Solid Earth 122. https://doi.org/10.1002/2016JB013601.

Arkani-Hamed, J., Ivanov, B., 2014. Shock wave propagation in layered planetary em-
bryos. Phys. Earth Planet. Inter. 230, 45–59.

Arkani-Hamed, J., Olson, P., 2010a. Giant impact stratification of the Martian core.
Geophys. Res. Lett. 37, L02201. https://doi.org/10.1029/2009GL04141.

Arkani-Hamed, J., Olson, P., 2010b. Giant impacts, core stratification, and failure of the
Martian dynamo. J. Geophys. Res. 115, E07012.

Barr, A., Citron, R., 2011. Scaling of melt production in hypervelocity impacts from high-
resolution numerical simulations. Icarus 211, 913–916.

Benz, W., Cameron, A.G.W., Melosh, H.J., 1989. The origin of the moon and the single-
impact hypothesis III. Icarus 81, 113–131.

Bierhaus, M., Wünnemann, K., Elbeshausen, D., 2012. Numerical Modeling of Basin-
forming Impacts: Implications for the Heat Budget of Planetary Interiors, Large
Meteorite Impacts and Planetary Evolution V. LPI Contribution No. 1737.

Bierhaus, M., Wünnemann, K., Ivanov, B.A., 2013. Affect of Core Rheology on Shock
Wave Propagation in Planetary Scale Impacts, 43rd Lunar and Planetary Science
Conference. (Abstract # 2174.pdf).

Bjorkman, M.D., Holsapple, K.A., 1987. Velocity scaling impact melt volume. Int. J. Eng.
5, 155–163.

Bottke, W.F., Nolan, M.C., Greenberg, R., Kolvoord, R.A., 1994. Collisional lifetimes and
impact statistics of near-Earth asteroids. In: Tucson, Gehrels T. (Ed.), Hazards Due to
Comets and Asteroids. The University of Arizona Press, Arizona, pp. 337–357.

Chambers, J.E., 2004. Planetary accretion in the inner solar system. Earth Planet. Sci.
Lett. 223, 241–252.

Chambers, J.E., 2013. Late-stage planetary accretion including hit-and-run collisions and
fragmentation. Icarus 224, 43–56.

Chambers, J.E., Wetherill, G.W., 1998. Making the terrestrial planets: N-body integrations
of planetary embryos in three dimensions. Icarus 136, 304–327.

Collins, G.S., Melosh, H.J., 2014. Improvements to ANEOS for multiple phase transitions.
In: 45th Lunar and Planetary Science Conference, pp. 2664.

Curran, D.R., Shockey, D.A., Seaman, L., Austin, M., 1977. Mechanics and models of
cratering in earth media. In: Roddy, D.J., Pepin, R.O., Merrill, R.B. (Eds.), Impact and
Explosion Cratering. Pergamon, New York, pp. 1057–1087.

Davison, T.M., Collins, G.S., Ciesla, F.J., 2010. Numerical modelling of heating in porous
planetesimal collisions. Icarus 208, 468–481. https://doi.org/10.1016/j.icarus.2010.
01.034.

Frey, H., 2008. Ages of very large impact basins on Mars: implications for the late heavy
bombardment in the inner Solar System. Geophys. Res. Lett. 35, L13203.

Gault, D.E., Heitowit, E., 1963. The partition of energy for hypervelocity impact craters
formed in rock. In: Proceedings of the 6th Hypervelocity Impact Symposium. vol. 2.
pp. 419–456.

Ghods, A., Arkani-Hamed, J., 2011. Effects of the Borealis impact on the mantle dynamics
of Mars. Phys. Earth Planet. Inter. 188, 37–46.

Ivanov, B.A., Deniem, D., Neukum, G., 1997. Implementation of dynamic strength models
into 2D hydrocodes: applications for atmospheric breakup and impact cratering. Int.
J. Impact Eng. 20, 411–430.

Ivanov, B.A., Melosh, H.J., Pierazzo, E., 2010. Basin-forming impacts: reconnaissance
modeling. Geol. Soc. Am. Spec. Pap. 465, 29–49.

Kaula, W.M., 1979. Thermal evolution of Earth and moon growing by planetesimal im-
pacts. J. Geophys. Res. 84, 999–1008.

Kendall, J.D., Melosh, H.J., 2016. Differentiated planetesimal impacts into a terrestrial
magma ocean: fate of the iron core. Earth Planet. Sci. Lett. 448, 24–33.

Kokubo, E., Genda, H., 2010. Formation of the terrestrial planets form protoplanets under
a realistic accretion condition. Astrophys. J. Lett. 714, L21–L25.

Kokubo, E., Ida, S., 2000. Formation of protoplanets from planetesimals in the solar
nebula. Icarus 143, 15–27.

Kraus, R.G., Senft, L.E., Stewart, S.T., 2011. Impacts onto H2O ice: scaling laws for
melting, vaporization, excavation, and final crater size. Icarus 214, 724–738.

Leinhardt, Z.M., Stewart, S.T., 2009. Full numerical simulations of catastrophic small
body collisions. Icarus 199, 542–559.

Louzada, K.L., Stewart, S.T., 2009. Effects of planet curvature and crust on the shock
pressure field around impact basins. Geophys. Res. Lett. 36, L15203.

Melosh, H.J., 1989. Impact Cratering: A Geologic Process. Oxford Univ. Press, New York.

Mitani, N.K., 2003. Numerical simulations of shock attenuation in solids and reevaluation
of scaling law. J. Geophys. Res. 108 (E1), 5003. https://doi.org/10.1029/
2000JE001472.

Monteux, J., Arkani-Hamed, J., 2014. Consequences of giant impacts in early Mars: Core
merging and Martian dynamo evolution. J. Geophys. Res. 119, 480–505.

Monteux, J., Arkani-Hamed, J., 2016. Scaling laws of impact induced shock pressure and
particle velocity in planetary mantle. Icarus 264, 246–256.

Monteux, J., Tobie, G., Choblet, G., Le Feuvre, M., 2014. Can large icy moons accrete
undifferentiated? Icarus 237, 377–387.

Monteux, J., Andrault, D., Samuel, H., 2016. On the cooling of a deep terrestrial magma
ocean. Earth Planet. Sci. Lett. 448, 140–149.

Ohnaka, M., 1995. A shear failure strength law of rock in the brittle-plastic transition
regime. Geophys. Res. Lett. 22, 25–28.

Osinski, G.R., Pierazzo, E., 2012. Impact Cratering: Processes and Products. Blackwell
Publishing Ltd (330 pp.).

Pierazzo, E., Melosh, H.J., 2000a. Melt production in oblique impacts. Icarus 145,
252–261.

Pierazzo, E., Melosh, H.J., 2000b. Understanding oblique impacts from experiments,
observations, and modeling. Annu. Rev. Earth Planet. Sci. 28, 141–167.

Pierazzo, E., Vickery, A.M., Melosh, H.J., 1997. A reevaluation of impact melt production.
Icarus 127, 408–423.

Pierazzo, E., et al., 2008. Validation of numerical codes for impact and explosion cra-
tering: impacts on strengthless and metal targets. Meteorit. Planet. Sci. 43 (12),
1917–1938.

Potter, R.W.K., et al., 2012. Constraining the size of the South Pole-Aitken basin impact.
Icarus 220, 730–743.

Rafikov, R.R., 2003. The growth of planetary embryos: orderly, runaway, or oligarchic.
Astron. J. 125, 942–961.

Raymond, S.N., Quinn, T., Lunine, J.I., 2006. High-resolution simulations of the final
assembly of Earth-like planets, terrestrial accretion and dynamics. Icarus 183,
265–282.

Ricard, Y., Srámek, O., Dubuffet, F., 2009. A multi-phase model of runaway core-mantle
segregation in planetary embryos. Earth Planet. Sci. Lett. 284, 144–150.

Ricard, Y., Bercovici, D., Albarède, F., 2017. Thermal evolution of planetesimals during
accretion. Icarus 285, 103–117.

Rivoldini, A., Van Hoolst, T., Verhoeven, O., Mocquet, A., Dehant, V., 2011. Geodesy
constraints on the interior structure and composition of Mars. Icarus 213, 451–472.

Robbins, S.J., Hynek, B.M., Lillis, R.J., Bottke, W.F., 2013. Large impact crater histories of
Mars: the effect of different model crater age techniques. Icarus 225, 173–184.

Roberts, J.H., Arkani-Hamed, J., 2012. Impact-induced mantle dynamics on Mars. Icarus
218, 278–289.

Roberts, J.H., Arkani-Hamed, J., 2017. Effects of basin-forming impacts on the thermal
evolution and magnetic field of Mars. Earth Planet. Sci. Lett. 478, 192–202. https://
doi.org/10.1016/j.epsl.2017.08.031.

Roberts, J.H., Barnouin, O.S., 2012. The effect of the Caloris impact on the mantle dy-
namics and volcanism of Mercury. J. Geophys. Res. Planets 117, E02007.

Roberts, J.H., Lillis, R.J., Manga, M., 2009. Giant impacts on early Mars and the cessation
of the martian dynamo. J. Geophys. Res. 114, E04009. https://doi.org/10.1029/
2008JE003287.

Ruedas, T., 2017. Globally smooth approximations for shock pressure decay in impacts.
Icarus 289, 22–33.

Senshu, H., Kuramoto, K., Matsui, T., 2002. Thermal evolution of a growing Mars. J.
Geophys. Res. 107 (E12), 5118. https://doi.org/10.1029/2001JE001819.

Shoemaker, E.M., 1962. Interpretation of Lunar Craters. Academic Press, San Diego, pp.
283–359.

Solomatov, V.S., Canup, R.M., Righter, K., 69 collaborating authors, 2000. Fluid dynamics
of a terrestrial Magma Ocean. In: Origin of the Earth and Moon. University of Arizona
Press, Tucson, pp. 323–338.

Thompson, S.L., 1990. ANEOS analytic equations of state for shock physics codes input
manual. In: Sandia National Laboratories Report SAND89-2951.

Thompson, S., Lauson, H., 1972. Improvements in the CHART D Radiation-Hydrodynamic
Code III: Revised Analytic Equations of State. Sandia National Laboratory Report SC-
RR-71 0714 (113 p).

Tonks, W.B., Melosh, H.J., 1992. Core formation by giant impacts. Icarus 100, 326–346.
Tonks, W.B., Melosh, H.J., 1993. Magma Ocean formation due to giant impacts. J.

Geophys. Res. 98, 5319–5333.
Watters, W.A., Zuber, M.T., Hager, B.H., 2009. Thermal perturbations caused by large

impacts and consequences for mantle convection. J. Geophys. Res. 114, E02001.
Wünnemann, K., Collins, G.S., Melosh, H.J., 2006. A strain-based porosity model for use

in hydrocode simulations of impacts and implications for transient-crater growth in
porous targets. Icarus 180, 514–552.

Wünnemann, K., Collins, G.S., Osinski, G.R., 2008. Numerical modelling of impact melt
production in porous rocks. Earth Planet. Sci. Lett. 269 (3–4), 530–539.

J. Monteux and J. Arkani-Hamed Icarus 331 (2019) 238–256

256
57



3 Séparation manteau/noyau à l’intérieur de la Terre Primi-
tive

La formation du noyau terrestre est un processus hautement énergétique qui s’est déroulé
pendant ou juste après les principales étapes d’accrétion de la Terre (Stevenson, 1981). Ainsi
cette phase primitive de la Terre est probablement intimement liée aux processus d’impacts.
Lors de la collision avec un impacteur de rayon supérieur à 100 km, l’énergie apportée par la
collision peut s’ajouter à l’énergie fossile issue des radioactivités des éléments à courte période
et peut générer des zones de fusion à plus ou moins grandes échelles à l’intérieur desquelles le
fer de l’impacteur est dispersé sous formes de gouttelettes (Figure 8). Lors des stades primitifs
de formation des planètes, de tels évènements ont pu provoquer une ségrégation locale entre le
fer dense et les silicates plus légers dans la zone chauffée (Tonks and Melosh, 1992; Deguen
et al., 2011). Une fois rassemblés au fond du reservoir fondu par impact, de grands volumes
de fer ont ensuite pu migrer vers le centre de la Terre et contribuer à la formation du noyau
terrestre par percolation (Shannon and Agee, 1998) ou par diapirisme grâce à des instabilités
de type Rayleigh-Taylor (Stevenson, 1981) (Figure 8).

FIGURE 8 – Modèle de formation du noyau terrestre à partir d’un océan magmatique profond
(À partir de Wood (2011)).

L’analyse géochimique des roches du manteau terrestre montre un excès en éléments sidé-
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rophiles (ex. Ni, Co, Cu) par rapport à une différenciation à l’équilibre de matériel chondritique
(Becker et al., 2006; Lorand et al., 2008, 2012). Les modalités de différenciation et notamment
les volumes caractéristiques de fer (gouttelettes centimétriques ou diapir pluri-kilométriques)
mis en jeu après impact entre deux corps différenciés conditionnent le degré d’équilibre chi-
mique entre le manteau et le noyau terrestre (Rubie et al., 2003; Dahl and Stevenson, 2010).
En effet si les volumes caractéristiques de fer en jeu lors de la formation du noyau sont im-
portants (tailles kilométriques), les vitesses de séparation seront très élevées et l’équilibre
thermo-chimique entre la phase métallique et la phase silicatée sera partiel. En revanche, si
la séparation fer/silicates se fait via des gouttelettes de fer centimétriques, les échanges entre
les deux phases seront facilités et l’équilibre thermo-chimique sera atteint. Une différenciation
hors-équilibre est une hypothèse émise pour expliquer l’anomalie de concentrations en élé-
ments sidérophiles dans les roches terrestres (Kleine and Rudge, 2011). Ainsi, les processus
d’accrétion et de différenciation ont pu être enregistrés dans la composition chimique et isoto-
pique du manteau des planètes telluriques. Cette composition chimique peut refléter comment
le fer a plongé vers le noyau lors de la différenciation. Les processus de séparation fer/silicates
à l’intérieur de la planète gouvernent la taille caractéristique de l’écoulement du fer dans le
manteau. Ainsi, dans un océan magmatique turbulent, le fer plonge sous forme de gouttelettes
centimétriques avant de s’accumuler à sa base. Ensuite, de larges volumes de fer peuvent être
mobilisés par instabilités kilométriques, leur taille dépendant de la rhéologie du matériel sous-
jacent. L’efficacité des échanges thermo-chimiques entre la phase métallique de l’impacteur et
le manteau de l’impacté dépend fortement de la taille caractéristique du fer et des son temps de
résidence dans le manteau. Ainsi, contraindre les processus de fragmentation siégeant dans le
manteau primitif peut permettre de mieux comprendre les signatures géochimiques observées
aujourd’hui .

3.1 Fragmentation du fer de l’impacteur dans un océan magmatique

Après un large impact, le noyau de métal de l’impacteur se disperse dans la zone fondue et
plonge ensuite dans cet océan de magma moins dense sous la forme d’une pluie de fer ("Iron
rain scenario"). Au cours de ce processus, deux fragmentations ont lieu : une fragmentation par
impact (Kendall and Melosh, 2016) puis une fragmentation dans le réservoir fondu (Wacheul
et al., 2014).

3.1.1 Fragmentation par impact

Lors d’un impact impliquant deux objets différenciés, l’impacteur va subir une déformation
intense entraînant non seulement la fragmentation de son manteau silicaté mais aussi de son
noyau métallique. Genda et al. (2017) ont modélisé les conséquences d’un impact avec un bo-
lide différencié (R = 1500 km) après la formation du système Terre-Lune. Pour une collision
oblique statistiquement probable ( avec un angle d’impact de 45◦), le noyau de l’impacteur
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s’allonge et se désintègre ensuite en fragments de tailles décamétriques. Certains de ces frag-
ments frappent la Lune en orbite, mais la plupart retombent sur Terre sous forme d’impacteurs
secondaires entrainant une fragmentation supplémentaire. Genda et al. (2017) montrent qu’un
seul impacteur oblique peut fournir une quantité suffisante d’éléments hautement sidérophiles
(HSE) aux réservoirs de silicates terrestres primordiaux au début de l’Hadéen. Le processus
d’impact permet aussi d’étirer la phase métallique favorisant ainsi la dispersion du fer liquide
dans un volume beaucoup plus important dans la zone fondue par impact. Kendall and Me-
losh (2016) ont développé des modèles d’impact SPH (voir section 2) intégrant des traceurs
lagrangiens qui suivent le noyau de fer initialement intact avec un rayon de 100 km au fur et à
mesure que l’impact l’étire et le disperse. La distance de déplacement finale des paires de tra-
ceurs initialement les plus proches donne une mesure de l’étirement du noyau. Les statistiques
d’étirement impliquent un mélange qui sépare le noyau de fer en feuillets, en ligaments et en
fragments plus petits, sur une échelle de 10 km ou moins (Kendall and Melosh, 2016).

3.1.2 Fragmentation dans l’océan magmatique

Les fragments de noyau dispersés par l’impact dans les réservoirs terrestres subissent en-
suite un nouveau mélange par entraînement turbulent lorsque les fragments de fer en fusion
traversent l’océan de magma et se déposent plus profondément dans la planète. Une fois l’im-
pact terminé soit environ une heure après la collision, cette deuxième fragmentation va former
des gouttes de fer encore plus petites (avec des rayons inférieurs au mètre). Cette fragmen-
tation a lieu dans le réservoir fondu par impact ce qui implique un milieu avec une viscosité
très faible (0.01-100 Pa.s) sur des profondeurs pouvant aller jusqu’à la profondeur de la CMB
dépendamment de l’angle d’impact et de la taille de l’impacteur (Nakajima et al., 2021).

Ainsi le réservoir fondu par impact est un milieu potentiellement très turbulent. La phase
métallique a pu s’y déformer puis se fragmenter en gouttes de différentes tailles entraînant
des échanges thermo-chimiques plus ou moins efficaces. Les fragmentations ont pu avoir lieu
en cascade jusqu’à ce que les gouttelettes atteignent une taille caractéristique qui va dépendre
essentiellement de la viscosité du milieu environnant. Pour les viscosités probables des liquides
silicatés, le diamètre des gouttelettes stables est estimé à environ 1 cm (Rubie et al., 2003).
C’est ce qui a amené à la formulation du "iron rain scenario", scénario largement utilisé pour
quantifier l’efficacité des échanges thermo-chimiques entre le fer et les silicates dans un océan
magmatique (Rubie et al., 2003).

Nous avons exploré ce scenario grâce à une série d’expériences en laboratoire dans le cadre
de la thèse de J.B. Wacheul (Wacheul et al., 2014) (Figure 9). Nous avons utilisé le gallium
liquide et des mélanges d’eau et de glycérol respectivement comme analogues du fer et des
silicate fondus. Cela nous a notamment permis d’étudier l’influence du rapport de viscosité
entre le fer et les silicates sur la dynamique de fragmentation. Alors que le scénario classique
de la pluie de fer considère une population de gouttes purement sphériques avec un rayon
caractéristique unique qui tombent vers le fond de l’océan magmatique à une vitesse unique,
nos expériences ont montré une variété de formes stables pour les gouttes de métal liquide, une
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large distribution de tailles et de vitesses, et une dynamique interne intense au sein du nuage
avec la superposition de nouvelles fragmentations et d’assemblage de gouttes.

FIGURE 9 – Haut : Modélisation analogique de la fragmentation d’un diapir de 31 mm de
rayon initial. Nous représentons l’évolution temporelle (de la gauche vers la droite) pour un
cas où le fluide ambiant est 500 fois plus visqueux que le diapir en fragmentation. Bas, gauche :
gouttes de gallium liquide de différentes tailles tombant à travers du glycérol pur. Bas, droite :
Histogramme du rayon équivalent des gouttelettes formées par la rupture d’un diapir de 30
mm de rayon initial tombant à travers un mélange de glycérol et d’eau (en bleu) et distribution
Gamma la mieux ajustée (en rouge) (À partir de Wacheul et al. (2014)).

Ces résultats ont notamment servi de précurseurs aux travaux de thèse de B. Qaddah dont
M. Le Bars (I.R.P.H.E. Marseille) et moi étions les encadrants. Les premiers travaux de cette
thèse portaient sur la modélisation de la dynamique de fragmentation d’une goutte de fer dans
un océan magmatique (Qaddah et al., 2019). Nous avons pour cela développé des simulations
numériques de la dynamique de descente d’une goutte de fer liquide initialement sphérique
dans une phase de silicate en fusion, jusqu’à son éventuelle fragmentation. Nous avons consi-
déré une géométrie 2D cylindrique axisymétrique. Nous avons fait varier la viscosité des si-
licates fondus entre 0.05 Pa.s et 100 Pa.s et le rayon initial de la goutte de fer entre 1 mm et
350 mm. Par conséquent, nous avons considéré des nombres de Reynolds compris entre 0.027
et 85600 et des nombre de Weber compris entre 0.073 et 7480. Notre modèle numérique a
permis de contraindre la morphologie, la dynamique et la stabilité de la goutte de fer en fonc-
tion des nombres de Weber et de Reynolds sans dimension ainsi que du rapport de viscosité
entre les silicates fondus et la goutte de fer liquide. En particulier, nous avons montré que le
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rayon maximal de la goutte stable et le nombre de Weber critique sont des fonctions mono-
tones croissantes de la viscosité de l’océan magmatique. L’épaisseur de la couche limite de
quantité de mouvement dépend principalement du rayon de la goutte et légèrement de la vis-
cosité de l’océan magmatique. L’augmentation de la viscosité de la phase silicatée empêche les
oscillations de la phase métallique et limite la surface d’échange. A l’inverse, l’augmentation
du rayon initial de la goutte de fer accroît sa déformation et augmente sa surface d’échange
relative. Au-dessus du nombre de Weber critique, nous avons confirmé que la fragmentation
du fer liquide se produit à une distance de chute comprise entre 3.5 et 8 fois le rayon initial de
la goutte dans la gamme explorée du nombre de Weber modéré.

3.1.3 Évolution thermo-chimique des gouttelettes de fer

Nous avons ensuite développé des modèles numériques afin de suivre les échanges de cha-
leur entre une goutte de fer et l’océan magmatique pour différentes tailles initiales et viscosités
ambiantes (Qaddah et al., 2020) (Figure 10). Nous avons exploré des nombres de Reynolds
compris entre 0.05 et 48, des rapports de viscosité compris entre 50 et 4000, des nombres de
Weber compris entre 0.04 et 5, et des nombres de Peclet compris entre 70 et 850. Nous avons
montré que l’échange de chaleur entre les deux phases se produit principalement dans la partie
avant de la goutte. Notre étude systématique et paramétrique a montré que l’épaisseur de la
couche limite thermique, la profondeur et le temps d’équilibrage, le nombre de Nusselt et le
volume de l’océan magmatique affecté par les échanges thermiques suivent tous des lois de
puissance en fonction du nombre de Peclet. En raison des distorsions de la goutte, ces lois
d’échelle s’écartent des bilans classiques qui ne considèrent que la diffusion de la chaleur à
travers une couche limite thermique laminaire. Enfin, en considérant une viscosité du fluide
ambiant dépendant de la température, nous avons montré qu’une couche de faible viscosité
entoure la goutte, ce qui influence l’évolution thermique des gouttes non déformables à faible
nombre de Reynolds uniquement et diminue la distance de rupture pour certains modes de
rupture.

Enfin dans le cadre du post-doctorat de Vincent Clési que je co-supervisais avec A. Bou-
hifd, nous avons caractérisé les échanges chimiques lors la descente de gouttelettes métalliques
dans un océan magmatique à l’aide de modèles numériques COMSOL Multiphysics (Clesi
et al., 2020) (Figure 11). En faisant varier les viscosités du silicate et du métal (entre 0.1 et
1000 Pa.s pour chaque phase) ainsi que le coefficient de partage entre le métal et le silicate
(Dmet/sil variant entre 1 et 1000), nous avons dérivé des relations permettant de quantifier le
degré d’équilibre entre le métal et le silicate fondus, dans un régime caractérisé par de faibles
nombres de Weber (We < 10) et de faibles nombres de Reynolds (10−3 < Re < 102). Nous
avons montré que les principaux paramètres contrôlant l’équilibre pour un élément sidérophile
sont la viscosité de la phase silicatée et le coefficient de partage de cet élément. Nous avons
appliqué notre paramétrisation pour le Ni et le Co dans le contexte de l’accrétion tardive sur
Terre afin de quantifier la variation du rapport Ni/Co après un large impact en fonction de la
viscosité de l’océan magmatique, pour un scénario de pluie de gouttes de fer dans un océan
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FIGURE 10 – Évolution thermique d’une goutte de métal fortement déformable en fonction du
temps. L’échelle de couleur représente l’anomalie de température normalisée par le contraste
de température initial. La ligne noire continue représente la surface de la goutte de métal. (À
partir de Qaddah et al. (2020)).

magmatique. En considérant le modèle de Canup (2004), nous avons montré que la formation
de la Lune avait un effet sur le rapport Ni/Co actuel. En fonction du rayon du noyau de Théia
et de la viscosité de l’océan magmatique produit après l’impact entre la proto-Terre et Théia,
la formation de la Lune pourrait être responsable de 0.45% à 3% du rapport Ni/Co actuel pour
des viscosités d’océan magmatique de 0.1 à 100 Pa-s, respectivement.

3.2 Formation du noyau par diapirisme géant

Un impact géant peut entrainer la fusion d’importants volumes du manteau de la planète
impacté formant ainsi des océan magmatiques localisés en dessous du point d’impact. Les ré-
ajustements mécaniques peuvent ensuite permettre à ces océans magmatiques de s’étaler et de

63



FIGURE 11 – Fraction du manteau chimiquement contaminée par un élément modérément
sidérophile (avec différentes valeurs de coefficient de partage Dmet/sil) en fonction du rayon
du noyau de l’impacteur. Dans cette figure, nous considérons que le noyau se fragmente en
gouttelettes de fer avec un rayon RFe = 1 cm et que les viscosités du fer et des silicates fondus
sont de 0.1 Pa.s. (À partir de Clesi et al. (2020)).

recouvrir l’ensemble de la surface de la Terre primitive. Ce phénomène est amplifié lorsque
plusieurs impacts géants se succèdent sur des intervalles de temps suffisamment courts pour
que le matériel fondu n’ait pas le temps de recristalliser. Le fer va se rassembler à la base de
ces océans magmatiques (voir section précédente) car il est plus dense que les silicates fondus
desquels il se différencie. Ce fer peut soit provenir du noyau de l’impacteur, soit provenir du
corps impacté lui même si la séparation fer/silicates n’avait pas encore eu lieu dans la zone
fondue par impact.

Ces grands volumes de fer sont instables gravitairement car ils sont eux-mêmes plus denses
que le matériel sous-jacent solide et composé de silicates (si la planète est différenciée) ou d’un
mélange Fer/Silicates (si la planète est encore indifférenciée). Ainsi des instabilités de type
Rayleigh Taylor peuvent se former provocant la chute de diapirs de fer de tailles kilométriques
vers le centre de la Terre. Honda et al. (1993) a notamment modélisé la formation du noyau
terrestre en considérant une couche de fer de plusieurs centaines de kilomètres d’épaisseur
recouvrant l’intégralité d’un noyau indifférencié solide. D’après leurs modèles, Honda et al.
(1993) ont montré que pour former le noyau en moins d’un milliard d’années, comme l’exigent
diverses contraintes géophysiques et géochimiques, la viscosité du proto-noyau silicaté et in-
différencié devrait être inférieure à 1026 Pa.s, ce qui est plus grand que la viscosité actuelle du
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manteau, mais beaucoup plus petit que la viscosité estimée pour le proto-noyau silicaté à basse
température et à haute pression. Cette étude a notamment mis en évidence que le chauffage
du proto-noyau par l’énergie gravitationnelle libérée pendant la formation du noyau pouvait
contribuer à l’accélération du processus de formation du noyau. Cependant il semble peu pro-
bable qu’une couche de fer aussi épaisse puisse se former et se stabiliser avant de plonger vers
le centre de la Terre.

Senshu et al. (2002) a développé des modèles numériques 1D permettant de simuler l’his-
toire thermique au cours de l’accrétion de Mars à la manière de Kaula (1979). Il a cependant
rajouté la contribution de la séparation métal-silicate dans cette planète en croissance. Dans
leurs modèle, la perturbation thermique causée par les impacts de planétésimaux est calculée
pour chaque événement d’impact et un diapir métallique est considéré à la base d’un bassin de
magma si le site d’impact est chauffé au-dessus de la température de fusion. Le plongeon des
diapirs métalliques est retracé en supposant une vitesse de Stokes. Leurs résultats numériques
suggèrent que sur Mars, (1) aucun océan magmatique global n’est formé pendant l’accrétion,
(2) la séparation métal-silicate a lieu sans fusion à l’échelle globale, et (3) au lieu d’un noyau
métallique, une couche riche en métal se forme à la fin du processus d’accrétion. Ce modèle
de formation de noyau planétaire a ensuite été développé en 3D par Golabek et al. (2009) afin
de mettre en évidence l’influence des variations de viscosité au cours de ce processus.

Ces travaux m’ont amené à m’intéresser pendant ma thèse au plongeon d’un diapir de fer
collecté dans la zone chauffée après un large impact météoritique (Figure 12). Pour étudier
l’évolution d’un tel diapir métallique, nous avons proposé un modèle analytique de réajuste-
ment thermochimique que nous avons comparé à des simulations numériques en géométrie
sphérique axisymétrique et à viscosité variable (Monteux et al., 2009). Pour cela, j’ai déve-
loppé un code numérique permettant de résoudre les équations de Navier-Stokes en volumes
finis et en formulation en fonctions de courant. Par rapport au modèle précédent (Monteux
et al., 2007), ce modèle se place en géométrie axisymétrique sphérique dans l’approximation
de Boussinesq étendu et permet de calculer la dissipation visqueuse ainsi que le chauffage par
compression/décompression adiabatique. Ce nouveau modèle numérique permet non seule-
ment de caractériser la dynamique de rééquilibrage thermique mais aussi l’évolution de la
composition chimique en fonction du temps. Afin de pouvoir traiter le transport d’un champ
de composition chimique, il est nécessaire de pouvoir résoudre convenablement (i.e. sans os-
cillation numérique) un champ purement advectif. Pour cela, mon code numérique inclut des
schémas T.V.D. (Total Variation Diminishing) (Roe, 1986) parmi lesquels nous utilisons le
schéma Superbee qui est non seulement non-oscillant mais permet aussi de limiter les flux
diffusifs numériques.

Grâce à ces modèles, nous avons montré que la phase métallique s’enfonce avec une vi-
tesse de l’ordre de la vitesse de Stokes comme considéré par Senshu et al. (2002). Autre point
important que nous avons contraint : l’énergie thermique libérée par la ségrégation du métal
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d)c)

FIGURE 12 – Température adimensionnée (demi-cercle gauche) et composition chimique
(demi-cercle droite) (pour le fer f = 1, pour le matériel indifférencié f = 0.17, pour les
silicates f = 0) au temps t = 0 (a), t = 1.4 Ma (b), t = 3.8 Ma (c) et t = 546 Ma (d) (dans
un cas où la viscosité est uniforme, R = 4000 km, Rimp = 600 km et avec une résolution de
200× 200 points de grille) (À partir de Monteux et al. (2009)).

est comparable à l’énergie thermique dissipée lors de l’impact. Comme nous l’avons vu précé-
demment l’énergie de l’impact est distribuée potentiellement dans un grand volume de matériel
indifférencié (Figure 4). L’énergie potentielle dissipée lors de la chute d’un important diapir de
fer est quant à elle potentiellement libérée dans un volume beaucoup plus petit (le diapir de fer
et ses environs proches). Un échauffement important du diapir métallique peut se produire lors
de la chute, augmentant son excès de température d’un facteur 2 ou 3 au maximum. Lorsque
l’on considère une viscosité de la phase métallique qui diminue avec la température, la pro-
portion d’énergie thermique transférée à la matière indifférenciée environnante augmente au
détriment de l’énergie dissipée dans la phase métallique. Ceci a pour effet de permettre d’une
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part de former un proto-noyau à une température proche de celle de la zone d’impact et d’autre
part de provoquer de la fusion et donc de la séparation Fer/silicates supplémentaire dans le
manteau indifférencié environnant.

Ce processus pourrait ainsi être à l’origine d’une séparation Fer/silicates en cascade dans
une planète initialement indifférenciée. En effet l’énergie potentielle dissipée en chaleur lors
de la chute d’un importants volume de fer peut entraîner des phénomènes de fusion supplémen-
taires qui contribuent à séparer plus de fer et dissipent ainsi encore de l’énergie potentielle etc...
Šrámek et al. (2010) ont développé des modèles bi-phasiques de simulations de la différencia-
tion noyau-manteau montrant que le premier impact qui fait fondre la phase métallique près de
la surface est potentiellement capable de déclencher toute la ségrégation noyau-manteau dans
un phénomène d’emballement. Ils ont contraint le seuil de cette instabilité en fonction de la
taille de l’impacteur et de la planète, ainsi que de la température initiale de la planète. La sé-
grégation du métal se produit par un mécanisme qui est intermédiaire entre l’instabilité diapir
habituelle et une onde de porosité. Šrámek et al. (2010) ont contraint le rôle des paramètres les
plus importants, tels que les viscosités du solide et du métal ou la dépendance en profondeur
de la gravité.
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The thermal evolution of planets during their accretionary growth is strongly influenced by impact heating.
The temperature increase following a collision takes place mostly below the impact location in a volume a
few times larger than that of the impactor. Impact heating depends essentially on the radius of the impacted
planet. When this radius exceeds ~1000 km, the metal phase melts and forms a shallow and dense pool that
penetrates the deep mantle as a diapir. To study the evolution of a metal diapir we propose a model of
thermo-chemical readjustment that we compare to numerical simulations in axisymmetric spherical
geometry and with variable viscosity. We show that the metallic phase sinks with a velocity of order of a
Stokes velocity. The thermal energy released by the segregation of metal is smaller but comparable to the
thermal energy buried during the impact. However as the latter is distributed in a large undifferentiated
volume and the former potentially liberated into a much smaller volume (the diapir and its close
surroundings) a significant heating of the metal can occur raising its temperature excess by at most a factor
of 2 or 3. When the viscosity of the hot differentiated material decreases, the proportion of thermal energy
transferred to the undifferentiated material increases and a protocore is formed at a temperature close to
that of the impact zone.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Core formation is the most important differentiation event that
occurred during Earth's history. Metal/silicates separation is a rapid
event (<60 My) (Kleine et al., 2002; Touboul et al., 2007; Yin et al.,
2002) contemporaneous with Earth accretion and involving gravita-
tional mechanisms such as percolation, negative diapirism and
Rayleigh–Taylor instabilities (Honda et al., 1993; Stevenson, 1990).
In the homogeneous accretion hypothesis, metal segregation and
thereby core formation need significant heating to exceed the melting
temperature of iron alloys or of silicates. During the early stages of
planetesimals formation, heating by decay of short lived radionuclides
is a potential energy source to enhance early differentiation (Yoshino
et al., 2003). As a planetesimal grows, its gravity increases and it will
increasingly attract the other surrounding planetesimals. The dissi-
pation of the kinetic energy of the impacts provides a later shallow
source of heat.

Impacts of large planetesimals have strongly influenced the late
accretionary and thermal state of nearly fully-formed planetary
bodies (Senshu et al., 2002; Tonks and Melosh, 1992). During an
impact, when the relative velocity between a planet and an impactor

overcomes the seismic velocities of the medium, a shock wave
develops. The shock pressure is nearly uniform in a spherical region
next to the impact (the isobaric core), and strongly decays away from
it (Croft, 1982; Pierazzo et al., 1997). In this isobaric core, the kinetic
energy of the impact is dissipated and leaves a temperature anomaly
of several hundred degrees on Moon to Mars size bodies (Monteux et
al., 2007; Senshu et al., 2002). The temperatures reached are mostly
related to the properties (density and radius) of the impacted body,
and only weakly to those of the impactor (Monteux et al., 2007). The
melting temperature of iron alloys is lower than the silicates solidus
(Agee, 1997; Fei et al., 1997; Ghosh and McSween, 1998). On large
impacted planets, a local differentiation may occur between heavy
metal and light silicates in the heated anomaly (Tonks and Melosh,
1992). Hence, a thermo-chemical readjustment follows, associated
with the sinking of the metallic component toward the center of the
impacted protoplanet (Fig. 1).

For large planets, gravitational energy release due to core
formation can induce melting of the whole planet (Stevenson, 1989;
Ricard et al., 2009). This subsequent melting depends on the
mechanisms of the metal descent (Golabek et al., 2008; Samuel and
Tackley, 2008). The aim of this study is to determine the thermal
evolution of metal during descent and the thermal state of the core.

First, we propose analytical and numerical isoviscous models of
segregation of a purely spherical iron diapir. As the viscosity contrast
between molten metal and undifferentiated cold material can reach
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several orders of magnitude, we then focus on more realistic models of
segregation of metal after a large impact with temperature dependent
rheologies. We show that the size of impactors and viscosities involved
largely determine the inner thermal state of a young planet.

2. Thermo-chemical state after large impact

2.1. Thermal state

After ameteoritical impact, heating is localized in a spherical region
called the isobaric core just beneath the impact site. The radius of the
isobaric core Ric is comparable to the radius of the impactor Rimp and
depends on energy conversion during the shock.With aminimal set of
assumptions, we get Ric=31/3Rimp following (Senshu et al., 2002) and
(Pierazzo et al., 1997). Just after the adiabatic pressure release, the
isobaric core is isothermal and we call ∆T0 the shock induced
temperature increase. The lower script 0 indicates that we consider
this instant as the origin of our time variable. Outside the isobaric core,
the temperature anomaly decays as ∆T0(r)=∆T0(Ric/r)m with m~4.4
as proposed by (Senshu et al., 2002). Assuming that the kinetic energy
of the impactor is controlled by the escape velocity of the impacted
body and that impactor and impacted body have the same densities
(i.e., ρic=ρimp≡ρ0), a simple energy balance (Monteux et al., 2007),
indicates that

ΔT0 =
4π
9

γ
hðmÞ

ρ20GR
2

ρCp
— ; ð1Þ

where ρCp
— is the average heat capacity of the impacted body that is

plausibly a mixture of silicate and metal, G is the gravitational
constant, ρ0 is the density of the undifferentiated material, R is the
radius of the impacted planet andwhere the function h(m) represents
the volume effectively heated normalized by the volume of the
isobaric core (typically h(m)~2–3 (Monteux et al., 2007)). The
empirical coefficient γ is the fraction of the kinetic energy of the
impactor dissipated as heat. From shock experiments, γ ranges
between 0.2 and 0.4 depending on material properties and shock
velocities (O'Keefe and Ahrens, 1977) (i.e., 20 to 40% of the kinetic
energy is buried at depth, the rest rapidly radiated away during or
shortly after the impact). The shock-induced temperature excess, ∆T0,
strongly increases with the radius of the impacted body. According to
the set of parameters of Table 1, ∆T0(K)=4.7×10−5R2(km); for a
Moon size body ∆T0 is 140 K while it is 1925 K for an Earth size body.

The thermal state of a protoplanet before an impact depends on its
growth history and on its initial heating caused by short lived

radionuclides like 26Al and 60Fe. This early radioactive heating can
eventually cause melting and differentiation of planetesimals that
have quickly grown (Yoshino et al., 2003). The impact heating
superimposed to a sufficiently hot protoplanetary interior can trigger
melting of the Fe–FeS system (the eutectic temperature is close to
1250 K at 1 bar) (Fei et al., 1997) and potentially of silicates (solidus
temperature is around 1500 K at 1 bar) (Agee, 1997). In these cases, a
fraction of the thermal energy is converted to latent heat during the
phase transformations.

2.2. Compositional state

An impact on a large enough undifferentiated protoplanet
composed of a mixture of metal alloys and silicates can trigger
phase transformations and initiate differentiation. The first compo-
nent that melts is the metal phase. In the region where metal melting
occurs, the liquidmetal can percolate through the solid silicate matrix.
Percolation is only possible for small dihedral angles (<60°) or for
large melt volume fraction above a percolation threshold. The
dihedral angle of liquid iron alloy within silicates is large (~100°) in
the upper mantle but decreases with increasing pressure (Shannon
and Agee, 1996). However, the volume fraction of liquid alloy is
typically larger than 10% if melting is complete, which overcomes the
percolation threshold (Von Bargen andWaff, 1986). On Earth the core
represents 17% of the volume of the planet, Mars has likely a slightly
smaller core but Mercury's core is 43% of the planet. The metal is
collected at the bottom boundary of the melted zone forming a diapir
that ultimately sinks within the interior of the impacted protoplanet
(Ricard et al., 2009).

If the temperature exceeds the silicate solidus and eventually the
liquidus, the separation of metal and silicates can occur as a metal
rainfall through a turbulent magma (Höink et al., 2005; Stevenson,
1990). Small droplets of heavy metal sediment at the bottom of the
melted region. This scenario may not be the generic one, as it would
imply that a planet embryo maintains a melted metal component
without differentiating until the silicates start melting. It has been
suggested that the metal may segregate per percolation, as soon as it
melts, while the silicates are still mostly solid (Ricard et al., 2009).
Locally, however, the impact of an undifferentiated planetesimal on
an already differentiated large planetary embryo, may of course, be
energetic enough to melt (or even vaporize) the silicate and metal
contents of the impactor and the silicates of the impacted body inside
the isobaric core.

Fig. 1. Schematic view of the chemical equilibration following a large impact on an
undifferentiated protoplanet. In the isobaric core resulting from the dissipation of the
shock wave (a,b), the temperature increase melts the metal (c) that segregates rapidly
(d), then sinks toward the planetary embryo center by a diapiric instability (e).

Table 1
Typical parameter values for numerical models.

Planet radius R 1000–4000 km
Impactor radius Rimp 100–400 km
Silicate density ρSi 3500 kg m−3

Iron density ρFe 8000 kg m−3

Density difference Δρ0=ρFe−ρSi 4500 kg m−3

Average density ρ0 4270 kg m−3

Heat capacity ρCp
— 4×103kJ K−1m−3

Heat diffusivity κ 10−6m2s−1

Thermal conductivity k 4 Wm−1K−1

Initial temperature T0 K
Metal content f0 0.17
Viscosity η0 1022Pa s
Viscosity factor λ 2.5×10−2−1
Gravity g0=4πGρ0R/3 m s−2

Stokes velocity scale Δρ0g0R2/η0 ∼100 m yr–1

Time scale η0/Δρ0g0R ∼20 kyr
Rayleigh number Raχ ρCp

—Δρ0g0R3=η0k ∼108

Buoyancy B Δρ0/αρ0ΔT0 25–250
Dissipation number Dχ Δρ0g0R = ρCp

—ΔT0 36.6
Impact energy conversion coefficient γ 0.3
Volume effectively heated by impact h(m) 2.7
Stokes velocity coefficient c1 0.1–0.2
Heat diffusion coefficient c2 0.3–1.05
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The two processes (percolation or metal “rain”) lead to a local
differentiation within the melted region between light silicates and
heavy metals on a short timescale compared to that of the slow
viscous deformation (Tonks and Melosh, 1992). The melted region is
as large as or a few times larger than the isobaric core (Pierazzo et al.,
1997). Here, we identify the initially differentiated zone to the
isobaric core, metal being overlaid by pure silicates shortly after the
impact (see Fig. 1).

3. Dynamic model of differentiation

The setting described in the previous section is gravitationally
unstable and the metal phase sinks toward the center of the impacted
planetesimal while the silicates (lighter than undifferentiated
material) spread underneath the surface. To study the global
dynamics of this differentiation event, we develop a thermo-
mechanical model in spherical axisymmetric geometry, of viscous
flow with three chemical components. Using a viscous and linear
rheology during the segregation of the core is clearly a large
approximation. The large deviatoric stress generated by the metallic
diapirs should lead to a non-linear rheology (Samuel and Tackley,
2008), elasto-plastic deformations (Gerya and Yuen, 2007) or even to
hydrofracturation if they exceed the ultimate strength of rocks which
is ~1–2 GPa (Davies, 1982). Pressure dependence of the rheology can
also influence the metal sinking time but is not considered here since
we focus on small growing planets. During the early stages of
accretion, the interior of the growing planets may have been colder or
hotter than the outer layers depending on the ratio of radioactive and
impact heating and on the history of accretion. For simplicity, we
assume in our models a homogenous temperature on the growing
planet before the impact.

3.1. Physical model

Sinking occurs under the action of gravity in a spherical homo-
geneous protoplanetary body. We neglect for simplicity the changes
of gravity during the differentiation. Hence gravitational acceleration
g(r) increases linearly with radius r:

gðrÞ = 4
3
Gπρ0r = g0

r
R
; ð2Þ

where g0 the surface gravity. The density of undifferentiated material
is ρ0= f0ρFe+(1− f0)ρSi where f0 is the volume fraction of metal and
ρFe, ρSi, the densities of the metallic phase and the pure silicates,
respectively (see typical numerical values in Table 1.)

The dynamics of segregation potentially involves a series of
multiscale physical processes, especially to take the effects of melting
into account and a realistic multiphase dynamics (Golabek et al.,
2008; Ricard et al., 2009). No numerical models can handle
simultaneously all these complexities and as a consequence, we
follow the approach of (Samuel and Tackley, 2008) and consider a
thermo-chemical system with infinite Prandtl limit, with no possible
subsequent phase separation within the undifferentiated material
except that caused by the impact (e.g., the volumes of pure metal and
pure silicates remain constant during the simulations and equal to
17% and 83% of the initial isobaric core).

The necessary approximations are somewhat different from the
classic treatment of thermal convection (Ricard, 2007). We non-
dimensionalize the lengths by the planetary radius R, the velocities by
a Stokes velocity Δρ0g0R2/η0 (where Δρ0=ρFe−ρSi and η0 is the
reference viscosity of cold material far from the impact site), the
temperature by ΔT0 (see Eq. (1)). The governing mechanical non-
dimensionnal equations are the conservation of mass

∇⋅v = 0; ð3Þ

and the conservation of momentum

−∇P + ∇⋅ η
η0

½∇v + ½∇v$T $
! "

+
T
B
−f

! "
rer = 0; ð4Þ

where v, P, T and r are the non-dimensional velocity, pressure,
temperature and radius, η the viscosity and er the radial unit vector.
The buoyancy ratio B (Christensen and Yuen, 1985) is:

B =
Δρ0

ρ0αΔT0
: ð5Þ

The downward buoyancy force that drives the flow increases with
the volume fraction of metal f that varies between 0 (pure silicates)
and 1 (pure metal), 0.17 being that of undifferentiated material.
A depth dependent and constant in time gravity has been used in
Eq. (4) although, in principle, gravity should have been computed
self-consistently from the time-dependent density distribution. We
assume a temperature dependent viscosity such as η=η0λT with λ
being the viscosity factor (lower than 1) which is equivalent to the
viscosity ratio between the hottest and coldest material at the start of
the experiment. Such a viscosity decreases sharply with temperature
and is simpler to implement than the usual Arrhenius law (Ratcliff
et al., 1997; Ziethe and Spohn, 2007).

The conservation of energy writes

DT
Dt

=
∇2T
Raχ

+ Dχ
η
η0

Φ +
1
B
Δρ
ρ

T
ΔT0

Dχ
DP
Dt

: ð6Þ

The importance of diffusion is controlled by the compositional
Rayleigh number Raχ,

Raχ =
Δρ0g0R

3

κη0
; ð7Þ

the chemical dissipation number is

Dχ =
Δρ0g0R

ρCp
—ΔT0

; ð8Þ

considering for simplicity that ρCp
—= ρFeC

Fe
p = ρSiC

Si
p (truly, see

Table 1, ρFeCpFe=4×103kJ K−1m−3, ρSiCpSi=3.85×103kJ K−1m−3,
and we use ρCp

—= 4 × 103 kJ K−1m−3). As g0 is proportional to R
and ΔT0 to R2, see Eq. (1), the chemical dissipation is independent of
the planet radius and amounts to 36.6 (see Table 1).

An important energy source is provided by the dimensionless
dissipation function Φ that expresses the conversion of potential
energy into heat

Φ = 2 !— : !—: ð9Þ

where ! ̲ is the dimensionless strain rate tensor. For simplicity, we
make the approximation that the thermal conductivities of the metal,
silicates and undifferentiated materials are the same (truly kFe=
10 Wm−1K−1>kSi=3Wm−1K−1).

The metal volume fraction is then simply advected by the flow,

Df
Dt

= 0: ð10Þ

3.2. Model approximations

The equations of momentum and energy conservations, Eqs. (4)
and (6), are similar to those classically used for mantle convection
simulations but a number of differences should be discussed. As the
buoyancy number B is very large (the density difference between
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metal and silicates is 40 to 620 times larger than the thermal density
variations), the thermal buoyancy T/B can be safely neglected in the
momentum equation.

Neglecting the terms in 1/B implies to omit the adiabatic heat
transfer (the term in (DP/Dt)) in Eq. (6) but to keep the dissipation
term Dχ(η/η0)Φ. The differentiation of the planet liberates a large
amount of potential energy converted into heat by the dissipation
term but the adiabatic heating remains small. This is very different
from the typical convection situation in which there is no time
variation of the potential energy, and where the dissipation is on
average balanced by thework due to compression and expansion over
the convective cycle (Hewitt et al., 1975).

3.3. Numerical model

We implement a finite volume numerical model to solve Eqs. (3),
(4), (6) and (10) in axi-symmetric spherical geometry. We use a
stream function formulation for the equations of motion with a direct
implicit inversion method (Schubert et al., 2001). Eqs. (6) and (10)
are solved by an Alternating Direction Implicit (ADI) scheme
(Douglas, 1955; Peaceman and Rachford, 1955).The stream function,
temperature and compositional fields are described by a second-order
approximation in space. To limit numerical diffusion when solving the
transport equations, especially for the compositional field, we use a
Total Variation Diminishing Superbee scheme (Laney, 1998; Roe,
1986) implemented in an implicit way (Sramek, 2007) which enables
a high resolution of pure advective fields. We use at least 200×200
grid points. Velocity boundary conditions are free-slip at the surface
and along the symmetry axis. Thermal boundary conditions are
isothermal at the surface and insulating along the symmetry axis. We
benchmark the viscous flow solver with variable viscosity and the
transport scheme against several analytical solutions (Monteux,
2009).

4. Thermal evolution of sinking metallic diapir:
analytical considerations

Before showing the results of complex numerical simulations with
temperature dependent rheologies, we develop a simple model
describing the thermal evolution of the sinking metal diapir, by
approximating the metal diapir by a spherical drop falling into
undifferentiated medium of uniform viscosity with a Stokes-like
velocity. The radius of the metal drop RFe can be related to the radius
Ric of the volume initially differentiated after impact heating by RFe3 =
f0Ric3 and to the radius of the impactor by RFe3 =3f0Rimp

3 .

4.1. Sinking velocity

The velocityV of themetallic diapir in an undifferentiatedmedium is
comparable to the Stokes velocity of a sphere of similar volume. The
density difference between themetal and the undifferentiatedmaterial
is a function of temperature and composition but the temperature
contribution is minor. Hence, we consider Δρ=(1− f0)Δρ0. Because
gravity is a linear function of depth, the velocity of the sphere decreases
during sinking as

V =
dr
dt

= −c1ð1−f0Þ
Δρ0g0R

2
Fe

ηS

r
R
: ð11Þ

In Eq. (11), the dimensionless constant c1 depends on the geo-
metry of the system and on the viscosity contrast between the falling
sphere and the surrounding medium.

The viscosity of the surroundingundifferentiatedmaterialηS controls
the sinking velocity. In the case of a sphere sinking in an infinitemedium,
the coefficient c1 is given by the Hadamard–Rybczynski equation and
varies from 4/15=0.27 (isoviscous) to 1/3=0.33 for an inviscid sphere

(Hadamard, 1911; Rybczynski, 1911). In the situation described in this
paper, the boundary conditions are applied at a finite distance (the
planetary surface) and the Hadamard and Rybczynski equation is thus
only an approximation (Honda et al., 1993; Samuel and Tackley, 2008).
The exact value of the constant c1 will be obtained later through
numerical experiments.

The position of the metallic drop obtained by solving Eq. (11)
varies from an initial position r0 (r0=R−RFe~R) as

rðtÞ = r0 exp − t
τS

! "
; ð12Þ

with a characteristic time equal to

τS =
ηSR

c1Δρ0g0
1

ð1−f0Þ
1
R2
Fe
: ð13Þ

As g0 is proportional to the planetary radius R (Eq. (2)), the time τS
is independent of the planetary radius but depends only on the diapir
size RFe. Of course, no segregation occurs, i.e., τS→+∞, for a planet of
pure silicates (f0=0 which means RFe=0) or of pure metal (f0=1).
This characteristic sinking time is strongly dependent of the viscosity
of the surrounding undifferentiated material which is poorly
constrained. With the typical values of Table 1, this time can be
computed from the size Rimp of the impactor and we find τS(kyr)=
2.7×109(ηS/η0)Rimp

−2(km).

4.2. Global energy conversion

Aswe assume that gravity remains constant with time (albeit non-
uniform), the energy equation Eq. (6) integrated over the whole
planet with the use of the momentum equation Eq. (4) and neglecting
the adiabatic decompression of the planet during the core segregation
is simply

d
dt

ðΔEp + ΔET Þ = F; ð14Þ

where the total potential and thermal energies changes are

ΔEp = ∫
Ω

1
2
½ρðr;tÞ−ρðr;0Þ$g0

r2

R
dV ; ð15Þ

(Ω is the planetary volume),

ΔET = ∫
Ω

ρCp
—½Tðr;tÞ−Tðr;0Þ$dV ; ð16Þ

and the heat flux F is

F = ∫
Σ
k
∂T
∂r dS; ð17Þ

(Σ is the planetary surface).
As we neglect the term in 1/B in the energy equation Eq. (4), the

Eq. (14) misses the energy variation ΔEa due to the changes in
pressure (the subscript ameans that this term is related to changes in
adiabatic compression)

dΔEa
dt

= ∫
Ω
αT

∂P
∂t dV eαT0

d
dt

∫
Ω
½Pðr;tÞ−Pðr;0Þ$dV ð18Þ

where the last approximation assumes that the temperature remains
close to T0. The difference of pressure between a homogeneous and a
differentiated planet is easy to compute analytically and is of order
αT0ΔEp, i.e., a few percent of the changes in potential energy. This
confirms that the energy change due to pressure changes is a minor
effect.
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4.3. Maximum temperature

The maximum temperature that the sinking metal can reach can
be estimated by assuming that the whole variation of potential energy
is only used to heat up the metal, without any heat transfer to the
surrounding material.

Let us consider amelted zoneof radiusRic underneath and tangent to
the planetary surface that differentiates ultimately forming a metallic
core of volumeVFe and radius RFe (with RFe3 = f0Ric3) and a silicate layer of
volume VSi within a shell surrounding thewhole planet with inner shell
radiusRS and outer shell radius R i.e.,RS3=R3−(1− f0)Ric3 . The change of
potential energy is according to Eq. (15) (Flasar and Birch, 1973):

ΔEp =
2π
5R

g0ððρFe−ρ0ÞR
5
Fe + ðρSi−ρ0ÞðR

5−R5
S ÞÞ: ð19Þ

Assuming Ric≪R, a Taylor expansion of Eq. (19) leads to

ΔEpe−
1
2
Δρ0g0Rf0ð1−f0ÞVic = −1

2
ðρFe−ρ0Þg0RVFe

= −1
2
ðρ0−ρSiÞg0RVSi;

ð20Þ

where Vic is the volume of the isobaric core. The change of potential
energy is thus equivalent to that released by the sinking of the isobaric
volume Vic and excess density f0(1− f0)Δρ0. Alternatively it corre-
sponds to the energy released by a metal sphere of volume VFe

sinking, or of a silicate sphere rising, through undifferentiated
material. If only the metal heats up, the change of thermal energy
according to Eq. (16) is ΔET = ρCp

—f0ΔΘVic where ΔΘ is the
temperature increase (just after the impact, the metal temperature
is T0+ΔT0, then it reaches at most T0+ΔT0+ΔΘ). A scaling value for
the temperature increase during segregation is thus

ΔΘ =
1−f0
2

1

ρCp
—Δρ0g0R: ð21Þ

As g0 is proportional to R (Eq. (2)), the core segregation can
increase the temperature by a quantity proportional to R2 (Flasar and
Birch, 1973; Ricard et al., 2009 ). The ratio of ΔΘ to the post impact
temperature ΔT0 is, according to Table 1 and Eq. (1),

ΔΘ
ΔT0

=
3hðmÞ
2γ

ð1−f0Þ
Δρ0
ρ0 e 11:8 ð22Þ

or, ΔΘ(K)=11.8ΔT0(K)=5.6×10−4R2(km) which rapidly becomes a
large quantity as R increases. Of course, in a real situation not all
energy will remain within the metal, and we will see that, when the
metal diapir is too small, the metal can even cool off rather thanwarm
up during its motion.

4.4. Thermal regime of the metallic sphere

While the hot metallic sphere is sinking, it warms up by shear
heating but it also cools down by diffusion. In the reference frame of
the sinking drop, the conservation of energy integrated over the
volume VFe of the metallic drop (or through its surface SFe) indicates
that

ρCp
—VFe

dΔT
dt

= −k
ΔT
δ

SFe + τ
— :∇v VFe ;

ð23Þ

where we assume that the temperature and the dissipation are at first
order uniform in the metal. The difference ΔT is the difference
between the diapir and the undifferentiatedmaterial. We assume that
ΔT=T−T0, i.e., that the hot diapir sinks into a medium that keeps its
initial temperature outside the boundary thickness δ. Even when the

diapir viscosity is low and when the dissipation occurs significantly
outside it, our numerical simulations show that the maximum
temperature is reached inside the diapir.

The thickness δ over which the temperature diffuses should be
written as RFe times a dimensionless function c2 of the various
parameters of the problem. The thickness of the diffusive boundary
layer, c2, should decrease with the sinking velocity of the diapir (i.e.,
with the Peclet number VRFe/κ) as a power lawwith exponent−1/2 or
−1/3, depending on the viscosity ratio between the metal and
the undifferentiated material (see e.g., Ribe, 2007). We can also write
the dissipation τ:̲∇v=ηeV2/RFe2 where ηe is the effective viscosity of
the region where dissipation occurs. In this case, Eq. (23) using the
expressions of the time dependent position, Eq. (12), and of the
maximum temperature increase, Eq. (21), can be recast as

dΔT
dt

= −ΔT
τD

+ 2a
r0
R

# $2 ΔΘ
τS

exp −2
t
τS

! "
; ð24Þ

where the dimensionless constant

a = c1
ηe

ηS
ð25Þ

characterizes the proportion of heat effectively dissipated in themetal
and τD the characteristic time of diffusion

τD =
c2R

2
Fe

3κ
; ð26Þ

where c2, measuring in terms of RFe the thickness of the thermal
boundary layer around the metal, δ=c2RFe, is a dimensionless
number.

Eq. (24) cannot be used predictively in a complex situation as it
requires the knowledge of various parameters c1, c2 and a. The
dependences of these parameters with more fundamental quantities
(mostly with the temperature dependence of the viscosity) have to be
determined empirically. We will see however, that for a given choice
of the rheology, Eq. (24) captures the evolution of the metallic diapir
temperature as a function of time and the dependence of this
temperature with the diapir size. For example, Eq. (24) suggests that
the diffusion term decreases with RFe (as RFe−2 if one considers c2 as a
constant) while the dissipation term increases with RFe2 . We can also
use Eq. (24) qualitatively by assuming a~c1~4/15 (using Stokes law)
and c2~1.

Eq. (24) shows that the temperature is not necessarily an in-
creasing function of time. More precisely, according to Eq. (24) the
metal temperature increases just after the impact (t~0), if

−ΔT0
τD

+ 2a
r0
R

# $2 ΔΘ
τS

= 0 ð27Þ

Using the expressions for the temperature increase upon impact
ΔT0 (see Eq. (1)), the maximum temperature increase during
segregation ΔΘ (see Eq. (21)) and for the two time constants τS and
τD (see Eqs. (13) and (26)), this condition implies that dissipative
heating overcomes the conductive diffusion when

RFe > RFe;min 28

where RFe,min involves the properties of the planet, but not its radius
since ΔT0 is proportional to R2

R4
Fe;min =

9
8π

r0
R

# $2 1
c1c2a

ΔT0
ΔΘ

ηSκ
Gρ0ð1−f0ÞΔρ0

: 29

According to the set of parameters shown in Table 1, RFe,min~45 km
(using c1~a~4/15, r0~R and c2~1). However, using values fitted from
experiments does not change this radius very much for the moderate
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level of viscosity variations used in our simulations hereafter. Such a
diapir corresponds to an impactor of radius Rimp~60 km (Rimp=Ric/
31/3=RFe/(3f0)1/3). Therefore, only impactors larger than Rimp=
60 km generate metallic diapirs that heat up during sinking, although
their initial temperature set by the impact is not dependent on the size
of the impactor.

Integration of Eq. (24) leads to

ΔT = ΔT0exp − t
τD

! "
+ a

r0
R

# $2
ΔΘ

2τD
2τD−τS

exp − t
τD

! "
−exp −2

t
τS

! "! "
:

ð30Þ

The initial temperature anomaly ΔT0 decreases exponentially with
time while the interplay between diffusion and dissipation controls
the general temperature evolution. For the diapir to heat up, the
heating time τS/2 must be shorter than the diffusive time τD. Typically
r0~R and in the regime where the diapir heats up, the dissipation
occurs before the diffusion, τS/2≪ t ≪τD; the temperature rapidly
increases to ΔT=ΔT0+a(r0/R)2ΔΘ, and the physical interpretation of
a is therefore the percentage of heat dissipated inside the metal.
According to Eq. (25), a should be lower than the coefficient c1 of the
Rybczinski–Hadamard velocity as the effective viscosity of the hot
diapir ηe is likely lower than the average viscosity ηS. For a numerical
application we take however a~c1=4/15~0.27 as obtained for the
isoviscous Rybczinski–Hadamard velocity. As ΔΘ and ΔT0 are
simultaneously proportional to R2, the maximum temperature of the
diapir is at most ΔT=4.2ΔT0 and is independent of the planet size.

Dissipation decreases as exp(−2t/τs)=(r/r0)2 according to Eq. (12).
Hence, the dissipation term in Eq. (24) decreases with depth. When a
diapir heats up, its temperature increases therefore to the maximum
ΔTmax reached at the radius r that satisfies dΔT/dt=0 or

0 = −ΔTmax
τD

+ 2a
ΔΘ
τS

r
R

# $2
; ð31Þ

which implies

r
r0

! "2
=

ΔTmax
ΔT0

RFe;min

RFe

! "4
: 32

The factor ΔTmax/ΔT0 varies between 1 (no heating) and 4.2
(maximum estimated temperature). As an example, an impactor of
radius 120 km, generates ametallic diapir of 96 km (two times RFe,min)
that heats up until it reaches half the radius of the impacted planet. The
expression Eq. (32) is only valid when RFe>RFe,min, otherwise the
diapir temperature simply decreases.

5. Numerical simulations

We compare the predictions of the analytical model to spherical
axisymmetric calculations of a sinking metallic drop, especially to
extract the diffusive and sinking times τD and τS and the fraction of
heat trapped in the metallic phase (e.g., the constants c1, c2 and a, that
we expect to be close to 4/15, 1 and 4/15). We then compare these
results to more complex numerical experiments where a composi-
tional anomaly is generated in the isobaric core after a large impact.
The effect of variable viscosity is also studied in these models.

5.1. Numerical models of sinking metallic drops

5.1.1. Sinking velocity
We solve numerically a set of problems in which we introduce

metallic spheres (f0=1) of different sizes, tangent to the surface, in
undifferentiated planets (f0=0.17) of various radii. From this set of
experiments, we compare the temporal evolution of the sphere
position to what is predicted by Eq. (12). The calculations presented

here are isoviscous for simplicity but variable viscosity will be
introduced in more complex cases. Fig. 2 shows that the values of τS
obtained by fitting the center of the diapir position to an exponential
in the numerical models, vary as 1/RFe2 as expected from the analytical
model, with c1=0.187 (almost 70% of the Hadamard–Rybczynski
velocity for a homogenous viscosity 4/15=0.27). For large sphere
radii, boundary effects are stronger and the sinking times are slightly
larger.

5.1.2. Temperature evolution
Large sinking diapirs heat up before cooling down by diffusion

when the velocity of the metal decreases sufficiently towards the
center. Our theoretical predictions given by Eq. (30) are in good
agreement with the computed evolutions using the value c1 obtained
previously. Fig. 3 shows the consistency between the numerical
results and the theory when the parameters c2 and a are fitted
(c2=0.72, a=0.2 which is reasonably close to c1=0.187). The value
of a, indicates that 20% of the released heat is trapped in the metal.
The maximum temperature value, 2.2ΔT0, is in rough agreement with
the estimate ΔT=ΔT0+a(r0/R)2ΔΘ=2.88ΔT0. This value is obtained
for sufficiently large impactors (>200 km) since smaller ones can cool
off very early upon sinking as seen from Eq. (32).

We monitor the temperature evolution for various diapir radii.
Fitting the temperature evolution with Eq. (30) leads to values of τD
and a for each diapir radius. The corresponding characteristic diffusive
times are plotted in Fig. 4. These times are consistent with analytical

Fig. 2. Characteristic sinking time τS as a function of 1/RFe2 normalized with the
impacted planet radius.. Results from numerical experiments (with uniform viscosity
ηS=1022 and R=1000 km) are represented with black circles. Theoretical fit from
Eq. (13) is shown by the dashed line with c1=0.187.

Fig. 3. Temperature evolution (black line) of a metallic sphere (RFe=130 km) falling in
an undifferentiated planet with R=1000 km. Theoretical evolution from Eq. (30) is
shown with a dashed line (c1=0.187, c2=0.72 and a=20%).

6 J. Monteux et al. / Earth and Planetary Science Letters xxx (2009) xxx–xxx

ARTICLE IN PRESS

Please cite this article as: Monteux, J., et al., A model of metal–silicate separation on growing planets, Earth Planet. Sci. Lett. (2009),
doi:10.1016/j.epsl.2009.08.020 73



predictions from Eq. (26) and increase with the square of the diapir
size. For all the experiments, the fraction of heat a trapped in the
metal is therefore reasonably constant (∼22±5%) and close to c1.

To verify Eq. (32) that predicts the radius for which dissipation
overcomes diffusion, we computed the rate of heating or cooling of
metallic spheres as a function of their radius and depths. Various
planetary radii have been used and, as predicted, the heating always
occur in the external part of the planet (filled symbols). Near the
center of the impacted planet, when the gravity decreases, diffusion
dominates (open symbols) and the temperature of the sinking
metallic phase decreases. As shown in Fig. 5, the transition between
heating and cooling occurs consistently within the shaded area
predicted by the analytical expressions Eq. (32). For small diapirs (i.e.
for RFe≤45 km), diffusion dominates and prevents heating. Large
diapirs reach their maximum temperature and start cooling near the
high temperature estimate of the analytical model.

5.2. Application to global evolution after an impact

The thermo-chemical initial conditions after an impact differ from
a simple hot metallic sphere sinking within an undifferentiated
material. Indeed, the denser metallic pond collected at the bottom of

the isobaric core is not spherical and above it, a volume of light
silicates rises and spreads underneath the surface until it covers the
entire surface of the planet. These deviations from our analytical
model potentially modify the results obtained from the sinking
metallic drop model. Here we show numerical simulations of
segregation after an impact and compare them to the analytical
model previously developed.

Fig. 6depicts the thermal andcompositional evolutionafter an impact
of a large impactor (R=4000 km,Rimp=600 kmandRFe=480 km). The
four rows correspond to real time snapshots at 0, 1.4, 3.8 and 546 Myrs.
The temperaturefield is depicted in the left column, and the composition
in the right column (undifferentiatedmaterial in light blue, metal in red,
silicates in green). The metallic pond sinks towards the center of the
planet while heating. This heating is in agreement with our previous
findings that dissipation is larger than diffusion for large impacts.
However, the metal develops a tail through sinking and is significantly
deformed. In themeantime, the light silicates rise upward and heat up as
well,while stretching laterally to cover thewhole surfaceof theplanet.Of
course, the diffusion of heat out of the silicate layer near the surface, is
much faster than that out of the deep protocore and this shallow hot
silicate layer cools rapidly. On a much longer time scale (assuming
unrealistically that no other impact occurs, hot thermal plumes should
start from the proto core–mantle boundary and deliver the protocore
heat to the surface (Behounkova and Choblet, 2009).

Fig. 7 illustrates the evolution of the conversion from potential to
thermal energy with time. During the thermo-chemical reequilibra-
tion, the potential energy (thick line) decreases as the metal
approaches the center and as the silicates spread beneath the surface.
Viscous heating induces an increase of thermal energy (grey line).
Once the metal has reached the center of the impacted protoplanet,
the thermal energy can only decrease. During this whole process, heat

Fig. 4. Non-dimensional characteristic time of diffusion τD as a function of the non-
dimensionalized metallic sphere radius. Results from numerical experiments (with a
uniform viscosity and R=1000 km) are represented with black circles. Theoretical fit
from Eq. (26) is shown in dashed line with c2=1.01.

Fig. 5. Thermal behaviour of a sinking metal sphere in an undifferentiated media as
function of position and sphere radius. Each symbol represents the instantaneous
thermal behaviour of a hot metallic sphere with radius RFe for a given initial position.
Filled symbols represent numerical experiments with viscous heating and open
symbols represent numerical experiments with only cooling. Different symbols
characterize different planets radii. The analytical transition between heating and
cooling is predicted within the shaded area and the boarders of this area are defined
with ΔTmax/ΔT0 between 1 (no heating) and 4.2 (maximum heating) (see, Eq. (32)).

Fig. 6. Non-dimensional temperature (left) and composition (right) at times t=0 (first
line), t=1.4 Myr (second line), t=3.8 Myr (third line) and t=546 Myr (fourth line)
(computed for a uniform viscosity with R=4000 km, Rimp=600 km and 200×200 grid
points).
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is slowly removed by diffusion through the surface of the planet and
the cumulative heat flux (dotted line) balances the total energy
budget. This global balance (sum of potential energy, thermal energy
and cumulative heat flux (see Eq. (14)) is closely satisfied which
illustrates the good accuracy of the numerical code.

We now introduce a temperature-dependence of the viscosity in
the calculations. Experimental results suggest that the viscosity
contrast between melt iron and solid silicates can reach 20 orders of
magnitude (Vocadlo et al., 2000). Such a viscosity contrast is difficult
to handle numerically and we use much smaller values.

In our models, the viscosity varies as η=η0λT and as the
temperature of metal may increase while sinking by a factor up to
2, it implies maximum viscosity contrasts up to 1/λ2 orders of
magnitude between cold and hot materials. Using a composition
dependent viscosity would have beenmore realistic but viscous fronts
are too difficult to handle numerically. We compare the thermo-

chemical states at the same time, t=3.2Myr for different viscosity
factors in Fig. 8. We use λ=0.25 (Fig. 8 second row), λ=0.1 (Fig. 8
third row) and λ=2.5×10−2 (Fig. 8 bottom row), the top row being
the reference isoviscous case.

Increasing the temperature-dependence of the viscosity softens
the surrounding material around the metallic drop and the metallic
diapir, at a given time, is closer to the center when its viscosity is
decreased, as shown in Fig. 8. However, this effect remains small.
Because the metallic pond becomes less viscous, its shape becomes
more spherical and the tail developed in isoviscous experiments
becomes thinner. Increasing the sinking velocity increases the rate of
shear heating but not the total release of thermal energy which is only
related to the change in gravitational energy. Lowering the viscosity in
the surrounding material and within the metallic pond has also the
effect of diminishing ηe. The dissipation is therefore increased in the
undifferentiated material and decreased in the hot and less viscous
metallic diapir. This effect combined with the faster spreading of the
hot silicate that removes the heat more rapidly lead to lower
maximum temperatures (see Fig. 8).

We monitor the position of the inertia center of the metallic diapir
as a function of time and compute the sinking times τS (see Fig. 9). The
position of the diapir obeys reasonably the exponential law predicted
by Eq. (12). In the isoviscous case, the observed normalized time is
τS=563which is twice longer than what is predicted by Eq. (13). This
is due to the fact that the initial diapir shape is not spherical and to the
presence of the rising volume of silicates. When the viscosity
decreases with temperature the sinking is faster, τS=249, 170 and
114, for λ=0.25, 0.1 and 2.5×10−2 (see Fig. 9 and Table 2). This is
due to two effects: the reduction of viscosity inside the metal (the
Rybczinski–Hadamard formula predicts an increase of the velocity
factor c1 from 0.27 to 0.33 when the interior viscosity of the diapir
decreases) and the decrease of viscosity of the heated surrounding
material.

In the experiments depicted in Figs. 6 and 8, themetal temperature
increases and reaches a value close to twice the initial temperature of
the isobaric core (Fig. 10). However, heating within the metal is less

Fig. 7. Non-dimensionalized potential (solid black line) and thermal (solid grey line)
energies and time integrated surface heat flow (dotted black line) as functions of time.
The sum of these three quantities times 100 is shown in dashed black line. Its difference
to zero is indicative of the accuracy of the energy conservation of the numerical code
(for R=2000 km, Rimp=300 km and RFe=240 km and uniform viscosity).

Fig. 8. The four rows depict the temperature (left) and the composition (right) at
t=3.2 Myr (with R=2000 km and Rimp=300 km), for a uniform viscosity (top) and
for variable viscosities (contrast of ~16 (second row), ~100 (third row) and ~1600
(bottom row)). As expected, the sinking velocity of the metallic diapir and the rising
velocity of the silicates, both increase when their viscosity is decreased.

Fig. 9. Position of the inertia center of themetal phase as a function of time for a uniform
viscosity (black line) and for temperature-dependent viscosities with λ=0.25 (dashed
dotted line), λ=0.1 (grey line) and λ=2.5×10−2 (dotted line) (R=2000 km and
Rimp=300 km). Thin dashed lines correspond to simple exponential fittings from
which the sinking times are extracted (see Table 2).

Table 2
Values obtained by fitting numerical experiments with theoretical predictions
(Eqs. (12) and (30)) for different values of λ (with R=2000 km and Rimp=300 km).

λ=1 λ=0.25 λ=0.1 λ=2.5×10−2

τS 563 249 170 114
τD 20054 16520 13316 8974
a 19% 14.7% 11% 7%
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pronounced with variable viscosity and decreases with the viscosity
contrast. Fitting the computed temperature evolutions in the metallic
diapirs with our theoretical model gives values of c2 in the isoviscous
case and the variable viscosity cases (see Table 2 and Fig. 10). The
thickness of the thermal boundary measured by c2 decreases with the
sinking velocity (the Peclet number). The values of c2 and of τD are
therefore related to Pe−n∝τSn with an exponent ~1/3 in the range of
values, n=1/2−1/3 predicted in Ribe (2007).

When the temperature dependence of the viscosity increases, the
proportion of energy heating the metal diapir, a, decreases (see
Table 2). As a consequence, the heat release of the gravitational
energy becomes increasingly efficient in the surrounding undifferen-
tiated material. This suggests that a diapir of very small viscosity does
not heat much during its motion while most of the release of
gravitational energy occurs in the undifferentiated materials. A low
viscosity diapir keeps basically its initial temperature because its
characteristic diffusive time is larger than its sinking time and also
because of the buffering effect of the temperature dependent viscosity
(i.e., a too large cooling would increase the viscosity and would bring
back the dissipation within the diapir itself).

6. Discussion and conclusion

Core formation events induced by meteoritical impacts play a
major role in determining the early thermo-chemical state of growing
planets. Large meteoritical impacts can trigger a local differentiation
between metal and silicates in a spherical zone above the surface
called the isobaric core. The segregation of dense and light phases
through the undifferentiated material of the impacted protoplanet
induces a large viscous heating.

We followed the dynamics of the metal phase after a large impact
with numerical experiments in axisymmetrical spherical geometry.
The sinking velocity of themetal phase is Stokes-like and is function of
the viscosity contrast between the metal phase and the undifferen-
tiated crossed media. The velocity increases when viscous heating
decreases the viscosity of the surrounding material. A stress
dependent viscosity (not considered here) would also increase this
velocity (Samuel and Tackley, 2008). The sinking process in a planet
with a cold interior compared to its surface would eventually imply
higher viscosity contrasts between the metal and the surrounding
material and would lead to longer sinking times.

The gravitational energy release during the segregation is
converted into viscous heating in the metal and in the silicates. Our
results show that a net viscous heating of the metallic phase only
occurs for large metallic diapirs (RFe>45 km). This metallic volume at

the bottom of the isobaric core would be produced by an impactor of
order Rimp>60 km. This result underlines the importance of accretion
conditions on the inner thermal state of planetary bodies. Small
metallic diapirs cool while sinking andmay ultimately bring themetal
in a solid state to the core of the impacted planet.

The heat repartition between the metal phase, the silicates and the
undifferentiated material is not only a function of the size of the
metallic diapir but also of the rheology of the various phases. For low
viscosity of the metal and of the sheared zone around the metallic
diapir, the metal phase is weakly heated. Hence, gravitational energy
release will mainly lead to the heating of the surrounding undiffer-
entiated material and ultimately to its differentiation.

The viscosity variations that we explore in our simulations are of
order λΔTmax which in themost extreme cases reach about four orders of
magnitude over very short distances. This is certainlymodest relative to
the viscosity contrasts of 20 orders of magnitude that exist between
liquidmetal and solid silicates (Vocadlo et al., 2000). Viscosity contrasts
based on composition rather than temperature would bemore realistic
but would have occurred on even shorter distances (the computation
grid itself) that could not be resolved with classical numerical methods.
Our model is therefore an end-member of possible models on heating
modes during core formation.However, the description of thephysics of
the processes would still be valid for larger viscosity contrasts.

As soon as a growing planet reaches a few thousand kilometers in
radius R, the heating by impacts becomes significant (the temperature
increase varies as R2 and reaches 400 K for R=3000 km, (Monteux et
al., 2007)). This temperature increase superimposed on the fossil
temperature T0 from short half-life radionucleides (26Al and 60Fe) and
previous impacts can lead to a temperature larger than the melting
temperature of the metallic phase. Our analytical models confirmed
by numerical experiments show that the metallic drop reaches the
planet center in a time depending on the size of the metallic drop and
the background viscosity of the planet but not of its radius (see
Eq. (13)). Even in the case where the impacted planet is relatively cold
and with a high viscosity of 1022Pa s, this time is smaller than a few
million years for an impactor of 300 km. The sinking timescales
obtained in our models are comparable to those obtained with an
Arhenius rheology (Ziethe and Spohn, 2007) and within the time-
frame required for an early core formation (<60 My). The temper-
ature increase in the undifferentiated material localized along the
sinking path of the metallic diapir could provide a preferential low
viscosity channel for the following differentiation events.

Proposing predictive models for the thermal consequences of
differentiation after an impact is fundamental in order to understand
the thermal state of the interior of growing planets. As shown in Ricard
et al. (2009), core formation of terrestrial protoplanets could be the
consequence of a runaway segregation induced by a large enough
impact on undifferentiated material. These results also underline the
importance of accretionary conditions (size and temporal repartition of
impacts) on the thermal energy repartition and, hence, on themagnetic
history of growing planets (Elkins-Tanton et al., 2005).
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The validity of the iron rain scenario, i.e. the widely accepted model for the dynamics of iron 
sedimentation through a magma ocean during the latest stage of the Earth’s accretion, is explored via a 
suite of laboratory experiments. Liquid gallium and mixtures of water and glycerol are used as analogs of 
the iron and the molten silicate respectively. This allows us to investigate the effects of the viscosity ratio 
between iron and silicate and to reproduce the relevant effects of surface tension on the fragmentation 
dynamics. While the classical iron rain scenario considers a population of purely spherical drops with 
a single characteristic radius that fall towards the bottom of the magma ocean at a unique velocity 
without any further change, our experiments exhibit a variety of stable shapes for liquid metal drops, 
a large distribution of sizes and velocities, and an intense internal dynamics within the cloud with the 
superimposition of further fragmentations and merging events. Our results demonstrate that rich and 
complex dynamics occur in models of molten metal diapir physics. Further, we hypothesize that the 
inclusion of such flows into state of the art thermochemical equilibration models will generate a similarly 
broad array of complex, and likely novel, behaviors.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Differentiation of Earth into a core and a mantle was likely 
completed within the first tens million years after its accretion (e.g. 
Stevenson, 1990; Boyet et al., 2003; Boyet and Carlson, 2005). Nu-
merical simulations (Neumann et al., 2012) and geochemical data 
on meteorites (Yoshino et al., 2003) also show that small plan-
etesimals could have differentiated even earlier when accounting 
for heating by decay of short-lived radionuclides. There is also 
strong evidence that the Earth’s late accretion is due to colli-
sions with large planetesimals (a tenth to a third of Earth mass), 
when both the impactor and the proto-Earth were already dif-
ferentiated (Morbidelli et al., 2012). During accretion, the Earth 
and other planets in formation underwent several mechanisms 
of heating: 1) the decay of relatively abundant radioactive ele-
ments with short half-life (Merk et al., 2002; Walter and Tronnes, 
2004), 2) the conversion of gravitational potential energy by vis-
cous forces during differentiation (Rubie et al., 2007; Monteux et 
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seille, IRPHE UMR 7342, Marseille, France. Tel.: +33 4 13552020; fax: +33 4 
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al., 2009; Samuel, 2012), 3) the collisions themselves with the 
conversion of huge amount of kinetic energy (Safronov, 1978;
Kaula, 1979; Reese and Solomatov, 2006; Monteux et al., 2007), 
these impacts alone being able to generate a local melting result-
ing in a shallow magma ocean (Tonks and Melosh, 1992). In addi-
tion, the primitive atmosphere was certainly much more opaque to 
IR radiation, so the effect of thermal blanketing was highly efficient 
(Abe and Matsui, 1985). Thus, according to the simulations, Earth 
has probably had one or several episodes of global magma ocean, 
with depths possibly reaching thousands of kilometers (Tonks and 
Melosh, 1993). In this context, further impacts of differentiated 
planetesimals would require, in order for the cores of the Earth and 
the meteorites to merge, that the latter flows through the magma 
ocean (Fig. 1). This process can be seen as a secondary step of 
mixing between core and mantle, since it could lead to partial or 
complete thermo-chemical equilibration between the sinking metal 
and the molten surrounding silicates, depending on the character-
istics of the flow of the core material through the mantle.

The importance of this exchange is an issue for the interpre-
tation of numerous geochemical proxies, such as the tungsten
182 signal. Hafnium (182Hf) disintegrates in tungsten (182W) with 
a relatively short half-life of 9 My, comparable with the time 
scale of core differentiation. They are both refractory but tung-
sten is siderophile whereas hafnium is lithophile. This is why the 

http://dx.doi.org/10.1016/j.epsl.2014.06.044
0012-821X/© 2014 Elsevier B.V. All rights reserved.
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Fig. 1. Left: schematic of the metal/silicate separation after the impact of a differentiated planetesimal with the early Earth in reference to the work of Stevenson (1990). The 
equilibration by diffusion between the impactor’s core and the magma ocean during the metal rainfall and later when sinking through the solid mantle as a large diapir is 
poorly constrained, and strongly depends on the fluid dynamics of the iron sedimentation. Right: schematic of our experiment.

182Hf–182W system has been used in multiple studies to approx-
imate the age of terrestrial bodies’ core (Lee and Halliday, 1996;
Harper and Jacobsen, 1996; Kleine et al., 2004). However due 
to the late impacts and possible mixing that could occur, there 
are very poor constraints on which event – late impacts or core 
differentiation – is relevant for the interpretation of the ratio 
182W/184W. Then the age given by this proxy could be any in-
termediary between the initial differentiation of the proto-Earth 
and the most recent giant impact that it endured, depending on 
how much 182W has been absorbed by the asteroid’s core dur-
ing its passing through the mantle (Kleine et al., 2004). The same 
kind of interrogation can be held against interpretations of the 
U/Pb proxy, and for the coefficients of partition between metal 
and silicate, which strongly depend on the details of the small-
scale processes at the iron–silicate interface during sedimentation. 
Actually, these interfacial dynamics influence every mechanism of 
equilibration by diffusion, such as diffusion of heat and diffusion 
of momentum by viscosity, both leading to indetermination on the 
initial thermal state of the mantle and the core, and on the repar-
tition of the energy between these two (Monteux et al., 2009;
Samuel et al., 2010). Thus, in order to model the evolution of both 
Earth’s core and mantle, it is important to understand the fluid dy-
namics at the drop scale during the iron sedimentation (Solomatov, 
2000). Towards this goal, we present here novel laboratory experi-
ments investigating the fluid dynamics of sedimenting liquid metal 
droplets.

2. Parameters controlling the fluid dynamics of the iron 
sedimentation

The equilibration between the iron and molten silicate strongly 
depends on the typical size of the metal entities. Indeed, for a 
given volume of metal, a single large diapir would fall rapidly 
through the magma ocean with a relatively small surface of ex-
changes, while the fragmentation of the same volume of iron 
through a large number of small structures broadens the surface 
area of exchanges and slows down the falling velocity, hence ex-
tending the time during which iron and silicate equilibrate. Note 
that in the present paper, we generically use the term diapir to 
designate any large blob of fluid moving through an ambient fluid 
via the action of buoyancy forces.

Several approaches have been developed in order to give a 
physically coherent description of what happens when a liquid 
iron diapir falls through a magma ocean, and ultimately to pro-
vide a time scale for the equilibration. At first order, the shape of 
the falling diapir is dominated by two forces. The surface tension 
tends to stabilize a spherical shape, while the dynamic pressure 

deforms the diapir and tears it apart. Let us assume for instance, 
a typical diapir with a radius R0 = 10 km falling at the inviscid, 
free fall Newtonian velocity V valid for a rigid sphere

V �
√

�ρ

ρa
g R0, (1)

where ρa is the silicate density (“a” standing for “ambient”), �ρ
is the density difference between iron and silicate, and g is the 
gravitational acceleration. Assuming an Earth with more than half 
its final mass, V is close to 1 km/s. The Re number for the flow 
in the mantle, which estimates the ratio of the inertial and viscous 
forces, is

Rea = ρa V R0

μa
� 1010, (2)

where μa is the silicate dynamic viscosity. This large Re value pro-
vides an a posteriori validation of the inviscid velocity estimate 
provided by Eq. (1). It also implies that dynamic pressure scales 
as the inertia. On the other hand, the characteristic strength of 
surface tension is directly linked to the radius of curvature of the 
surface, so its order of magnitude roughly depends on the radius 
of the spheroid diapir R0. A good estimation of the stability of a 
diapir is given by the Weber number, which is the ratio of the in-
ertial and surface tension forces:

Wea = ρa V 2 R0

σ
, (3)

where σ is the coefficient of surface tension. For We � 1, di-
apirs are unstable and break-up. Below some threshold of order 1 
(e.g. Wec = 6 for rain drops, see Villermaux and Bossa, 2009), 
surface tension and inertia compensate, and the diapir is stable. 
This widely used breakup criterium (e.g. Tonks and Melosh, 1992;
Rubie et al., 2003; Dahl and Stevenson, 2010; Deguen et al., 2011) 
allows a calculation of the maximal radius for stable diapirs, given 
some hypothesis regarding its falling speed. For the simple Newto-
nian velocity scaling given by (1), the maximal radius corresponds 
to

Rcap �
√

Wec
σ

�ρg
, (4)

which is about 1 to 2 cm for the Earth’s iron–silicate system. 
Such a criterium is well known in the case of water drops in the 
air, for which it has been confirmed by experiments (Villermaux 
and Bossa, 2009). It has also been supported by a recent nu-
merical study designed for the case of an iron diapir in molten 
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silicate (Samuel, 2012). In this study, the initial spherical diapir 
flattens, then breaks up within a distance of no more than 10 di-
apir radii. The diapir’s sons keep breaking up, cascading downward 
to the scale Rcap where surface tension compensates the pressure 
forces. However, in these axisymmetric simulations, the breakup 
is not actually computed, but is supposed to occur shortly af-
ter the topological change from pancake to torus. Thus, the size 
of the resulting drops remains unknown. According to this sce-
nario, there is no way for a 10 km radius diapir corresponding 
to a Weber number above 1014 to remain entirely intact during 
its fall. It should rapidly break up into a cloud of drops of radius 
Rcap , i.e. the so-called “iron rain”. Then, most models of metal–
silicate equilibration (e.g. Rubie et al., 2003; Ulvrová et al., 2011;
Samuel, 2012) assume that all iron drops have an identical and 
fixed spherical shape with a radius equal to Rcap and a unique 
sedimentation velocity based on free fall models.

On the other hand, for diapirs with a radius of 10 km and 
above, the Weber number is so large (above 1014) that its dynam-
ics are controlled by the inertia of the flow only, allowing one to 
completely ignore the effects of surface tension. The resulting mis-
cible models lead to interesting findings. For instance, Deguen et al.
(2011) supposed that the diapir rapidly becomes a cloud of drops 
that then evolves in a coherent manner as a buoyant thermal, 
whose radius grows linearly with depth because of turbulent mix-
ing with the outside. They found that for a shallow magma pond 
created by an impact as for a deep magma ocean (Deguen et al., 
2014), there should be enough dilution between metal and silicate 
for them to reach chemical equilibration. On the contrary, Dahl 
and Stevenson (2010) considered a diapir with an almost constant 
shape eroded by Raleigh–Taylor and Kelvin Helmholtz instabilities. 
Their conclusions were very different: erosion was found to be in-
sufficient to allow for full equilibration for diapirs with a radius 
above 10 km.

Open questions thus remain on all stages of the iron sedimenta-
tion, from the large-scale dynamics to the behavior at the smallest 
scales, where surface tension modifies the modalities of diffusive 
exchanges. In this context, the numerical study by Ichikawa et al.
(2010), in agreement with the results for water drops in the air 
(Villermaux and Bossa, 2009), pointed out that the cloud of drops 
contains a whole distribution of sizes and not just a single one 
(Karato and Murthy, 1997). Furthermore, the distribution of speeds 
and the relation between size and speed of drops are not triv-
ial, supporting the idea that the iron rain scenario with a single 
size and speed may be inaccurate. However, the conclusions of 
Ichikawa et al. (2010) are supported mostly by 2D numerical simu-
lations, where surface tension is not properly rendered. Hence they 
still need confirmation.

In addition, it is worth noting that all previous studies of the 
stability of diapirs have neglected the influence of the viscosity 
ratio between the ambient fluid and the metal

rμ = μa

μm
. (5)

When the magma ocean cools down, or as the diapir goes deeper 
into the mantle, the magma becomes closer to the solidus and 
contains more crystals. Therefore, the viscosity of the magma is 
expected to increase from 10−3 to 102 Pa s, corresponding to rμ
ranging from 1 to 105 (Deguen et al., 2011; Samuel, 2012). Such 
a large viscosity ratio is known to have a significant effect on 
the shape of falling drops (e.g. Bonometti and Magnaudet, 2006;
Ohta et al., 2010). Indeed, from the continuity of the velocity 
and the stress tensor at the drop interface, a large rμ in a large 
Reynolds number flow implies intense internal recirculations in-
side the drop, which then deforms and may be dynamically stabi-
lized. This has not been investigated in a geophysical context.

Table 1
List of relevant parameters and typical Earth’s and experimental values.

Symbol Parameter Value for 
the Earth

Value in our 
experiment

ρa ambient fluid density 3000 kg m−3 997–1260 kg m−3

ρm liquid metal density 7000 kg m−3 6095 kg m−3

μa ambient fluid viscosity 10−3–102 Pa s 10−3–1 Pa s
μm liquid metal viscosity 10−3 Pa s 1.9 × 10−3 Pa s
rμ viscosity ratio 1 to 105 0.5 to 500
σ surface tension 1 J m−2 0.7 J m−2

Here we report the first experiments designed to simulate the 
last stages of the fragmentation process with realistic values of the 
iron–silicate viscosity ratio and relevant behaviors regarding the ef-
fects of surface tension on the fragmentation dynamics. The set-up 
is presented in Section 3. In Section 4, we investigate the variety 
of stable shapes for iron drops, as well as their mutual interactions 
and dynamics after the initial breakup. The measured distributions 
of size and velocity are presented in Sections 5 and 6, highlighting 
the influence of the viscosity ratio. The relevance of the complex 
fluid dynamics shown by our experiments to the Earth is illus-
trated in Section 7 by a simple equilibration model based on our 
results. Conclusions and open questions are given in Section 8.

3. Set-up and methods

Our experimental set-up is sketched in Fig. 1. As an analogue 
for the magma ocean, we use a 160 cm high cylindrical tank, with 
a diameter of 19 cm, filled with a mixture of water and glyc-
erol. The glycerol (resp. water) has a dynamic viscosity of 1.08 Pa s 
(resp. 0.00093 Pa s) at room temperature (23 ◦C): the mixture of 
the two allows us to explore a range of 3 orders of magnitude 
for the viscosity of the ambient fluid μa , with a density rang-
ing from ρa = 1260 kg m−3 for pure glycerol to ρa = 997 kg m−3

for pure water. As an analogue for the liquid iron diapir, we 
use liquid gallium. It has a viscosity μm = 1.9 × 10−3 Pa s and 
a density ρm = 6095 kg m−3 (King and Aurnou, 2013). The gal-
lium is initially contained in a latex balloon at the top of the 
set-up; the ballon is then popped by a syringe needle at the 
beginning of the experiment. This method has two advantages: 
the amount of gallium is precisely known by weighing the bal-
loon, and since the retraction of the balloon occurs within about 
1/50 s, the diapir has no initial speed and its initial shape is 
the one imposed by the balloon. The fall of the diapir is then 
recorded by a high speed USB camera at 136 frames per sec-
ond, with a resolution of 196 × 1280 pixels (examples of these 
videos can be viewed at https://www.youtube.com/watch?v=g-
AmGmWWK1o&list=UU7u8FUioww0nKsdXPO6emhA). In addition 
to this camera, higher resolution videos of the lower part of the 
experiment are taken at 60 frames per second with a resolution of 
1280 × 720 pixels. Beyond direct visualization, the videos are used 
to recover the shape and velocity of the droplets, after removing 
the background and after binarization. Each droplet in a selected 
frame is detected using the Matlab Image Processing toolbox, and 
an equivalent radius is retrieved by measuring its apparent area 
A and applying the formula r = √

A/π . This is a lower estimate 
since the drops are oblate at different degrees. We also construct 
space–time diagrams by extracting the same horizontal line from 
all frames of a chosen video. The resulting image then gives us the 
horizontal radius of each droplet reaching the selected depth as 
well as its arrival time, hence its mean fall velocity.

Relevant parameters are listed in Table 1 in comparison with 
Earth’s values. Experiments were run with 6 different sizes of 
the initial diapir ranging from an equivalent radius of 14 mm to 
30 mm, and with 4 viscosities of the ambient fluid 0.001, 0.01, 0.1 
and 1 Pa s. In the inertial regime, the characteristic velocity of the 
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Fig. 2. In blue, area of the parameter space associated with the fall of iron diapirs 
in the context of Earth’s accretion. Variations are due to changes in the viscosity 
of the magma ocean and in the diapir radius, ranging from its initial value to the 
radius corresponding to a Weber number of 1. For comparison, the area explored by 
previous studies (Ichikawa et al., 2010; Samuel, 2012; Deguen et al., 2014) is shown 
in green, whereas the parameter space explored by the present study is shown in 
red. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.)

flow scales as the Newtonian velocity introduced in Eq. (1). Then, 
the dynamics is entirely characterized by four dimensionless pa-
rameters: the density ratio �ρ/ρa , the viscosity ratio rμ = μa/μm , 
and the Newtonian Reynolds and Weber numbers Rea and Wea

(based on the Newtonian velocity). In our experiment, �ρ/ρa

remains almost constant at about 5 (the ambient density only 
marginally varies with the proportion of water), which means that 
as in the geophysical setting, density changes are of order 1, such 
that the Boussinesq approximation cannot be applied. With the ac-
cessible range of initial diapir radii, we are able to produce initial 
Reynolds numbers from 10 to 4 × 104 and initial Newtonian We-
ber numbers from 14 to 64. As shown in Fig. 2, this is obviously 
limited compared to the possible geophysical values, especially for 
diapirs with large initial radius. But even if the dynamic similitude 
between the experiment and reality is not exact, the experiments 
are capable of reaching the relevant dynamical regime, with a 
fully turbulent flow and a Weber number above the critical value 
for breakup. Furthermore, the similitude is exact for diapir radii 
around the decimeter scale, hence for the final stages of the fully-
developed iron rain. Note finally that our experiment is the first 

one to take into account the effects of the viscosity ratio, which 
spans the range 0.5–500 in our set-up.

4. Zoology of the breakup

The results of 3 experiments in pure glycerol with different ini-
tial radius of the diapir are shown in Figs. 3A, 3B and 4. Fig. 5
shows a closer look of the various possible shapes of gallium 
drops obtained in the experiment presented in Fig. 4. According 
to the classical iron rain scenario applied to our experimental set-
up, any diapir with a Weber number larger than 6 should rapidly 
give rise to a cloud of spherical drops with a single characteris-
tic radius Rcap = 1 cm that should fall with a Newtonian velocity 
V = 74 cm s−1, without any further dynamical change. This is not 
the case.

For the lowest initial radius (Fig. 3A), the diapir is stable even 
if its Weber number is above the known threshold 6 (note that 
the effective Weber number is �9, calculated using the measured 
falling velocity instead of the scaling given by Eq. (1)). One can also 
notice that its equilibrium shape is not spherical: the drop takes 
the form of a cap, where the intense internal recirculation driven 
by viscous coupling with the ambient fluid stabilizes the non-
spherical shape of the molten metal droplet (see also the sketch in 
Fig. 5B). The viscosity ratio strongly influences the shape and the 
condition for stability of a single structure, as found in the stud-
ies of Bonometti and Magnaudet (2006), Ohta et al. (2010) using 
axisymmetric numerical simulations. There is a clear tendency for 
large viscosity ratios to stabilize the drops, and the diapir shown 
in Fig. 3A is indeed unstable for rμ below 50 (not shown here). 
According to results in Bonometti and Magnaudet (2006), Ohta et 
al. (2010), which are coherent with our experimental observations, 
the critical Weber number can actually be more than one order of 
magnitude larger than the classically used value Wec = 6, depend-
ing on the viscosity ratio and the initial shape of the drop.

The slightly larger diapir shown in Fig. 3B rapidly breaks up 
into three large caps plus some smaller drops. A striking point here 
is that after this initial break-up, the dynamics is not frozen: the 
three caps interact and two of them finally merge to re-build a 
larger diapir. For comparison, the same experiment but with an 
ambient viscosity 100 times less viscous is shown in Fig. 3C. The 
initial behavior of the diapir is similar but the breakup dynam-
ics is clearly different, even if the Weber number is the same in 
both experiments. The Reynolds number is greater in Fig. 3C be-
cause of the smaller ambient viscosity; but comparing both series 
of pictures, one can notice that the falling velocities are close in 
the two experiments: both cases are in the Newtonian regime, and 
changes in Rea cannot explain changes in the fragmentation be-
havior. Thus, we argue that the differences between Figs. 3B and 
3C are due to viscosity ratio effects, which allow for the dynami-
cal stabilization of larger drops by strong internal recirculations in 
case 3B.

The dynamics of initially large diapirs systematically follows the 
series of stages illustrated in Fig. 4: after a short acceleration, we 
observe waves forming on the surface of the diapir, qualitatively 
similar to the description of Dahl and Stevenson (2010). But al-
most simultaneously, the diapir flattens as the wave amplitudes 
rise: it evolves towards a thin wavy sheet where the axisymme-
try is fully broken. It breaks up shortly after this stage: holes 
appear in the sheet, the transient ligaments retract and break-up. 
The drops resulting from this burst have various sizes and shapes, 
and the biggest ones continue to break up in the same way un-
til a steady-state is reached. The whole process can be seen as 
a downward cascade toward small scales where surface tension 
is important. However, we also observe multiple coalescence of 
droplets several times in a row, corresponding to a non-linear in-
verse cascading process. From the experimental videos, we see that 
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Fig. 3. Successive snapshots with a fixed time interval for 3 experiments. A: Fall of a 14 mm initial radius diapir in pure glycerine, corresponding to Rea = 12, Wea = 14 and 
a viscosity ratio of 500. The diapir has a stable cap shape. B: same as A but for a 23 mm initial radius diapir, corresponding to Rea = 24 and Wea = 37. The diapir breaks up 
in 3 main cap-shaped stable drops of close sizes. C: same as B but for an ambient fluid 100 times less viscous, corresponding to Rea = 2400, Wea = 37 and a viscosity ratio 
of 5.

small drops accelerate and merge when they are near bigger drops 
whose rear recirculation engulfs them. One can argue that the nar-
rowness of our experiment limits the spreading of the metallic 
droplet cloud, thereby enhancing the typical frequency of droplet 
collisions. But as noted above, coalescence happens even if there 
are very few drops. We thus believe that this inverse cascade pro-
cess is also relevant in larger domains, as for instance in magma 
oceans.

Fig. 5A shows a closer instantaneous view of the droplet cloud 
once the steady-state is reached. A whole distribution of shapes 
and sizes is observed. Large drops have a cap shape stabilized by 
internal recirculation (see Fig. 5B), and the smallest drops adopt 
a spherical shape; a continuity of flattened ellipsoidal shapes is 
observed in between.

We have also observed a novel metastable structure (Fig. 5C) 
formed during the breakup of the biggest diapirs. These structures 

look like a hot air balloon and fall slowly relative to other droplets 
of comparable size. From slow motion videos of their formation 
and disappearance, we have inferred that they are bubbles of gal-
lium enclosing glycerol (see Fig. 5D), similar to bubbles of soapy 
water in air. This bubble structure explains their relative stability 
as well as their anomalously low settling velocity for their rather 
large size.

5. Distribution of sizes and influence of the viscosity ratio

Fig. 6 shows the cumulative distribution of droplets sized ob-
tained from the breakup of the largest class of diapir for a viscosity 
ratio of rμ = 50. This corresponds to Rea = 368 and Wea = 64. 
Taking into account the resolution of the video (9.0 pixels cm−1), 
we are able to detect the size of drops larger than 0.6 mm in ra-
dius, the smaller ones being detected as drops of 0.6 mm. The 
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Fig. 4. Successive snapshots with a fixed time interval �t = 0.18 s for a 30 mm initial radius diapir falling through pure glycerol, corresponding to Rea = 37, Wea = 64 and a 
viscosity ratio of 500. One can notice that the mean speed of the front of the diapir is rather constant.

breakup of metal diapirs does not create droplets of one single 
size but a whole distribution of equivalent radii, in agreement with 
the simulations of Ichikawa et al. (2010). Because the formation of 
drops results from the generic process of ligament rupture, their 
size distribution is well fitted by a Gamma distribution, whose 
probability density function p writes:

p(x) = xk−1e−x/θ

θkΓ (k)
, (6)

where k is the shape of the Gamma distribution, θ its scale, and 
Γ (k) is the Gamma function evaluated at k. Such a Gamma distri-
bution of droplet sizes is similar to the one obtained in the case of 
water drops in the air (Villermaux and Bossa, 2009). Note however 
that in this last case, the viscosity ratio is reverse (i.e. the more 
viscous fluid is inside) and the shapes of the obtained drops are 
very different. Our distribution is tightened around a mean radius 
of 4 mm. This value can be related to a breakup criterion, now 
understood in a statistical sense: surface tension sets the charac-
teristic length scale of the distribution, the mean radius. Using our 
experimental results, the critical Weber number corresponding to 
this radius is Wec � 1. The distributions obtained for diapirs with 
different initial sizes are similar to the one shown in Fig. 6, and so 
is the measured mean radius, provided that these diapirs are large 
enough to create a distribution of sizes that converges statistically. 
This condition is verified for the 4 biggest classes of diapirs that 
we have produced.

Fig. 7 shows series of snapshots from 4 experiments with the 
same initial diapir but different viscosity ratios. With our present 
set-up, because a large number of drops are superimposed on the 
video images, it was not possible to detect their individual con-
tours for a viscosity ratio smaller than 50. Hence we could not 
perform a systematic quantitative study of the sizes distribution 
as a function of rμ . But relying on direct observation, we see that 
there is a clear tendency for large viscosity ratios to stabilize big-
ger drops, as already noticed in Section 4 for single structures. In 

all cases, we expect to systematically recover a Gamma-type dis-
tribution for the equivalent radii. This means that the distributions 
always have the same shape, with a peak at a small scale corre-
sponding to Wec � 1, and an exponential tail. But we expect the 
slope of this tail to be significantly more gentle when the vis-
cosity ratio increases. This corresponds to a decreasing value of 
the shape of the Gamma distribution: for instance, Villermaux and 
Bossa (2009) found a shape value of 4 for the breakup of water in 
the air (viscosity ratio 2 × 10−2), while we find a shape of 2.2 for 
a viscosity ratio of 50, as shown in Fig. 6.

6. Simultaneous distributions of sizes and velocities

The interactions between the droplets lead to a wide range of 
sizes and velocities in our experiments. Fig. 8 shows the distribu-
tion of sizes and speeds for a viscosity ratio rμ = 50 and a diapir 
with an initial radius of 23 mm, using the values obtained from a 
space–time diagram at a distance of 140 cm from the initial posi-
tion of the center of mass of the diapir. It is plotted in the same 
way as in Ichikawa et al. (2010). The fact that velocities are calcu-
lated from the travel time through the tank averages out a large 
part of the variability due to raw turbulence and allows us to then 
consider the mean structure of the flow. Interestingly, the drops’ 
velocities do not follow a Newtonian scaling based on their indi-
vidual radius, even when adjusting the pre-factor (see Fig. 8). This 
result seems to validate the entrainment hypothesis described by 
Deguen et al. (2011, 2014): after the breakup, the drops fall as an 
interacting cloud whose velocity is determined by the inertia of 
the whole flow, related to the initial mass of the diapir. Additional 
fluctuations are related to the turbulent mixing and interactions 
between drops.

7. Typical equilibration length

We can estimate a rough length scale of equilibration following 
the same reasoning as in Samuel (2012), but using the distribution 
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Fig. 5. A: drops of liquid gallium of various sizes falling through pure glycerol. Several intermediates between cap shape and spherical shape are present. B: expected 
streamlines of the relative flow within and around a falling diapir with a cap shape (shown in gray). C: gallium bubble enclosing glycerol formed during the breakup of a 
30 mm radius diapir in pure glycerol. Due to its reduced buoyancy compared to full gallium drops, it falls slowly. These structures last from one tenth of a second to several 
minutes. D: schematic of a gallium bubble.

of sizes and velocities found in our experiments. Note that the rel-
atively simple equilibration models shown below are meant only 
for illustration of potential consequences of the complex dynamics 
exhibited in our experiments. The question of geochemical equili-
bration clearly deserves more detailed studies.

In our model, we neglect the breakup distance and consider 
that the distribution of sizes and speeds has reached a steady state. 
From our observations, from simulations (Samuel, 2012) as well as 
from previous experiments (Deguen et al., 2014), breakup occurs 
within a typical length scale of a few initial radii, so the previ-
ous hypothesis is valid for initial entities at least 10 times smaller 
than the mantle depth: we choose here an initial diapir of radius 
10 km sedimenting in a magma ocean with a minimum depth of 
100 km. We suppose that the metal concentration Cm in a chem-
ical element of interest (e.g., Ni, Co, W, Hf) is uniform inside each 
drop and that it evolves following a simple Fick’s law

4π

3
r3 dCm

dt
= −4πr2κ

Cm − Cm,eq

δBL
, (7)

where r is the drop radius, κ the chemical diffusivity coefficient 
of typical order 10−8 m2 s−1, and Cm,eq the equilibrium concentra-
tion. We further assume that the thickness of the chemical bound-
ary layer δBL scales as δBL = √

2κr/v , where v is the local speed 

Fig. 6. Histogram of the equivalent radius of the droplets created by the breakup of a 
30 mm initial radius diapir falling through a mixture of glycerol and water (in blue) 
and best fitting Gamma distribution (in red, with shape 2.2 and scale 1.9). Dimen-
sionless parameters of the experiment are Rea = 368, Wea = 64 and rμ = 50. The 
low cutoff radius is set by the resolution of the video to 0.6 mm. A large number of 
measurements is necessary for obtaining converged statistics. This cumulative dis-
tribution was thus constructed from 6 runs of the same experiment and using the 
last 10 frames of each video, i.e. once a statistically steady state is reached and be-
fore the fastest droplet touches the bottom of the tank. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of 
this article.)
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Fig. 7. Series of snapshots of the diapirs evolution for 4 runs of the experiment with a 31 mm initial radius diapir. From top to bottom, only the viscosity of the ambient fluid 
increases; the corresponding viscosity ratios are 0.5, 5, 50, and 500. Rigorously, changing the ambient viscosity also changes the Reynolds number. But it may be noticed 
from the snapshots that the mean sedimentation velocities in the four cases are comparable, and, hence, largely independent of the ambient fluid viscosity, as expected in 
the Newtonian limit. We argue then that the various observed dynamics are primarily related to changes in the viscosity ratio.
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Fig. 8. Distribution of the drops equivalent radii (in mm, along the x-axis) and 
speeds (non-dimensionalized by the Newtonian speed of the initial diapir, along 
the y-axis). The initial radius of the diapir is 23 mm and the viscosity ratio is 50, 
which gives Rea = 244 and Wea = 37. Three curves of the corresponding Newtonian 
velocity scaling (1) with a prefactor respectively equal to 1, 1/2 and 1/3 from top 
to bottom, are shown in green. (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article.)

of the flow around the droplet, assumed to be constant (following 
Samuel, 2012). We define the degree of equilibration as

C∗(t) = Cm(t) − Cm(t = 0)

Cm,eq − Cm(t = 0)
. (8)

Eq. (7) then leads to an exponential solution

C∗(t) = 1 − e−t/τ where τ = r3/2

3

√
2

κv
. (9)

Following our experimental results, we evaluate the degree of 
equilibration using three different values for the local speed of 
the drops and the speed at which the cloud of drops is entrained. 
The reference case corresponds to the standard iron rain scenario 
with a cloud of drops with a uniform radius Rcap , and where the 
local and global speeds are the corresponding Newtonian speed. 
Two other scenarios based on our experimental results are investi-
gated. The local speed is given in one case by the Newtonian speed 
for each drop whose radius follows a Gamma distribution, and in 
the other case by the size-speed distribution results presented in 
Fig. 8, where we are assuming that the distribution does not de-
pend on the large scale parameters such as the mean diameter 
and velocity of the drop cloud. In both cases, the global speed is 
the Newtonian velocity of the initial 10 km radius diapir. This es-
timate agrees with our present experimental results, as shown, for 
example, in Fig. 7. The global sedimentation speed, however, prob-
ably decreases over time because of the progressive entrainment 
of ambient fluid, as shown by Deguen et al. (2011, 2014). This ef-
fect is not seen here, possibly because of the limited size of our 
container. Corresponding equilibration results for the three models 
are shown in Fig. 9.

In all cases, the entire distribution of drops fully equilibrates 
before reaching the bottom of the magma ocean. However, the pre-
dicted depth of equilibration is 1 to 3 orders of magnitude larger 
when considering the scenarios derived from our fluid mechan-
ics experiments compared to the idealized iron rain. This is the 
result of two combined effects highlighted by our laboratory ex-
periments: droplet velocities are significantly larger than in the 
classical iron rain, and the drop size distribution puts a signifi-
cant fraction of the metal phase in drops larger than Rcap , which 
implies a smaller surface of exchange between iron and silicate. 
As a result, equilibration will integrate a broader range of con-
ditions regarding pressure and temperature, and the energy and 

Fig. 9. Degree of equilibration of a cloud of droplets resulting from the fragmen-
tation of an initially 10 km radius diapir and falling through a magma ocean. The 
classical iron rain scenario is shown in black for reference. Two scenarios derived 
from the statistics of our experiments with an initial radius R = 30 mm and rμ = 50
are also shown, where the global speed of the drop cloud is taken as the Newto-
nian velocity of the initial 10 km radius diapir. In red, the local speed of the drops 
is derived from the distributions shown in Fig. 8. In blue, the local speed is given 
by the Newtonian scaling law for each drop radius. Note that the present model ne-
glects the breakup distance of the initial diapir. For an initial diapir of radius 10 km, 
this implies a minimum depth of the magma ocean of 100 km, shown by the ver-
tical green line. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.)

mass exchanged by diffusion during the sinking of a particular 
metal droplet can occur substantively deeper within the magma 
ocean. Besides, for several elements, the partition coefficient de-
pends on the pressure of equilibration. Expected changes in the 
depth of equilibration will also change their final repartition be-
tween core and mantle.

8. Conclusions and open questions

Our laboratory experiments on the fragmentation of gallium 
drops falling through glycerol shed new light on the dynamics of 
the iron sedimentation process that likely occurs during a terres-
trial body’s final accretionary stages. The classical iron rain sce-
nario considers a population of spherical drops with a single char-
acteristic radius that fall towards the bottom of the magma ocean 
at a unique velocity without any further change. In contrast, here 
we find that the fragmentation of an initially large diapir actu-
ally gives rise to a variety of stable shapes, a large distribution 
of sizes and velocities, and an intense internal dynamics within 
the cloud with the superimposition of further fragmentations and 
merging. Thus, we argue that previous models of chemical and 
thermal equilibration processes can only be accurate in a statis-
tical mean sense (e.g. Rubie et al., 2003; Samuel et al., 2010). On 
the basis of our simple equilibration model, we still predict a com-
plete equilibration before reaching the core, but at a significantly 
deeper depth. One should also keep in mind that the probability 
of a “strange” event, i.e. an anomalously large diapir or an anoma-
lously slow falling velocity, is statistically possible, especially for 
large viscosity ratios.

Additional experiments are necessary to complement the con-
clusions drawn here, notably with a larger tank to avoid confine-
ment effects and to allow for initially larger diapirs. Also it now 
appears necessary to take into account, in more evolved models 
of equilibration, the complex internal dynamics between drops in-
side the clouds, including the observed inverse cascade and the 
global sedimentation dynamics. It is also necessary, in addition 
to the first study for fixed-shape spherical drops by Ulvrová et 
al. (2011), to account for the very intense internal dynamics in-
side and outside large drops, which both stabilizes and deforms 
them, and should increase the equilibration process by advection. 
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All these effects clearly deserve further studies that are beyond 
the scope of this paper. Finally, our experiments have highlighted 
the importance of the viscosity ratio on the fluid dynamics of the 
fragmentation and sedimentation processes. As in Earth, the heat 
brought by the conversion of gravitational and kinetic energy dur-
ing accretion is not negligible (see e.g. Tonks and Melosh, 1992;
Samuel et al., 2010), it would now be interesting to study the 
strong coupling between the heating by viscous damping of the 
intense flows caused by the fall of iron diapirs, the changes in the 
ambient viscosity induced by this thermal evolution, and the cor-
responding evolution of the drop size distribution.
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Accretion from primordial material and its subsequent differentiation into a planet with core andmantle are fun-
damental problems in terrestrial and solar system. Many of the questions about the processes, although well de-
veloped asmodel scenarios over the last few decades, are still open andmuch debated. In the early Earth, during
its formation and differentiation into rockymantle and iron-rich core, it is likely that silicate melts played an im-
portant part in shaping the Earth's main reservoirs as we know them today.
Here, we review several recent results in a deep magma ocean scenario that give tight constraints on the early
evolution of our planet. These results include the behaviour of some siderophile elements (Ni and Fe), lithophile
elements (Nb and Ta) and one volatile element (Helium) during Earth's core formation. Wewill also discuss the
melting and crystallization of an early magma ocean, and the implications on the general feature of core-mantle
separation and the depth of themagma ocean. The incorporation of Fe2+ and Fe3+ in bridgmanite duringmagma
ocean crystallization is also discussed. All the examples presented here highlight the importance of the prevailing
conditions during the earliest time of Earth's history in determining the composition and dynamic history of our
planet.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Silicate melts have played an important role in Earth's evolution
from the core formation 4.5 billion years ago to present-day volcanic ac-
tivity. Modern planetary formationmodels show that terrestrial planets
likely formed through threemodes of growth that were ordered in time
in the protoplanetary disk. In step I, km-sized planetesimals formed by
the coagulation of gas and dust in less than ~104 years. In step II, the col-
lisional evolution of the planetesimals population led to the growth of
Moon to Mars-sized planetary embryos formed by runaway growth
through collisions among the planetesimals in b106 years. In step III,
giant collisions among the planetary embryos resulted in the formation
of a few terrestrial planets that swept up all the other bodies. This stage
may have taken up to ~108 years (e.g. Chambers, 2004;Morbidelli et al.,
2012). At least step II and step III were energetic enough to have likely
melted a large fraction of the silicate Earth (e.g. Canup, 2012). Theory
and observations point in fact to the occurrence of magma oceans in
the early evolution of terrestrial planets and in many planetesimals
(e.g. Greenwood et al., 2005; Elkins-Tanton, 2012). In addition a
magma ocean scenario provides a favorable environment in which
metal-silicate segregation can occur rapidly and efficiently (e.g.
Stevenson, 1990).

It is nowwell established that formetal and silicate to segregate rap-
idly on a planetary scale requires that at least the metal is molten
(Stevenson, 1990). On the other hand, when the silicate is also largely
molten, liquid metal can segregate extremely efficiently (e.g. Rubie et
al., 2003). The short time scale of Earth's core formation, ranging from
30 to 100 Ma after the beginning of solar system accretion (e.g. Kleine
et al., 2009) can be also used as an indirect evidence for large scalemelt-
ing during the first 100 Ma of Earth's history. There are three main
sources of energy that can produce the melting that is required for
core formation: (1) the decay of short-lived radioactive nuclides (26Al
and 60Fe) during the first 1–3 Ma of the solar system evolution
(Yoshino et al., 2003); (2) the energy delivered by impacts that can gen-
erate local or globalmelting especially during the late stages of Earth ac-
cretion (Tonks and Melosh, 1993); (3) the conversion of potential
energy into heat via viscous dissipation during the segregation of the
metallic phase that can increase the silicate temperature by 1000–
3000° (Ke and Solomatov, 2009; Monteux et al., 2009; Samuel et al.,
2010; more details can be found in the review paper by Rubie et al.,
2015b).

Melting events are common in the first stages of Solar System histo-
ry and start very rapidly after the beginning of solar nebula condensa-
tion, dated at 4.567–4.568 Ga, age of refractory inclusions, known as
CAIs (see Amelin et al., 2002; Bouvier and Wadhwa, 2010; Connelly et
al., 2012). Oldest ages measured in ironmeteorites show that metal-sil-
icate separation beganon planetesimalswithin 1 to 1.5Ma of the start of
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Solar System formation (Kruijer et al., 2012, 2014). The study of basaltic
achondrites (angrites, eucrites) coming from different parent bodies
shows that small planetesimals have experienced magma ocean stages
during the first million years of their history (e.g. Brennecka and
Wadhwa, 2012; Touboul et al., 2015). This chronology shows that the
building blocks of forming planets impliedmainly differentiated objects
instead of primitive and undifferentiated materials. In planets, the last
stages of accretion end with very large collisions. The most spectacular
event for Earth corresponds to the Moon-forming giant impact event.
The study of short-lived systematics in terrestrial samples gives evi-
dence for successivemagma-ocean stages on Earth. Noble gas systemat-
ics trace the mantle's degassing and the Xenon isotope signature is
consistent with extensive loss of volatile elements within the first
100 Ma of Earth's existence (Allègre et al., 1983; Yokochi and Marty,
2005; Mukhopadhayay, 2012). The high 3He/22Ne fractionation ob-
served in the Earth's mantle suggests at least two separate magma
ocean steps during the Earth's accretion (Tucker and Mukhopadhyay,
2014). Excesses in 182W (produced by the decay of 182Hf) measured in
2.7 Ga-old komatiites are explained by a large-scale magmatic differen-
tiation during the first 30 Ma of the Solar System's history (Touboul et
al., 2012). Since the giant Moon-forming impact is dated between 40
and 200 Ma (Boyet et al., 2015 and references therein), this collision
may not have induced a complete homogenization of the Earth's man-
tle. The combined measurements of 146,147Sm-142,143Nd systematics of
undisturbed Eoarchean metabasalts (from the southwestern part of
Greenland, Isua Supracrustal Belt) suggest differentiation of the mantle
source at ~4.47 Ga (Rizo et al., 2011). Chemical fractionation would
have occurred during the crystallization of a large magma ocean
which extended down into the lower mantle. This chronology is consis-
tent with the presence of zircon formed in a terrestrial crust at ~4.4 Ga
(Wilde et al., 2001; Valley et al., 2014).

Concerning the Earth one of the most important events during the
first 100 Ma is the segregation of the metallic core. Among the several
uncertainties about the formation of the Earth and other planets, the
physical conditions upon which Earth differentiated are important
questions that remain much debated. Evidence on the earliest times
on Earth comes mainly from two sources: (1) The concentrations of
core-forming elements left behind in the silicate part provide a finger-
print on the conditions under which this segregation occurs. (2) The
Moon is the second important source of evidence, it is believed to
have formed after the Earth's core formation as a result of a giant impact
between Earth and a Mars-size body (named Theia) (Hartmann and
Davis, 1975; Tonks and Melosh, 1993). The magma oceans were reser-
voirs where partial to complete equilibrium and segregation of the me-
tallic phase from the impactor and the silicate phase from the target
were likely to occur (Rubie et al., 2003). The thermo-chemical ex-
changes that occurred in the magma oceans have strongly influenced
the geochemical signature within the current deepest parts of the
Earth. Hence they play a key role on how we constrain the differentia-
tion processes in terms of characteristic timescales, P - T conditions or
redox conditions. Themetal silicate separation processes and especially
the characteristic volumes that are involved (cm-droplets to km-dia-
pirs) during the core formation govern the degree of chemical equilibra-
tion between the mantle and the core of the Earth (Samuel, 2012;
Wacheul et al., 2014). During the latest stages of planetary accretions
the large impactors were probably differentiated. After a collision, the
impactor's core is assimilated into the partially to completely molten
mantle leading to a first fragmentation due to the impact itself. This
first fragmentation is poorly constrained but it is the starting point of
the second fragmentation that is likely to occur within the turbulent
magma ocean. During these two stages of fragmentation, the impactor's
core was potentially fragmented down to cm-size droplets (Rubie et al.,
2003). If the impactor's core was completely emulsified in droplets
(“iron rain scenario”), the thermo-chemical exchanges between the
metallic phase from the impactor and the silicates from the magma
ocean were extremely efficient (Rubie et al., 2003). Many geochemical

models are based on this “iron rain scenario”. However, after a large im-
pact, the emulsification of the impactor's core might be incomplete and
large volumes of iron may sink without experiencing a complete equil-
ibrationwith themantle they are passing through (Dahl and Stevenson,
2010). In this case, a limited fraction of the mantle could equilibrate
with the metallic phase. This could explain the relatively high abun-
dance of highly siderophile elements of the terrestrial mantle that
should have efficiently segregated into the core. Recently, laboratory ex-
periments have constrained themixing (Deguen et al., 2011, 2014) and
the fragmentation dynamics (Wacheul et al., 2014) during the sinking
of a metallic volume within a magma ocean. Wacheul et al. (2014)
showed that therewas awide range ofmetallic droplet sizes and shapes
as well as important interactions within the sinking metal cloud in
which fragmentation and coalescence events are superimposed. For
the first time, Wacheul et al. (2014) have estimated the influence of
the viscosity contrast between liquid iron and the liquid silicates and
showed that a large viscosity contrast favors large-scale diapirs. The
characteristic size (that governs the sinking velocity) and the shape of
the metallic droplets (that governs the exchange surface) are both key
parameters to anticipate the degree of equilibration of any chemical el-
ement within a magma ocean (Rubie et al., 2003). This degree of equil-
ibration is a strong function of the partition coefficient of each element
considered (Deguen et al., 2014).

In summary, the Earth accreted over a period of at least 100Mawith
several magma ocean episodes. During this period themain part of core
formation process occurred. In this paper we will review results involv-
ing exchanges between molten silicate andmetal liquid during the first
100Ma that give rise to strong constraints on the evolution of our plan-
et. This review includes the conditions of the Earth's core formation de-
termined from the behaviour of some siderophile elements (Ni and Fe)
and lithophile elements (Nb and Ta). Recent results also show that the
early core could have incorporated enough helium to supply deep-root-
ed plumeswith high 3He/4He ratios throughout the age of the Earth.We
will discuss the melting and crystallization of an early magma ocean,
and the implications on the general feature of core-mantle separation
and the depth of the magma ocean. We will also discuss the incorpora-
tion of Fe2+ and Fe3+ in bridgmanite during magma ocean
crystallization.

2. Conditions during Earth's core formation

2.1. Constraints from siderophile elements

The knowledge of the pressure, temperature and oxygen fugacity
(fO2) conditions prevailing during Earth's core formation is derived
mainly from the behaviour of the siderophile elements (iron loving ele-
ments) that are depleted in themantle. In this context, the behaviour of
Ni and Co has been considered to provide an important clue, both being
refractory elements and present in the Earth's mantle in a near-chon-
dritic Ni to Co ratio (Newsom, 1990). In addition, Ni and Co are almost
identical to Fe in cosmochemical volatility (Grossman, 1972; O'Neill
and Palme, 1998). By using all existing data of metal – silicate
partitioning of Ni and Co the consensus at the present time is that
metal-silicate equilibration at high pressures, in the range of 40–
60 GPa (corresponding to depths of 1000–1500 km), was required to
produce the observed Ni and Co depletions in the mantle (see:
Bouhifd and Jephcoat, 2011; Righter, 2011; Fischer et al., 2015; Siebert
et al., 2012; for the most recent studies). Similar conclusions were
reached based on themetal-silicate partitioning of lithophile andweak-
ly-siderophile elements (Mann et al., 2009; Siebert et al., 2011). One
should note here that the conditions of Earth's core formation derived
from metal-silicate partitioning of siderophile elements cannot be
used as arguments for single-stage core formation as this is highly un-
likely considering that Earth's core formation occurred during a series
of large impact events (e.g. Canup, 2008; O'Brien et al., 2006;
Morbidelli et al., 2012; Wetherill, 1985). Such impacts added Fe-rich
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metal which segregated to the Earth's proto-core. The experimental re-
sults of metal – silicate partitioning of Ni and Co suggest only that some
impactor must re-equilibrate in the deep magma ocean above 40 GPa,
presumably as a result of emulsification (Rubie et al., 2003) before
reaching the center of our planet to form the core, and leaving the ob-
served mantle abundances of siderophile elements.

2.1.1. Silicate melts structure control on metal-silicate partitioning of Ni
As noted above, Ni is themost studied element to constraint the con-

ditions of Earth's core formation. The available experimental data of
molten metal – silicate liquid partitioning of Ni that range from about
1 GPa up to 100 GPa (e.g. Li and Agee, 1996, 2001; Thibault and
Walter, 1995; Ohtani and Yurimoto, 1996; O'Neill et al., 1998;
Gessmann and Rubie, 2000; Bouhifd and Jephcoat, 2003, 2011; Chabot
et al., 2005; Siebert et al., 2012; Fischer et al., 2015; and references
therein) show a decrease of metal-silicate partition coefficients of Ni
(DNi) with increasing pressure (at roughly constant oxygen fugacity
and temperature following the liquidus of chondritic mantle). Another
important feature of DNi versus pressure is its marked slope change for
pressures higher than 35 GPa. As noted by Sanloup et al. (2013), this
slope change coincides with a change in the coordination of silicon (in
a basaltic melt composition) from 4-fold coordination under ambient
conditions to 6-fold coordination at about 35 GPa. One can note that
similar results were obtained by studying the structure of basaltic
melt at high pressures using first-principles simulations (Bajgain et al.,
2015). The similarity of the transition pressure from 4- to 6-fold coordi-
nation of Si and the pressure of the marked change in the DNi coeffi-
cients indicates that melt compressibility controls siderophile-element
partitioning – at least for Ni (Sanloup et al., 2013). For other siderophile
elements, like Cr, V or Mn, metal-silicate partition coefficients versus
pressure do not show any slope change at around 35 GPa (see Fischer
et al., 2015 for experiments up to 100 GPa).We reported in Fig. 1 a com-
pilation of DFe versus pressure up to about 55 GPa that shows no slope
change at around 35 GPa (the reported experiments in Fig. 1 are at fO2
varying between IW-1 and IW-2). These examples show thatmelt com-
pressibility is not affecting all siderophile elements partitioning in the
same way.

2.2. Constraints from refractory lithophile elements

How elements are distributed between the main reservoirs (core,
magma ocean, atmosphere) during planetary differentiation depends
on their chemical affinity. Geochemists and cosmochemists have divid-
ed the chemical elements into groups, such as the iron-loving
siderophile elements, the silicate-loving lithophile elements, the gas
phase-loving atmophile elements, and the sulfur-loving chalcophile el-
ements (Goldschmidt, 1937). This classification has been constructed
based on the form in which the elements are encountered at the Earth's
surface, i.e. under ambient pressure and temperature, and oxidizing
conditions. However, each element behaviour is likely to be modified
by intensive parameters variations. This is illustrated in the following
for the case of Nb and Tadistribution betweenmoltenmetal and silicate,
this pair of elements giving important clues on oxygen fugacity prevail-
ing during early Earth history.

2.2.1. Oxygen fugacity effect on metal – Silicate partitioning of Nb and Ta
The variation of the partitioning with the oxygen fugacity (fO2) of

any cation in silicate liquid informs on its electronic charge in the silicate
melt. In fact, metal-silicate partitioning of an element M between sili-
cate and metal involves exchange between oxidized species (MOn/2)
in the silicate and reduced species in themetal (M). This exchange reac-
tionmust depend on oxygen fugacity and the oxidation state n of the el-
ement M in the silicate melt as reported in the following equation:

MOn=2 ¼ Mþ n=4 O2 ð2Þ

Working with trace elements, some simplifying assumptions can be
made to express their activities and the equilibrium constant can be ap-
proximated to the Nernst partition coefficient, yielding the following
equation:

DM ¼ Xalloy
M

Xsilicate
M

≈
aalloyM

asilicateM

¼ exp −
ΔG0

RT

 !
−

n
4

f O2ð Þ ð3Þ

with X representing the weight fractions, a the activities, ΔG0 the
Gibbs free energy change at the standard state and fO2 the oxygen fu-
gacity. According to the Eq. (3) the metal-silicate partition coefficient
for any cation is inversely related to the oxygen fugacity. Additionally,
it is also a function of the element valence state in the silicate melt. It
can also be predicted that, in theory, any element should become
siderophile, provided that the conditions are sufficiently reducing. The
most reducing conditions recorded in the solar system are those of cal-
cium aluminium refractory inclusions (CAIs) of carbonaceous chon-
drites, about 7 log units below Fe-FeO equilibrium (IW-7) (Grossman
et al., 2008). (Note that enstatite chondrite conditions may have been
even lower, of the order of IW-10 (Larimer and Buseck, 1974).

2.2.2. The “Nb paradox”
As the Earth accreted and differentiated,metallicmaterials segregat-

ed from silicates to form the iron-rich core. Because theywere excluded
from the core, the proportions of the refractory lithophile elements left
over in the silicate part of the Earth are thought to have remained iden-
tical to those of chondritic meteorites throughout accretion (Kargel and
Lewis, 1993). Niobium and tantalum, two refractory elements, have
been classified as high field strength elements (HFSE), because their
ionic charge over ionic radius ratio is high. This electronic featuremostly
defines Nb and Ta behaviour in magmatic systems: as their sizes differ
significantly from that of the available lattices in most of the common
minerals, both elements tend to partition into the liquid phase during
melting (Hofmann, 1988). Moreover Nb and Ta are described as “geo-
chemical twins”: they are known to occur only in pentavalent state
and octahedrally coordinated (VI-fold) in geological systems, and
share the same ionic radius (0.64 Å, Shannon, 1976). For those reasons,
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Fig. 1. Molten metal – silicate liquid partition coefficients of Fe as a function of pressure
(GPa). The temperatures of the experiments were above the liquidus of a chondritic
composition, and the oxygen fugacity ranges between IW-2 and IW-1. The compiled
data are taken from the authors reported in the figure.
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Nb and Ta should behave similarly during the extraction of the core.
However, the Nb/Ta ratio of the bulk silicate Earth (BSE) is significantly
lower (Nb/Ta(BSE) = 14 ± 0.3) than the chondritic value (Nb/
Ta(chondrites) = 19.9 ± 0.6), as well as lunar rocks (Nb/Ta(Moon) =
17.0 ± 0.8 (Münker et al., 2003)). This observation is quoted as the “ni-
obium paradox”. To resolve this paradox, three main explanations have
been proposed: the Earth has a hidden silicate reservoir characterized
by a superchondritic Nb/Ta that originated from the subduction of re-
fractory eclogite through Earth's history (Rudnick et al., 2000); early
storage of the late stage residual melt from the magma ocean (Nebel
et al., 2010); the `missing Nb′’ has been sequestrated into the core
(Cartier et al., 2014; Wade and Wood, 2001).

2.2.3. Nb and Ta partitioning between metal and silicate melts
Various experimental studies support the idea that the core may be

the “missingNb” reservoir. The results are based onNb and Tametal-sil-
icate melts partition coefficients, which appear to be mainly dependent
on oxygen fugacity, compared to pressure, temperature or silicate com-
position (Cartier et al., 2014). When plotted as a function of oxygen fu-
gacity (Fig. 2), partition coefficients describe lines which slopes that
depend directly on the cation valence state in the silicate melt.

Undermoderately reducing conditions (IW to IW-3) data are consis-
tent with Nb2O5 and Ta2O5 in the silicate melt, i.e. Nb and Ta are mainly
5+ in the silicate liquid. More surprisingly, Nb and Ta describe different
slopes under very reducing conditions (for fO2 N IW-3), consistent with
NbO and Ta2O3 in the silicate melts. This contrasting valence change of
Nb and Ta under reducing conditions is responsible for the two ele-
ments decoupling in metal – silicate systems. One can note here that
the observed behaviour above for Nb and Ta is not a general feature
for all lithophile elements as for Sm and Nd for example we did not ob-
serve any slope break ofDSm andDNd as a function of oxygen fugacity in
the range of IW-5 and IW-1. The reported results for Sm and Nd for S-
free systems are consistent with Sm and Nd being dissolved in the sili-
cate melt as Sm3+ and Nd3+ in reducing conditions between IW-5
and IW-1 (Bouhifd et al., 2015). Thus, partitioning data is a good tool
to reveal element valence states. However the uncertainty on the ele-
ment valence state is quite large, because of experimental and analytical
error, coupled with significant uncertainties on experimental samples
intrinsic oxygen fugacity estimation. The slope is also a function of the
interaction coefficient of the element which can vary as Si enters the
metal at low fO2 - this is another good reason to independently constrain
the valence through spectroscopy with direct valence probing in the
samples.

2.2.4. Nb and Ta speciation in silicate melts
In a recent study, XANES spectra have been acquired in silicate

glasses equilibrated under moderately and highly reducing conditions
(Fig. 2) (Cartier et al., 2015). Under moderately reducing conditions,
the studied silicate glasses mainly contain Nb and Ta in the 5+ state.
Under highly reducing conditions, silicate glasses contain Nb2+ and
Ta3+. These results confirm the information about Nb and Ta valence
obtained with partition coefficients. Thus Nb and Ta behaviour in
metal – silicate melts systems is mainly controlled by redox conditions,
which simplifies the modeling of their partition coefficients as a func-
tion of oxygen fugacity.

2.2.5. Nb/Ta ratio as an fO2 proxy during core formation
The results presented here show that Nb/Ta ratio in the primitive

magma ocean depends mainly on the prevailing oxygen fugacity. Addi-
tionally, the experiments show that pressure has no effect (Cartier et al.,
2014), meaning that Nb-Ta systematics cannot be used to estimate the
depth of the magma ocean, in contrast to Ni and Co for example. Nb-
Ta systematics, however, can be used to shed light on the oxidation
state of the planet primitive building blocks.

For this, planet growth fromplanetesimals has beenmodeled in light
of Nb/Ta evolution in themagma ocean during core formation. As noted
above, when observed, Nb depletion is likely due to its trapping in the
metallic core. Therefore, present day Earth's mantle bears the evidence
of a reduced stage at some early stage of our planet history. By applying
themetal-silicate partitioning data to a heterogeneous accretion scenar-
io (such as proposed by Rubie et al., 2011) it is possible to reach the ob-
served subchondritic Nb/Ta ratio (14 ± 0.3) of the bulk silicate Earth
(Fig. 3). According to this scenario, the first ~70 wt% of the Earth accret-
ed from reduced material, similar to enstatite chondrites, except for its
lower volatile content, yielding extremely low Nb/Ta in the silicate
mantle. The last 30% consist of more oxidized material, allowing for
Nb/Ta to increase, until it reaches its present day value.

In the case of theMoon, the Nb/Ta estimate is of 17.0± 0.8 (Münker
et al., 2003). It is higher than the Earth's value, but still subchondritic.
Noting that the Moon's core is very small and has a negligible effect
on Nb budget, the Nb/Ta of the Moon mantle is necessarily the result
of the mixing of the proto-Earth mantle with the impactor Theia. Con-
sidering that terrestrial and lunar samples are isotopically similar, a suc-
cessful scenario is that at the time of impact, the Moon may have
inherited the chemical signature of the Earth's upper mantle, whose
Nb/Ta was higher than the modern value due to the crystallization of
bridgmanite. This signature would have been subsequently erased due
to the homogenization of the whole Earth's mantle. Nb/Ta ratio is
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therefore a good fO2 proxy during core formation. Mars and Vesta-4, for
example, are considered to have differentiated under only moderately
reducing conditions (IW and IW-1.5, respectively). This explains why
SNC and HED meteorites display an almost chondritic Nb/Ta.

In summary, realistic Earth's core formation models are now in our
reach that include a combination of amultistage core-mantle differenti-
ation with N-body accretion simulations, or a continuous Earth's core
formation where pressure, temperature and oxygen fugacity vary as
the Earth's accretion proceed (e.g. Rubie et al., 2015a). In these models,
we consider that the accretion of the Earth occurred during a series of
large impact events (e.g. Canup, 2008; Wetherill, 1985; O'Brien et al.,
2006; Monteux et al., 2009; Nakajima and Stevenson, 2015). The pres-
sure and temperature of metal-silicate equilibrium likely increased as
accretion progressed and core formation was therefore a continuous
process. Other geochemical arguments based on 107Pd-107Ag and
182Hf-182W (e.g. Halliday and Wood, 2009) provide support for contin-
uous core formation. In addition, Wade and Wood (2005) completed
the deep magma ocean model by presenting a model in which the
magma ocean deepened in proportion to the size of the proto-Earth,
and in which the Earth became more oxidized at the last accretion
stages during the first 100 Ma. Results of both models suggest that ac-
cretion of Earth was heterogeneous with the initial 60–70% of Earth's
mass forming from reducing material and the final 30–40% from rela-
tively oxidizedmaterial. Thesemodels also give results formetal-silicate
partitioning of a significant number of siderophile elements that are
consistent with observed mantle abundances provided the oxygen fu-
gacity increases from about IW-5 to IW-2 (5 to 2 log units lower than
the Iron-Wüstite buffer) during core separation. This conclusion is con-
sistent with N-body simulations of terrestrial planet formation, which
show that the Earth accreted material from farther from the sun at
later times (e.g. Raymond et al., 2006; Morbidelli et al., 2012; Fischer
and Ciela, 2014; Rubie et al., 2015a). Consequently, Earth began to ac-
crete with a low FeO content in its mantle (in the range of 0.2–0.5 wt%
consistent with the reduced chondritic bodies as enstatite chondrites),
and at the final stages of accretion we can assume that the Earth's core
is 85 wt% Fe and the mantle about 8 wt% FeO (McDonough and Sun,
1995). Finally, for Earth the reducingmaterial can be similar to enstatite
chondrites as it is consistent with the 17O, 48Ca, 50Ti, 62Ni and 90Mo iso-
topic study by Dauphas et al. (2014). Enstatite chondrites being the
main building blocks of the Earth are also consistent with a recent colli-
sional erosionmodel (Boujibar et al., 2015) or the separation of the core
from a hydrous magma ocean (Clesi et al., 2016).

Othermodel suggests that the Earth'smantle can start in a highly ox-
idized state and becomesmore reduced as FeO enters the core (Rubie et
al., 2004; Siebert et al., 2013). However this type of model is only valid
when no Si partitions into the Earth's core. Recent experiments show
in fact the simultaneous incorporation of Si andO at the Earth's core for-
mation conditions (Bouhifd and Jephcoat, 2011; Siebert et al., 2012;
Tsuno et al., 2013; Fischer et al., 2015). Every mole of silicon that enters
into the core releases two moles of FeO that partition into the mantle
following the reaction (1), as proposed by Javoy (1995) and Javoy et
al. (2010) to argue for an enstatite chondrite model for the Earth:

2Fe metalð Þ þ SiO2 silicateð Þ ¼ Si metalð Þ þ 2FeO silicateð Þ ð1Þ

Consequently the initially oxidized mantle cannot be reduced to its
present state when mass balance is taken into account (e.g. Rubie et
al., 2015a).

3. Incorporation of highly volatiles in an early magma ocean

Highly volatile elements are defined as elements with low 50% con-
densation temperature (lower than about 800 K at 10−4 atm –
McDonough and Sun, 1995) and can include hydrogen, carbon, nitro-
gen, sulfur and noble gases. In the following we will only focus on
helium, and how the solubility and partitioning of this element during
Earth's core formation places strong constraints on the formation and
evolution of our planet. For the other elements their behaviour during
the earliest time of our planet can be found in recent papers – even if
the origins and abundances of these elements are still much debated –
(e.g. Albarède, 2009; Armytage et al., 2013; Bergin et al., 2015;
Boujibar et al., 2014; Dasgupta et al., 2013; Gaillard and Scaillet, 2014;
Gaillard et al., 2015; Halliday, 2013; Hirschmann, 2016; Hirschmann
and Dasgupta, 2009; Hirschmann et al., 2012; Jephcoat et al., 2008;
Kadik et al., 2015; Li et al., 2016; Marty, 2012; Marty et al., 2013;
Moreira, 2013; Mukhopadhayay, 2012; Roskosz et al., 2013; Wood et
al., 2013; and references therein).

3.1. Helium in early magma ocean

To simulate Earth's core formation under conditions of segregation
from a deep magma ocean, helium partitioning was determined in a
mixture of a molten CI-chondrite model composition and Fe-Ni metal
alloy liquid (Bouhifd et al., 2013). The results presented in this study
show that the concentrations of He in a CI-chondrite melt increase
with increasing pressure up to ~3 GPa, remain roughly constant in the
range of 3 to 8 GPa and drop from 2000 ppm to about 500 ppm and
again remain constant to the maximum pressure reached of that work
(of ~16 GPa). One can note that the shape of He solubility in CI-chon-
drite melt versus pressure is similar to that observed for Ar with similar
silicate composition (Bouhifd and Jephcoat, 2006). We reported in Fig.
4a–b the Ar and He solubilities in CI-chondrite melt at high pressures.
Both studies indicate that below 8 GPa (pressure corresponding to a
drop of Ar and He solubilities in CI-chondrite melt and corresponding
to depths b300 km in the Earth'smantle), Ar and Hemay dissolve in sil-
icate melts formed by partial melting in the Earth's interior. In a study
up to 8 GPa, the partition coefficient of Ar between clinopyroxene and
its melt was found to be between 10−3 and 10−4, implying that He
and Ar would be partitioned in melt and also ultimately degassed
(Brooker et al., 2003). This behaviour indicates that Ar and Hemaintain
their geochemically assumed incompatible behaviour with crystalline
phases. Similar conclusion can be drawn from experiments at 0.1 GPa
where all noble gases show an incompatible behaviour for olivine and
clinopyroxene (Heber et al., 2007). However, the high-pressure step de-
crease of Ar andHe in CI-chondritemelt observed at about 8GPa implies
that theremay be an increase in compatibilitywith the crystalline phase
(assuming that the crystalline phase does not undergo similar drop in
solubility at high pressures). At depths for pressures N8 GPa (~300 km
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in the Earth'smantle) the Ar andHe solubility in CI-chondritemelt indi-
cates that it would be possible for primordial and radiogenic Ar and He
to be preferentially retained deep in the Earth. One can note here that
the solubility of Ar in silicatemelts at high pressure is an ongoing debate
as the solubility drop of Ar in SiO2 melt at about 5 GPa (Chamorro-Perez
et al., 1996; Bouhifd et al., 2008) was not reproduced in a recent study
byNiwa et al. (2013),who instead showa slight decrease of Ar solubility
in the range of 5–12 GPa. For basaltic melt, molecular dynamic simula-
tions show also a slight decrease of Ar solubility in the range of 5 to
20GPa (Guillot and Sator, 2012), but such calculations present large un-
certainties. In any case, for silicatemelts, it is widely accepted that noble
gases dissolve into the interstitial sites, meaning that their solubility is
related to the concentration of holes able to accommodate atoms of par-
ticular size (Doremus, 1966; Studt et al., 1970; Shackelford et al., 1972;
Shelby, 1976). Increasing pressure causes a continuous densification of
melts leading to changes in the silicate units/species distributionwithin
the silicate melt. In their molecular dynamics simulations of molten an-
orthite, Nevins and Spera (1998) show that near 5 GPa the activation
volumes of all species present in the melt are higher in absolute value
than the partial molar volume of Ar, meaning that Ar can still be accom-
modated in molten anorthite at this pressure. However, above 20 GPa
the activation volumes of all melt species drop below the partial molar
volume of argon. This pressure is very consistent with the onset pres-
sure of Ar solubility drop for anorthite liquid of about 17 GPa (Bouhifd
and Jephcoat, 2006). Thus, a first-order interpretation of the drop in
Ar solubility data is that they represent a closing of a characteristic
void space in melts at high pressures and temperatures.

3.2. Earth's core as a reservoir for primordial helium

The question now is whether the Earth's core could plausibly be a
reservoir for helium, knowing that a large impact that formed the
Moon may have depleted the mantle as well as the atmosphere from
the noble gases by about 2 orders of magnitude. In fact, Xe isotopes
indicate that extensive loss (N97%) occurred from the mantle and at-
mosphere at two episodes of major mantle degassing, presumably
driven by giant impacts, respectively at 20–50 Ma and about
100 Ma after the formation of the solar system which is consistent
with the timing of Moon formation derived from Hf-W systematics
and simulations of the giant impact (Pepin and Porcelli, 2006;
Porcelli et al., 2001). Helium concentration in the early Earth's core
was controlled by the initial He abundance in the early mantle at
the time of core formation. High mantle concentrations of noble
gases may have existed in the early mantle even if the mechanism
by which early Earth acquired its noble gases is still debated. Noble
gases in the early Earth's mantle can have two main origins: (1) the
first origin/mechanism is the dissolution of gases from a dense, grav-
itationally captured atmosphere (assuming the Earth reached much
of its present mass before dissipation of the solar nebula) and
convected into the mantle. In this scenario, noble gases of solar com-
position, in particular solar-type helium and neon are dissolved
from the atmosphere (e.g. Harper and Jacobsen, 1996; Honda et al.,
1991; Mizuno et al., 1980). (2) The second scenario is that mantle
noble gases are already present in the parent bodies of the Earth,
due to irradiation by the solar wind of refractory grains (e.g.
Moreira, 2013; Moreira and Charnoz, 2016; Porcelli and Halliday,
2001; and references therein). Such mechanisms can provide at a
minimum 7 × 1012 atoms 3He g−1 in the mantle (Mizuno et al.,
1980; Porcelli and Ballentine, 2002; Porcelli and Halliday, 2001;
Trieloff and Kunz, 2005). Considering this value as the initial 3He
abundance during the Earth's core formation, and the measured
molten metal – silicate liquid partition coefficients of He (DHe) that
range from about 5 × 10−3 to 2 × 10−2 at high pressure and high
temperature (Bouhifd et al., 2013; Zhang and Yin, 2012), the early
Earth'scorewouldcontainsbetween3×1010and1.2×10113Heatomsg−1.
1. On the other hand, the 3He flux from Oceanic Island Basalts (OIB)
ranges from about 38 to 1000 mol yr−1 equivalent to values from about
2.3 × 1025 to ~6 × 1026 atoms 3He yr−1 (e.g. Lupton and Craig, 1975;
Porcelli and Ballentine, 2002). The ratio of 3He flux from OIB to the con-
centrations of 3He in the Earth's core requires that 0.8 to 3% of the mass
of the core should have released its primordial helium (Bouhifd et al.,
2013). The range of 3He/4He ratios observed in the present day OIB sam-
pleswould then be the result ofmixing from the corewith radiogenic 4He
and residual 3He from themantle. In addition, the early core would prob-
ably have formed with a high He/U ratio because U is a highly lithophile
element (Wheeler et al., 2006; Malavergne et al., 2007; Bouhifd et al.,
2013), and the core probablymaintained a high, throughout Earth's histo-
ry, 3He/4He ratio. Themantle reservoir debate (at least for helium –more
similarwork is needed for other noble gases)must now include exchange
processes that operate at the core-mantle boundary, especially when
molten metal – silicate melt reactions are involved (e.g. Herzberg et al.,
2013), and knowing, as reported by Macpherson et al. (1998) that high
3He/4He coincides with a domain of ULZV usually associated with partial
melting of silicates directly above a molten core. Finally, even if the core
helium budget is actually sufficient to provide all mantle 3He, it is reason-
able to expect that only OIBs originating from the core-mantle boundary
can carry the high 3He-4He core signature,making the Earth's core a plau-
sible reservoir for these high 3He-4He ratios.

4. Magma ocean crystallization after core formation

After the core-mantle separation, a second major chemical differen-
tiation event occurred during the magma ocean crystallization. Indeed,
during the cooling and the subsequent solidification of the magma
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Fig. 4. (a) Helium concentrations (ppm) in CI-chondrite melt as a function of pressure
(GPa). Figure taken from Bouhifd et al. (2013). (b) Argon concentrations (ppm) in CI-
chondrite melt as a function of pressure (GPa). Data are taken from Bouhifd and Jephcoat
(2006), Bouhifd et al. (2008) and White et al. (1989). For both figures error bars
correspond to 1σ (ranging from 7 to 25%) of the average of the chemical analysis and to
10% of the nominal pressures reported. The dashed lines are used as a guide line only.
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ocean, compatible elements (e.g. Mg, Cr) were preferentially collected
in the solid phase while the incompatible elements (e.g. Al, Na, Fe) se-
lectively partitioned into melts. Depending on the density contrast be-
tween the solid and the ambient liquid, a major chemical separation
occurred within the early mantle. This differentiation eventwas strong-
ly influenced by the cooling processes that governed the rheology, the
melt fraction and hence the efficiency of chemical exchanges within
the solidifying early mantle. As the melt fraction depends on the dis-
tance between the solidus and liquidus of the mantle, the melting
curves of the primitive mantle have major consequences on the cooling
dynamics of the early mantle, on the existence of chemical heterogene-
ities and on their lifetime within primitive mantle reservoirs. Until re-
cently, the determination of melting properties of samples was rather
limited in pressure. Now systematic experimental determinations of
the solidus and liquidus of geological materials are determined up to
the core-mantle boundary (CMB) using the laser-heated diamond
anvil cell technique (LHDAC) (e.g. Fiquet et al., 2010; Andrault et al.,
2011, 2014; Nomura et al., 2014; Tateno et al., 2014; Pradhan et al.,
2015). In Fig. 5 we report the liquidus and solidus of chondritic mantle
(the details about the determination of the liquidus and solidus of chon-
dritic material – that are beyond the scope of the present work – are re-
ported in Andrault et al., 2011).

In vigorously convecting systems such as magma oceans, the tem-
perature distribution is nearly adiabatic and isentropic and the crystalli-
zation is supposed to start as soon as the adiabatic profile is crossing the
liquidus (e.g. Solomatov, 2007). In one-phase systems, such as a
completely molten or a completely solid layer, the equation for an
adiabat is

∂T
∂r

� �
S
¼ −

αg
Cp

T ð4Þ

where T is the temperature, r is radius and g is the gravitational acceler-
ation.ρ,α and Cp are respectively the density, the coefficient of volumet-
ric thermal expansion and the specific heat of the considered one phase
material at a given depth.

In two-phase systems, the effects of phase changes need to be con-
sidered (Solomatov, 2007). For a zone of partial melting, the density
ρ', the coefficient of volumetric thermal expansion α' and the specific
heat C'p of the partially molten material are given as follows:

1
ρ0 ¼

1−ϕ
ρs

þ ϕ
ρm

ð5Þ

α0 ¼ α þ Δρ
ρ0 Tliq−Tsol
� � ð6Þ

C0p ¼ Cp þ ΔH
Tliq−Tsol

ð7Þ

whereϕ is themelt fraction at a given depth,ρs is the density of the solid
phase, ρm is the density of themolten phase,Δρ is the density difference
between solid and liquid. Tliq and Tsol are the liquidus and solidus tem-
perature at a given depth. ΔH is the latent heat released during solidifi-
cation. The equation for such adiabats is given by:

∂T
∂r

� �
S
¼ −

α0g
C0
p
T ð8Þ

The thermodynamical parameters for the molten magma ocean are
closely related to its chemical composition. Volume and elastic parame-
ters of silicate liquids have been recently characterized up to 140 GPa
using shock compression experiments (Mosenfelder et al., 2007, 2009;
Thomas et al., 2012; Thomas and Asimow, 2013). In Fig. 5 we also re-
ported the adiabats computed from Thomas and Asimow (2013) con-
sidering a chondritic composition for the early mantle. The adiabatic
temperature profiles are calculated by numerical integration of Eqs.
(1) and (5) using a fourth-order Runge–Kutta method (Press et al.,
1993). We assumed here a multi-component system with a chondritic
composition (62% enstatite + 24% forsterite + 8% fayalite + 4% anor-
thite + 2% diopside). Using fourth-order Birch-Murnaghan/Mie-
Grüneisen equation of state fits for molten silicate liquids from
Thomas and Asimow (2013), we obtained the melt density ρm, the vol-
umetric thermal expansion α as a function of pressure as well as the
specific heat Cp of the molten material for this multicomponent assem-
blage (seeMonteux et al., 2016 for more details). Fig. 5 illustrates that a
chondritic two-phase adiabat is steeper than the purely liquid or solid
one-phase chondritic adiabats (Solomatov, 2007).

Depending on the slope difference between the adiabats and the
liquidus, the crystallization will occur either from the bottom toward
the surface or from the top toward the bottom (e.g. Solomatov, 2007;
Labrosse et al., 2007;Monteux et al., 2016). Hence, determining precise-
ly the adiabatic profiles within the magma ocean is also a key aspect to
constrain the thermo-chemical evolution of the early terrestrial mantle
(Thomas and Asimow, 2013). When the melt fraction of the magma
ocean decreases down to a critical value of 40% the cooling dynamics
are not governed by the liquid phase but by the solid phase (Abe,
1997). Upon cooling, both the solid and liquid compositionswill diverge
from the early mantle composition. The density contrast between the
liquid and solid phasesmay lead to a separation between the twophases
as a consequence of crystal sedimentation and/or transcrystalline mi-
gration of the liquid (e.g. Schiano et al., 2006). This differentiation may
lead to the separation between compatible elements that will easily
reach the solid phase (e.g. Mg, Cr) while the incompatible elements
will remain in the liquid phase (e.g. Al, Na, Fe). The density contrast
will affect the chemical segregation and, hence, the geodynamical con-
sequences will differ depending if the buoyancy between the two
phases is positive or negative even if the vigor of the convectionwill po-
tentially erase the chemical contrasts. The ascent or descent of the liquid
phase within the partially molten mantle will either contribute to early
volcanismor to the formation of a dense basalmagma ocean. This aspect
is currently under debate: Nomura et al. (2011) suggest an iron rich liq-
uid phase denser than themantle while Andrault et al. (2012) suggest a
buoyant liquid phase that, as a consequence, leads to the formation of a
deep residual layer enriched in compatible elements.

Fig. 5. Adiabatic profiles (black solid lines computed from Thomas and Asimow, 2013),
solidus (green) and liquidus (red) (from Andrault et al., 2011) considering a chondritic
composition for the early mantle. In this context, as the adiabats are steeper than the
liquidus in the whole mantle, an initially fully molten mantle will start to solidify from the
core-mantle boundary toward the Earth's surface. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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4.1. Implications for the magma ocean during accretion

The observations of a high liquidus temperature for a chondritic
mantle as well as a large gap between its solidus and liquidus tempera-
tures have important implications for the properties of the magma
ocean during accretion. As reported in Fig. 5, a fully molten chondritic
mantle that would extend to a pressure range of 40–60 GPa (pressure/
depth of magma ocean range derived from siderophile elements) ex-
hibits temperatures in the range of 3000–3500 K (e.g. Bouhifd and
Jephcoat, 2011; Righter, 2011; Siebert et al., 2012; Fischer et al., 2015).
Such conditions correspond to a surface potential temperature of
about 2500 K (e.g. Andrault et al., 2011). Such a hot surface is not stable
and is only compatible with a transient magma ocean. In fact, surface
temperatures higher than 1800 K prevent formation of an (H2O-CO2)-
rich atmosphere required to produce an efficient thermal blanket to
the magma ocean (Abe and Matsui, 1988; Zahnle et al., 1988). Above
1800 K, it appears that significant silicate vaporization occurs, and
such rock vapor atmosphere conducts heat easily so that the magma
ocean would cool down in a few thousand years (Nagahara and
Ozawa, 1996; Sleep et al., 2001). A conclusion of transient magma
ocean during the first 100 Ma of Earth's history drawn from melting
curves of chondritic mantle is consistent with geochemical evidence
(Tucker and Mukhopadhyay, 2014). In this latter study, the authors
present evidence for at least two separate magma ocean episodes on
early Earth based on the ratio of primordial 3He and 22Ne in the pres-
ent-day mantle.

4.2. Role on mantle chemical heterogeneities

As noted above the abundance of moderately siderophile elements
in the Earth's mantle are better explained with scenarios where the
pressure and temperature of core-mantle equilibration increase with
time (e.g. Wood et al., 2006; Fischer et al., 2015), hence where the
magma ocean's floor deepened throughout Earth's accretion. In thema-
jority of these core-segregationmodels, the magma ocean floor is locat-
ed at half or 2/3 of the depth of the core-mantle boundary, which
increases progressively on the course of the accretion (e.g. Wade and
Wood, 2005; Rubie et al., 2015a; Fischer et al., 2015). This implies that
as soon as the Earth achieved about ~30% of its present-day mass, the
floor of themagma ocean reached a pressure sufficient to enter the sta-
bility domain of bridgmanite (Al-bearing (Mg,Fe)SiO3 with perovskite-
type structure, Bg). Therefore, the equilibration between magma-
ocean, Bg-rich solid mantle and segregating metallic phases, may have
had an important role during Earth's differentiation.

Archean rocks show anomalies of 142Nd in comparison to modern
samples, which suggests an early differentiation of the primitivemantle
through early decay of the extinct radionuclide 146Sm (Boyet and
Carlson, 2006; Caro et al., 2006; Rizo et al., 2013). The strong fraction-
ation between Sm and Nd required for explaining these isotopic anom-
alies support a scenario of amagmaocean at ~4.47Ga (Rizo et al., 2011).
The modern terrestrial samples show relatively homogeneous
142Nd/144Nd ratios, resulting from efficient mantle convection and
mixing of the early-formed enriched and depleted reservoirs. This con-
stant isotopic ratio recorded by samples from the surface is however
higher than those measured in the majority of chondrites, with the ex-
ception of some enstatite chondrites (Gannoun et al., 2011). The ques-
tion of the starting material for modeling the long-term evolution of
the silicate Earth is essential. Although none of the chondrite group
known so far seems to reproduce exactly the terrestrial composition,
enstatite chondrites are closest to Earth's composition when looking
at the abundance of 142Nd and of many other refractory elements
(Warren, 2011). The stable Nd isotopic composition of terrestrial sam-
ples is different from that of carbonaceous and ordinary chondrites
(Carlson et al., 2007; Burkhardt et al., 2016). This suggests that the
142Nd difference is not due to the 146Sm decay but was caused by isoto-
pic variation imparted during the formation of Solar System. For

enstatite chondrites, the difference is more elusive since their stable
Nd isotopic composition are within the terrestrial field considering the
analytical error and that they have 10 ppm deficit in 142Nd relative to
the Earth. If Earth is mainlymade by enstatite chondrites, the calculated
147Sm/144Nd ratio of the silicate Earth would be 0.200, which is 2%
higher than the average chondritic 147Sm/144Nd ratio and within the
range of values previously measured for whole-rock chondrites.
Bouvier and Boyet (2016) have also identified primitive Solar System
material (calcium-aluminium-rich refractory inlcusions) without isoto-
pic anomalies in Nd compared to the terrestrial composition but this
type of material cannot have formed Earth. Therefore, the preservation
of an unsampled or hidden reservoir due to early differentiation from
magma ocean crystallization is still a conceivable hypothesis but the
volume is probably more reduced than estimates proposed by Boyet
and Carlson (2005). As a matter of fact, seismic tomography showed
the presence of anomalously high seismic velocities at the D” layer,
that can be interpreted in several ways, including the occurrence of par-
tialmelts, enriched in incompatible elements and representing leftovers
from an ancient basal magma ocean, in a scenario where the magma
ocean is crystallizing from the mid-lower mantle (Labrosse et al.,
2007). The recent discovery of large excesses of 182W that seems to be
correlated to high 3He/4He ratios in modern flood basalts indicates
long-term preservation of W isotopic signatures formed in the first
50 Ma of Earth's history (Rizo et al., 2016). The notoriety of this
undegassed hidden reservoir hypothesis is typically due to the fact
that it can resolve several geochemical paradoxes such as the noble
gas isotopic signatures (Coltice et al., 2011).

In fact, a remarkable feature of the core-mantle boundary is the ex-
istence of ULVZs (Ultra Low Velocity Zones). The ULVZs are character-
ized by S- and P- seismic velocity reductions and are usually
associated with partial melting of silicates directly above the core
(Williams and Garnero, 1996; Revenaugh and Meyer, 1997; Vidale
and Hedlin, 1998; Lay et al., 2004; Rost et al., 2005) although alternative
interpretations are possible: solid-state origin (Fe-enriched (Mg,Fe)O)
(e.g. Wicks et al., 2010; Bower et al., 2011; Brown et al., 2015) or accu-
mulated sediments on top of the Earth's core (Buffett et al., 2000). More
details on the origin of the ULVZs can also be found in the reviewpapers
by Tackley (2012) or Carlson et al. (2014).

In order to trap and isolate enriched melts deep at the CMB, their
density should stay higher than the solid mantle. Two recent experi-
mental studies aimed at determining the density contrast between Bg
and silicate melt by measuring the partition coefficients of Fe between
Bg and melt (DFe

Bg/melt) at various pressures, down to CMB conditions
(Andrault et al., 2012; Nomura et al., 2011). These studies provided con-
trasting results where DFe

Bg/melt was of 0.2–0.3 in Nomura et al. (2011)
and Tateno et al. (2014) and 0.5–0.6 in Andrault et al. (2012), leading
to contradictory interpretations for the fate of deep silicate melts,
which are either denser ormore buoyant than the solid silicate. A recent
study conducted at fixed pressure (25 GPa) has proposed another ex-
planation to this controversy, showing that the degree of melting (F)
can significantly vary DFe

Bg/melt (Boujibar et al., 2016). This study shows
that at 25 GPa, DFe

Bg/melt is close to 1 at extremely low degree of melting
and becomes constant and equaling 0.3 ± 0.1 when F is higher than
10%. Therefore, the degree of melting is another parameter that should
be taken into account in order to address mantle dynamics and the fate
of a molten enriched reservoir at the base of the lower mantle.

4.3. Role on the redox state of the mantle

Several studies have previously proposed that Bg crystallization had
major effects on the redox state of the mantle (Frost et al., 2004; Wood
et al., 2006). Bg has the ability to integrate high levels of Fe3+ in its
structure. In particular, it was previously shown that the presence of
Al enhances the incorporation of Fe3+, owing to the coupled substitu-
tion of Al and Fe3+ for Mg and Si in their respective dodecahedral and
octahedral sites (Andrault et al., 2007; Lauterbach et al., 2000). This
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substitution mechanism is so stable that it was suggested to force Fe2+

to disproportionate into Fe3+ and Fe0 through the reaction:

3 Fe2þ ¼ Fe0 þ 2 Fe3þ ð2Þ

Therefore, since themagma ocean's floor reached a depth sufficient-
ly high to crystallize Bg, the magma ocean/solid mantle boundary was
presumably acting as an oxygen pump, where Fe3+ was stabilized in
Bg and progressively released to the magma ocean, while Fe0 was sys-
tematically trapped in the solid lower mantle and subsequently falling
to the core. Therefore the crystallization of the magma ocean was con-
sidered as a plausible mechanism for raising the oxygen state of the
Earth's mantle (Wade and Wood, 2005). This idea was based on the
fact that Al-content increases the solubility of Fe3+ in Bg independently
from the oxygen fugacity (Frost et al., 2004; Frost and Langenhorst,
2002). However recent experimental studies showed that the oxygen
fugacity (nature of the starting composition or capsule material) has
an important effect on Fe3+ incorporation in Bg (Nakajima et al.,
2012; Boujibar et al., 2016). In particular, recent experimental data on
equilibrium between Bg, silicate melt and liquid metal showed that at
an fO2 of ~IW-2 (2 log units below IW buffer), the Fe3+-content in Bg
is relatively low (~20%) and weakly dependent on the Al-content. Alu-
minium starts having an important positive effect on Fe3+ in Bg only
when the oxygen fugacity is higher than ~IW-1 to IW (Fig. 6)
(Boujibar et al., 2016). These results are challenging previous planetary
differentiation models and imply that Bg crystallization during the
cooling of the magma ocean can only have a substantial effect on the
redox state of the mantle after the end of core segregation. Given that
the final fO2 equilibration between core and mantle is about IW-2
(based on present-day FeO content of the mantle of ~8 wt% and on
the 85 wt% Fe of the core, estimated from the Earth's core density defi-
cit), one can conclude that any increase of the Earth's redox state before
the completion of core segregation should originate from other mecha-
nisms than Bg crystallization from the magma ocean.

5. Concluding remarks

Earth's core formation models that include a combination of a mul-
tistage core-mantle differentiation with N-body accretion simulations
lead to coherent view of the early history of our planet. The actual
models suggest that accretion of Earth was heterogeneous with the

initial 60–70% of Earth's mass forming from reducing material and the
final 30–40% from relatively oxidizedmaterial. In addition, the available
observations point to the occurrence of magma oceans in the early evo-
lution of terrestrial planets. By applying this scenario we found that the
Earth's core is a plausible reservoir for primordial helium. It is also pos-
sible tomatch the observed subchondritic Nb/Ta ratio of the bulk silicate
Earth, highlighting that planetary accretion of reducedmaterials played
an important role in the chemical evolution of Earth, andmore general-
ly, that Nb/Ta ratio can beused to trace prevailing oxygen fugacities dur-
ing the segregation of planetary cores.

The available experiments of a high liquidus temperature for a chon-
dritic mantle, as well as observations based on the ratio of primordial
helium and neon isotopes, lead to a conclusion of transient magma
ocean during the first 100 Ma of Earth's history. At least two separate
magma ocean episodes on early Earth are suggested from noble gases
isotopes.

To solve the existing controversy about the partitioning of Fe be-
tween bridgmanite and silicatemelt, it seems that the degree ofmelting
should be taken into account in order to address mantle dynamics and
the fate of a molten enriched reservoir at the base of the lower mantle.
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A B S T R A C T

The latest stages of planetary accretion involved large impacts between differentiated bodies, hence large scale
melting events. Consequently, the iron brought by the impactors sank within a deep magma ocean, before
reaching the proto-core. Yet the fluid dynamics of this process remains poorly known. Here, we report numerical
simulations of the sinking dynamics of an initially spherical liquid iron drop within a molten silicate phase, up to
its possible fragmentation. We consider a 2D cylindrical axisymmetric geometry. We vary the viscosity of the
molten silicates in the range of 0.05 Pa.s–100 Pa.s and the initial radius of the iron drop in the range of
1 mm–350mm. Hence, we investigate Reynolds number in the range of [0.027–85600] and Weber number in the
range of [0.073–7480]. Our numerical model constrains the morphology, dynamics and stability of the iron drop
as a function of the dimensionless Weber and Reynolds numbers as well as of the viscosity ratio between the
molten silicates and the liquid iron drop. In particular, we show that the maximal stable drop radius and the
critical Weber number are monotonically increasing functions of the magma ocean viscosity. The momentum
boundary layer thickness depends mainly on the drop radius and slightly on the magma ocean viscosity.
Increasing the viscosity of the silicate phase prevents oscillations of the iron phase and limits the exchange
surface. Oppositely, increasing the initial radius of the iron drop enhances its deformation and increases its
relative exchange surface. Above the critical Weber number, we confirm that the fragmentation of the liquid iron
occurs within a falling distance equal to 3.5–8 times the drop initial radius in the explored range of moderate
Weber number, and we describe a variety of fragmentation regimes. Consequences for Earth’s formation models
are briefly assessed.

1. Introduction

The Earth core formation is a complex process which remains ac-
tively debated theoretically, experimentally, and numerically (e.g.
Stevenson, 1990; Tonks and Melosh, 1992; Chambers, 2004; O’Brien
et al., 2006; Wood et al., 2006; Morbidelli et al., 2012; Deguen et al.,
2014; Wacheul et al., 2014; Bouhifd et al., 2017). The core formation is
highly dependent on accretion as both processes are contemporaneous
(Kleine et al., 2002; Touboul et al., 2007). In the latest stages of pla-
netary accretion, giant impacts have occurred [Fig. 1], leading for in-
stance to the formation of the Moon following the collision between a
large differentiated body of Mars size and the proto-Earth (Hartmann
and Davis, 1975). The enormous amount of kinetic energy brought in
by these collisions (Tonks and Melosh, 1992; Monteux et al., 2007;
Samuel, 2012), the decay of short-lived radio-elements (26Al and 60Fe)
causing radioactive heating (Walter and Tronnes, 2004), and the heat
dissipation from the conversion of potential energy (Monteux et al.,
2009; Samuel, 2012) probably led to the formation of deep magma

oceans (Tonks and Melosh, 1992). Following the impact, the liquid iron
from the impactor core spread and then sank into this less dense magma
ocean as an immiscible fluid, leading to thermo-chemical exchanges
between the two phases, before merging with the proto-core. This dy-
namical process may involve deformation of the initial drops coming
from the primary breakup at impact, and possibly their breakup into
even smaller droplets [Fig. 1] (Samuel, 2012).

Three scenarios have been proposed to characterise the motion of
liquid iron within the magma ocean and the thermo-chemical equili-
bration between the two phases. In the first scenario, i.e. the so-called
iron rain model (Stevenson, 1990; Karato and Rama Murthy, 1997;
Rubie et al., 2003), it is suggested that an impactor’s core with a dia-
meter of [10–100] km immediately fragments into small droplets with a
single characteristic diameter of the order of 1 cm, corresponding to the
capillary size. All droplets descend independently towards the bottom
of the magma ocean at the same velocity and without any further
change in shape, leading to an efficient chemical equilibration at a
distance of less than 200m within the magma ocean. In contrast, Dahl
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and Stevenson (2010) proposed a theoretical model where the large
liquid iron impactor’s core does not break up into the magma ocean if
its initial size is large enough; it is only eroded by Rayleigh-Taylor and
Kelvin-Helmholtz instabilities. Such a core formation episode would be
far from thermo-chemical equilibrium between the impactor’s core and
the magma ocean. More recently, Deguen et al. (2011) and Deguen
et al. (2014) used fluid dynamics experiments to show that a large core
always breaks and forms a cloud of droplets with different sizes. But
before doing so, it first evolves from its initial state as a turbulent
thermal with strong entrainment and mixing, leading to rapid equili-
bration even before fragmentation.

In these previous studies, the influence of the viscosity ratio be-
tween the molten silicates and the liquid iron is neglected. Wacheul
et al. (2014) developed analog experiments using gallium to mimic the
liquid iron and a mixture of water and glycerol to mimic molten sili-
cates. They found that the value of the viscosity ratio is very important
and changes significantly the flow morphology. Later on, Wacheul and
Le Bars (2018) validated the turbulent thermal model proposed by
Deguen et al. (2014) using global temperature measurements of the
liquid metal equilibration. However, numerous questions remain re-
garding the local dynamics at the scale of one drop, including: What is
the maximum stable size of a drop as a function of the viscosity ratio?
How is the exchange surface between iron drops and molten silicates
influenced by the viscosity ratio? What is the size of the dynamical
boundary layer across which the thermal and chemical exchanges
occur? Answering those questions is fundamental for a better estimate
of the equilibration length in planets, hence for relevant models of
planet initial thermochemical state.

Several works have already investigated the dynamics of a buoyant
bubble or drop in a viscous environment. For instance, a seminal ex-
perimental study of rising bubbles of hydrogen in aqueous sugar solu-
tions is reported by Bhaga and Weber (1981) to determine the shape of
the bubble, its terminal velocity, the geometry of its wake, and the flow
streamline around it. Several experimental investigations of drop
breakup in gas-liquid and liquid-liquid systems are reviewed by Pilch
and Erdman (1987). An axisymmetric numerical model of a secondary
breakup of a spherical liquid drop falling from rest due to gravity in
another immiscible liquid is presented in Han and Tryggvason (1999)
for different density and viscosity ratios, showing large drop deforma-
tion and various breakup modes. Another axisymmetric numerical in-
vestigation of the evolution of a large bubble rising by buoyancy in the
presence of both capillary and viscous effects was carried out by
Bonometti and Magnaudet (2006), in particular to determine the
transition from a spherical cap to a toroidal shape. The influence of
viscosity and density ratios is investigated systematically by Ohta et al.

(2009), Ohta et al. (2010), Ohta et al. (2014), Ohta and Sussman
(2012). Finally, the first systematics on the asymmetric motion and the
fragmentation modes of a bubble of gas rising in a liquid using three-
dimensional numerical simulations are reported in Tripathi et al.
(2015). However, previous works on the effects of viscosity contrast
were motivated by industrial applications mainly, apart from 2 cases in
Ichikawa et al. (2010) exploring the relative dynamical changes for
viscosity ratios 0.1 and 10 between iron and a magma ocean. In the
context of the core formation, the viscosity of the magma ocean
strongly depends on its evolving temperature and pressure (Karki and
Stixrude, 2010). Hence, the viscosity contrast between the metallic and
silicate phases can differ by several orders of magnitude. We thus
propose here to constrain the influence of the viscosity contrast be-
tween the metallic phase and the magma ocean focusing on the sinking
of a unique iron droplet. We also investigate the influence of the droplet
radius and derive scaling laws to characterise this fluid dynamics.

The study is organised as follows. Section 2 introduces the physical
and numerical model, including the governing equations, the relevant
non-dimensional parameters, the numerical model description, and our
computational domain and mesh. Section 3 then presents our main
numerical results including systematic studies of the drag coefficient,
fragmentation modes, characteristic time and distance before breakup,
and maximum stable radius before breakup. In Section 4, we discuss
possible planetary applications, focusing on the potential efficiency of
thermo-chemical exchanges around the drop which depends on the
boundary layer thickness and the exchange surface between iron drop
and molten silicates. Conclusions and future works are detailed in the
final Section 5.

2. Physical and numerical model

2.1. Governing equations

We consider the sinking dynamics of an initially spherical iron drop,
falling in a less dense and more viscous fluid under the action of gravity.
We assume that both the liquid iron drop and the surrounding molten
silicates behave as Newtonian, incompressible, and immiscible fluids
with uniform surface tension, and constant density and viscosity within
each fluid. We note here that we do not consider the thermo-chemical
exchanges that may occur between the two phases. This point will be
the subject of a separated study. Hence, the fluid dynamics is governed
by the Navier-Stokes equations to characterize:

1. the conservation of mass

=u. 0, (1)

Fig. 1. Schematic of the metal/silicate separation during an impact between a differentiated planetesimal and the early Earth with a schematic of our computational
domain.

B. Qaddah, et al. Physics of the Earth and Planetary Interiors 289 (2019) 75–89

76
101



2. the conservation of momentum

+ = + + + +u u u I u u g F
t

P µ. . [ ( ( ) )]T
st (2)

with u the fluid velocity vector (m/s), the fluid density (kg/m3), µ
the fluid viscosity (Pa.s), t the time (s), P the fluid pressure (Pa), g
the gravitational acceleration (m/s2), Fst the surface tension force
(N/m3) and I the identity matrix.

We monitor the interface between the liquid iron drop and the
molten silicates using the Level Set method, an Eulerian and implicit
method frequently used in multiphase flow problems (e.g. Luo et al.,
2006). It consists in defining a level set function , equal to 1 in iron
and 0 in the surrounding silicates, and rapidly changing through the
interface, whose position is determined by the isocontour = 0.5. The
equation governing the transport and reinitialization of is:

+ =u
t

. . [ (1 )
| |

]
(3)

with (m/s) and (m) the reinitialization parameters. determines the
thickness of the layer around the interface, and is typically chosen equal
to half the size of the characteristic mesh in the region explored by the
interface. determines the amount of reinitialization: a suitable value
for is the maximum velocity magnitude experienced in the model.

The density and dynamical viscosity are evaluated using the level
set function:

= + ( )s d s (4)

= +µ µ µ µ( )s d s (5)

where subscripts “s” and “d” stand for the molten silicates and the li-
quid iron drop respectively.

The surface tension force is determined by:

= = +F T I nn. . ( [ ( )] )st
T (6)

with (N/m) the surface tension coefficient, I the identity matrix, n the
interface normal unit vector, and the Dirac delta function, nonzero
only at the fluid interface. The interface normal unit vector is calculated
as

=n
| |

.
(7)

The level set parameter is also used to approximate the delta
function by a smooth function (Hu et al., 2014) defined by

= 6| (1 )|| |. (8)

2.2. Physical and non-dimensional parameters

According to the Buckingham theorem, in our study, there are 6
dimensionless numbers based on the control parameters (see Figs. 1 and
2). One could for instance choose the two aspect ratios related to the
drop vs. the computational domain sizes, the density ratio, the viscosity
ratio, and then define a priori Weber and Reynolds numbers based on
the Newton theoretical velocity (see e.g. Wacheul et al., 2014). A
complete dynamical study would then necessitate to explore the in-
fluence of those 4 later parameters in a computational box sufficiently
large such that boundary conditions do not influence the dynamics.
Here, we are interested in determining the dynamics of metal drops
sinking into a magma ocean: we thus vary only the drop radius and the
magma ocean viscosity, which are the main variables in the geophysical
situation of interest, while we keep all the other dimensioned para-
meters fixed at their expected geophysical values (see Table 1).

In each simulation, starting from rest, the drop accelerates until
reaching a constant terminal velocity, possibly with small oscillations
around it. We monitor this mean terminal velocity V for each case. We
end up our simulations when either the drop reaches a stable regime
before the bottom of the domain or the drop fragments. In the later case
the axisymmetric approximation is not relevant anymore. Each run is
thus characterised by the 4 dimensionless numbers:

• the Reynolds number compares inertia and viscous effects:
=Re VD

µ
s

s
, with =D R2 the drop initial diameter (R is the initial

radius). The Reynolds number determines the falling drop dyna-
mical regime: <Re 1 implies a Stokes regime where the viscous
effects dominate; =Re 1–500 implies an intermediate regime where
both viscous effects and inertial forces are important; and >Re 500
implies a Newtonian regime where the inertial forces are dominant

Fig. 2. Global view of our geometry with the initial drop at the top (left), and a zoom illustrating our manual method for adaptive mesh (right).
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(see Samuel, 2012).
• the Weber number measures the relative importance of inertia over
surface tension: =We V Ds 2

. It controls and governs the deformation
and breakup of the drop (Pilch and Erdman, 1987). Indeed inertia
forces aim at deforming and fragmenting the iron drop, while the
surface tension force prevents it from deformation and disruption.
When We 1, the inertia forces dominate leading to strong de-
formation and rapid fragmentation (e.g. Wacheul et al., 2014).
• the viscosity ratio is defined as the ratio of the silicates viscosity
over the iron drop viscosity: =Rµ

µ
µ

s
d
. The viscosity of liquid iron

weakly depends on pressure and ×5 10 3 Pa.s at both inner core
boundary pressure conditions (Poirier, 1988) and at the Earth sur-
face (Assael et al., 2006). Oppositely, the magma ocean viscosity
varies between 10 4 and 100 Pa.s depending on the thermal and
dynamic conditions (Karki and Stixrude, 2010; Rubie et al., 2003;
Samuel, 2012). In our model, we fix the viscosity of the metallic
phase and the viscosity contrast ranges between 10 and 20000.
• the density ratio compares the iron drop density over the silicates
density: =R d

s
. The densities of liquid iron and molten silicates

depend on the temperature and pressure conditions (Assael et al.,
2006; de Wijs et al., 1998; Samuel, 2012). In our models, for sim-
plicity, we fix = 7500d kg.m−3 and = 3500s kg.m−3. As a con-
sequence, in this study, the density ratio is constant and equals to
2.14.

After a large collision involving two differentiated protoplanets, the
core of the impactor is first fragmented in large scale iron structures
(Kendall and Melosh, 2016). In the magma ocean, these structures
overcome a second fragmentation resulting in the formation of a cloud
of droplets with typical size ranging between a few millimetres to
several centimetres (Deguen et al., 2014; Wacheul et al., 2014). In our
study, we characterize the dynamics of a droplet in the iron cloud and
determine the influence of the viscosity contrast on this droplet. For
that, we vary the initial radius of the drop from 1 to 350mm, exploring
a large range of expected sizes in the iron rain cloud.

All the parameters used in this paper are listed in Table 1.

2.3. Numerical method

In this work, we solve Eqs. (1)–(3) using the COMSOL Multiphysics
software, based on the finite element method. We study a 2D axisym-
metric geometry with no-slip boundary conditions at the lateral
boundary and open boundary conditions at the top and bottom
boundaries. To avoid the wall effects, the computational domain must
be large enough. For instance, Bonometti and Magnaudet (2006) con-
sidered a computational domain of ×D D5.5 12.6 to avoid contamina-
tion of the results. Their computations are stopped before the bubble
arrives too close to the domain boundary. Ohta et al. (2010) used a
computational domain of ×D D4 6 , and considered a levitating drop

with an entering inflow at the top boundary equal to its terminal ve-
locity. Samuel (2012) also considered a levitating drop but with a
square computational domain of ×D D5 5 , and the inflow velocity is
self-adjusting at the instantaneous velocity of the center of mass of the
drop. Here, we have checked the convergence of our results as a
function of the domain size, and we do not see any significant differ-
ence once the domain is larger than D4 and longer than D75 . As sket-
ched in Figs. 1 and 2, our computational domain is an axisymmetric
cylinder of size × = ×r z D D( ) (6 100 ).

The drop dynamics requires a fine mesh to capture all its details
while conserving the overall mass of iron. Especially, the level set
method has a tendancy to diffuse numerical artifacts on the interface
and then gives incorrect results. Since our computational domain is
very large, we need an adaptive mesh strongly refined in the drop vi-
cinity, which we have implemented manually. To do so, we divide our
domain in several regions, as shown in Fig. 2. We mesh the region that
the drop crosses over a given time interval with a very fine mesh of size

=h R0.025x , small enough to capture all the dynamics on the interface
without any significant error or numerical diffusion. We mesh the re-
gion behind the drop with a thin mesh =h R0.07x to correctly capture
the physics of the wake, which also influences the dynamics. The mesh
around the drop gradually widens in the radial direction until reaching

=h R0.2x , from where it remains fixed until the wall. Finally, our mesh
in front of the drop in the vertical direction first increases in an inter-
mediate region to =h R0.07x , and then keeps increasing until reaching
a very large value =h R5000x . When the drop approaches the bottom of
the finer mesh region, the simulation is stopped, the whole pattern is
translated, and the simulation is restarted on this new grid. We have
tested this procedure and found that the dynamics of the falling drop
doesn’t change significantly when using smaller hx (see Appendix). Also
the overall iron mass during the course of each complete computation
does not change by more than 0.7%, hence showing good numerical
convergence. This method is relatively inexpensive in term of calcula-
tion time, and allows for a systematic study, with runs taking from 7 h
to one week on a bi-processor, 3.2–3.6 GHZ, computer.

3. Systematic numerical study

We performed 84 simulations, whose dimensionless parameters are
given in Table 2. In the following sections, we discuss our obtained
numerical results in terms of drag coefficient, fragmentation modes,
time and distance before breakup, and maximum stable drop radius. A
particular attention is paid to the influence of the viscosity contrast
between the metallic and silicate phases. The influence of the initial
drop shape is shortly addressed at the end of this section; everywhere
else, we start from a spherical drop.

3.1. Drag coefficient

The drag coefficient is a dimensionless number that quantifies the
drag or resistance of the sinking drop into the magma ocean. It strongly
depends on the viscosity ratio, density ratio, and surface tension, all of
which control the interface conditions. In our case where the driving
force is buoyancy and the initial geometry is spherical, we classically
define the drag coefficient as

=C
gR

V
8
3

( )
,D

d s

s
2 (9)

with V the measured terminal velocity. Below, we first rapidly review
the different theroretical models for the drag coefficient, and then
compare with our numerical measurements.

3.1.1. For small Reynolds numbers
Several previous studies focused on the analytical determination of

the drag coefficient for spherical fluid particles (e.g. Clift and Gauvin,

Table 1
Symbol definitions and values of the physical and non-dimensional parameters
used in this study. Reynolds and Weber numbers are defined a posteriori using
the relevant terminal velocity, measured in each run.

Symbol Value or range

Silicates density s 3500 kg/m3

Iron drop density d 7500 kg/m3

Density ratio R 2.14
Iron drop viscosity µd 0.005 Pa.s
Magma ocean viscosity µs 0.05–100 Pa.s
Viscosity ratio Rµ 10–20,000
Initial drop radius R 1–350mm
Surface tension coefficient 1 N/m
Reynolds number Re 0.027–85,600
Weber number We 0.073–7480
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1970; Hadamard, 1911; Mei et al., 1994) and for deformed fluid par-
ticles (e.g. Moore, 1965; Darton and Harrison, 1974; Clift et al., 1978;
Loth, 2008). For spherical drops, the internal circulation is supposed to
prevent forming any wake separation of the external flow. This in turn
helps to prevent any change in shape and keeps the droplet spherical.
Hadamard (1911) proposed an analytical relation at finite but low
Reynolds Re 1. An asymptotic solution was derived by Harper and
Moore (1968) for intermediate Reynolds numbers but remains limited
to <Re 100 at finite values of the viscosity ratio. To fill the gap between
Harper and Moore (1968) and Hadamard (1911), an empirical mixed
Stokes correction factor resulting from the internal circulation was
proposed by Mei et al. (1994) in the limit R 0µ :

= + + +C
Re Re Re
16 1 8 1

2
1 3.315 .D

1

Rµ 0
(10)

3.1.2. For moderate and large Reynolds numbers
For intermediate but increasing Reynolds numbers
< <Re(0.1 2000), the drop begins to distort, leading to changes in the

wake from an attached laminar wake (spherical drop), to a separated
laminar wake (deformable drop), to an unsteady transitional wake
(breakup into droplets) and finally to a turbulent wake (catastrophic
breakup) (Loth, 2008). The wake actually depends on the interplay
between surface tension and hydrodynamic pressure stresses, hence on
We. Davies and Taylor (1950) found a converged value =CD

8
3 for gas

bubbles in a liquid at infinite Reynolds and Weber numbers. In order to
encompass the influence of viscosity and a wide range of small to large
Reynolds numbers, an empirical correlation was proposed by Darton
and Harrison (1974) and Clift et al., 1978 for infinitely large We:

= +
+
+

C
Re

R
R

8
3

24 2 3
3 3

.D
µ

µ
We

(11)

To capture the drag in the intermediate range of Re and We values
(of interest here), Loth (2008) proposed the following expression by
combining Eqs. (10) and (11) and adding a functional dependence
( C( )D ) on We, where C( )D increases monotonically with Weber
number:

= +C C C C C( ) [ ]D D D D DWe We We0 0 (12)

=C We( ) tanh(0.021 ).D
1.6 (13)

Here CDWe 0 is given by Eq. (10), the imposed spherical shape being
related to an infinite surface tension, hence toWe 0. Experimentally,
several investigations partly tackled the relevant limit of a metal drop
in a more viscous environment, including: the fragmentation of liquid
mercury drops sinking within water reported by Patel (1978) and Patel
and Theofanous (1981), who found a drag coefficient equal to 2.5–3;
the fragmentation of gallium drops in water by Kim et al. (1983), who
found that the drag coefficient depends on the Reynolds number; and
the analog model of Wacheul and Le Bars (2018), who reported a
convergence value of the drag coefficient at large Reynolds equal to

Table 2
Non-dimensional parameters for all performed simulations used in this study. In
all our simulations, =R 2.14.

Simulation Re We Rµ R mm( )

#1 19.7 0.139 10 1
#2 315 7.09 10 5
#3 372 8.22 10 6
#4 426 9.27 10 7
#5 553 10.9 10 10
#6 1610 37.0 10 25
#7 3280 95.8 10 40
#8 73.9 8.13 50 6
#9 93.0 9.64 50 8
#10 106 11.1 50 9
#11 108 10.4 50 10
#12 202 24.2 50 15
#13 322 37.0 50 25
#14 638 91.0 50 40
#15 1510 290 50 70
#16 14.3 1.82 100 6
#17 35.3 7.43 100 8
#18 44.2 8.74 100 10
#19 51.8 9.58 100 11
#20 66.0 13.5 100 11.5
#21 71.4 15.2 100 12
#22 92.4 20.3 100 15
#23 154 33.9 100 25
#24 314 87.8 100 40
#25 750 287 100 70
#26 11.9 3.35 200 6
#27 19.7 6.90 200 8
#28 25.1 9.02 200 10
#29 30.4 11.0 200 12
#30 36.4 14.6 200 13
#31 38.7 15.3 200 14
#32 42.5 17.2 200 15
#33 76.1 33.1 200 25
#34 146 75.7 200 40
#35 363 268 200 70
#36 637 580 200 100
#37 1.53 1.05 1000 8
#38 2.70 2.61 1000 10
#39 6.49 10.0 1000 15
#40 11.2 22.4 1000 20
#41 15.4 33.9 1000 25
#42 19.7 46.4 1000 30
#43 26.0 68.8 1000 35
#44 28.8 74.3 1000 40
#45 38.5 106 1000 50
#46 52.1 161 1000 60
#47 68.6 240 1000 70
#48 122 530 1000 100
#49 0.027 0.073 20000 15
#50 0.127 0.927 20000 25
#51 0.509 9.27 20000 40
#52 0.952 25.9 20000 50
#53 1.22 38.7 20000 55
#54 1.54 56.6 20000 60
#55 2.27 105 20000 70
#56 5.15 379 20000 100
#57 24.4 26.5 500 20
#58 7.56 42.5 2500 30
#59 8.42 49.5 2500 35
#60 9.82 61.2 2500 40
#61 12.3 84.7 2500 45
#62 2670 636 50 100
#63 24100 1380 10 150
#64 37100 2460 10 200
#65 67800 5480 10 300
#66 85600 7480 10 350
#67 4770 1350 50 150
#68 7360 2420 50 200
#69 13400 5380 50 300
#70 16960 7330 50 350
#71 2380 1350 100 150
#72 3660 2400 100 200
#73 6700 5340 100 300

Table 2 (continued)

Simulation Re We Rµ R mm( )

#74 8430 7290 100 350
#75 1180 1330 200 150
#76 1820 2370 200 200
#77 3360 5360 200 300
#78 4221.35 7273.386 200 350
#79 231 1270.5 1000 150
#80 502.25 3603.643 1000 250
#81 667.8 5309.01 1000 300
#82 837.9 7164.045 1000 350
#83 28.35 17.22 300 15
#84 24.57 19.2 400 18
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±3.7 1.

3.1.3. Results and discussion
We have monitored the velocity V of the sinking metallic drop in our

simulations and obtained the corresponding values for CD from Eq. (9).
Fig. 3 presents our measured CD as a function of the Reynolds number
for various viscosity ratios, and the comparison of our results with the
analytical solutions of Mei et al. (1994) (Eq. (10) and Loth (2008) (Eq.
(12)). For <We 1 and low Reynolds numbers (up to =Re 20 depending
on Rµ), the droplet remains spherical and our results agree with the
analytical model proposed by Mei et al. (1994): CD is inversely pro-
portional to Re and barely depends on the viscosity ratio. When flow
separation occurs (i.e. when the Weber number exceeds unity), this
expression is not valid anymore because the drop deforms: it takes the
shape of an ellipsoid, a disc or a cup. This deformation increases the
frontal area and leads to a transient increase of CD with Re, depending
on Rµ. Qualitative agreement between our simulations and Eq. (12) is
satisfactory, but small quantitative differences exist. This is not sur-
prising, since the empirical formula Eq. (12) was calibrated on gas
bubbles rising in a liquid, which are more sensitive to deformation than
the liquid drops studied here. But no equivalent to Eq. (12) is yet
available for liquid-liquid systems, and one has thus to rely on nu-
merical results. Finally, for large Re C, D converges towards a constant
value ±3.5 0.5, independently of Rµ. This value is above the analytical
estimate of 8/3, but is compatible with the results of Wacheul and Le
Bars (2018) who found a mean value of CD equal to ±3.7 1.

3.2. Fragmentation modes

The breakup mechanism is very sensitive to the Weber number, as
well as to the viscosity ratio between the metal and the silicates. Two
main fragmentation modes have been documented in previous experi-
mental and numerical studies, namely the “bag breakup” just above the
critical Weber number, and the “shear breakup” at large Weber number
(see the limit cases in Fig. 4) (Krzeczkowski, 1980; Pilch and Erdman,
1987; Dai and Faeth, 2001). Several authors have tackled the descrip-
tion of the different breakup mechanisms in the intermediate range of
Weber number, leading to a complex situation. Examples include
(Krzeczkowski, 1980), who developed series of experiments for liquid
droplets of water, methanol, ethanol, butanol and glycerine in an ex-
ternal air stream, and documented two breakup modes independent of
the viscosity ratio: the “bag-jet” and the “transition” modes. Pilch and

Erdman (1987) introduced two breakup modes for a single liquid drop
within an external gas flow: the “bag-stamen” mode and the “sheet
stripping” mode. Dai and Faeth (2001) used droplets of water and
ethanol and defined a “bag-plume” mode, close to the “bag-jet” and
“bag-stamen”, and a “plume-shear” mode, close to the “shear breakup”.
Cao et al. (2007) pursued this experimental investigation and presented
a new “dual-bag” breakup mode for =We 28–41. Recently, D3 numer-
ical simulations of liquid droplets levitating in a gas flow with a uni-
form velocity have been performed by Kékesi et al. (2014), changing
the viscosity and density ratios for a fixed Weber number value
( =We 20). They identified 5 breakup regimes, as shown in Fig. 4: “thick
rim shear” and ”thick rim bag” (both close to “bag breakup”), ”rim
shear”, ”jellyfish shear”, and ”shear” breakup respectively. In our study,
we use their classification.

For each mode of fragmentation, we describe below the temporal
evolution of a typical spherical drop starting from rest at =t 0, until its
breakup at =t tbk.

• Thick rim shear (Fig. 5): the initial sphere rapidly deforms into a
spherical cap ( =t 0.13 s), then the hydrodynamic pressure force
concentrates on the middle of the drop leading to the formation of a
small bag ( =t 0.2 s). Surface tension then prevents breakup and the
drop returns to form a half-sphere ( =t 0.355 s), before a second
oscillation starts. Then, as the inertial forces and associated pressure
are reinforced, the vertical thickness decreases even more, and a
thin film forms near the symmetry axis, with a thicker rim
( =t 0.55 s). The rim extends radially and drains out the liquid film
( =t 0.6 s), until a hole occurs at the symmetry axis ( =t 0.62 s). At
this stage, the metal phase actually forms a ring that might persist
for a longer time before fragmentation of Rayleigh-Plateau type, to
which we cannot have access with our axisymmetic simulation.
Kékesi et al. (2014) showed in 3D simulations that this last stage is
actually rapid, i.e. a few milliseconds. Note also that thick rim shear
seems marginal in the parameter space explored here, and is re-
placed rapidly by thick rim bag, except for cases with the smaller
viscosity ratio =R 10µ (see Fig. 4).

Fig. 3. Drag coefficient as a function of the Reynolds number for various values
of the silicates viscosity. Filled symbols are the analytical results given by Eq.
(12), while empty symbols show our numerical results from the first 62 simu-
lations in Table 2. Filled black symbols show numerical results for an un-
deformable sphere =R 0µ , and black stars are the analytical results from Eq.
(10). Fig. 4. Regime diagram of the fragmentation modes as a function of Re and We

numbers for various viscosity ratios: =R 10µ (blue dotted line), =R 50µ (green
dotted line), =R 100µ (black dotted line), =R 200µ (orange dotted line),

=R 1000µ (red dotted line), and =R 2500µ (turquoise dotted line). Our nu-
merical results come from the first 62 simulations in Table 2. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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• Thick rim bag (Fig. 6): this breakup process is similar to the thick
rim shear, until fragmentation. Then, breakup appears almost si-
multaneously in the center of the drop ( =t 0.675 s) and at the con-
nection between the film and the rim, forming satellite droplets
( =t 0.68 s).
• Rim shear (Fig. 7): again the initiation of the breakup is similar to

the two processes described above, with the formation of a spherical
cap ( =t 0.131 s), followed by a bag ( =t 0.2 s), and back ( =t 0.37 s).
Then, the drop extends in both radial and vertical directions,
forming a sheet ( =t 0.48 s and 0.51 s) under the action of the strong
vorticity in the wake. Finally, surface tension drains the iron both
into the center and into the rim ( =t 0.57 s), while the sheet

Fig. 5. Deformation and thick rim shear breakup of an iron drop within a magma ocean. In this model, = = =Re We R36.4, 14.6, 200µ (simulation #30 in Table 2).

Fig. 6. Deformation and thick rim bag breakup of an iron drop within a magma ocean. In this model, = = =Re We R42.5, 17.2, 200µ (simulation #32 in Table 2).

Fig. 7. Deformation and rim shear breakup of an iron drop within a magma ocean. In this model, = = =Re We R92.4, 20.3, 100µ (simulation #22 in Table 2).
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connecting the two thins, and finally breaks ( =t 0.59 s).
• Jellyfish shear (Fig. 8): in this mode, no rim forms. Instead, a thin
skirt forms while iron is mostly localized along the symmetry axis
( =t 0.4 s and =t 0.45 s). Oscillations develop in the thin membrane,
whose ends fold in and out. The velocity is concentrated in the wake
of the silicates which accelerates the drop center relative to its
membranes, leading to a rapid fragmentation in the connecting re-
gion ( =t 0.51 s).
• Shear breakup (Fig. 9): the drop shape deforms first into a spherical
cap ( =t 0.24 s) and second into a skirt. Then, the rim does not
thicken, but folds inside and turns around itself through the action
of vorticity, leading to its thinning ( =t 0.4 s). Rapidly, this thin
sheet breaks into small droplets ( =t 0.42 s). No oscillations are ob-
served here, and the rapid fragmentation is mainly due to the vor-
ticity in the wake behind the drop that is two to three times larger
than the vorticity in the drop.

The deformation of the droplet depends on the viscosity of the ex-
ternal flow, the density ratio, the surface tension and the drop size.
When Re andWe are both small, the drop remains spherical without any
deformation, due to the internal circulation within the drop that pre-
vents forming any separated wake. When the hydrodynamic pressure
force increases, a separated laminar wake and an external circulation
behind the drop occur, leading to shape deformation. Increasing the
Reynolds number, the drop first deforms to an ellipsoid, and possibly

gives rise to oscillations from oblate to prolate shapes. For a viscosity
ratio less than 100, the drop keeps oscillating until the end of the do-
main, while for a viscosity ratio greater than 100, the velocity of the
drop exceeds the oscillation velocity, leading to rapid damping of the
initially excited oscillation. Further increasing the Reynolds number,
the drop takes the shape of a spherical cap. And once hydrodynamic
pressure overcomes surface tension (i.e. large enough Weber number),
one of the five fragmentation modes occurs, depending also on the
viscosity ratio. From our systematic study for different viscosity ratios,
we built up a fragmentation regime diagram in terms of Reynolds and
Weber numbers shown in Fig. 4. For a viscosity ratio =R 1000µ , we
observe only two modes, and drop oscillations are prevented by the
high silicates viscosity. On the contrary for =R 50µ , we observe the five
different modes and strong drop oscillations. One should also notice
that the critical Weber number depends on the viscosity ratio: for

=R 10µ , the breakup begins at We 9 while for =R 1000µ , it starts at
We 34. Systematic estimate of the critical Weber number is shown in
Fig. 10. We consider in this figure that fragmentation occurs as soon as
the first volume of iron separates from the main drop. The increase in
the viscosity ratio leads to an increase in the critical Weber number
following two empirical scaling laws depending on first-breakup re-
gime. When the viscosity ratio is rather low (i.e. <300 typically), the
drop fragments quickly as a thick rim shear after only one or two os-
cillations along a short drop path. In this case, critical Weber is defined
as a low power law of the viscosity ratio by the following scaling law

=We R5.7 .c µ
0.187 (14)

On the other hand, at a viscosity ratio of 300, a Jellyfish behaviour
takes place, and between =R 300µ and =R 500µ , the drop first breakup
becomes slow and transitions from thick rim shear to Jellyfish. In this
region and above, where shear breakup takes place, the critical Weber
number depends more significantly on the viscosity ratio and is given
by the following scalling law

=We R1.137 ,c µ
0.483 (15)

valid at least in the range =R [300;2500]µ explored here.
From our simulation #41, we also report a new fragmentation mode

illustrated in Fig. 11. This mode is initially similar to the jellyfish shear
breakup except that the membrane fold is so important that it finally
closes at the back, encapsulating the silicates within a bubble of iron
(Fig. 11, =t 3.7 s). Then, the next oscillation of the membrane tears the

Fig. 8. Deformation and jellyfish shear breakup of an iron drop within a magma
ocean. In this model, = = =Re We R76.1, 33.1, 200µ (simulation #33 in
Table 2).

Fig. 9. Deformation and shear breakup of an iron drop within a magma ocean.
In this model, = = =Re We R2670, 636, 50µ (simulation #62 in Table 2).

Fig. 10. Critical Weber number as a function of the viscosity ratio. The blue
diamond is the critical Weber number when the viscosity ratio equal to 1, as
obtained by Villermaux and Bossa (2009). The red and blue lines represent the
scaling laws derived from our data. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)
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glued back which breaks from the center, forming one central droplet
and two satellites droplets. Note that Wacheul et al. (2014) observed in
their experiments similar bubbles of metal enclosing the viscous am-
biant fluid and exhibiting a lower velocity that pure iron droplets.
While being dynamically intriguing, this mode remains very marginal.

3.3. Time and distance before breakup

After an impact, large drops deform and fragment at a distance and
time that depend on the sinking dynamics. We define these time and
distance as the breakup time tbk and distance dbk. Deguen et al. (2014)
predicted that for large Weber numbers, tbk and dbk reach an asymptotic
regime. In this section we test this prediction. From our models, we
determine tbk and dbk as the time and location where the first droplet or
ligament of iron separates from the main drop. We then define the di-
mensionless breakup time tbk as Pilch and Erdman (1987):

=t t V
Dbk

bk d

s (16)

where the break up time is normalized by the characteristic time of
drop breakup by Kelvin-Helmholtz instability. We define the di-
mensionless breakup distance as:

=d d
R

.bk
bk

(17)

Fig. 12 shows the variations of tbk as a function of the Weber number
for various viscosity ratios. From Fig. 12, we see that tbk decreases with
the increase of We. We note that, for large We t, bk converges towards a
constant value ranging between 1 and 1.8. This result is consistent with

the result of Pilch and Erdman (1987) who found =t 1.25bk for
>We 350. A dependence on the viscosity ratio is also present, especially

at We 80, with a tendency for large Rµ to stabilise the drops.
The non-dimensionalised breakup distance dbk is reported in Fig. 13.

It also shows a dependence on the viscosity ratio, especially at low We,
and a possible convergence towards an asymptotic value ranging be-
tween 2 and 4 at large We. For comparison, Deguen et al. (2014) found
a breakup distance equal to 6–8 times the drop radius forWe up to 3000
and =R 0.5µ . Landeau et al. (2014) found a value equal to 3.5–7.5
times the radius for < <We25 1000 and < <R0.45 1.25µ . Hence our
results are in correct agreement with those experimental observations.
This is all the more noticeable that Landeau et al. (2014) observed 3D
turbulence in lab experiments at >We 600, effects that are missing from
our axisymmetric simulations. Note finally that Wacheul and Le Bars
(2018) found a breakup distance ± R(13 2) for < <We10 50 and

< <R0.4 700µ , but their breakup criteria actually detected a “sig-
nificant” and well-advanced breakup, thus implicitly leading to an
overestimation of dbk compared to other results. Fig. 13 illustrates the
influence of the viscosity ratio on the breakup distance. For lowWe d, bk
ranges between 10 and 80 for the whole range of viscosity ratios used in
our study. For large We d, bk ranges between 2 and 4.5. Increasing the
viscosity ratio generically increases the breakup distance and as a
consequence, the potential depth of equilibrium between iron drops
and silicates.

3.4. Maximum stable drop radius

After an impact, the impactor’s iron core disrupts into large scale
drops (Kendall and Melosh, 2016). After this first fragmentation, a

Fig. 11. The path of a new fragmentation mode where the iron structure encloses the silicates.

Fig. 12. Non-dimensional break-up time as a function of Weber number for
viscosity ratios Rµ ranging between 10 and 1000.

Fig. 13. Non-dimensional break-up distance dbk as a function of the Weber
number for viscosity ratios Rµ ranging between 10 and 1000.
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second fragmentation occurs within the magma ocean resulting in the
formation of a cloud of droplets (Deguen et al., 2014; Wacheul et al.,
2014). At the end of this second fragmentation, iron droplets reach a
maximum stable radius Rmax . Following Wacheul et al. (2014) and
using the Newtonian velocity scale accounting for the drag coefficient
(Eq. (9)), Rmax is simply related to the critical Weber number by

=R We C
g

3
16

.max c
D

(18)

Numerical data from Fig. 14 show the last drop radius for which
deformation may occur but without fragmentation. According to
Fig. 14, the maximal stable drop radius increases with the magma ocean
viscosity. From our numerical data, we propose a scaling law to de-
termine the maximum stable radius as a power function of magma
ocean viscosity, valid for magma viscosities larger than 0.1 Pa.s up to
100 Pa.s:

=R µ m0.014 ( ).max s
0.32 (19)

Our results are in agreement with the analytical Eq. (18), con-
firming the self-consistency of our numerical results. Fig. 14 also shows
the comparison of our results with the model of Rubie et al. (2003) and
the model of Samuel (2012). Differences come from different values of
CD, where we use our effective numerical values rather than any the-
oretical estimation. It should also be noted that Rubie et al. (2003) and
Samuel (2012) do not consider the dynamical influence of the viscosity
contrast between metal and silicates in their models.

3.5. The influence of initial conditions

After an impact, the impactor’s core is likely fragmented in metallic
diapirs with a large range of shapes (spherical, oblate or prolate)
(Kendall and Melosh, 2016). This deformation process is likely to affect
the post-impact sinking dynamics of the metallic phase as we envision
in our study by modifying our initial shape conditions. Bonometti and
Magnaudet (2006) found that their final bubble topology and features
vary with the initial shape of the bubble. Without trying to be ex-
haustive on this subject that would deserve a dedicated study on its
own, we have thus investigated the behavior of a drop at the critical
Weber number for two viscosity ratios ( =R 200µ and =R 1000µ ),

starting from a spherical, oblate or prolate form with an ellipticity
ranging between 0.59 and 0.82, maintaining the total volume of iron
constant. Results for =R 1000µ are shown in Fig. 15, reporting a sig-
nificant sensitivity to initial conditions. For the initial oblate form, the
drop does not fragment and converges to a skirt shape. On the contrary,
the initial prolate shape disrupts more rapidly than the spherical case,
the time and distance before breakup being respectively 27.4% and
28.3% smaller than the corresponding values for the spherical case. The
shape is also different, with an increase of the surface in the prolate case
of 10.9% compared to the spherical case. For the other viscosity ratio

=R 200µ , we find that the fragmentation modes are identical for the
three initial conditions, but differences on the order of 10% exist in the
breakup time, distance before breakup, and surface. Among the three
initial cases, the spherical initial condition always leads to a less rapid
fragmentation and to a smaller surface.

4. Implications for the metal/silicate exchanges

In the present study, we focus on the dynamics of the two phase
flow only, without considering neither the thermal evolution of the
metallic droplet nor chemical exchanges that could occur between the
metallic and silicate phases. Our results nevertheless enable to con-
strain two fundamental parameters for thermochemical equilibration,
namely the thickness of the boundary layer at the iron/ silicates in-
terface, and the surface of the metallic droplet across which thermo-
chemical exchanges are likely to occur. Those two points are addressed
below. We then propose some first order estimates of the equilibration
of an initially 10 km metallic core sinking and fragmenting within a
magma ocean and compare our results with the classical iron-rain
model (Rubie et al., 2003).

4.1. Boundary layer thickness

During the sinking of an iron drop, three boundary layers can form
at the interface between the metalic and silicate phases: the dynamical,
thermal and chemical boundary layers. The thickness of each boundary
layer may have a strong influence on the thermo-chemical exchanges.
In this study, we focus on the dynamical boundary layer . We thus
consider a velocity profile along the normal to the drop interface at the
front of the drop, as shown in [Fig. 16]: is defined as the distance
from the drop interface to the point where the velocity is equal to 10%
the drop terminal velocity. In the case of a rigid sinking sphere, the
thickness of the boundary layer scales as Re 1/2 (Ulvrová et al., 2011).
In our models, the metallic droplet is deformable and three parameters
a priori control the flow, hence R Re: ,µ and We. Here, we seek a
power law for the boundary layer thickness in terms of the two varied
parameters in our study, namely the drop radius and the magma ocean
viscosity.

Our numerical results are shown in Fig. 17. A good fit is found with
the empirical scaling law

= R µ m1.442 ( ).s
0.916 0.062 (20)

Hence, the boundary layer thickness depends mainly on the drop
radius and only slightly on the magma ocean viscosity. For a standard
viscous boundary layer in the vicinity of a solid sphere, one would
expect a scaling µs

0.5. This surprisingly low dependence on the am-
bient viscosity is probably due to the drop deformation and to the

Fig. 14. Stable drop radius as a function of plausible magma ocean viscosities.
The green diamonds present our numerical results, the red squares correspond
to the results of Rubie et al. (2003), the black circles display the results of
Samuel (2012), the blue stars correspond the analytical results of the Eq. (18)
and the black dash line presents the scaling law proposed by this study. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 15. The final shape of the iron droplets for different initial conditions.
Spherical case (left), prolate form (middle) and oblate form (right).
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associated internal circulations and wake. It presumably affects the
equilibration. Note however that Eq. (20) is valid in the frontal section
of the drop, but the boundary layer size is not constant along the drop
surface. Also, the generated wake might encapsulate silicates that are
entrained with the falling iron, as shown in Fig. 18 and observed nu-
merically (Monteux and Arkani-Hamed, 2014) and experimentally
(Fleck et al., 2018), for an even more viscous surrounding fluid. This
also influences equilibration. Clearly, the equilibration process is
complex, global, and deserves a study on its own.

4.2. Time evolution of the droplet surface

The exchange surface between two fluids qualifies the surface
through which thermo-chemical transfers occur. As shown in the
Figs. 5–9 and 11, the spherical drop deforms and oscillates during its
sinking. This leads to variations in the potential exchange surface be-
tween the liquid iron and the molten silicates.

We monitored the surface S of each drop from its initial position
until reaching a stationary regime or until breakup. We normalized S by
the corresponding spherical surface ( =S S R/(4 )2 ). Fig. 19 shows the
evolution of S as a function of time for an initial radius =R 10 mm.
Fig. 19 illustrates the influence of the viscosity contrast Rµ. For

=R 1000µ , the drop remains spherical and its normalised surface is
constant ( =S 1). When the magma ocean viscosity decreases, the de-
formation of the drop becomes significant and the oscillations of the
drop lead to oscillations of its surface. For =R 100µ , the drop deforms
and oscillates several times, but the surface tension is large enough to
prevent the drop from breaking up, and a steady state is reached after
1.5 s. For =R 10µ and =R 50µ , the drop surface oscillations are followed
by a fragmentation (at 0.393 s and 0.6 s respectively). These large de-
formation processes significantly increase the droplet surface, which
can increase by up to 200% before the fragmentation. Our results show
that the viscosity ratio between the liquid iron and silicate phases
strongly influences the shape of the metallic drops. As a consequence,
considering a purely spherical drop when calculating the transfers
across the exchange surface provides only a lower bound estimate
which might be significantly off, especially for <R 100µ .

4.3. Application to a 10 km metal diapir

In the previous sections, we studied the dynamical properties of

Fig. 16. Schematic representation of the geometry used for the determination
of the boundary layer thickness at the drop surface: spherical case (top) and
deformed drop (bottom).

Fig. 17. Boundary layer thickness as a function of the varied parameters in this
study (drop radius and magma ocean viscosity) for viscosity ratios Rµ ranging
between 10 and 1000. Our numerical results come from the first 62 simulations
in Table 2).

Fig. 18. The streamlines around a large drop. In this model,
= = =Re We R2670, 636, 50µ (simulation #62 in Table 2). The black lines are

the streamlines, the red region represents the molten silicates and the blue
region represents the deformable iron drop. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)
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sinking droplets as a function of the viscosity ratio between the iron
droplet and the magma ocean. We showed that, within an iron cloud,
each droplet is associated to a boundary layer thickness and an ex-
change surface that both depend on the droplet size and viscosity ratio.
In our numerical models we do not solve the equations governing the
thermo-chemical transfers between the metallic droplets and the
magma ocean. However, we can estimate the efficiency of the potential
thermo-chemical equilibration by determining the total potential ex-
change surface within a metallic cloud composed of small droplets and
resulting from the fragmentation of a 10 km radius metallic diapir,
which is the typical lengthscale of iron fragments dispersed after a large
impact (Kendall and Melosh, 2016). We consider in these estimations
that the 10 km metallic diapir is fragmented in a population of small
droplets that compose a larger scale metallic cloud sinking through the
magma ocean (Deguen et al., 2014).

To characterize the size of the droplets within the cloud, we used
the analytical law for the distribution of droplets sizes obtained from
the fragmentation of a large analog diapir with a viscosity ratio =R 50µ
derived experimentally by Wacheul et al. (2014). We assume here that
this analytical law is valid for any system with the same viscosity ratio
once it is normalised by the characteristic radius of the system, i.e. the
maximal stable radius Rmax . The number of drops n R( ) for a given ra-
dius R resulting from the breakup of a 10 km iron core is then associated
to a gamma distribution:

=n R NR e( ) k R1 (21)

where N is a multiplicative constant determined by volume conserva-
tion of iron, k is the shape of the gamma distribution, and is the scale
of the gamma distribution normalised by Rmax . Wacheul et al. (2014)
explicitly mentioned that the shape and scale might depend on the
viscosity ratio. In the absence of any further data, we assume constant
values with = 1.9 and =k 2.2 for viscosity ratios ranging between 10
and 1000. Note that Rmax is nearly constant in the study of Wacheul
et al. (2014) and Eq. (21) is obtained from a snapshot at a given time
relatively shortly after the primary breakup, where transient large ra-
dius drops are still present. In our study, we have shown that Rmax is a
function of the magma ocean viscosity (Fig. 14). Hence, for each
magma ocean viscosity, we use Rmax from our numerical study (Fig. 14)
and determine N by volume conservation from a initially 10 km iron

diapir radius. We then compute the number of drops of each size, and
their relative surface of exchange normalised by their corresponding
spherical surface.

We have shown in our numerical models that shape oscillations
might influence the surface of the drops (Fig. 19), especially for the
largest radii and smallest viscosity ratio. We consider here three models
of droplet population within the cloud:

1. a non oscillating population of droplets with a constant radius for a
fixed viscosity corresponding to the classical iron rain scenario
(Rubie et al., 2003),

2. a non oscillating droplet population derived from our models with
variable radii where the droplets remain spherical,

3. an oscillating population derived from our models with variable
radii where the droplets deform.

Fig. 20 shows the total dimensionless surface within the frag-
menting cloud for the three different cases. In all cases, the exchange
surface decreases when increasing the magma ocean viscosity because
the maximum stable drop radius also increases when increasing the
magma ocean viscosity (see Fig. 14). In the iron rain scenario, the po-
pulation is composed of droplets smaller than in the two cases derived
from our models (oscillating and non oscillating) where large drops are
allowed in the distribution. Hence the potential exchange surface is
larger (up to 60%) in the iron rain scenario and the equilibration should
be more efficient. For the population composed of oscillating droplets,
the deformation leads to an increase of the surface of the sinking dro-
plets especially for low magma ocean viscosities where Rmax is smaller
than for large magma ocean viscosities. The total exchange surface in
the oscillating case is larger than in the non-oscillating case (by
13–43%) but remains smaller than in the iron rain scenario (by 7–37%).
For large magma ocean viscosity (i.e. large viscosity contrasts), the
droplets do not oscillate and the exchange surface value is close for both
oscillating and non oscillating populations. For low magma ocean
viscosities (i.e. small viscosity contrasts), the deformations are so im-
portant in the oscillating population that the total surface is close to the
surface obtained in the iron rain scenario.

It is to be noted that large metallic drops (with >R Rmax) are al-
lowed in the populations used to obtain Fig. 20. Such large drops are
not stable but are likely to exist during the second phase of the frag-
mentation following an impact that occurs in the shallow magma ocean
(Wacheul et al., 2014). Within a deep magma ocean, transient drops
with radii >R Rmax will fragment in smaller droplets and disappear
from the populations used in Fig. 20. We can thus redo our calculation

Fig. 19. Non-dimensional surface exchange as a function of time for viscosity
ratios Rµ ranging between 10 and 1000. Here, we consider a drop of initial
radius =R 10 mm. For viscosity ratio= 10 (black line), =Re 553 and

=We 10.9. For viscosity ratio= 50 (red line), =Re 108 and =We 10.4. For
viscosity ratio= 100 (blue line), =Re 44.2 and =We 8.74. For viscosity
ratio= 200 (purple line), =Re 25.1 and =We 9.02. For viscosity ratio= 1000
(green line), =Re 2.70 and =We 2.61. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 20. Normalised exchange surface S as a function of magma ocean visc-
osity after the breakup of a 10 km metal diapir. In the sinking droplet popu-
lation, no cut-off is considered at =R Rmax .

B. Qaddah, et al. Physics of the Earth and Planetary Interiors 289 (2019) 75–89

86
111



by imposing a cut-off at Rmax using the values from our numerical
models (Fig. 14). Fig. 21 illustrates the total potential exchange surface
within a sinking cloud of metallic droplets as a function of the magma
ocean viscosity considering the same initial volume as in Fig. 20. Im-
posing a cut-off at Rmax generates a population of smaller droplets than
in Fig. 20. In the oscillating and non oscillating populations used in
Fig. 21 many droplets are even smaller than the maximum stable drop
radius of the iron rain model. Hence Fig. 21 shows that the total surface
of the metallic droplets for both the oscillating and non oscillating
populations is larger than the total surface derived from the iron rain
scenario. Still, the non oscillating model will be less efficient for
thermo-chemical equilibrium than the oscillating model and large
magma ocean viscosities (i.e. large viscosity contrasts) significantly
reduce (by a factor 10) the potential exchange surface between the si-
licate and metallic phases.

Results from Figs. 20 and 21 both underline the competition be-
tween (1) the deformation processes at the scale of the droplet that
enhance the equilibration between the iron and silicate phases and (2)
the viscosity contrast that limits the potential exchange surface by al-
lowing large drops. In the shallow part of the magma ocean where large
transient metallic drops are likely to exist, the thermo-chemical equi-
libration will be less efficient than in the deepest part of the magma
ocean. However, this conclusion needs to be constrained by im-
plementing thermo-chemical transfers in our dynamical models and
using realistic partition coefficients and conductivities that should vary
with pressure and temperature.

5. Conclusions and future works

During the late stages of planetary accretion, large impacts between
differentiated protoplanets have strongly influenced the thermo-che-
mical state of the future terrestrial planets. Following the impact and
the formation of a deep magma ocean, the metallic phase from the
impactor has overcome strong deformation and fragmentation pro-
cesses before reaching the deepest part of the magma ocean. The dy-
namics of this fragmentation probably played a key role on the equi-
libration efficiency between the metallic phase from the impactor and
the impacted proto-mantle.

We have performed axisymmetric numerical simulations to model
the sinking dynamics of an initially spherical liquid iron drop within a
molten silicate phase. We have explored a large range of relevant
parameters, considering initial drop radii in the range of [1–350]mm
resulting from the breakup of an initially larger metallic diapir, and
magma ocean viscosities in the range [0.05–100] Pa.s. This large range

of viscosity is meant to encompass all relevant geophysical situations,
depending on pressure, depth, temperature, composition and impact
history.

For large Reynolds numbers, we have showed that the drag coeffi-
cient for all viscosity ratios converges towards a unique value on the
order of ±3.5 0.5. We have found that the maximum stable drop radius
increases as a function of the magma ocean viscosity following a power
law that scales with µs

0.32. The corresponding critical Weber number
increases as a function of the viscosity ratio following two power laws
depending on the breakup regime, that scale with Rµ

0.187 and Rµ
0.483 for

the range of low and large magma ocean viscosity respectively. We
have identified five breakup mechanisms depending on the Weber and
Reynolds numbers and on the viscosity ratio between silicates and iron
phases. We have also shown that the initial shape of the metallic drop
(spherical, prolate or oblate) strongly influences its subsequent dy-
namics by modifying its final shape before breakup, its potential ex-
change surface, and the time and distance before breakup. We have
emphasized the effect of the viscosity contrast on the potential ex-
change surface between the iron phase and the molten surrounding
silicates. Indeed, an increase of the viscosity ratio decreases the po-
tential exchange surface between the iron drop and the molten silicates
while it increases the time and distance before breakup. We have shown
that the dynamical boundary layer thickness increases as a function of
the drop radius and the magma ocean viscosity following power law
that scales with R0.916 and µs

0.062. Finally, we have implemented our
numerical results in a first order model to characterise the ability of an
initially 10 km metallic diapir to exchange with its surrounding en-
vironment while fragmenting. Our dynamical model predicts that po-
tential thermo-chemical equilibration within a fragmenting cloud de-
pends on the depth at which the cloud is fragmenting: thermo-chemical
equilibration should be less efficient in the shallowest part of the
magma ocean than in the deepest part.

The next step is now to implement in our models the resolution of
the equations governing the thermo-chemical exchanges between the
metallic phase and the magma ocean. The chemical and thermal dif-
fusion of a sinking undeformable sphere has been extensively studied in
the chemical/heat transfer literature (Levich, 1962; Clift et al., 1978).
In their numerical models, Ulvrová et al. (2011) evaluated time scales
of chemical equilibration within an undeformable metallic droplet
sinking through a deformable medium. If the exchange dynamics in the
case of a sinking sphere is strongly constrained, the dynamics of
thermo-chemical equilibration between a deformable droplet and its
environment and the influence of the viscosity contrast between the
two phases still deserve extensive studies.

As shown in our study, the depth of the magma ocean could also
influence the fragmentation dynamics. As large transient droplets are
more likely in the early fragmentation regime, full thermo-chemical
equilibration could be achieved deeper in the magma ocean. The
transfer parameters governing the equilibration rate are also pressure/
temperature dependent. The viscosity of the molten silicates (Karki and
Stixrude, 2010), the partition coefficient of lithophile/siderophile ele-
ments (Bouhifd and Jephcoat, 2003) and the thermal conductivity of
iron (de Koker et al., 2012) are all affected by pressure changes with
depth. An exhaustive study accounting for realistic parameters in the
context of a deep magma ocean will surely help to constrain the
thermo-chemical signature at the end of the core-mantle separation.
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Fig. 21. Normalised exchange surface S as a function of magma ocean visc-
osity after the breakup of a 10 km metal diapir. In the sinking droplet popu-
lation, a cut-off is considered at =R Rmax .
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Appendix A. Computational resolution and convergence

In order to confirm that our mesh correctly captures the dynamics of the falling drop within the magma ocean and to determine the quality and
limits of our numerical model, we performed systematics tests on two representative cases.

In the first case, we focus on the dynamics of a strongly oscillating drop that does not converge to a single shape and remains in oscillation
(simulation #18 in Table 2). This corresponds to a worst case scenario from a numerical point of view. Fig. 22(left) shows the normalised boundary
layer thickness on the drop radius as a function of different grid sizes =h R R R R R R/15, /25, /33.4, /40, /50, /66.7x . We observe a reasonable
convergence of the numerical results from =h R/40x , with changes limited to 1.4%. To quantify the dynamic difference between =h R/40x and the
finest mesh =h R/66.7x , we calculate the normalised exchange surface as a function of time in Fig. 22(Right). We note that the first two drop
oscillations have the same dynamics; then, differences occur. Yet the dynamical times remain close, and the evolution of the exchange surface is
almost the same between the two mesh sizes, with a relative maximum error 3.5%.

In this paper, we are also interested in the fragmentation modes. To confirm that these fragmentation modes don’t depend on the mesh size and
don’t come from any numerical artifact, we calculate an extremely distorted drop which breaks up after a few oscillations in a second test case
(simulation #83 in Table 2). Fig. 23 shows the final drop shape just after the breakup for the grid sizes =h R/40x and =h R/66.7x . This figure
confirms that from =h R/40x , the fragmentation mode and the final drop shape do not change significantly with the grid resolution.

We finally compare the cost (CPU) for one second of simulation of the first test case with different mesh sizes in Table 3. The finest mesh is 4 times
more expensive than =h R/40x . The purpose of this article being to perform a systematic study to capture the drop dynamics for a large range of
radius and ambient viscosity, we have chosen the mesh size of =h R/40x , which is a good compromise between simulation costs and global
dynamical results.
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A B S T R A C T

The composition of the Earth's core and mantle is set by the chemical equilibrium between metals and silicates during core/mantle segregation. The metallic core
separated from the mantle by gravitational descent in the form of diapirs in a magma ocean, and therefore the dynamics of the diapir's downward movement has an
influence on the chemical equilibrium. In this study, we characterize the descent of metallic droplets into a molten silicate using numerical models. By varying the
silicate and metal viscosities (between 0.1 and 1000 Pa·s for each phase) as well as the partition coefficient between metal and silicate (Dmet/sil, varying between 1 and
1000), we obtained quantifying parametrizing equations for the degree of equilibrium between molten metal and molten silicate, in a regime characterized by lowWe
(We < 10) and low Re (10−3 < Re<102). We showed that the main parameters controlling the equilibrium for a siderophile element are the viscosity of the
silicate and the partition coefficient. We applied our parameterization for Ni and Co in the context of late accretion on Earth so as to quantify the variation of the Ni/
Co ratio after a large impact as a function of the magma ocean viscosity, for an iron-rain scenario of metal/silicate segregation. Using previous models (Canup, 2004)
of the Moon–forming impact, we showed that the Moon formation had an effect on the current Ni/Co ratio. Depending on the radius of Theia's core and the viscosity
of the magma ocean produced after the impact between the proto-Earth and Theia, the Moon formation could account for 0.45% to 3% of the current Ni/Co ratio for
magma ocean viscosities of 0.1 to 100 Pa·s, respectively.

1. Introduction

The main process occurring on Earth during the first 100–150 mil-
lion years was the segregation of its metallic Fe-rich core (e.g. Bouhifd
et al., 2017; Rubie et al., 2015; Wood et al., 2006; and references
therein). One major consequence of this segregation is the depletion of
the Earth's mantle in the siderophile elements relative to primitive solar
system abundances (e.g. Jones and Drake, 1986).

The most recent Earth core formation models include a combination
of multistage core-mantle differentiation with N-body accretion simu-
lations, combined with continuous Earth core formation where pres-
sure, temperature, oxygen fugacity and chemical composition of both
the mantle and core vary during accretion of the Earth (e.g. Rubie et al.,
2015, and references therein). These models consider that the accretion
of the Earth occurred during a series of large impact events (e.g. Canup,
2008; Wetherill, 1985; O'Brien et al., 2006; Monteux et al., 2009;
Nakajima and Stevenson, 2015). More importantly, these models pro-
vide results for the metal-silicate partitioning of a significant number of
siderophile elements, which are consistent with observed mantle
abundances given that the oxygen fugacity increases from about IW-5
to IW-2 (5 to 2 log units lower than the Iron-Wüstite buffer) during core

segregation (e.g. Cartier et al., 2014; Rubie et al., 2015; Wade and
Wood, 2005).

In this context, the behavior of Ni and Co (two refractory and
moderately siderophile elements) has been considered to provide an
important indication of the conditions of Earth core formation. The
consensus is now that metal-silicate equilibration at high pressure, in
the range of 40–60 GPa (corresponding to depths of 1000–1500 km),
was required to produce the observed Ni and Co depletions in the
mantle (Bouhifd and Jephcoat, 2011; Siebert et al., 2012; Righter,
2011; Fischer et al., 2015; Clesi et al., 2016, for some of the most recent
studies). Similar conclusions were reached based on the metal-silicate
partitioning of lithophile and weakly-siderophile elements (e.g. Mann
et al., 2009). One can note here that the conditions of Earth core for-
mation as derived from metal-silicate partitioning of several elements
cannot be used as an argument for single-stage core formation. This is
highly unlikely given that Earth core formation occurred over a series of
large impact events.

Most core formation models are based on metal-silicate partitioning
experiments where both phases are fully molten and both thermo-
dynamic and kinetic equilibrium are reached. This type of scenario
favors rapid core - mantle segregation, which is confirmed by isotopic
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studies on Hf/W and short lived isotopes (Kleine et al., 2002; Jacobsen
et al., 2008; Kleine et al., 2009; Kleine and Rudge, 2011). If the kinetic
equilibrium is well constrained, the extent to which the mantle and core
equilibrate with each other is model dependent. So we know that if the
metal were to segregate by forming large diapirs descending through
the silicate magma ocean, the timescale for the equilibration would be
too long to explain the isotopic ratios of Hf/W (Rubie et al., 2003).
Therefore, the metal could have segregated by forming smaller diapirs,
or droplets, whose radius varied between 0.1 and 10 cm, forming a
cloud of iron in the magma ocean (Deguen et al., 2014; Wacheul et al.,
2014). An intermediate scenario combining iron-rain mingling for the
first part of segregation in the magma ocean, followed by creation of
large descending diapirs also exists, which can explain the equilibrium
in a deep magma ocean. In such a scenario, the metal falls through the
molten silicate in the form of droplets, and then forms a metallic pond
at the base of the magma ocean. Gravitational instability then allows
metal to form large diapirs which descend through the solid layer of the
mantle into the proto-core (e.g. Stevenson, 1981; Monteux et al., 2015;
Fleck et al., 2018). This study focuses on the iron-rain phase of core-
mantle segregation, during which chemical equilibrium is reached
(Rubie et al., 2003, 2011), as large diapirs have less chemical interac-
tion with the surrounding fluid (Ulvrová et al., 2011; Wacheul et al.,
2014). In the scenario of segregation by iron rain (Fig. 1), the extent to
which the magma ocean is in equilibrium with the core depends on the
properties of the metallic flow. The physics of the fluid flow is depen-
dent on various parameters, one of the most important being the visc-
osity of the surrounding fluid (Ke and Solomatov, 2009; Monteux et al.,
2009; Ricard et al., 2009). Numerical and analog simulations of a me-
tallic diapir descending through a surrounding fluid with different
viscosities have shown that the diapir is more stable when surrounding
viscosity increases from low values (~10−1 Pa·s) to high values
(~100 Pa·s), (Samuel, 2012; Wacheul et al., 2014). This has an impact
on chemical equilibrium, since break–up of the diapir increases the
surface of exchange between metal and silicate and small droplets sink
more slowly than large diapirs (Ulvrová et al., 2011; Wacheul et al.,
2014). The efficiency of equilibrium is also increased when internal
convection favors homogenization of concentrations in the metallic
droplets (Ulvrová et al., 2011).

The goal of the present study is to characterize the influence of
viscosity (metal and silicate phases) and chemical equilibrium on the
global equilibrium rate in a magma ocean. To do that, the most relevant
methods are analog and numerical modeling (e.g. Samuel and Tackley,
2008; Šrámek et al., 2010; Deguen et al., 2011; Wacheul et al., 2014).
Numerical simulations are more practical than analog ones for studying
the effects of different phenomena happening simultaneously. In addi-
tion, it is difficult to find analogs for both metal and silicate which will

react exactly like these two phases, and even more complicated to find
analogs that behave chemically and physically in the same way as
molten metal and molten silicate. Given the limitations of analog ex-
periments for multiple physical modeling, we chose to perform nu-
merical simulations of a falling metallic sphere into a molten silicate
using COMSOL Multiphysics 5.0 modeling software. This approach al-
lows the chemical equilibrium for different types of siderophile ele-
ments to be determined. In our simulations we combined chemical
diffusion calculations with different types of flow. In particular, these
simulations led us to explore the contamination of a silicate column by
an excess of a siderophile element initially present in the diapir. Since
viscosity influences the type of flow, which in turn is crucial in core-
mantle equilibrium modeling (Rubie et al., 2003, 2011; Samuel, 2012),
viscosity must have an influence on the extent of core-mantle equili-
brium. Furthermore, the equilibrium depends on the partition coeffi-
cients of the elements between metal and silicate (Dmet/sil), which de-
pend on pressure, temperature, oxygen fugacity and composition of
metal and silicate. Therefore, we tested the contamination of silicate by
generic siderophile elements using four different values of Dmet/sil (1,
10, 100, 1000).

Since major chemical transfers likely occurred during the iron rain
process (Rubie et al., 2003) our simulations looked at the equilibrium of
droplets with the surrounding silicate. In general, large diapirs in a
turbulent environment tend to break into small droplets, forming a
cloud in which each droplet moves at the same speed (Wacheul and Le
Bars, 2017, 2018). In this study, we look at how one droplet of a given
radius (RFe = 1 cm), which can be deformed but cannot break (see
Wacheul et al., 2014), interacts with the surrounding silicate. Then this
behavior is extrapolated to the entire droplet cloud, and we can esti-
mate the extent to which equilibrium is reached between the magma
ocean and the falling metal during planetary accretion.

As a result of these simulations, we constrain the chemical ex-
changes between a small metallic diapir and a silicate volume as a
function of silicate viscosity (varying from 0.1 Pa·s to 1000 Pa·s), the
viscosity ratio between metal and silicate, and time. We thus para-
meterize the effect of varying viscosity on metal-silicate equilibration,
and we use this parameterization to re-evaluate models of core-mantle
segregation. Moreover, we characterize the effect of changing the
magma ocean viscosity on the chemical composition of the mantle.
Finally, we discuss the potential consequences of giant impacts such as
the Moon-forming impact on the chemical composition of the Earth's
mantle.

2. Physical model

To model the sinking of a metallic droplet into a silicate liquid, we

Fig. 1. Schematics of core-mantle segrega-
tion. First, the impactor (metal+silicate)
enters a turbulent magma ocean. The im-
pactor is fragmented and melted on im-
pacting the surface of the proto-planet. The
metallic phase then forms a diapir which, if
the magma ocean is turbulent enough,
fragments into a cloud of droplets ranging
in size from a few millimeters to 10 cm
maximum (Rubie et al., 2011; Deguen
et al., 2014; Wacheul et al., 2014; Wacheul
and Le Bars, 2017, 2018). Each droplet in-
teracts with the surrounding silicate, ex-
changing heat and chemical elements, until
it reaches thermo-chemical equilibrium
with its environment.
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used the software COMSOL Multiphysics, and in particular the modules
“Computational Fluids Dynamics” and “Chemical Reaction
Engineering”. In each module, a set of equations is defined and solved
at each time step. These equations are described in the following sub-
sections. The parameters we used for these equations are listed in
Table 1.

2.1. Two-phase flow model

In our study, the fluid dynamics are governed by the Navier-Stokes
equations that characterize:

• Conservation of mass
=u 0 (1)

• Conservation of momentum
+ = + + + +u u u I u u g F

t
P µ( ) [ ( ( ) )] st

T
(2)

Eq. (1) is the conservation of mass for an incompressible fluid with u
the flow velocity vector. Eq. (2) describes the conservation of mo-
mentum, with acceleration of the fluid ( u

t
) and an inertia term (ρ(u ∙ ∇)

u) where ρ is fluid density. The first term on the right-hand side of Eq.
(2) (− ∇ P) is the effect of the dynamic pressure P on the fluid. The
second term (∇ ∙ [μ(∇u + (∇u)T)]) is the component representing the
effect of viscous forces on the fluid with μ the fluid viscosity. The third
term (ρg) is the gravitational force that applies to the whole domain
with g the gravitational acceleration vector. The fourth term
Fst = ∇ ∙ (σ(I − nnT)δ) is the surface tension force with σ the surface
tension coefficient, I the identity matrix, n a unit vector normal to the
surface of interest and δ a smeared out Dirac function located at the
interface. Since the volume of metal is small, we ignored the Coriolis

forces in Eq. (2).
We monitored the interface between the liquid iron droplet and the

molten silicates using the Level Set method, a Eulerian and implicit
method used in multiphase flow problems (e.g. Qaddah et al., 2019).
For that, we defined a function Φ, characterizing the silicate when
Φ = 0 and the metal when Φ = 1. The boundary between the two
phases was then set at Φ = 0.5. These values were obtained by mod-
ifying the level set field using a smeared out Heaviside function (Olsson
and Kreiss, 2005), which allows direct calculation of the volume frac-
tion of a given phase by integration of the variable Φ on the volume
considered. The equation governing the transport of Φ is:

+ =u
t

(1 )
| |ls (3)

with γ (m/s) and ϵls (m) the reinitialization parameters. The γ para-
meter limits the numerical diffusion of the metallic phase during the
simulation and needs to be adjusted empirically when the viscosity
varies. Indeed, γ is a parameter that determines the amount of re-
initialization or stabilization and must be carefully adjusted for each
specific problem. If γ is too low, the thickness of the interface might not
remain constant, and oscillations in Φ could appear because of nu-
merical instabilities. On the other hand, if γ is too high, the interface
moves incorrectly. The ideal value of γ was given by the maximum
velocity reached by the diapir during its descent, as detailed in Section
3. The range of values for γ is given in Table 1. ϵls is the parameter
controlling the width of the interface between fluids during re-
initialization. This equation (Eq. (3)) is a combination of the equations
presented in Olsson and Kreiss (2005), modified for the COMSOL in-
built solver. This solver allows the advection (on the left-hand side of
the equation) and the reinitialization parameter (right-hand side of the
equation) to be solved at the same time. The dynamic viscosity and the
density are evaluated using the level set function and are defined by
μ = μsil + Φ(μmet − μsil) and ρ = ρsil + Φ(ρmet − ρsil), respectively
(subscript met refers to metal and sil to silicates). The resolution of the
level set equation without using the COMSOL Multiphysics module is
detailed in Olsson and Kreiss, 2005. Furthermore, this method has been
already validated and applied to a similar problem in Qaddah et al.,
2019.

The temperature of both the metallic droplets and the surrounding
molten silicates is difficult to constrain. It is related to the history of
both phases before the merging and involves radioactive heating, vis-
cous dissipation and accretionary heating. In our study we consider that
the impact that precedes the iron droplet sinking homogenizes the
temperature of both phases. Hence, we do not consider heat con-
servation in the equations solved in our models, and focus instead on
the chemical equilibration processes alone.

2.2. Chemical model

The chemical diffusion and reactions of elements are described by
transport equations including an advective term to account for the
movement of the phase and conservation of mass, a diffusion term
(Fick's law) to account for diffusive transfer, and a reaction term to
account for the chemical transfer based on the partition coefficient
between metal and silicate. In our models we solve the following
equation:

+ + =uc
dt

k c c R( )i
c i i i (4)

Eq. (4) is the transport equation for diluted species including Fick's
law for the diffusion of an element (∇ ∙ (−kc ∇ ci)) with the addition of
an advective term (u ∙ ∇ ci) to account for motions within the fluids. ci is
the concentration of element i in the phase of interest, kc the diffusion
coefficient and Ri the reaction rate for element i.

In our case, there are no external sources of elements (Ni = 0,
Fig. 2).

Table 1
Parameters and variables used in this study. When values are not given, the
variable is calculated later in the text (according to the specific case).

Parameter Name Values in this study

All models
ρ Density of the fluid Silicate: 3300 - metal:

8000 kg.m−3

t Time 0.6–125 s
u Velocity vector m·s−1

RFe Radius of the diapir 1 cm
hmax Maximum unit cell size 0.1 × RFe

Two-phase flow
P Dynamic Pressure of the fluid 1 atm
μ Dynamic viscosity of the fluid 10−1–103 Pa·s
g Acceleration of gravity 9.81 m·s−2

l Distance fluid - initial interface m
Fst Surface tension force Calculated for σ = 1 N.m−1, in

N.m−3

Φ Volume fraction of the fluid Silicate: Φ = 0 metal: Φ = 1 no
unit

ϵls Parameter controlling interface
reinitialization

hmax/2

γ Parameter controlling velocity
reinitialization

0.001–0.3 m·s−1

Transport of diluted species
ci Concentration of element i mol·m−3

kc Diffusion coefficient of element i 10−6 m2·s−1

Ri Reaction rate for element i mol·m−3.s−1

Ni Molar flux of element i 0 mol·m−2·s−1

Scaling of the study
Re Reynolds number 2.5 × 10−5 to 110
We Weber number 2.3 × 10−5 to 3.5
Rμ Viscosity ratio (=μmet/μsil) 10−4 to 104

RC Ratio of the silicate volume
reacted

See Section 3
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We assumed the diffusion coefficient (kc) to be the same for both
phases, and independent of the partition coefficient (Di). Therefore we
defined two functions to describe the behavior of element i in each
phase. One function (Xi

sil) describes the behavior of element i in the
silicate, and therefore tends toward 0 when Φ = 1, the other (Xi

met)
described the behavior of element i in the metal and tends toward 0
when Φ = 0. The combination of the two functions give us the global
concentration of element i in our computational domain. The link be-
tween the two functions, the partitioning coefficient and the phase field
is made by defining a reaction at the interface between the metal and
silicate (i.e. when Φ = 0.5): Ri is the reaction rate necessary to reach
the chemical equilibrium defined by the metal-silicate partition coef-
ficient of element i (Di). Di is the Nernst partition coefficient given by

=Di
X
X
i
met

i
sil , where Xi

met is the mass fraction of element i in the metallic
phase, and Xi

sil the mass fraction of the same element in the silicate
phase at equilibrium. Ri is given by Eq. (5):

=dc
dt

Ri
i (5)

where ci is the concentration in either silicate or metal in mol·m−3,
obtained from the density of the phase where the element is ρphase (for
either a metal or silicate phase), the molar mass of the element (Mi) and
the mass fraction of the element i in the phase considered is represented
by =ci X

Mi
phase phase

i. Ri is automatically calculated in a stationary state
from the initial conditions and a given partition coefficient so as to
reach equilibrium using COMSOL's in-built solver before the simulation.
The reaction rate is high enough to maintain the equilibrium between
two calculation steps: the typical time for equilibration is 10−5 s, which
is less than the time step solved by solver. Ri is negative when removing
siderophile elements from the metallic phase, and positive when
creating the same element in the silicate phase. The reaction function is
only defined for the metal/silicate boundary, given by the condition
Φ =0.5. The higher the value of Di

met/sil, the closer the conditions are to
equilibrium, and the lower the reaction rate (Ri) will be. For the domain
where Φ = 0 or 1, the equilibrium is set to 0, and therefore the reaction
rate is 0. For a given time step, the in-built COMSOL Multiphysics 5.0
solver calculate the Navier-Stokes equations (Eqs. (1) and (2)) using
finite element method, yielding the velocity field. Then the level-set

equation is computed at the same time the advection-diffusion (Eq. (4))
equation is solved by finite-element methods on the entire computa-
tional domain, with the reaction Ri only defined where Φ = 0.5. The
results of the calculation are then used as starting condition for the next
time step.

2.3. Geometry, mesh and initial conditions

First, we defined a geometry for the simulation, using one of the
defined boundaries for the eulerian solver available with COMSOL
Multiphysics 5.0 software geometries. The best choice for our type of
simulation would have been be a 3-D model with a falling sphere inside
it, so as to compare our simulation to analog simulations (Deguen et al.,
2011, 2014; Wacheul et al., 2014). Since this type of simulation is very
costly in terms of computational time, especially for fluid flow simu-
lations, we used a 2D-axisymetric geometry, which solves the equation
on a 2D surface, and uses the symmetry conditions to give a 3D output.
This is a good compromise between a 2D and 3D simulation when the
diapir is not fragmented. Our simulations focused on a weakly de-
formable falling sphere (i.e. no break up) with a radius of 1 cm in a
cylinder whose diameter was set during the calibration of the simula-
tion.

The geometry and boundary conditions used in this study are pre-
sented in Fig. 2. In this geometry, a rotational symmetry axis is defined.
For the fluid flow, the boundaries of our calculation domain are char-
acterized as follows:

- on the top boundary, the condition is given by P = 1 atm,
- on the bottom boundary, the condition is set to be a null velocity
field

- on the side boundary, the condition is a no slip condition
- on all the boundary there is a no flow condition for the level set
equation.

The conditions for chemical diffusion is a constant budget in che-
mical elements throughout the numerical simulation, i.e. no elemental
flux (Ni = 0), inward or outward, is allowed on all the external
boundaries.

Fig. 2. Schematic representation of the initial con-
ditions and geometry of our models. The character-
istics of the metal and silicate phases are listed re-
spectively in red and black. The boundary conditions
are detailed in blue (top), solid red line (side), green
(bottom and global conditions). The red arrow il-
lustrates the symmetry axis (red dotted line) used to
define the 3D output. (For interpretation of the re-
ferences to color in this figure legend, the reader is
referred to the web version of this article.)
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For our calculation domain we used a fixed mesh of triangles, with
three main parameters: hmax, hmin and a curving parameter. The hmax
parameter gives the maximum size of the triangle side, hmin gives the
minimum size and the curving parameter gives the arc interception for
curving triangles at spherical boundaries. The parameter controlling the
accuracy and the computation time for the calculation is hmax. The best
value for this parameter was determined in the resolution study, see
Section 2.4.

The initial conditions are described in Fig. 2. The viscosities were
varied for each simulation, but the geometry of the set-up, the initial
concentrations, the densities and the droplet radius were kept constant.
To avoid numerical instabilities inherent in Xsil

0 = 0%wt, the initial
concentration was set to Xsil

0 = 10−4%wt for the silicate with a density
ρsil = 3300 kg.m−3; and Xmet

0 = 20% wt for the metal with a density
ρmet = 8000 kg.m−3. The radius of the droplet was RFe = 1 cm, falling
in a cylinder with a 5 cm radius and a 28 cm height, with the center of
the droplet placed initially at 26 cm height.

2.4. Tests of the COMSOL simulation

To correctly set up the computational domain in terms of size and
mesh, two effects need to be accounted for:

(1) Grid resolution, which has to be sufficient to capture the physics of
small droplet deformation.

(2) Boundary effects, to avoid a major influence of the outer border of
the domain on the flow and the generation of artifacts in the ve-
locity field.

To minimize the numerical diffusion of iron during the diapir's
descent, we tested several maximum sizes for the mesh grid component
hmax. Fig. 3 illustrates the time evolution of the ratio between the cal-
culated volume over the theoretical volume of one droplet (given by
Vtheoretical = R4

3 Fe
3 with RFe = 1 cm) for hmax values ranging between

0.06 and 0.2 cm. The simulations were performed using the same initial
geometry as in Fig. 2, with a silicate and a metal viscosity of 100 Pa·s
(corresponding to a Reynolds number of ~2. 10−3, see Eq. (6)) and no
chemical component to solve. The precision of the calculation increased
as the mesh size decreased, especially when there was deformation. On
the other hand, the smaller the mesh grid components were, the longer
it took to complete the calculation. As can be seen in Fig. 3, the pre-
cision is better for a mesh component size of 0.1 cm than for smaller
(0.06 and 0.08 cm) or larger (0.2 cm) mesh component sizes. In addi-
tion, a maximum component size allowed a calculation time of a few
hours (~6 h), whereas a mesh grid size of 0.06 cm yielded calculation
times from a dozen hours to 2 days for the less viscous flows. Therefore,
for the rest of the study, we used a maximum size of 0.1 cm for the mesh
grid (i.e. RFe/10). The mesh size could be adapted to the type of flow for
each simulation: for example, for a higher degree of diapir deformation
during the simulation (typically for less viscous flows), the mesh size
had to be decreased to avoid numerical artifacts. To increase the pre-
cision, COMSOL also made it possible to set a minimum size for the
mesh grid component so as to get an adapted mesh, with smaller ele-
ments at the interfaces between the two phases, and larger elements as
the distance from the interface increases. Varying the parameter hmin
did not affect the simulation for a given value of hmax, so it was kept at a
constant value of hmin = hmax/40.

The second point was to avoid boundary effects on the fluid flow
during the simulation. We tested several domain sizes and checked the
different velocity field components (r- and z- components). We chose a
height equal to 28xRFe and a width equal to 5xRFe which was sufficient
to avoid the recirculating flow associated to the descending diapir
having a large effect on the velocity field (Fig. 4), while keeping com-
putational time within reasonable bounds. This size of domain still af-
fected the velocity of the diapir (Chang, 1961 and Fig. 4). Fig. 4 shows
that increasing the width to 6× RFe changed the velocity field, albeit
very slightly, which indicates a diminution of the wall effect: the mean
velocity of the diapir increased by 8% compared to the mean velocity
for a width of 5xRFe. However, increasing the width of the domain from
5xRFe to 6xRFe led to a significant increase in computational time (by at
least 46%). Given the limited effect of increasing the domain width and
the significant effects on the computational time, we considered this
smaller width to be suitable for the study. We applied the same rea-
soning to choose the height of our domain. To test the resolution of the
diffusion in Eq. (4), we benchmarked the validity of the COMSOL solver
against steady and unsteady analytical solutions for diffusion problems
(Crank, 1975). To test the advective part, we compared the flow velo-
cities from our models with those velocities obtained by Samuel (2012)
(see Section 3.2). Our results showed an acceptable agreement, despite
a large discrepancy between theoretical results and observed velocities
(45% for the largest one) for flows with the largest velocities, i.e. in the
intermediate regime. To explain the observed differences, we calculated
the mesh Peclet number Pemesh after each simulation with =Pemesh

vh
k
max

c
,

where v is the velocity of the diapir, hmax is the mesh size and kc is the
diffusion coefficient (10−6 m2·s−1, which is higher than a typical che-
mical diffusion, but high enough to limit numerical diffusion, see
Qaddah et al., accepted manuscript). In the reference case and for the
other cases within the Stokes regime, the value of Pemesh was sufficiently
low (Pemesh < 10) meaning that numerical diffusion was negligible
(see Mittal and Jain, 2012). For the cases within the intermediate re-
gime, Pemesh was higher (Pemesh > 50), which indicates possible nu-
merical diffusion that likely affected our results. To correct this effect a
much smaller mesh size would have been necessary. However, the mesh
size necessary to prevent numerical diffusion in our models would have
led to unreasonable computational times. Therefore, for the lowest
viscosity used in our models some error calculations might have oc-
curred in our results, but are negligible in the final model (see Sections
5 and 6).

Fig. 3. Evolution of the metallic volume ratio (Vcalculated/Vtheoretical) during a
simulation for different hmax values, for a silicate viscosity of 100 Pa·s. The
colored and dashed line represent the evolution of Vcalculated/Vtheoretical for
different mesh sizes with time. The scale at the top shows the distance traveled
by the diapir over a given time.
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3. Results

In this section we present the results of our simulations as well as a
definition of the non-dimensional numbers and parameters used to in-
terpret the results of the simulation in terms of degree of equilibrium. A
reference run was arbitrarily defined to set a reference time evolution
for the non-dimensional parameters. Then we varied the viscosity of the
silicate and metallic phase for a given partition coefficient value, and
finally we varied the value of the partition coefficient for a given
viscosity.

3.1. Reference case and characteristic non-dimensional numbers

In this section we present the results for a reference case, where
μsil= μmet=100 Pa·s. The temporal evolution of the reference case flow
is presented in Fig. 5. This figure shows that for this case both the diapir
deformation and the numerical diffusion are weak. The metallic droplet
moves a distance of 10 × RFe (10 cm) in 12.1 s.

To compare this flow to other flows with different viscosities, we
need to use non-dimensional numbers. Since this study focuses on the
viscosity variations and the characteristics of the flow, the Reynolds
number (Re) is the more adequate non-dimensional number, which is
given by Eq. (6):

=Re
R v

µ
sil Fe diapir

sil (6)

where ρsil is the density of the surrounding silicate, RFe is the initial
radius of the diapir, vdiapir is the velocity of the diapir and μsil is the
silicate viscosity (see Table 1). This number expresses the ratio of in-
ertial forces to viscous forces. When Re < 1, the flow is considered to
be a Stokes flow, which means that diapir deformation is limited during
the descent. When 1 < Re < 500, the flow is an intermediate flow
between Newtonian and Stokes flow (Samuel, 2012). In our study, we
did not investigate the case of Re > 500, which is a highly turbulent
Newtonian flow.

The velocity of the diapir is strongly governed by the viscosity of the
surrounding silicate, which affects the value of Re (e.g. Samuel, 2012,
and references therein). In order to compare different values of the
viscosity ratio Rμ = μmet/μsil, we defined the reference time for each
calculation as the time necessary for a metallic droplet with radius RFe

to move through a distance d = 10 × RFe.
The other non-dimensional number which controls the flow is the

Weber number (We), which is the ratio of the inertial forces on the
surface tension:

=We
v Rsil diapir Fe

2

(7)

with σ the surface tension (see Table 1 for value). The break-up of the
diapir is controlled by the Weber number (Wacheul et al., 2014). When
We < 6 the diapir is stable in Stokes and intermediate flows, and when
We > 6 the surface tension is no longer high enough to prevent the
diapir breaking up (Wacheul and Le Bars, 2017). In this case and in the
rest of the present study, the diapirs are always stable with We < 6.
For the reference case, the diapir velocity is about
vdiapir ≈ 8 × 10−3 m·s−1. This velocity yields low values of Re and We
(2.2 × 10−3 and 1.2 × 10−3, respectively), which explains the diapir's
stability during its descent (see Fig. 5).

To study the chemical equilibrium between metal and silicate, we
calculated a non-dimensional concentration, or more precisely a non-
dimensional mass fraction termed X′. This non dimensional mass frac-
tion was calculated so as to satisfy three conditions:

Fig. 4. Evolution of the velocity field, r-component (on the left) and z-component (on the right), for different widths of computational domain. Widths vary from 2×
RFe to 6× RFe. The chosen width for the simulations is 5xRFe. Note that the results presented here are calibration runs, with a height of 30xRFe. The same simulations
have been performed at varying heights, leading to a final height of 28× RFe (see Fig. 2 for the calibrated geometry).

Fig. 5. Evolution of the volume fraction of the silicate during the simulation.
When equal to 1 (red), the fluid is a silicate, when equal to 0 (blue) the fluid is a
metal. The limit between metal and silicate is the black line between the red
and blue parts (Φls = 0.5). The time necessary for the diapir to reach the dis-
tance of 10RFe is 12.1 s. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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(i) If there is no change in the initial concentration in the silicate, X′ is
equal to 0 (no equilibrium at all)

(ii) If equilibrium is reached, X′ is equal to 1.
(iii) X′ is proportional to the concentration in the silicate (X′ ∝ X)

The first condition is reached if X= Xsil
0. Therefore X′ = 0 implies a

null numerator for X′, i.e. X′ ∝ X− Xsil
0. For the second condition, it is

reached if =X X
Dmet

eq
met sil/ , by definition of the partition coefficient,

where Xmet
eq is the concentration of the element in the metallic phase at

equilibrium. In our case, the element is a siderophile (Dmet/sil ≥ 1) and
the initial concentration is high (Xmet

0 = 0.2). Therefore, at the end of
the simulation we could approximate the equilibrium concentration by
Xmet

eq~Xmet
0.Satisfying the condition X′ = 1, with X′ ∝ X− Xsil

0 and the
non-dimensionality of X′ yield to the following formula given in Eq. (8):

=X X X
X D X/

sil

met
met sil

sil

0

0 / 0 (8)

X′ is a useful parameter for tracking the evolution of concentration
in a particular case, but it is not enough to quantify how much of the
silicate is affected by a change in concentration. Moreover, this para-
meter is not suitable for comparing different studies, because it is
strongly affected by the duration of the sinking. The evolution of the
non-dimensional concentration, X′, in the reference case is shown in
Fig. 6. Equilibrium in the silicate is reached when X′ = 1 (area in red).
This area forms a very narrow zone around the diapir, and most of the
silicate is not chemically equilibrated with the metal, because the si-
mulation run time is not long enough.

The parameter RC is the ratio of the silicate volume that has reacted
with the metal to the total volume of silicate. The definition is
Rc = Vreacted

sil/Vtotal
sil, where Vreacted

sil is the volume of silicate where
X>Xsil0; meaning RC is the volume fraction of silicate that has reacted
with the metal. To visualize how the ratio is calculated, a representa-
tion of the integrated volume is shown in Fig. 7. In this figure, the areas
colored in red represent the volume of silicate that has evolved in terms
of chemical composition, while the areas in blue represent that which
has not been contaminated by the diapir's descent.

For each simulation, the volume chemically affected by the diapir's
descent increases with time. The time evolution of the RC value for the
reference case is shown in Fig. 8. RC is increasing with time following

the same trend in each case. The difference is in the absolute values of
Dmet/sil: the more elevated the value is, the closer the initial conditions
are to equilibrium conditions, which leads to a lower reaction rate.

3.2. Range of Re and We values

The aim of our models was to constrain the influence of the viscosity
contrast between the silicate and metallic phases. This led to a wide

Fig. 6. Evolution of adimensional concentration of the siderophile element in
the silicate, for a partition coefficient Dmet/sil = 1. For clarity purposes the
metal is shown by the grey area surrounded by a black line. The black line is the
boundary between metal and silicate and defines the surface where the ex-
change reaction happens. The adimensional concentration is given by the fol-
lowing formula given in Eq. (9). In this case Xsil

0 =10−5, Xmet
0 = 0.2 and Dmet/

sil = 1, and the chemical Peclet number is Pe ~ 800.

Fig. 7. Evolution of the volume of silicate undergoing reaction during the si-
mulation. In red, the volume of silicate affected chemically. In blue, the volume
of silicate unaffected by the passage of the diapir. The metal is colored in grey.
The ratio RC defined in the study corresponds to the volume of the red areas
divided by the total volume of silicate (red + blue areas). (For interpretation of
the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 8. Evolution of RC as a function of time in the reference case defined in the
text (μsil = μmet = 100 Pa·s). The four lines illustrate four different values of
Dmet/sil ranging from 1 (black) to 103 (blue). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this
article.)
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range of Re and We values in our numerical simulations. The viscosity
of the silicates surrounding the metal droplet controls the flow regime
and the sinking velocity. The evolution of the time necessary to reach
the distance of 10 × RFe, which depends mostly on the silicate viscosity
(Samuel, 2012 and references therein), is presented in Fig. 9. The
higher the viscosity of the silicate, the longer it takes for the diapir to
reach a set distance. The changes in flow regime result in different
expressions for the diapir velocity. In our study, the range of Re values
only allows Stokes regime flows (Re < 1) or intermediate regime flows
(1 < Re < 500), with two different expressions for the diapir's ve-
locity. In a Stokes flow the velocity is given by:

=v
gR

µ
2
9

( )
Stokes

met sil Fe

sil

2

(9)

For intermediate flows, the sinking velocity is given by:

=v
gR

C
( )

intermediate
met sil Fe

sil D
2

(10)

with CD the drag coefficient. In our case, the drag coefficient is ap-
proximated by = +C 0.3D Re

12 , following Samuel (2012). From Eq. (10),
we can also calculate the velocity in each drop flow regime: Stokes,
intermediate, and Newton (e.g. Qaddah et al., 2019). The theoretical
times associated with the velocity are compared to the actual times
observed in simulations in Fig. 9. It shows a good agreement between
theoretical and observed diapir velocity, despite some scatter. This
scatter is consistent with the wall effect of our simulations: the variation
in velocity observed in the Stokes flow is of the order of 10%, which is
consistent with the variation expected if the wall effect is negligible (see
Section 2.4). Comparison with the typical equilibrium time from
Wacheul et al. (2014) in Fig. 9 shows that, except for the intermediate
flows, the fall time chosen in our study is long enough to reach full
equilibrium (or more than 90% of equilibrium in some cases) inside the
metal, leaving the silicate as the limiting phase for equilibrium. The
dispersion of the obtained reference time (Eqs. (8) and (9)) in Fig. 9 for

Fig. 9. Evolution of the time necessary for the diapir to move through 10RFe as
a function of the silicate viscosity. Black points are the values corresponding to
each study. The red area corresponds to Stokes flows, and the blue area to
intermediate flows. The clusters of black points correspond to the variation in
velocity due to the variation in metal viscosity. The theoretical values are
plotted in red and derived from Eqs. (9) and (10). Typical times of diapir
equilibrium, from Wacheul et al. (2014), are shown in blue. The size of the
marker is scaled logarithmically on the chemical Peclet number, ranging from 8
(smallest) to 3000 (largest). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 10. On the left: Re as a function of We obtained from our numerical simulations (one red circle for each calculation). The blue area shows the Intermediate
regime flow, and the red area the Stokes regime flow. The dashed area illustrates the domain where diapirs are stable. On the right: Comparison between the
geologically plausible values of We and Re for the Earth's magma ocean and the values covered by our study. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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a chosen value of μsil is considered therefore as a negligible discrepancy
in the rest of the study.

In Fig. 10 we plot the Re values as a function of the We values for
each simulation (i.e. for each viscosity contrast used in our calculations).
The velocity of the diapir (vdiapir) used to calculate Re and We is de-
termined from our numerical models by the time necessary for the diapir
to move through a distance of 10 × RFe. This time is dependent on the
viscosity and illustrated in Fig. 9. Fig. 10 (left) shows that in all our
numerical simulations, the metallic droplet is stable (i.e. no break up
occurs) even though some models are in the Stokes regime and others are
in the Intermediate flow regime. In Fig. 10 (right) we compare the range
of values with the range of We and Re values relevant to the geological
context of a liquid metallic droplet sinking through a terrestrial magma
ocean (Wacheul et al., 2014). As shown in Fig. 10 (right), our range of
values is limited compared to possible geophysical values. Larger diapirs
leading to high Re andWe values are not considered in our study, which
focuses on small droplets in the iron rain scenario.

3.3. Influence of the viscosity ratio

The viscosity ratio is an important parameter controlling the dy-
namics of diapir descent, both its shape (Qaddah et al., 2019) and
stability (Wacheul et al., 2014). In this section, we focus on the influ-
ence of the viscosity ratio Rμ (=μmet/μsil) by varying the value of the
silicate viscosity for a given metal viscosity. Changing the viscosity of
metal affects its ability to deform and, hence, its terminal velocity, but
this effect is not as strong as the change in velocity implied by a change
in ambient viscosity. This behavior is consistent with the equation of
diapir velocity in Stokes and intermediate flows (Eqs. (9) and (10)), and
is strongly dependent on the silicate viscosity. It is visible in Fig. 9,
where a decrease in silicate viscosity from 1000 Pa·s to 10 Pa·s (Stokes
flows) leads to an increase in sinking velocity from 10−3 m·s−1 to
0.1 m·s−1 for a metal viscosity of 1 Pa·s. For a constant silicate viscosity
of 10 Pa·s, a decrease of the metallic viscosity from 1000 Pa·s to 0.1 Pa·s
only increases the velocity from 0.05 to 0.1 m·s−1. The viscosity ratio
influences the sinking velocity and, hence, affects the Re number and
the flow regime, but not as strongly as the silicate viscosity.

Fig. 11 illustrates the influence of the Re number on the silicate
volume chemically contaminated during the sinking of a metallic dro-
plet with RFe = 1 cm. For each case, the evolution of RC is shown as a
function of Re, and for a distance of 10 cm (10 × RFe). The time cor-
responding to this distance is shown in Fig. 5 as a function of viscosity.
Except for the case with Dmet/sil = 103, there is no linear correlation
between log(RC) and log(Re). However, we clearly show a transition
between the Stokes regime and the Intermediate regime. In the Stokes
regime flow, an increasing Re (i.e. a decreasing value of μsil) leads to a
significant decrease of RC, while RC values seem to reach a plateau
when the flow reaches the intermediate flow regime. Fig. 11 also shows
that the approximation made by Rubie et al. (2003) to achieve an
analytical solution for equilibrium is only valid for low Re flows (high
silicate viscosity). As the density of the silicate is not significantly al-
tered by the reaction, the parameter Rc (volume ratio of silicate equi-
librated) can be compared to their parameter Fs (mass ratio of silicate
equilibrated). For the lowest Re value, there is good agreement between
our numerical data and the analytical calculation. However, extra-
polating the analytical solution to higher Re flows leads to an over-
estimation of the equilibrated volume.

The RC ratio is presented in Fig. 12 as a function of Rμ. A decrease in
RC is observed with an increase in Rμ (i.e. a decrease of μsil) for a given
viscosity of the metallic phase. For the five parts of Fig. 12, which
correspond to the five values of μmet, the trend and the magnitude of the
values of Rc are quite similar, meaning that the effect of the viscosity
ratio is less important than the ambient viscosity, which governs the
flow regime. For high values of Rμ, the same plateau phenomenon as
seen in Fig. 11 is observed, which corresponds to lower silicate viscosity
values (intermediate flow). In the Stokes regime, the sinking velocity

scales with μsil−1 (Eq. (9)) while in the intermediate regime, the sinking
velocity scales with CD−1. Given the expression of the drag coefficient
(derived from Samuel, 2012; see Section 3.2), and the expression of Re
(Eq. (6)), the sinking velocity in the intermediate regime scales with
(ρsilμsil)−0.5, as given by Eq. (10). Hence, Rμ has a greater effect on
Stokes flows than intermediate flows, because the changes in diapir
velocity are more pronounced for Stokes flows, as shown in Fig. 5.

Although the evolutions of RC as a function of Rμ are quite similar in
the five panels of Fig. 12, some differences are noticeable. For the
lowest values of μmet, the RC ratio increases at high Rμ values while for
high values of μmet, the RC ratio is nearly constant or decreases with high
Rμ (except for Dmet/sil = 1000). This could be explained by the fact that
a higher viscosity ratio tends to stabilize the diapir and slow down its
descent (Wacheul et al., 2014). In a Stokes regime, it leads to an in-
crease in the time necessary to reach the same distance, in other words
a longer reaction time; but in intermediate regimes this time does not
change significantly, while the diapir is less deformed, leading to a
smaller surface of exchange between metal and silicate. We illustrate
this point in Fig. 13, for a silicate viscosity of 0.1 Pa·s: the normalized
surface of the diapir varies from 1 to 2.3 with decreasing values of Rμ,
which means that low Rμ for high Re (~100) values lead to an increase
of exchange surface by 130% relatively to the initial diapir surface. The
same effect is observed for μsil = 1 Pa·s (Re~ 10), to a lesser degree: for
low metallic viscosity (Rμ = 0.1) the diapir surface increases by 20%.
This leads to an increase in Rc value for all partition coefficients except
for Dmet/sil = 1000, for which an increase in diapir surface has a neg-
ligible effect, the deformation occurring over a short timescale at a low
reaction rate. This effect is weak in our study compared to the effect of
Re and Dmet/sil (see Section 3.4), because theWe range of our study does
not allow major diapir deformation. For the deformation rate to have a
strong impact on chemical equilibrium, the We values have to be much
higher (We>10, see Lherm and Deguen, 2018).

Fig. 11. Evolution of RC as a function of Re during the sinking of a 1 cm-radius
droplet for an adimensional time of 1. The Stokes flow regime (red area) and
intermediate flow regime (blue area) are separated by a black vertical line at
Re = 1. The dot color characterizes different values for Dmet/sil ranging from 1
to 103. The size of the marker is scaled logarithmically on the chemical Peclet
number, ranging from 8 (smallest) to 3000 (largest). (For interpretation of the
references to color in this figure legend, the reader is referred to the web ver-
sion of this article.)
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3.4. Influence of the partition coefficient

We have shown in Figs. 11 and 12 that chemical equilibration was
less efficient when the value of the viscosity ratio between the iron and
silicate phases was higher. This conclusion also stands for the whole
range of partition coefficients used in our models. As detailed in Section
2.2, the higher the value of Dmet/sil, the closer the conditions are to
equilibrium conditions, and the lower the reaction rate (Ri) will be.
However, the thermodynamical equilibrium is reached faster, which
limits the amount of exchange between the metallic droplet and the
surrounding silicate. Therefore, the contaminated volume represented
by RC decreases when Dmet/sil increases (see Figs. 11 and 12). This effect
is relatively small: an increase of 3 orders of magnitude decreases Rc by
less than one order of magnitude.

3.5. Parameterization of the chemical contamination

As shown in the previous sections, the contamination of silicate by a
siderophile element depends on the Reynolds number, viscosity ratio,
and the values of metal-silicate partition coefficients. To use our results
in an iron rain scenario following an impact during planetary forma-
tion, it is necessary to quantify the relative effect of each parameter on
chemical contamination. In Section 3.1 and 3.2 we chose a distance of
10 × RFe and the relevant time (Fig. 5) at which RC is considered to
have reached a stationary value. With this assumption the error is
limited, since RC tends to reach a plateau in all our simulations (see
Fig. 8). Therefore, we consider the RC values obtained from our models
at a distance of 10 × RFe in our parameterization.

We show in Sections 3.2 and 3.3 that increasing the Reynolds
number and viscosity ratio both tend to decrease RC. In Figs. 11 and 12,
log(Rc) decreases linearly with both log(Re) and log(Rμ) independently
of the value of Dmet/sil with a small error in the prediction
(R2 > 0.85–0.9). Concerning the effect of partition coefficients,
(Section 3.4), all the curves in Figs. 11 and 12 are parallel, showing that
there is a linear relationship between log(Rc) and log(Dmet/sil). We
parameterize the evolution of log(RC) as a function of logRe, logRμ and
logDmet/sil. The method used here is a multi-linear regression fit on all

the data retrieved from the simulations:

= × + × + × +logR a logD b logRe c logR dC
met sil

µ
/ (11)

where a, b, c and d are constants fitted to the data by least-square re-
gressions. The values of the parameters are presented in Table 2. As
shown in Fig. 14, the parameterization of Eq. (11) shows a relatively
good fit to the data retrieved from calculations. This kind of fit is not
perfect, and could certainly be improved by including non-linear de-
pendencies. It is also worth noting that this parameterization is valid for
a narrow range of Re and We values, and its precision is lower at high
Re values (see Section 2.4). For instance, different results can be found
in turbulent cases (high Re, Deguen et al., 2014) and/or with deformed
diapirs (high We, Lherm and Deguen, 2018). However, this form of
equation (Eq. (11)) is practical to use in models of planetary formation
with limited error on the value of RC, therefore we chose this form to
simplify the calculations in Sections 5 and 6.

This parameterization shows that the main parameters controlling
the contamination of a liquid silicate reservoir by a siderophile element
during the sinking of a metallic droplet are the Reynolds number and
the metal-silicate partition coefficients. The higher the Dmet/sil is, the
less the silicate will be contaminated, which reflects the fact that we
consider here a siderophile element. The Reynolds number has the same
effect as Dmet/sil: the higher Re is, the lower RC will be. This high ab-
solute value of b reflects the importance of the silicate viscosity, which
controls the diapir velocity, as well as the type of flow and the de-
formation of the diapir. The fact that the parameter b is negative shows
that increasing the value of the Reynolds number will decrease RC.
Indeed, decreasing the viscosity increases the Reynolds number (Eq.
(6)) as well as the diapir velocity (e.g. Samuel, 2012; Wacheul et al.,
2014, and Fig. 5).

4. From a single droplet to the large impact context

In the previous section, we derived a parameterization (Eq. (11)) to
estimate the volume fraction of a magma ocean contaminated by a
unique 1 cm-radius metallic droplet. In this section we apply this
parameterization to large impacts in the context of late accretion.

Fig. 12. Evolution of RC as a function of Rμ for 5 different metallic viscosities (shown in the 5 boxes), different values of Dmet/sil and obtained at a distance of 10RFe.
From top left to bottom panel the metallic viscosity increases from 0.1 Pa·s to 1000 Pa·s. The silicate viscosities corresponding to Rμ are indicated on the top x-axis.
The size of the marker is scaled logarithmically with the chemical Peclet number, ranging from 8 (smallest) to 3000 (largest).

Fig. 13. Evolution of log RC as a function of the
normalized surface (left panel) and evolution of the
normalized surface as a function of Rμ (right panel)
for models with μsilicate = 0.1 Pa·s for the reference
time defined in Fig. 9. The normalized surface of the
diapir is the surface of the diapir in the simulation
divided by Stheoretical = 4πRFe2 (initial surface of the
sphere).
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The parameterization was calculated for a pertinent range of me-
tallic and silicate viscosities. Numerical simulations and laboratory
experiments estimated the viscosity of silicate melts at high pressure
within the range of 0.01 Pa·s to 1 Pa·s. (Liebske et al., 2005; Karki and
Stixrude, 2010; Karki et al., 2018). This range is stable because the
viscosity tends to increase with pressure, but decrease with increasing
temperature. As for the viscosity of metallic liquid, few experiments
have been made, but the experimental results also show that the range
of viscosity for liquid iron alloy is stable, at around 0.01–0.1 Pa·s (Kono
et al., 2015). Therefore, the effect of viscosity on the equilibrium rate
calculated in our simulation can be extrapolated for a high pressure
context in an entirely liquid magma ocean. The higher values
(10–1000 Pa·s) of μsil tested in our simulation can also be applied at the
end of the magma ocean stage when the silicate liquid is starting to
crystallize (but before the mushy stage where the flow dynamics is
governed by the viscosity of the solid silicate phase).

A more limiting factor to the extrapolation of our parameterization
to planetary formation is the size of our computational domain.
However, it is possible under certain conditions, which are listed below.

When a differentiated impactor collides with a growing planet, two
fragmentation mechanisms of its metallic core occur. The first frag-
mentation is induced by the impact itself that stretches and disperses
the impactor's core (Kendall and Melosh, 2016). The lunar crater ob-
servations showed that the most probable impact angle is α = 45°
(Shoemaker, 1962). When considering an impactor with a metallic core
radius of Rcore impacting a magma ocean at an angle α = 45°, it is
possible to apply our parameterization: the dispersion of the impactor's
core material becomes the same as our study computational domain.
The mantle fraction affected by the impact (i.e. the volume of mantle
into which the metallic droplets are initially spread out) can be ap-
proximated by the volume of a cylindrical portion with an angle α, a
thickness h and a radius L. The volume of mantle affected is then
Vaffected = αhL2/2. For Rimp = 100 km, Rcore = 50 km, and α = π/4,
Kendall and Melosh (2016) give h = 200 km, L = 2000 km: we can
then estimate Vaffected = 3.14 × 1017 m3. After the first fragmentation
induced by the impact, a second rapid fragmentation occurs leading to
the formation of much smaller droplets of different sizes. Wacheul et al.
(2014) showed that metallic diapirs will fragment into droplets with a
mean radius of between 4 mm and 20 mm. Assuming an average dro-
plet radius of 1 cm (Rubie et al., 2003) and that all the impactor's core
diapir is fragmented into these cm-radius droplets, an impactor's core
with radius Rcore= 50 km will fragment into ≈1020 cm-radius droplets.
This yields a concentration of 400 droplets/m3, or 1 droplet per 2.5 l,
which yields a metal/silicate volume ratio of 0.0016 within Vaffected.
Currently, no scaling law describes the relation between (L, h, α) and
Rimp (and as a consequence Rcore). According to Kendall and Melosh
(2016), for Rcore = 50 km, L ≈ 40Rcore and h ≈ 4Rcore and by making
the assumption that these two relations are also valid for different Rcore

values, we can infer that the ratio of the impactor's core volume over
the affected volume is constant for any impactor size.

In the numerical models described in the previous sections, we
consider a metallic droplet sinking into a large volume of molten sili-
cates to avoid boundary effects. In our study the ratio between the
volume of the iron droplet and the volume of the computational domain

is 0.0019, which is relatively close to the volume ratio of 0.0016 ex-
pected after an impact.

After a large impact, the impactor's core is dispersed within a vo-
lume Vaffected= αhL2/2. Assuming the formation of a cloud of cm-radius
droplets with an iron fraction χFe = 0.0016 within Vaffected, the volume
where chemical exchange between the droplets and the magma ocean
will occur is:

=V R Vexch c affected (12)

Using Eq. (11), Table 2 and considering L= 40Rcore and h= 4Rcore

(Kendall and Melosh, 2016), we can calculate the fraction of the volume
of the Earth's mantle Vexch/Vmantle in which chemical exchange is likely
to occur. Fig. 15 shows Vexch/Vmantle as a function of the impactor radius
and illustrates the influence of the partition coefficient and the viscosity
contrast between the magma ocean and the liquid iron on this ratio.

As the impactor size increases, the mantle volume chemically af-
fected by the impact increases by Rimp

3. This relation is constrained by
the simple formula we have used to relate Vaffected to Rcore. Given the
current knowledge of the impact-induced fragmentation mechanisms of
an iron core on a planetary scale, this simplification is a first step to-
ward a global understanding of the chemical equilibration occurring
after a large impact. Fig. 15 (left) illustrates that an increase in partition
coefficient leads to a decrease in the ratio Vexch/Vmantle in agreement
with Eq. (11) and the values from Table 2. Fig. 15 (left) shows that for
Rcore = 1000 km, increasing the partition coefficient by 2 orders of
magnitude decreases the value of the ratio Vexch/Vmantle by a factor of 3.
This effect is significant but less important than the influence of the
viscosity ratio. Fig. 15 (right) shows that increasing the magma ocean
viscosity relative to a constant liquid iron viscosity of 0.1 Pa·s from
0.1 Pa·s to 100 Pa·s leads to an increase in Vexch/Vmantle by a factor of
more than 5. According to Fig. 15, a very large impact such as that
which led to the formation of the Moon-Earth system, involving a
highly viscous magma ocean, would strongly enhance the chemical
equilibration between the impactor's core and the Earth's mantle. This
result needs to be nuanced, since a large impact is likely to increase

Fig. 14. logRc calculated from the parameterization of Eq. (11) vs logRc ob-
tained from the simulations. The red line is the 1:1 line (perfect fit), and the
dashed lines bound the 5σ confidence interval. (For interpretation of the re-
ferences to color in this figure legend, the reader is referred to the web version
of this article.)

Table 2
Values of fitted parameters for Eq. (11) using the least-square methods. The
errors associated with the value are given by the 1σ error value. The data used
for parameterization are the same as the data presented in Sections 3.3 and 3.4.
The comparison between calculated values from Eq. (11) and the values ob-
tained after simulation is presented in Fig. 13.

Parameters a (Dmet/sil) b (Re) c (Rμ) d

Values −0.235 −0.283 0.011 −1.686
1σ 0.02 0.03 0.001 0.07

V. Clesi, et al. Physics of the Earth and Planetary Interiors 306 (2020) 106547

12
126



temperature and therefore lower the viscosity of the magma ocean.

5. Signature of a large impact on the mantle composition

This section aims at improving previous accretion models (e.g.
Fischer et al., 2015; Siebert et al., 2012; Wood et al., 2008) by ac-
counting for a possible chemical disequilibrium at a given depth. Pre-
vious models assumed that at a given step in accretion, equilibrium is
reached throughout the entire mantle (Wood et al., 2008; Siebert et al.,
2012; Boujibar et al., 2014; Clesi et al., 2016). This equilibrium is set by
the final pressure on reaching equilibrium, usually at a depth corre-
sponding to 50% of the core mantle boundary depth (or close to this
depth, for instance in Rubie et al., 2015), in order to fit the Ni and Co
partitioning behavior (Bouhifd and Jephcoat, 2003, 2011; Fischer et al.,
2015).

In this section and the following one, the hypothesis is the same as
in previous models of accretion, but with the notable exception that not
all of the mantle reaches equilibrium. The amount of mantle equili-
brated is defined using Eqs. (11) and (12), i.e. our parameterization is
applied directly to a classical model of equilibration in a magma ocean,
thus adding one step of complexity to previous models.

5.1. Geochemical elements of interest

To estimate the chemical equilibrium between the impactor's core
and the impacted mantle, we focus our calculations on the chemical
behavior of moderately siderophile elements such as Ni and Co for
which Dmet/sil is strongly dependent on pressure (Bouhifd and Jephcoat,
2003, 2011; Siebert et al., 2012; Fischer et al., 2015). These two ele-
ments are important, since the models of deep magma ocean are de-
signed to explain their relatively high abundances in the BSE (Drake
and Righter, 2002). The maximum depth of the magma ocean (around
50% the CMB depth throughout accretion) is derived from the pressure
for which the partitioning behavior of Ni and Co yields a 19.05 ± 2
ratio in the BSE (Bouhifd and Jephcoat, 2003, 2011). In the previous
sections, we considered a generic, moderately siderophile element with
a metal/silicate partition coefficient ranging from 1 to 1000. This range
is large enough to extrapolate the trend derived from our simulations to
the behavior of Ni and Co at high pressure. For Ni, this partition
coefficient ranges between ≈400 for P = 1 GPa, and ≈ 20 for
40 < P < 60 GPa. For Co, the partition coefficient ranges between ≈
100 for P = 1 GPa and ≈ 20, for 40 < P < 60 GPa (Bouhifd and
Jephcoat, 2011 and references therein). In the models presented below,

we assume that the pressure of equilibrium after an impact corresponds
to the last stages of equilibrium in a deep magma ocean, at between 50
and 60 GPa (see Appendix B in Clesi et al., 2016 for the corresponding
calculations and the full evolution of pressure, temperature and fO2
during the accretion) with values of Ni and Co partition coefficients of
between 20 and 80 for the corresponding fO2. In the following section,
we consider that the iron content of the mantle is close to the BSE
content (8% wt) and is not affected by the impact. The fO2 is then
considered constant relatively to the iron-wüstite buffer and its value is
logfO2≈−2 ΔIW. In this case, the Ni and Co partition coefficients have
converged toward the same value: Dmet/sil ≈ 20, which is used in the
following calculations.

5.2. Chemical signature of a large impact on the Ni/Co ratio

Here we characterize the effect of a single impactor on the Ni/Co
ratio in the mantle. We consider an initially fully accreted Earth. The
reference composition of the impacted mantle is set to the BSE com-
position defined in McDonough and Sun (1995) (Ni/Co = 19.05,
2000 ppm of Ni and 105 ppm of Co in the mantle). We consider that the
silicate fraction of the impactor is lost during impact and that only its
metallic core is trapped within the impacted mantle. The impactor has a
radius of between 10 km and 1000 km and the same composition as the
Earth's core (McDonough, 2003). Given the range of impactor size, the
mass accreted is negligible compared to the Earth's mass: with a mean
density of 9400 kg.m−3, a metallic impactor of 1000 km radius adds a
total mass of ~3.1022 kg, which is 0.5% of the Earth's mass. This choice
of size and composition for the impactor allows us to focus on the
change in mantle concentration, without changing the final core con-
centration, especially the light element (Si and S) content, in the core.
Furthermore, this impactor composition, and its relatively low mass,
would not significantly change the oxygen fugacity and thus does not
affect the partitioning behavior of Ni and Co.

This section aims at characterizing the partitioning behavior of Ni
and Co as a function of the impactor radius and the viscosity contrast Rμ

computing Eqs. (11) and (12). The first term of Eq. (11) illustrates the
influence of the partition coefficients for Ni and Co. These partition
coefficients are controlled mainly by pressure and temperature, as well
as the composition of the metallic phase, and oxygen fugacity (Bouhifd
and Jephcoat, 2003, 2011; Siebert et al., 2012; Fischer et al., 2015). To
obtain partitioning behavior independent of oxygen fugacity, we use
the exchange partition coefficient Kd, which is the thermodynamical
constant of the reaction:

Fig. 15. Mantle fraction chemically contaminated by a moderately siderophile element after metallic core fragmentation as a function of the impactor size. In these
figures we compute Eqs. (6), (11) and (12) using RFe = 1 cm, vdiapir = vstokes and μmet = 0.1 Pa·s. The left panel shows the influence of the partition coefficient for a
fixed viscosity ratio Rμ = 1. The right panel shows the influence of the viscosity ratio for a fixed partition coefficient Dmet/sil = 100.
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+ +MO n Fe n FeO M
2 2n/2 (13)

where M is the element considered (in our case Ni or Co), and n is the
valence of the element M (in our case, n = 2). In reaction (13), the
oxides are in the silicate phase, while the reduced element is in the
metallic phase. The exchange partition coefficient is given by

= × ( )Kd
c

c
c
c

M
MOn

FeO
Fe

n

/2

2
where cM and cFe are the molar fractions of M

and Fe in the metallic phase, and cFeO and cMOn/2 are the molar fractions
of FeO and MOn/2 in the silicate phase. To estimate the values of the
partition coefficients, we use the parameterization of Kd from Clesi et al.
(2016), where we ignore the effect of water, as well as the carbon
content in the metallic phase. The exchange partition coefficient, Kd, is
given by:

= + + + +log K b
T

c P
T

e log g log h(1 ) (1 )d
element el

el el Si
metal

el S
metal

el

(14)

The parameters bel, cel, eel, gel and hel are detailed in Clesi et al.
(2016), and are different for each element studied. P and T are the
pressure (in GPa) and temperature (in Kelvin) of equilibrium, respec-
tively, corresponding to the pressure at 50% of CMB depth (i.e.,
1450 km), and the liquidus temperature associated with it (Andrault
et al., 2011). We assume here an equilibrium pressure of 63 GPa, and an
equilibrium temperature of 3450 K. χSi

metal and χS
metal are the mass

fractions of silicon and sulfur in the impactor. We assume here that
χSi

metal=0.06 and χS
metal=0.019 (McDonough, 2003). Kd is then con-

verted into a Nernst partition coefficient (mass ratio) following:

= ×
×

× ×D M M
M M

K Dmet sil oxide Fe

FeO element
d
element

Fe
met sil/ /

(15)

where Melement is the molar mass of Ni or Co, Moxide is the molar mass of
NiO or CoO, and MFe and MFeO are the molar masses of Fe and FeO
respectively. DFe

met/sil is the partition coefficient of iron and equals
13.65 in the BSE model. We consider that the impactor does not sig-
nificantly change the oxygen fugacity and therefore does not influence
the DFe

met/sil value.

The second term in Eq. (11) characterizes the influence of the
Reynolds number, which is given by Eq. (6). As stated in Section 4, we
consider that the metal fragments into droplets with a radius of 1 cm.
The sinking velocity of these droplets is given by Eq. (9). We assume
here a silicate density of ρmantle = 4500 kg.m−3 (mean density of the
Earth's mantle), a metallic density of ρmetal = 9400 kg.m−3, which is
consistent with iron rich liquid alloys at these pressures (Morard et al.,
2013) and the current Earth's value for the acceleration of gravity (i.e.,
9.81 m·s−2). The viscosity of the silicate phase in our calculations
ranges from 0.1 to 100 Pa·s. The third term in Eq. (11) measures the
influence of the viscosity ratio Rμ = μmet/μsil. In our calculations, we
consider a constant value for the metallic viscosity (= 0.1 Pa·s), con-
sistent with iron liquid viscosity at high pressure (Kono et al., 2015).

Once the parameter Rc is calculated for Ni and Co, the impactor
equilibrates with a volume of mantle defined by Eq. (12) in Section 4,
considering that Vimpactor/Vaffected = 0.0016, independent of the size of
the impactor. As RC expresses the volume fraction of the silicate that
has reacted with the metal, it may overestimate the volume of the
mantle that has equilibrated with the metal phase. Hence the parameter
RC should be considered as a first-order approximation of the volume
equilibrated. Therefore, for Eq. (12), the mass of mantle that is equili-
brated is obtained by simple multiplication by ρmantle. In this mass of
mantle, the concentration of Ni or Co is in equilibrium and is given by

=eq
silicate

D
impactor
metal

met sil/ . The final mass fraction of Ni or Co is given by:

= +
m

m
( )final

silicate
initial
silicate

eq
silicate

initial
silicate equilibrated

mantle (16)

where, χfinal
silicate is the concentration of Ni or Co in the final mantle,

χinitial
silicate is the initial concentration of Ni or Co in the mantle, χeq

silicate

is the concentration at equilibrium, mequilibrated is the mass that is
equilibrated and mmantle is the mass of the Earth's mantle. The final Ni/
Co ratio is then derived from χfinal

silicate for Ni and Co. The results of
calculations for different viscosities as a function of the impactor radius
are presented in Fig. 16.

Fig. 16 shows that a single impactor, even a large one, does not
significantly affect the Ni/Co ratio in the mantle. The maximum var-
iation is 0.25%, and is obtained for a large impactor (1000 km radius)
for a relatively high viscosity of the magma ocean (100 Pa·s). For low
viscosities (0.1 and 1 Pa·s), a metallic impactor weakly affects the Ni/Co
ratio in the mantle (less than 0.1% change for a 1000 km radius im-
pactor). Such a small variation confirms that high spatial resolution
models are not necessary even for large Pemesh values obtained for low
viscosities. For a relative error of 100% in the values of Rc, at a viscosity
of 0.1 Pa·s, it would only induce a variation in Ni/Co of between 0 and
0.2% within the final model.

Eq. (16) shows that the final concentration is proportional to the
volume equilibrated if χeq

silicate is higher than χinitial
silicate. In this case,

late accretion of a metallic impactor, which yields a high metallic
concentration in Ni and Co (similar to the Earth core concentration
given in McDonough, 2003); with a high equilibrium pressure, which
yields low partition coefficient values for Ni and Co,
(χeq

silicate − χinitial
silicate) is positive. The impactor is metallic and rich in

Ni and Co (5.2%wt and 0.24%wt, respectively), and impacts a silicate
mantle with a BSE composition. Therefore, when the mass of mantle
equilibrated is higher, the variation in Ni or Co concentration compared
to the BSE in the mantle is higher. If the disequilibrium is high, the
mequilibrated is low, and therefore there is less variation in the Ni/Co ratio.
As shown in Fig. 16, the amount of disequilibrium is higher for a low
viscosity magma ocean, as well as for small metallic impactors, and
therefore there is no change in the moderately siderophile element
concentrations in the mantle under these conditions. This means that,
to have a significant effect on the moderately siderophile element
concentrations in the BSE, late accretion impactors need to be large and
impact a viscous magma ocean in order to increase the degree of
equilibrium. Even in this case, if the amount of Ni and Co in the

Fig. 16. Evolution of Ni/Co ratio in the mantle after an impact as a function of
the impactor size for different silicate viscosities (0.1 to 100 Pa·s). We represent
here the variation of the Ni/Co ratio after the impact relative to the initial BSE

concentration: = ×( ) 100Ni
Co

Ni
Co Final

Ni
Co BSE

Ni
Co BSE

. Since the impact happens on

the BSE, the more the Ni/Co ratio is different to that of the BSE, the more the
impactor has reached equilibrium.
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impactor is not significantly higher than that in the Earth's core, the
change in BSE composition will not be significant, as illustrated in
Fig. 16.

6. Discussion

6.1. Earth accretion models and magma ocean properties

In the previous section we characterized the effects of a late impact,
negligible in mass, composed only of a metallic phase. However, most
of the disequilibrium happens during accretion. Therefore, Eq. (16) is
not relevant, at least not in this form, in the context of a growing planet.
Assuming that the mantle of the impactor and of the growing Earth is
well mixed before equilibration with the metallic fraction, we can de-
fine the concentration of the post-impact mantle, χpost−impact

silicate.By
modifying Eq. (16), and knowing the composition of the impactor's
metallic phase it is possible to calculate the composition of a growing
planetary mantle before it equilibrates with the metallic phase of the
impactor. It is given by:

= m
m m

m
mpost impact

silicate mantle

mantle equilibrated
final
silicate equilibrated

mantle
equilbrated
silicate

(17)

Since mequilibrated is dependent on the size of the impactor core and
magma ocean viscosity, it is possible to calculate the composition of the
mantle for a 90% accreted Earth hit by a Mars-sized impactor (Moon-

forming impact) as a function of the impactor's core radius and viscosity
of the magma ocean. Fig. 17 shows the corresponding results for
comparison with Fig. 16: in this case, the greater the degree of equili-
brium, the lower the initial Ni/Co ratio.

The results displayed in Fig. 17 show that it is possible to reach the
same final Ni/Co ratio for the Earth's mantle with drastically different
properties of the impactor and the magma ocean. From Fig. 17, two
post-impact models can be derived:

- A model with a low Rcore/Rimpactor ratio and low magma ocean
viscosity, which yields a lower degree of equilibrium between metal
and silicate. In this kind of model, the composition of the Earth's
mantle is more dependent on the equilibrium conditions between
the metallic phase and the silicate phase than on the composition of
the impactor. For instance, the models presented in e.g. Burbine and
O'Brien (2004), Rai and van Westrenen (2013) or Dauphas et al.
(2014) are based on mixing different chondritic compositions where
the main parameter fitted is the isotopic consistency, and they are
therefore predominantly compositionally-derived models. For these
models to be consistent, the impactor's core needs to be small (Rcore/
Rimpactor < 0.4, left-hand side of Fig. 17), and the magma ocean
viscosity low (μmagma ocean ≈0.1–1 Pa·s), so as to achieve a low
equilibrium rate between metal and silicate.

- A model with a high Rcore/Rimpactor ratio, and high viscosity of the
magma ocean, which yields greater equilibrium between metal and
silicate. In this kind of model, the main changes in Earth mantle
composition are due more to the composition of the impactor and
less to the chemical reactions between metal and silicate. For in-
stance, the models presented in e.g. Wood et al., 2008, Siebert et al.,
2012 and Boujibar et al., 2014 are based on the metal-silicate par-
titioning behavior, where the discriminating parameter is the re-
lative core/mantle abundances of siderophile elements, and they are
therefore predominantly equilibrium-derived models. In this kind of
model, a minimal equilibrium needs to be reached, and therefore the
impactor's core needs to be large (Rcore/Rimpactor > 0.4, right-hand
side of Fig. 17), and/or the magma ocean viscosity needs to be high
(μmagma ocean ≈ 10–100 Pa·s).

To summarize, our results cannot constrain the viscosity of the
magma ocean (especially given the error in our calculations for low
viscosity calculations, see Section 2.4), but for a given model, our re-
sults can constrain the range of magma ocean viscosities in order to
reach the BSE concentrations for moderately siderophile elements.

However, this work needs to be done for each accretion step or
impact, and for each element, which would increase the number of
plausible scenarios to accrete the Earth, but could also provide com-
positional constraints on irreconcilable scenarios, and therefore allow
some impactor compositions to be excluded from a given model.

6.2. Effect of Moon formation on the Ni/Co ratio in the Earth's mantle

In the previous section we showed that the properties of the magma
ocean are model dependent: they have to be inferred from the impactor
properties and the final BSE content chosen as a control of the model
output. In this section, we infer the viscosity of a magma ocean for one
particular model: the Moon formation by an impact with a Mars-sized
impactor (Canup, 2004). The Moon forming impactor (named Theia) is
believed to be a large Mars-sized impactor which hit the proto-Earth at
the end of accretion with an oblique trajectory (Canup and Asphaug,
2001; Canup, 2004). In a simulation of this kind of impact, most of the
metal and silicate of the impactor merges with the Earth (Canup, 2004).
If we consider mass of the Moon to be negligible compared to that of
Theia, and ignore the loss of particles due to the impact, we can de-
termine that the final 10% mass accreted to the Earth was due to the
impact with Theia. The core of this impactor is 30% of the total mass of
the impactor (Canup, 2004), with the same mean density as the Earth,

Fig. 17. Ni/Co ratio in the Earth's mantle before equilibration with the core of
an impactor corresponding to 10% of the Earth's mass as a function of the radius
of the impactor's core normalized to the impactor size and for different magma
ocean viscosities. The Rcore/REarth current ratio is shown by the blue dashed
line, and the Rcore/RMars ratio by a red dashed line. In the calculation, the im-
pactor is the same size as Mars (Rimpactor = 3390 km), and the impactor core
radius ranges from 340 km to 2040 km. We represent here the variation in Ni/
Co ratio before the impact relative to the BSE concentration but for a well-

mixed mantle after impact: = ×( ) 100Ni
Co

Ni
Co post impact

Ni
Co BSE

Ni
Co BSE

. (For inter-

pretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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so it is not improbable that the ratio Rcore/Rimpactor is comparable to that
of the Earth or Mars today (given by the red and blue vertical lines in
Fig. 17). In that case, Eq. (17) and Fig. 17 shows that some equilibrium
occurred between the magma ocean formed by the impact and the
impactor's core sinking into the Earth's core. For every magma ocean
viscosity tested here, it is necessary to have interaction between Theia's
core and the proto-Earth's mantle to get the final BSE concentration. For
a magma ocean viscosity of 0.1 Pa·s, the proto-Earth's Ni/Co ratio is
between 0.25% and 0.45% lower than the BSE values for a Rcore/
Rimpactor comparable to those of Mars and the Earth respectively. For a
magma ocean viscosity of 100 Pa·s, the proto-Earth Ni/Co ratio is be-
tween 1.45% and 3.00% lower than the BSE values for a Rcore/Rimpactor

comparable to those of Mars and the Earth, respectively.
This means that the Moon forming impact had a significant effect on

the BSE Ni/Co ratio, which can be high if the magma ocean formed
after the impact was viscous (100 Pa·s) and the core radius of Theia was
around 1850 km.

7. Conclusion

We developed numerical models to characterize the effects of visc-
osity and partition coefficients on the metal/silicate equilibrium for
moderately siderophile elements. We showed that the volume of silicate
equilibrated with a small volume of metal is mostly controlled by the
partition coefficients and the viscosity of the silicate. The viscosity ratio
between metal and silicate is a second order parameter but still has a
significant effect.

The scope of this study does not include other elements that have
different partitioning behavior (V, Cr, Mn etc.) and future models of
equilibrium between metal and silicate will have to integrate these
elements to get a clearer view of chemical exchanges within the Early
Earth. Furthermore, the range of Re and We covered in this study does
not cover the whole range of Re and We numbers during the accretion
event (Fig. 10). Therefore, in the future, we will need to model more
complex flows (such as shown in Samuel, 2012 or Wacheul et al.,
2014), to widen the scope of our interpretations (see Section 4 for the
extrapolation conditions). Future models should also account for the
thermal equilibration during metal/silicate separation (Wacheul and Le
Bars, 2018) to characterize the effects of temperature on the partition
coefficient values. Other phenomena, while important, are ignored due
to being beyond the scope of the study, for instance the effect of the
droplet size and shape (Qaddah et al., 2019), or stretch-enhancing
diffusion (Lherm and Deguen, 2018), or the possibility of large core-
merging events (Landeau et al., 2016). All these phenomena are beyond
the scope of this study and should be taken into account in further work
and models of accretion.

Nevertheless, we proposed a parameterization of the disequilibrium
between a silicate magma ocean and a metallic droplet for moderately
siderophile element behavior. Using this parameterization on Ni and Co
behavior at the end of accretion, it is possible to define some constraints
on the viscosity of the magma ocean. For a given model of accretion to
fit the current BSE concentrations, the viscosity of the magma ocean
and the impactor composition need to be changed accordingly: large
impactors with large metallic cores (Rcore > 1100 km) and high
magma ocean viscosity (10–100 Pa·s) favor a high degree of metal/
silicate equilibrium; while metal/silicate disequilibrium models can be
achieved with moderately small metallic cores (Rcore ≈ 300–1000 km)
and low viscosity (0.1–1 Pa·s) magma ocean.

When applying our results to the Moon-forming impact, we showed
that the current Ni/Co ratio in the BSE is affected by the Moon's for-
mation, depending on the viscosity of the magma ocean formed after
the impact. The Moon's formation can account for 0.25 to 0.45% of the
final BSE Ni/Co ratio for a low viscosity (0.1 Pa·s) magma ocean, and
for 1.45% to 3% of the final BSE Ni/Co ratio for a high viscosity
(100 Pa·s) magma ocean.
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The initial state of terrestrial planets was partly determined, during accretion, by the fall
of metal drops in a liquid magma ocean. Here we perform systematic numerical simulations
in two-dimensional cylindrical axisymmetric geometry of these falling dynamics and
associated heat exchanges at the scale of one single drop for various initial sizes and
ambient viscosities. We explore Reynolds number in the range 0.05–48, viscosity ratios
in the range 50–4000, Weber number in the range 0.04–5, and Peclet number in the range
70–850. We show that heat exchange between the two phases occurs predominantly at
the front section of the drop. Our systematic, parametric study shows that the thermal
boundary layer thickness, the depth and time for equilibration, the Nusselt number, and
the magma ocean volume affected by thermal exchanges all scale as power laws of the
Peclet number. Because of drop distortions, these scaling laws deviate from the classical
balances considering only heat diffusion through a laminar thermal boundary layer. Finally,
when considering a temperature-dependent viscosity of the ambient fluid, we show that
a low-viscosity layer surrounds the drop, which influences the thermal evolution of
nondeformable, low-Reynolds-number drops only and decreases the breakup distance for
some limited breakup modes.

DOI: 10.1103/PhysRevFluids.5.053801

I. INTRODUCTION

Core formation of terrestrial planets is a complex process contemporaneous with planetary
accretion [1,2]. Its fluid dynamics and thermodynamics have been addressed in numerous studies
(e.g., Refs. [3–8]). During the last stages of, e.g., Earth accretion, giant impacts likely occurred
between the proto-Earth and up to Mars-sized differentiated bodies [9]. The kinetic energy
released during such collisions [10,11], the radioactive heating caused by the disintegration
of short-lived radio elements [12], and the heat dissipation resulting from the conversion of
potential energy during core formation and core/mantle separation [13], melt part or all of the
Earth mantle [11]. Following each impact, the iron core of the impactor thus spread and sank
into a deep magma ocean. There, the metal further fragmented into blobs of different sizes,
ranging from millimeter drops up to kilometer diapirs before assembling with the Earth protocore
([4,8,14,15]). Thermochemical exchanges occurred between the fragmented metal drops and the
liquid magma ocean during their sinking, determining the initial thermal and chemical state of
the planet ([4,16–18]). Past studies have provided many scenarios to characterize and quantify
the thermochemical exchanges. References [17] and [19] modelled the diffusive equilibration
through a laminar thermal boundary layer of, respectively, a cloud of uniform drops and a large
diapir of iron. Reference [18] further evaluated the influence of drop deformations in Ref. [17]
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scenario. Reference [20] solved the fully coupled dynamical and thermal/chemical equations, but
for a fixed spherical geometry only. Reference [4] used experiments where a large volume of
immiscible fluid falls into a less dense ambient to show that the smallest scale of turbulence—rather
than diffusion through a laminar boundary layer—leads to rapid thermochemical equilibration, even
before fragmentation. Reference [7] confirmed this conclusion in their analog model, measuring the
global cooling of a large volume of hot Galinstan after its fall through a deep tank of viscous oil.
Yet a systematic temporal description of heat exchanges at the scale of one falling, freely evolving
drop, is still missing.

Importantly, the magma ocean viscosity highly depends on its evolving temperature and pressure
[21]. Therefore, the viscosity ratio between the magma ocean and iron drops can vary by several
orders of magnitude as a function of depth, of time after impact, etc. Following and extending an
abundant literature in different contexts (e.g., Refs. [22–26]), analog experiments in Refs. [7,8] and
numerical simulations at the scale of one metal drop in Ref. [27] showed that the viscosity contrast
indeed plays an important role in iron drops shape, velocity, and fragmentation. Reference [27]
predicted that thermochemical exchanges should increase with drop deformation and oscillations;
but they did not explicitly solve for the fully coupled dynamical and thermal equations. This is
the purpose of the present paper. Open questions include the following: How and where do heat
exchanges occur? Do the drop deformation/oscillations indeed favor heat exchanges? What are the
characteristics time and depth needed to reach equilibration between the two phases? And what is
the influence of a temperature-dependent viscosity of the magma?

The paper is organized as follows. Section II introduces the physical and numerical models, with
the governing equations, the nondimensional parameters, and the numerical method. Section III
presents in detail a reference case, describing its mechanical and thermal behavior, average
temperature evolution, heat transfer at the drop interface, and the magma ocean volume heated
during the drop sinking. In Sec. IV, we present the main numerical results from our systematic
parametric study and derive generic scaling laws for the above detailed parameters. Section V then
focuses on changes induced by a temperature-dependent viscosity in the magma ocean. Conclusions
and future works are outlined in Sec. VI.

II. PHYSICAL AND NUMERICAL MODELS

A. Governing equations

We consider an initially spherical, liquid metal drop of radius R, falling in an initially motionless,
less dense and more viscous surrounding fluid (i.e., a magma ocean) under the action of gravity. The
initial temperature of the liquid drop and of the magma ocean strongly depends on the growth history
of the protoplanet before the impact and on its initial heating caused by short lived elements [13].
Here we consider that the liquid metal drop is hotter than the magma ocean, with uniform initial
temperatures in both phases. Both phases behave as Newtonian, incompressible, and immiscible
fluids with uniform surface tension and constant density and viscosity within each fluid at first.
In Sec. V, we also consider a temperature-dependent magma ocean viscosity. The dynamical and
thermal evolution of the falling drop and ambient liquid is governed by the Navier-Stokes and heat
transfer equations, describing

(i) The mass conservation:

∇ · u = 0, (1)

with u the fluid velocity vector (m s−1).
(ii) The momentum conservation:

ρ

(
∂u
∂t

+ u · ∇u
)

= ∇ ·
{

− PI + μ[∇u + (∇u)T ]

}
+ ρg + Fst, (2)
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with ρ the fluid density (kg m−3), μ the fluid dynamic viscosity (Pa s), t the time (s), P the fluid
pressure (Pa), g the gravitational acceleration (m s−2), Fst the surface tension force (N m−3) and I
the identity matrix.

(iii) The heat conservation:

ρCp

[
∂T

∂t
+ u · ∇T

]
+ ∇ · [−k∇T ] = 0, (3)

with Cp the heat capacity at constant pressure (J kg−1 K−1), T the fluid temperature (K), and k
the fluid thermal conductivity (W m−1 K−1). No heat source is considered in our model. In this
work, we ignore the effect of viscous heating. Viscous heating during km-scale metal diapir sinking
can significantly increase the temperature of the diapir and of the surrounding material depending
on the viscosity contrast between the metal and silicate phases [13,28]. When considering the full
mantle/core separation within terrestrial planets, viscous heating should be accounted for in the heat
budget [29]. In this study we focus on small droplets (millimeters to centimeters in radius) falling
over short distances (up to 200 times their radius). Our results (not shown here) confirm that thermal
contribution from viscous heating is negligible at such small scales.

To monitor the interface between the falling drop and the magma ocean, we use the level
set method, a Eulerian and implicit method frequently used in multiphase flow problems (e.g.,
Ref. [30]). The level set function φ equals to 1 in the metal drop and 0 in the ambient liquid and
rapidly changes through the interface, whose position is determined by the isocontour φ = 0.5. The
transport and reinitialization of the level set function φ are governed by:

∂φ

∂t
+ u · ∇φ = γ∇ ·

[
ε∇φ − φ(1 − φ)

∇φ

| ∇φ |
]
, (4)

with γ (m/s) and ε (m) the reinitialization parameters. γ determines the reinitialization amount: A
suitable value for γ is the maximum velocity magnitude experienced in the model. ε determines the
layer thickness around the interface and is equal to half the size of the characteristic mesh in the
region explored by the interface. The density and dynamical viscosity are evaluated using the level
set function:

ρ = ρm + (ρd − ρm)φ, (5)

μ = μm + (μd − μm)φ, (6)

where subscripts “m” and “d” denote the magma ocean and the liquid metal drop, respectively. The
surface tension force is determined by:

Fst = ∇ · T = ∇ · {σ [I + (−nnT )]δ}, (7)

with σ (N/m) the surface tension coefficient, I the identity matrix, n the interface normal unit vector,
and δ the Dirac δ function, nonzero only at the fluid interface. The interface normal unit vector is
calculated as

n = ∇φ

| ∇φ | . (8)

The level set parameter φ is also used to approximate the δ function by a smooth function [31]
defined by

δ = 6 | φ(1 − φ) || ∇φ | . (9)

Note that in this work, we focus on thermal exchanges only and do not calculate the chemical
exchanges between the two phases, which are also extremely interesting from a geological point
of view (see, e.g., Ref. [32]). Indeed, the main difficulties in solving for chemical exchanges are
(i) the small value of the chemical diffusivities and (ii) the presence of a partition coefficient at the
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TABLE I. Symbol definitions and values of the physical and nondimensional parameters used in this study.

Symbol Value or range

Magma ocean density ρm 3500 kg m−3

Metal drop density ρd 7500 kg m−3

Metal drop viscosity μd 0.005 Pa s
Magma ocean viscosity μm 0.25–20 Pa s
Initial drop radius R 4–25 mm
Surface tension coefficient σ 1 N m−1

Magma ocean heat capacity C pm 667 J kg−1 K−1

Metal heat capacity C pd 800 J kg−1 K−1

Magma ocean conductivity km 10 W m−1 K−1

Metal conductivity kd 100 W m−1 K−1

Viscosity ratio Rμ 50–4000
Density ratio Rρ 2.14
Reynolds number Re 0.05–48
Weber number We 0.04–5
Peclet number Pe 70–850
Nusselt number Nu 1–6

metal/magma interface, meaning that species concentration at the moving interface is discontinuous
[32]. Such challenges are at present beyond the scope of our numerical study. We nevertheless
argue that the main conclusions shown here for heat exchanges also give some clues for chemical
exchanges and hence should be accounted for in geochemical models of planet building [33].

B. Physical and nondimensional parameters

The main parameters that characterize the dynamical and thermal evolution of a falling drop in
a more viscous medium are the viscosity, density, thermal conductivity, heat capacity, and initial
temperature of the two fluids; the initial drop size; the gravity; and the surface tension between the
two phases. In the geophysical problem of interest (i.e., core formation), the magma ocean viscosity
and the metal drop initial radius vary over a wide range of values, while the other parameters are
roughly constant (even if rigorously, the thermal conductivity and heat capacity of a magma ocean
moderately depend on its composition (e.g., Refs. [34,35]), and the thermal conductivity and heat
capacity of metal drops moderately depend on temperature and pressure (e.g., Refs. [36,37]). Hence
in this study, we vary these two parameters R and μm, in the accessible, relevant ranges 4–25 mm
and 0.25–20 Pa s, respectively, while we keep all the other parameters fixed at their representative
geophysical values (see Table I).

In our simulations, the drop falls from rest, accelerates until reaching a constant terminal
velocity, possibly with small oscillations around it, and exchanges heat with the ambient liquid.
We continue our simulations until the drop reaches a stable dynamical regime and its temperature
contrast with the ambient reaches less than 20% of its initial value. During the fall, we monitor
the average velocity V and the average temperature T of the drop (minus the initial ambient
temperature). The dynamical and thermal evolution of each drop is then characterized by the
following output dimensionless numbers, where we use the terminal average velocity (note that if it
has not yet reached a steady value by the end of the computation, we use estimate from our previous
study [27]):

(i) The Reynolds number (Re = ρmV R
μm

) is the ratio of inertial to viscous forces. Three different
regimes are possible: The Stokes regime corresponds to Re < 1 where the viscous effects dominate;
the intermediate regime corresponds to Re = 1 − 500 where both viscous and inertial forces
are important; and the Newtonian regime corresponds to Re > 500 where the inertial forces are
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TABLE II. Dimensional and nondimensional parameters for all performed simulations used in this study.
Peh is the grid Peclet number (see Sec. II C).

Simulation R (mm) μm (Pa s) Rμ Re We Pe Peh 	T (K)

no. 1 8 20 4000 0.05 0.04 70 0.43 100
no. 2 8 10 2000 0.2 0.15 137.26 0.84 100
no. 3 8 5 1000 0.76 0.52 254 1.55 100
no. 3a (T -dependent μm) 8 5 1000 0.81 0.59 271 1.65 100
no. 3b (T -dependent μm) 8 5 1000 0.98 0.85 327 2 1000
no. 4 8 1 200 9.5 3.23 635 3.89 100
no. 5 8 0.5 100 21.8 4.26 728.36 4.46 100
no. 5a (T -dependent μm) 8 0.5 100 22.4 4.48 747.6 4.57 100
no. 5b (T -dependent μm) 8 0.5 100 23.52 4.94 785 4.8 1000
no. 6 8 0.25 50 47.6 5 793.73 4.86 100
no. 6a (T -dependent μm) 8 0.25 50 47.6 5 793.73 4.86 100
no. 6b (T -dependent μm) 8 0.25 50 47.6 5 793.73 4.86 1000
no. 7 4 1 200 2.2 0.34 145.67 0.89 100
no. 8 6 1 200 5.67 1.53 378.19 2.32 100
no. 9 10 1 200 12.7 4.61 847.42 5.2 100
no. 10 25 1 200 45 23.2 3008 18.45 100
no. 10a (T -dependent μm) 25 1 200 41.13 19.5 2745 16.8 1000

dominant. Here the Reynolds number ranges from 0.05 to 48, and hence our drops are in the Stokes
to intermediate regimes.

(ii) The Weber number (We = ρmV 2R
σ

) compares the inertial and surface tension forces. It governs
the deformation, breakup, and terminal shape of a drop (see, e.g., Refs. [27,38]). When We < O(1),
the drop remains spherical without any change of its morphology, while increasing Weber number
leads to stronger and stronger deformation, then to fragmentation above a threshold which increases
with the viscosity ratio, starting from ∼3 for viscosity ratio �1 (see, e.g., Refs. [27,39]). Here the
Weber number ranges from 0.04 to 5, considering stable, potentially deformable drops only.

(iii) The Peclet number (Pe = ρmC pmV R
km

) compares the rate of heat advection to diffusion at the
drop scale. Here the Peclet number ranges from 70 to 850, so heat transfer is strongly affected by
advection.

(iv) The Nusselt number [Nu = R∇T .n
(Tint−Tm )

] compares the measured, averaged heat transfer at the

drop interface to a purely conductive case, with Tint the mean temperature at the interface and Tm

the magma ocean temperature far from the drop. Here the Nusselt number ranges from 1 to 6, hence
confirming the important role of advection in heat transfer.

All relevant parameter values are given in Table I.

C. Numerical model

We solve Eqs. (1)–(4) using axisymmetric simulations with COMSOL Multiphysics software,
based on the finite-element method. The details of our 17 runs for this study are listed in Table II.
Each run represents 2 to 4 weeks’ computation time on a biprocessor, eight-core, 3.2- to 3.6-GHz
workstation. The axisymmetric geometry assumption is validated in Ref. [40] for a Weber number
up to 120. For the dynamics, we use open conditions at the top and bottom boundaries and no-slip
conditions at the lateral boundary. For the temperature, we consider no flux conditions at all
boundaries. The computational domain must be large enough to allow for convergence without
any wall effects. Here we chose an axisymmetric cylinder of size (r × z) = (12R × 200R), which
is sufficiently large to reach a statistically steady motion (see our previous study [27]) and to follow
equilibration up to a 80% decrease of the initial temperature anomaly.
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FIG. 1. A zoom illustrating our adaptive mesh (left) and the method for mesh evolution over time when the
drop reaches the bottom of the finest mesh region (right).

To capture precisely the dynamical and thermal evolution of the drop, a fine mesh is required.
For that, we use an adaptive mesh with a high resolution in the drop vicinity. As shown in Fig. 1, we
divide our domain into several regions where the cell sizes vary between h = 0.015R and h = 1.5R.
As detailed in Ref. [27], the simulation is programed to stop when the drop reaches the bottom of
the finest mesh region: The whole mesh pattern is then translated and the simulation is restarted on
this new grid [see Fig. 1 (right)].

Mesh convergence has been checked, always using standard Lagrange mesh elements of type P2-
P3 (quadratic for the pressure and temperature fields and cubic for the velocity field). In Ref. [27],
we showed that a mesh size h = 0.025R (or smaller) allows us to capture the falling drop dynamics.
Here we further performed two tests for the resolution of thermal transfers. In the first one, we
compare the numerical and analytical heat transfers by thermal diffusion from a motionless spherical
drop. The analytical solution for the radial temperature profile from the drop center to a given
distance (r) is given by [41]

T = 0.5T0

[
erf

R + r

2
√

Dt
+ erf

R − r

2
√

Dt

]
− T0

r

√
Dt

π
[e

−(R−r)2

4Dt − e
−(R+r)2

4Dt ] (10)

with T the temperature anomaly (T0 its initial value) and D the thermal diffusivity (m2 s−1). Figure 2
(left) shows the excellent agreement of our numerical results.

For the second test, we calculated, for different minimum grid sizes h = 0.05R, 0.035R, 0.025R,
0.015R, 0.01R, the normalized average drop temperature as a function of normalized time for our
reference case no. 4 in Table II (see details in next section). Figure 2 (right) shows a reasonable
convergence of the numerical results from h = 0.015R, with a relative maximum error �3.5%,
while the drop mass during the course of this simulation does not change by more than 0.4% from
its initial mass. Therefore, we confirm that our mesh h = 0.015R captures correctly the thermal
evolution of the metal drop.

Finally, the grid Peclet number Peh = V h
Dint

, with Dint= Dd +Dm
2 the mean thermal diffusivity, is an

appropriate parameter in the convection-diffusion equation to determine whether the heat transfer in
the system corresponds to numerical artifacts or not. Reference [42] found very accurate solutions
for grid Peclet number up to 10. As shown in Table II, our runs in this study remain below this
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FIG. 2. Left: Comparison of our numerical results with the analytical results in Ref. [41] for the radial
profile of the normalized temperature anomaly for a nondeformable and immobile drop. Right: Comparison
of the time evolution of the normalized mean temperature anomaly determined with different mesh sizes for a
deformable and mobile drop (simulation no. 4 in Table II).

criterion for stability, except for run no. 10, which we hence do not consider for heat transfer studies
in the following sections.

III. REFERENCE CASE

In this section, we present our reference case, from which, in the next section, we then change
the drop size keeping the viscosity ratio constant, and the magma ocean viscosity keeping the drop
size constant. This reference case corresponds to simulation no. 4 in Table II: The drop initial radius
is 8 mm, the magma ocean viscosity is 1 Pa s, the metal viscosity is 0.005 Pa s (viscosity contrast
200), and the initial temperature difference between the metal drop and the magma ocean is 100 K.

The drop motion from rest and its thermal evolution are shown in Fig. 3. The spherical
drop accelerates due to gravity and rapidly deforms into a spherical cap. Then, surface tension
equilibrates inertia at the drop interface and prevents any further change in morphology. Higher
temperatures are concentrated at the front of the drop, while the thermal wake behind the drop
expands as a function of time. To characterize this dynamics, we define and compute the following
quantities.

A. Average drop velocity

During its fall, the drop mean velocity varies with time depending on the drop morphology. In
our simulations, we compute it as:

V (t ) =
∫
v

U (r, z, t )[φ(r, z, t ) � 0.5]dv∫
v
[φ(r, z, t ) � 0.5]dv

, (11)

with U (r, z, t ) the local velocity magnitude (m/s), dv = 2πrdrdz accounting for axisymmetric
cylindrical geometry, and [φ(r, z, t ) � 0.5] the Boolean operator allowing to only capture the iron
drop volume. Note that we use the mean magnitude velocity of the drop, which is actually very close
to its average falling velocity (change of less than 3% in our reference case) because vertical motions

largely predominate. We normalize V (t ) by the free fall Newton velocity UN =
√

	ρgR
ρm

and time by

the diffusion time tdif = R2ρmC pm

km
. Figure 4 shows the result for our reference case. The drop rapidly

accelerates from rest up to t∗ = 0.02, then several small oscillations occur before converging toward
its asymptotic terminal fall velocity, which we use to compute the output dimensionless numbers.
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FIG. 3. Dynamical and thermal evolutions of the metal drop as a function of time for simulation no. 4 in
Table II. The color presents the temperature anomaly normalized by its initial value T ∗. The black solid line
separates the metallic material from the magma ocean. From left to right, the time normalized by the thermal
diffusion time is t∗ = 0, 0.01, 0.02, and 0.05.

B. Average temperature evolution of the metal drop

As shown in Fig. 3, the liquid drop exchanges heat with the liquid magma ocean and loses its
heat as a function of time and depth. We determine the mean average temperature anomaly of the
drop compared to the magma ocean as:

T (t ) =
∫
v

T (r, z, t )[φ � 0.5]dv∫
v
[φ � 0.5]dv

. (12)

FIG. 4. Normalized average velocity of the metal drop as a function of normalized time for simulation no.
4 in Table II.
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FIG. 5. Normalized average temperature anomaly of the metal drop as a function of normalized time (left)
and depth (right) for simulation no. 4 in Table II. The black lines represent our numerical results and the red
dashed lines with stars represent the exponential fits from Eq. (13). The correlation coefficient for the two fits
is 0.9999.

We normalize T (t ) by its initial value, giving T ∗(t ). Its evolution for the reference case as a function
of time or as a function of depth of its center of mass (normalized by the initial radius R) is shown
in Fig. 5. After a rapid adjustment of the initial temperature jump at the interface, T ∗ decreases
exponentially toward equilibrium. We determine the best exponential fits according to

T ∗ = e(−t/tc ) and T ∗ = Cze
(−z/lc ), (13)

where Cz is a constant (see Fig. 5 in red with stars). In geophysical science, the characteristic time
(tc) and length (lc) for equilibration are very important parameters [7], used to set the degree of
equilibration between iron and silicate of magma ocean in planet building models [33]. Note that
chemical equilibrium is more difficult to reach than thermal equilibrium because of the lower value
of the chemical diffusivity. The chemical equilibration between the metallic phase and the magma
ocean is a key process and constraints on this dynamics contribute to our understanding of the core
formation in terms of timing. However, it is also a process that is complicated to compute because
of the presence of a partition coefficient at the interface. The results shown below for thermal
equilibrium may be considered as first-order trends for chemical equilibrium that will nevertheless
deserve a dedicated study.

C. Volume of heated magma during the drop sinking

The magma ocean temperature increases during the fall of the drop, especially in its wake. It
is important in geophysics to quantify how much of the magma is contaminated (here, thermally
affected) by the formation of the iron core: This would for instance affect the initial structure and
heat budget of the Earth’s mantle. In our simulations, we calculate the volume of magma ocean
affected by thermal exchange as:

Vo =
∫

v

[T > TC][φ � 0.5]dv, (14)

with TC a chosen temperature anomaly (K) and [φ � 0.5] the Boolean operator allowing to only
capture the magma ocean volume. An example of the captured volume of heated magma ocean is
shown in Figure 6 (left). We performed tests with several TC corresponding to 0.1, 1, and 10 K.
Results of the volume normalized by the initial drop volume as a function of the drop depth are
shown in Figure 6 (right). The three curves corresponding to different equilibrium degrees are
parallel, until a depth equals to 50R where TC = 10 K is strongly affected by thermal diffusion
in the magma ocean. The same behavior would of course take place at longer time/depth for the
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FIG. 6. Left: Volume of heated magma ocean (TC = 1 K) once the drop reaches a time t∗ = 0.067 and a
depth z = 37R in our simulation no. 4 in Table II. Right: Normalized heated magma volume as a function of
normalized depth for different values of TC .

other TC . But our purpose here is to look at the relative initial behavior before the diffusion effect
dominates, depending on the drop radius and magma viscosity. In the following, for our parametric
study, we thus compare heated volumes considering TC = 1 K at three different depths: 10R, 20R,

and 30R.

D. Heat transfer at the drop interface

To evaluate the Nusselt number, we compute the mean temperature anomaly and the mean
temperature gradient at the interface, using, respectively,

Tint =
∫
v

T φ(1 − φ)dv∫
v
φ(1 − φ)dv

, (15)

∇Tint =
∫
v
∇T φ(1 − φ)dv∫
v
φ(1 − φ)dv

, (16)

where φ(1 − φ) allows us to capture only the interface region between the two phases. Figure 7
shows the temperature gradient in and around the drop at a given time for our reference simulation.
Most heat transfer between the metal drop and the magma ocean occurs at the drop front side, while
the back half only accounts for about 15% of the total. The existence of a hot thermal wake and the
external recirculation behind the drop that encapsulates and entrains magma with the sinking drop
are the main reasons limiting back thermal exchanges [27,43].

A close view of the temperature field and of the thermal boundary layer is shown in Fig. 8. We
define the thermal boundary layer thickness as the distance from the drop interface to a point where
the temperature anomaly reaches 1% of its interfacial value. The boundary layer is very thin at the
drop front section, where most thermal exchanges are carried out. It significantly increases behind
the drop. An example of thickness measurement is shown in Fig. 8 (right) at the thinnest position,
i.e., at the front of the drop. In order to give a global estimate around the drop, we also define the
average boundary layer thickness as

δTav = Tint

∇Tint
. (17)
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FIG. 7. Temperature gradient (K/m) in and around the drop for our reference simulation no. 4 in Table II
at time t∗ = 0.055.

IV. PARAMETRIC STUDY AND SCALING ANALYSIS

We now present our systematic exploration of the parameter space, changing the magma ocean
viscosity or the drop initial radius as shown in Table II, from our reference simulation no. 4. We
then analyze our results in terms of scaling laws. In particular we determine the influence of the
Peclet number on the dimensionless parameters defined in the previous section: the time and length
of equilibration, the normalized thermal boundary layer thickness, the Nusselt number, and the
dimensionless magma ocean volume affected by thermal exchanges.

A. Time and length of equilibration

As expected from previous studies of drop dynamics, but largely neglected in geophysical
applications (see, e.g., discussions in Refs. [8,27]), the characteristic time and length of equilibrium
depend on the viscosity contrast between the metal drop and the magma ocean. As presented in
Fig. 9, increasing the viscosity ratio increases the required time for thermal equilibration (Fig. 9,

FIG. 8. Left: Temperature anomaly (color scale) and contour of the thermal boundary layer (red line)
around the drop (black line) for our reference simulation no. 4 in Table II at time t∗ = 0.067. Middle: zoom at
the drop front. Right: Temperature profile of the thermal boundary layer in front of the drop and determination
of the local boundary layer thickness.
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FIG. 9. Characteristic time (left) and length (right) of equilibration as a function of the viscosity contrast
[see Eq. (13)].

left), mostly because a larger ambient viscosity limits advective heat exchanges. We can further
observe in Fig. 9 (left) two different slopes corresponding to two different dynamical regimes of the
drop: For Rμ > 1000, the drop remains spherical and the equilibration characteristic time is highly
dependent on the viscosity ratio, while for Rμ < 200, the drop deforms which limits the influence
of Rμ. The evolution of the equilibration length is nonmonotonic (Fig. 9, right), because the magma
ocean viscosity also influences the falling velocity. Globally, with a more viscous ambient fluid, the
thermal equilibrium between the two phases occurs less deeply in the magma ocean once the stable
drop is formed, as we predicted in our previous work [27].

The drop size at a given viscosity ratio also influences the thermochemical equilibration (for a
fixed spherical shape, see Ref. [20]). Increasing the initial radius of the liquid metal drop decreases
the surface of exchange over volume initial ratio and increases the drop falling velocity: We thus
expect an increase of both the characteristic time and length, as confirmed in Fig. 10. In Ref. [27], we
predicted that increasing the drop initial radius also leads to surface extension due to drop distortion,
hence to faster equilibration compared to a purely spherical drop: This effect is, however, limited,
because drop deformation mostly occurs at the back of the drop, while heat exchange takes place
mostly at the front.

Those two series of results can be rationalized by considering dimensionless properties as a
function of the Peclet number. Here we normalize the equilibrium time by the thermal diffusion
time and the equilibrium length by the initial drop radius. Results are shown in Fig. 11. The thermal
equilibrium time for a high Peclet, spherical drop theoretically scales as Pe−0.5 (see, e.g., Ref. [32]).

FIG. 10. Characteristic time (left) and length (right) of equilibration as a function of the drop initial radius
[see Eq. (13)].

053801-12143



THERMAL EVOLUTION OF A METAL DROP FALLING IN …

FIG. 11. Dimensionless equilibrium time (left) and length (right) as a function of the Peclet number.

Here we find

t∗
c = 2.45Pe−0.59±0.01, (18)

where the shown uncertainty in the exponent comes from considering separately numerical
simulations performed while changing the viscosity ratio and those performed while changing the
initial sphere radius. This acceleration of the equilibration compared to the theoretical model may
be a signature of the drop deformation at large Peclet. Indeed, performing the same fit only on the
subset of data points where the drop remains spherical gives an exponent 0.51 ± 0.01.

Correspondingly, the length needed to reach the equilibration increases monotonically with
Peclet number following

l∗
c = 2.37Pe0.41±0.01, (19)

in agreement with a quasiconstant falling velocity, i.e., lc = V × tc. In conclusion, when the flow
advection measured by the Peclet number increases, thermal equilibration occurs faster but deeper
in the magma ocean (after drop formation), which is of importance for Earth’s building models [33].

B. Heat exchanges

Simply equilibrating large-scale heat advection along the drop surface with heat diffusion
through the thermal boundary layer perpendicular to it, the theoretical size of the thermal boundary
layer normalized by the drop radius classically scales as Pe−0.5: This was verified numerically in
Ref. [20] for a rigid falling sphere. As shown in Fig. 12 (left), we also recover this scaling at the
drop front, where most heat exchange occurs: The best fit gives

δ∗
T = 2.53Pe−0.5±0.01. (20)

With the deformable drops considered here, however, the boundary layer thickness strongly
varies around the metal drop: We thus compute a characteristic average value δTav from Eq. (17),
normalized by the initial radius. Results are shown in Fig. 12 (right), with the best-fit scaling law

δ∗
Tav

= 10.7Pe−0.6±0.01. (21)

Over the explored range, the average thickness is at least three times larger than the front one.
The larger-than-expected 0.6 exponent might again be a signature of drop distortion at large Peclet
number.

Then, by definition, the Nusselt number averaged over the drop surface should scale as 1/δ∗
Tav

.
This is indeed recovered, as shown in Fig. 13 with the best-fit scaling law

Nu = 0.08Pe0.63±0.02. (22)

Note that Nu varies over time in many cases in this study: We consider here its time-averaged value.
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FIG. 12. Dimensionless thickness of the thermal boundary layer at the drop front as a function of Peclet
number (left). Dimensionless average thickness of the thermal boundary layer around the drop as a function of
Peclet number (right).

Comparing this result with the one obtained in the previous section, we also recover that the
typical dimensionless time for equilibration t∗

c scales like 1/Nu, as expected. This proves the self-
consistency of our measurements.

C. Volume of heated magma ocean

In the wake of the drop, the magma ocean is thermally affected by its passage. Because of heat
diffusion within the magma ocean, the affected volume widens with time. But on the short times, at
a given depth of the drop z, it can be estimated by simply balancing the heat that has passed through
the drop interface with the heat accumulated in this volume of magma ocean, whose temperature
has increased by a given amount larger or equal to TC . We then predict

Vo∗ = Volume of heated magma

Initial drop volume
∼ 3

Nu

Pe

z

R

	T0

TC
, (23)

with 	T0 the initial temperature difference between the two phases. Results in Fig. 14 show a
good agreement with a small relative error for various depths z = 10R, 20R, 30R and temperature

FIG. 13. Nusselt number as a function of Peclet number
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FIG. 14. Dimensionless heated magma ocean volume as a function of X , and comparison with our scaling
law (23). Our numerical results are represented with different symbols for different given depths.

contrast TC = 1K , using the previously determined scaling for Nu. This volume can be compared to
the volume crossed by the falling drop, which writes in its dimensionless form

V ∗
crossed = πR2z

4/3πR3
= 3z

4R
, (24)

which also scales linearly with depth. Our result does not exhibit any strong increase of the volume
effectively contaminated vs. this simple geometrical estimate: this is because, even in our most
turbulent cases, the falling drop encapsulates in its wake a small volume of silicate and entrains
it toward the deep, while the rest of the ambient fluid remains largely motionlesss or laminar. No
additional mixing is generated. Our conclusion should nevertheless be re-evaluated in the presence
of global magma motions, coming, e.g., from turbulent convection, depending on the typical excited
time- and length scales. But this is beyond the scope of the present paper. Our conclusion should
also be re-evaluated while considering large-scale viscous heating which, for a turbulent wake of a
large diapir or a large cloud of drops, might generate strong additional heating long after the iron
fall.

V. INFLUENCE OF A TEMPERATURE-DEPENDENT VISCOSITY

The magma ocean viscosity increases from the surface to the base of the magma ocean because
of the combined effects of temperature and pressure [21]. Those large-scale variations are irrelevant
in the context of our local study; nevertheless, during the drop fall over the typical length of ∼200R
considered here, the temperature of the liquid magma ocean increases because of heat exchanges
with the drop, therefore its viscosity decreases at a given pressure (i.e., depth) following the equation
in Ref. [21] for anhydrous liquid

μT = 0.00033e[6400/(T −1000)]Pa s. (25)

Here we investigate the influence of such a temperature-dependent viscosity on the dynamics,
stability, and thermal evolution of a drop. For a given initial viscosity ratio, the initial magma ocean
temperature is computed using (25), and we then consider an initial temperature difference with the
hot metal drop of 	T = 100 K or 	T = 1000 K. We focus on three reference cases, only changing
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FIG. 15. Thermal evolution of the nondeformable metal drop as a function of normalized time (left). The
color scale presents the temperature anomaly normalized by its initial value T ∗, and the black solid line shows
the surface of the metal drop. From left to right, t∗ = 0, 0.0167, 0.033, 0.05, and 0.067. The right figure shows
the temperature gradient (K/m) in and around the spherical drop. In this model, Re = 0.76, Pe = 254, and
Rμ = 1000 (simulation no. 3 in Table II).

the viscosity ratio (see Table II). Those cases are first presented in the absence of temperature-
dependent viscosity:

(i) The nondeformable drop case (simulation no. 3 in Table II, Re = 0.76 and Pe = 254) is
presented in Fig. 15. Drop’s shape remains mostly constant. The temperature is close to uniform
inside the drop because of internal recirculation and progressively decreases in the wake. Most heat
transfer takes place at the front.

(ii) The weakly deformable drop case (simulation no. 5 in Table II, Re = 21.8 and Pe = 728.36)
is presented in Fig. 16. The drop quickly deforms toward a spherical cap, associated with a strong
release of heat in its wake. The system then reaches a quasi-steady state, with the most surprising
feature being a more rapid temperature decrease in the drop than in the wake, leading to a positive
heat transfer from the silicate to the iron in the drop’s back. Nevertheless, most heat transfer still
takes place at the front.

(iii) Finally, the strongly deformable drop case (simulation no. 6 in Table II, Re = 47.6 and Pe =
793.73) is presented in Fig. 17. Here the drop shape keeps oscillating over the whole depth because
of competing surface tension and inertial forces. This induces oscillatory temperature changes in the
wake, associated to periodic thermal plumes emitted from the drop sides and strong inhomogeneous
fluxes within the magma ocean. Nevertheless, heat transfers between iron and silicate are still largely
focused at the drop’s front, explaining that this case is not associated with any specific signature in
the previous section.

We now rerun those three cases using the previously defined temperature-dependent viscosity.

A. Drop dynamics

Figure 18 shows the normalized average velocity of each drop as a function of the normalized
time for constant magma ocean viscosity in black lines and for temperature-dependent viscosity with
	T = 100 K (	T = 1000 K) in red (blue) dashed lines. The normalized average velocity for the
nondeformable drop (Fig. 18, left) with 	T = 100 K increases moderately by about 4.8% compared
to the constant viscosity case, keeping the spherical shape without change in the morphology.
For 	T = 1000 K, the drop deforms from the back side and its velocity strongly increases by
about 26%; concomitantly, the average viscosity around the drop decreases by 93%, explaining
this significant dynamical change. Such significant changes of the drag in the Stokes regime for an
underformable drop were already addressed in Refs. [44,45].
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FIG. 16. Thermal evolution of the weakly deformable metal drop as a function of normalized time (left).
The color scale presents the temperature anomaly normalized by its initial value T ∗, and the black solid line
shows the surface of the metal drop. From left to right, t∗ = 0.015, 0.024, 0.033, 0.047, and 0.06. The right
figure shows the temperature gradient (K/m) in and around the deformable drop. In this model, Re = 21.8,
Pe = 728.36, and Rμ = 100 (simulation no. 5 in Table II).

FIG. 17. Thermal evolution of the strongly deformable metal drop as a function of normalized time (left).
The color scale presents the temperature anomaly normalized by its initial value T ∗, and the black solid line
shows the surface of the metal drop. From left to right, t∗ = 0.02,0.033,0.047,0.06, and 0.077. The right figure
shows the temperature gradient (K/m) in and around the deformable drop. In this model, Re = 47.6, Pe =
793.73, and Rμ = 50 (simulation no. 6 in Table II).
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FIG. 18. Comparison of the normalized average velocity field as a function of normalized time to show
the influence of a temperature-dependent viscosity for a nondeformable spherical drop (left), a weakly
deformable drop (middle) and a strongly deformable drop (right). The black lines present the constant magma
ocean viscosity. The red (blue) dashed lines present the temperature-dependent viscosity with 	T = 100 K
(	T = 1000 K).

On the contrary, for the weakly deformable drop (Fig. 18, middle) and the strongly deformable
drop (Fig. 18, right), no significant dynamical change is observed, despite a large viscosity decrease
in the associated thermal boundary layer (by 76% and 92%, respectively, for 	T = 1000 K; see
also Fig. 19). This indicates that the drop dynamics is already mostly inviscid in the absence of
temperature-dependent viscosity, as can be guessed from the corresponding values of the Reynolds
number (see caption of Figs. 16 and 17).

B. Drop fragmentation

In the most extreme previous case (the strongly deformable drop with 	T = 1000 K), Fig. 19
indicates that the hot silicate layer surrounding the drop has a viscosity value of the order 0.05 Pa s:
Assuming such a viscosity uniformly in the ambient magma ocean, our previous study [27] predicts
a rapid fragmentation, which is not observed here. Actually, the viscosity constrast at the interface
does not influence the drop stability, because the thermal boundary layer where the low viscosity is
localized is very thin in front of the drop, compared to any relevant dynamical length scale; besides,
the wake has no influence on the drop. Temperature-dependent viscosity only affects the drop’s

FIG. 19. View of the viscosity field (in Pa s) around the strongly deformable drop when a temperature-
dependent viscosity is considered.
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FIG. 20. Final form at breaking of the drop for a constant viscosity magma ocean (left) and a temperature-
dependent viscosity magma ocean with 	T = 1000 K (middle). On the right, view of the viscosity field (in
Pa.s) around the drop in the later case. In this model, Re = 50, Pe = 3330, and Rμ = 200 (simulation no. 10
in Table II).

dynamics and fragmentation when flows and temperature change on comparable scales in upfront
or sides locations.

To further prove this, we performed a simulation with a drop radius of 25 mm and a viscosity
ratio of 200 for constant magma ocean viscosity first and then for 	T = 1000 K–dependent magma
ocean viscosity (simulation no. 10 in Table II). Figure 20 (left) shows the jellyfish fragmentation
mode when constant magma ocean viscosity is considered (more details can be found in Ref. [27]).

The normalized time (t∗
bk = tbkV

2R

√
ρd

ρm
) and distance (d∗

bk = dbk
R ) of breakup equal 3.8 and 10.7,

respectively. For temperature-dependent viscosity (Fig. 20, middle), another jellyfish fragmentation
mode is observed, with time and distance of breakup equal to 2.3 and 5.6, respectively. Actually,
here the extended jellyfish membranes form filaments, where thermal effects are very important.
These membranes sink into a less-viscous medium whose thickness is comparable to the membranes
thickness (see Fig. 20, right). Thus, the filaments move freely in this zone with low viscous
constraints and finally separate from the drop volume, leading to fragmentation.

Note finally that the local dimensionless numbers, taken at the mean temperature (and associated
viscosity) of the thermal boundary layer, become Re = 1000, We = 19, and Rμ = 10. From Figs. 4,
12, and 13 of our previous study [27], we find consistent results for the fragmentation mode of the
drop, as well as for its time and distance of breakup, accounting for these dimensionless numbers
(to compare with our previous study, Re and We should be multiplied in this study by a factor 2
because in Ref. [27], Re and We were calculated using the drop diameter).

Hence, temperature-dependent magma ocean viscosity influences the drop fragmentation in the
filament forming regimes only. In such regimes, the results in Ref. [27] as a function of Re, We, and
Rμ already allow predicting fragmentation mode, breaking time and distance by considering local
values of the dimensionless numbers.

C. Thermal evolution

In Fig. 21, we compare the normalized mean iron temperature for each case as a function of
normalized time. For a nondeformable drop (Fig. 21, left), the average temperature for 	T = 100 K
(red dashed lines) and 	T = 1000 K (blue dashed lines) temperature-dependent viscosity decreases
by about 6.1% and 20.8% with respect to the constant viscosity case (black line). As a consequence,
it significantly changes the characteristic time and length of equilibration (see Table III). For a
weakly deformable drop (Fig. 21, middle), the average temperature evolution with 	T = 1000 K
changes only by about 13.6%; no difference is measured for a strongly deformable drop (Fig. 21,
right). As for the fall velocity, temperature-dependent viscosity influences significantly the thermal

053801-19150



B. QADDAH, J. MONTEUX, AND M. LE BARS

FIG. 21. Comparison of the dimensionless temperature as a function of normalized time for a nonde-
formable drop (left), a weakly deformable drop (middle) and a strongly deformable drop (right). The black lines
present the constant magma ocean viscosity. The red (blue) dashed lines present the temperature-dependent
viscosity with 	T = 100 K (	T = 1000 K).

evolution of nondeformable drops only (i.e., the drops in the Stokes regime). Note, finally, that in
the intermediate regime, the characteristics time and length of equilibration decrease slightly with
a temperature-dependent viscosity compared to the constant magma ocean viscosity case, whereas
in the Stokes regime, the equilibrium characteristic length increases with a temperature-dependent
viscosity, in contrast to the characteristic time of equilibration (see Table III).

Regarding the volume of heated magma ocean shown in Fig. 22, no significant change is observed
for all cases with 	T = 100 K (red dashed lines). The volume of heated magma ocean increases
by about 1.5 to 2 times compared to the constant viscosity case (black line) for 	T = 1000 K (blue
dashed lines) due to the initial larger temperature difference; but the curves remain parallel, hence
exhibiting no specific dynamical signature.

Finally, we have measured the heat transfer between the two phases for all drops with a
temperature-dependent viscosity. As shown in Table IV, in agreement with our previous ob-
servations, we do not notice any significant change compared to our scaling law for constant
viscosity, except maybe for the less deformable drop: Indeed, heat transfer is mostly due to
diffusive exchanges through a thin thermal boundary layer at the drop front, which are not
affected by temperature-dependent viscosity. The same conclusion was reached experimentally in
Ref. [45] in his study of diapiric magma transport through the lithosphere, hence in the limit of
small Reynolds number, nondeformable drop, and using an exponential form of the temperature-
dependent viscosity law. Associated numerical simulations in Ref. [44] in the limit of infinite Prandtl
number exhibited a very weak dependence on the total viscosity variation. Additional systematic
studies, both experimental and numerical, are necessary to explore the parameter range relevant to

TABLE III. The change in characteristics time and length for cases also studied with a temperature-
dependent viscosity.

Simulation 	T t∗
c l∗

c

no. 3 (constant magma ocean viscosity) 100 0.1 24.25
no. 3a (T -dependent μm) 100 0.0975 25.6
no. 3b (T -dependent μm) 1000 0.082 27
no. 5 (constant magma ocean viscosity) 100 0.05 35.14
no. 5a (T -dependent μm) 100 0.0496 33.33
no. 5b (T -dependent μm) 1000 0.045 31.25
no. 6 (constant magma ocean viscosity) 100 0.045 32
no. 6a (T -dependent μm) 100 0.044 29.4
no. 6b (T -dependent μm) 1000 0.042 27.7
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FIG. 22. Comparison of normalized heated magma ocean volume as a function of normalized time for a
nondeformable drop (left), a weakly deformable drop (middle) and a strongly deformable drop (right). The
black lines present the constant magma ocean viscosity. The red (blue) dashed lines present the temperature-
dependent viscosity with 	T = 100 K (	T = 1000 K).

our configuration. In the meantime, we suggest that using our scaling law [Eq. (22)] is the most
acceptable solution.

VI. CONCLUSIONS AND FUTURE WORK

We have carried out series of numerical simulations to characterize the thermal exchanges
between a falling drop and a viscous ambient fluid, exploring a new parameter range relevant for
the geophysical application of a hot liquid iron drop falling in a magma ocean. We have shown that
because of drop distortions, thermal equilibration properties slightly change from the theoretical
predictions based on diffusive heat exchanges through a laminar thermal boundary layer. We
have also tested that accounting for a temperature-dependent viscosity in the magma ocean barely
influences the obtained results, except for limited cases like nondeformable, low-Reynolds-number
drops or jellyfish fragmentation mode. Our most relevant results for geophysical application are
the scaling laws for the normalized length of equilibration and for the Nusselt number, which both
increase monotonically with the Peclet number as Pe0.41±0.01 and Pe0.63±0.02, respectively.

Future work should now consider (i) the presence of convection in the ambient magma ocean,
which could affect our conclusions providing the associated velocity at the drop scale is at least
of similar order as the falling drop velocity, hence requiring extremely turbulent regimes, and (ii)
chemical exchanges between iron and silicates, which will determine the initial chemical state of the
considered planet (see, e.g., Ref. [46]). Chemical and thermal constitutive equations being similar,
similar equilibration scaling laws and dynamics are nevertheless expected.

TABLE IV. Comparison of the Nusselt numbers for cases of temperature-dependent viscosity between our
numerical results and our scaling law for constant viscosity Eq. (22).

Simulation Nu: measured Nu: Eq. (22) Relative error (%)

no. 3a 2.65 2.72 2.6
no. 3b 2.95 3.07 4.1
no. 5a 5.15 5.17 0.4
no. 5b 5.21 5.33 2.3
no. 6a 5.28 5.36 1.5
no. 6b 5.35 5.36 0.2
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4 Impacts géants et évolution primitive des dynamos plané-
taires

Le champ magnétique terrestre est la conséquence de mouvements rapides du fer dans la
partie liquide du noyau terrestre (voir ex. Jones (2015)). L’état du noyau (liquide ou solide) est
gouverné par l’efficacité du transport de chaleur dans le manteau et par l’énergie thermique
accumulée dans le noyau au cours de son histoire. Comprendre l’état thermique du noyau ter-
restre et son évolution au cours du temps permet donc aussi de mieux comprendre l’évolution
du champ magnétique des objets du système solaire et ainsi comprendre pourquoi certaines
planètes en ont un et d’autres non (Buffett, 2002).

Parmi les planètes telluriques et les lunes du système solaire, Ganymède, Mercure et la
Terre possèdent actuellement un champ magnétique. Les données paléo-magnétiques les plus
anciennes retrouvées à la surface de la Terre étant datées à 3.45 Ga, l’initiation de la géo-
dynamo a potentiellement eu lieu peu de temps après la formation du noyau (Tarduno et al.,
2010). Vénus possède un noyau liquide mais ne montre pas de signe de dynamo (Langlais
et al., 2010). Mars et probablement la Lune ont enregistré dans leur croûte des preuves d’un
champ magnétique interne transitoire (Dyal et al., 1974; Acuña et al., 1999). Les dynamos
lunaire et martienne auraient été initiées tôt dans l’histoire de ces objets pour s’arrêter ensuite
entre 4.1 et 3.75 Ga (Acuña et al., 1999; Lillis et al., 2008). Bien qu’il y ait aujourd’hui une
recrudescence des preuves de ces dynamos transitoires, leur chronologie et les mécanismes de
leur initiation et de leur arrêt restent des énigmes majeures.

Pour savoir si une dynamo planétaire peut être générée dans le noyau, il est nécessaire
de connaitre l’état thermique interne de la planète et notamment la différence de température
entre le noyau et le manteau environnant (i.e. le flux de chaleur). En effet, la génération d’un
champ magnétique requiert trois ingrédients : un fluide métallique liquide avec une grande
conductivité électrique, une source d’énergie apportée par la convection thermo-chimique et
une dynamique favorable au sein du noyau (principalement de l’hélicité induite par de la ro-
tation) (Moffatt, 1978; Olson, 2007). Pour des corps où le noyau est plus petit (ex. la Lune),
d’autres mécanismes que la convection doivent être invoqués (Dwyer et al., 2011; Le Bars
et al., 2011). Généralement, si nous considérons que le noyau est composé essentiellement de
fer et que la planète tourne suffisamment vite sur elle-même, la deuxième condition peut être
caractérisée en suivant l’évolution du flux de chaleur à la frontière manteau/noyau (CMB).
Plus la convection au sein du noyau sera vigoureuse et complexe, plus la probabilité d’avoir
une dynamo sera grande (Kutzner and Christensen, 2002; Christensen and Aubert, 2006). Une
convection vigoureuse se traduira aussi par un flux de chaleur important à la CMB.

De nombreux modèles se sont intéressés à l’influence d’impacts géants à la fin de l’accré-
tion des planètes sur les dynamos primitives (Roberts et al., 2009; Arkani-Hamed and Olson,
2010; Monteux et al., 2011). En effet, ces impacts géants déposent non seulement une quantité
importante de chaleur dans le manteau susceptible de réduire considérablement l’efficacité de
refroidissement du noyau et ainsi d’arrêter la dynamo, mais ils apportent aussi potentiellement
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une quantité importante de fer via le noyau de l’impacteur qui peut se réchauffer pendant sa
chute et modifier le bilan thermique du noyau.

Les cadres temporels des activités magnétiques des satellites et planètes du Système So-
laire, et notamment le fait que ces activités aient pu exister durant les premiers millions d’an-
nées de leur histoire, suggèrent que ces dynamos sont peut-être liées aux étapes d’accrétion et
de différenciation primitives lors de la formation des planètes (Stevenson, 2003). Grâce aux
modèles développés au cours de mon parcours, j’ai proposé de nouveaux mécanismes d’initia-
tion de dynamos planétaires, j’ai relié ces mécanismes aux processus de différenciation et j’ai
apporté des contraintes quant aux temps, tailles et rhéologies nécessaires pour la génération de
tels champs magnétiques.

4.1 Initiation des dynamos au sein des proto-planètes indifférenciées

Il est difficile de contraindre comment le champ magnétique d’une planète se met en
marche. Dans la section suivante, je propose de détailler les conditions d’initiation de ce champ
magnétique selon deux modalités : (1) au cours de la chute d’un important volume de fer et (2)
une fois cet important volume de fer au centre de la planète

4.1.1 Au cours de la chute d’un diapir de fer

Qu’ils aient pour origine des phénomènes de séparation locale suite à un impact ou l’as-
semblage de deux noyaux après impact entre deux protoplanètes différenciées ou d’autres
processus de différenciation (percolation, gouttelettes de fer au sein d’un océan magmatique,
instabilités Rayleigh-Taylor ...), les diapirs de fer ont fortement influencé la formation du noyau
des planètes telluriques et ce pendant les premiers millions d’années de leur histoire (Steven-
son, 1981). La variété des processus de différenciation implique une large gamme de tailles
caractéristiques de ces diapirs de fer qui peut varier entre quelques centimètres et plusieurs
centaines de kilomètres. La vitesse de chute de la phase métallique dépend essentiellement de
la taille des diapirs et de la rhéologie du manteau dans lequel ils plongent. La large gamme
possible de ces deux paramètres (Karato and Murthy, 1997) implique donc des vitesses de
chute variées qui peuvent atteindre dans les cas les plus favorables plusieurs kilomètres par
seconde.

Lors de la chute du diapir de fer fondu, les interactions avec le manteau environnant plus
visqueux vont engendrer un champ de vitesse axisymétrique au sein du diapir. J’ai déterminé
si l’écoulement au sein d’un diapir de fer pouvait générer un champ magnétique lors de sa
chute vers le centre d’une planète en rotation (Monteux et al., 2012). Les résultats des modèles
numériques que j’ai développés en collaboration avec H. Amit (CR LPGNantes), N. Schaeffer
et P. Cardin (ISTerre Grenoble) montrent que l’écoulement produit dans le diapir peut géné-
rer un champ magnétique seulement s’il plonge dans une planète en rotation et si les forces
inertielles dans le diapir sont suffisamment importantes (Monteux et al., 2012). Les effets de la
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rotation et des forces inertielles produisent de l’hélicité dans l’écoulement ce qui est nécessaire
pour générer une dynamo (Moffatt, 1978). L’initiation d’une dynamo est plus facile pour un
diapir qui plonge à partir de l’équateur que pour un diapir qui plonge au pôle en suivant l’axe
de rotation de la planète. Nos modèles ont permis d’apporter des contraintes sur les tailles de
diapir et les viscosités du manteau nécessaires pour initier de telles dynamos mais aussi sur
l’importance de la rotation et de la turbulence dans le diapir (Figure 13). Nous avons aussi
caractérisé l’intensité et la morphologie de ce champ magnétique.

FIGURE 13 – Caractéristiques des diapirs pouvant engendrer un champ magnétique pendant
leur chute en fonction de leur taille R et de la viscosité du manteau dans lequel ils plongent
ηs. Les symboles verts représentent les dynamos cinématiques produites numériquement (les
cercles pour des diapirs plongeant le long de l’axe de rotation de la planète et les carrés pour
les diapirs plongeant à l’équateur). La ligne bleue représente la plus petite valeur du nombre
de Reynolds magnétique pour laquelle une dynamo est obtenue dans nos modèles. La ligne en
trait tiretés rouge Ro = 1 représente la limite du nombre de Rossby étudiée dans nos modèles
(régime rotationnel). Pour des valeurs deRo plus grandes (non étudiées), une dynamo pourrait
être générée. Pour de gros diapirs (R > 10 km) et de faibles viscosités du manteau (ηs < 1010

Pa.s), le nombre de Reynolds du manteau Res > 10 et le diapir est susceptible de se dissocier
(Monteux et al., 2012).

Nos modèles apportent une explication alternative (et/ou complémentaire) aux dynamos
classiques lunaire et martienne engendrées par de la convection dans le noyau (Stegman et al.,
2003; Stanley et al., 2008; Amit et al., 2011) qui étaient considérées jusqu’ici comme le
seul modèle possible de génération de champ magnétique. Le mécanisme que nous propo-
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sons s’ajoute aux modèles de dynamos par forçage mécanique provoquée par des mouvements
différentiels entre le manteau et le noyau lunaire (Le Bars et al., 2011; Dwyer et al., 2011). Si
nous plaçons nos résultats dans un contexte à n-diapirs lors de la différenciation d’une planète,
nos modèles constituent une explication complémentaire des champs magnétiques fossiles ob-
servés à la surface de Mars et de la Lune (Hood et al., 2001; Langlais et al., 2004).

4.1.2 Une fois au centre de la protoplanète

Les mouvements convectifs et la génération d’une dynamo dans un noyau planétaire mé-
tallique dépendent de son état thermique et de la différence de température avec le manteau
environnant. L’état thermique de la phase métallique séparée de la phase silicatée après im-
pact météoritique une fois qu’elle a atteint le centre d’une planète en croissance dépend for-
tement du volume de diapir de fer et des contrastes de viscosité entre les phases métalliques
et silicatées. Comme discuté précédemment (voir section 3), pour des rayons de diapir de fer
suffisamment grands (supérieurs à 70 km), la dissipation thermique résultant de la déforma-
tion visqueuse du manteau environnant engendre une augmentation de la température du diapir
métallique par rapport à sa température juste après l’impact (Monteux et al., 2009). Un pro-
tonoyau initialement plus chaud que le manteau environnant peut expliquer la présence d’une
dynamo primitive au sein des planètes telluriques (Williams and Nimmo, 2004). Savoir si la
différence de température entre le protonoyau et le manteau est suffisante pour générer une
dynamo est fonction de la rhéologie du manteau et du volume du diapir métallique.

J’ai utilisé le modèle numérique développé durant ma thèse (Monteux et al., 2009) pour
identifier les tailles caractéristiques de planètes, de diapir métallique et les contrastes de visco-
sité nécessaires à une dynamo primitive générée au sein d’un protonoyau différencié après un
impact météoritique. Mes résultats montrent notamment que ce sont les conditions d’accrétion
qui contrôlent l’existence du champ magnétique primitif (Monteux et al., 2011). En effet, j’ai
montré que si une planète peut atteindre une taille significative sans subir de différenciation
majeure, un impact géant à la fin de son accrétion peut différencier un protonoyau suffisam-
ment chaud pour initier une dynamo interne pendant plusieurs millions d’années (Figure 14).
Ainsi, si un corps avec un rayon d’environ 500 km impacte une planète indifférenciée de la
taille de Mars (R = 3400 km), une dynamo sera initiée (Figure 14). La durée de cette dynamo
évoluera entre quelques milliers d’années et plusieurs millions d’années selon les modes de
transfert thermique à la frontière protonoyau/manteau.

4.2 Influence des impacts géants sur les dynamos planétaires

En plus d’être des hypothèses plausibles pour expliquer de nombreuses caractéristiques du
système solaire comme le système Terre-Lune (Canup, 2004), les dichotomies magnétique et
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FIGURE 14 – Flux de chaleur à la frontière du protonoyau en fonction de la taille du proto-
noyau (symboles noirs) (Monteux et al., 2011). Ce protonoyau est formé par un épisode de
différenciation suite à un impact géant. La forme des symboles est liée à la taille de la planète
impactée. La ligne en traits tiretés représente la valeur seuil à dépasser pour générer une dy-
namo dans un cas où le protonoyau et le manteau ont la même viscosité. La ligne pointillée
correspond au même seuil mais en considérant que le protonoyau est beaucoup moins visqueux
que le manteau. Si le flux de chaleur est supérieur à la valeur seuil pendant plus de 50 Ma, un
deuxième symbole blanc représente la valeur du flux de chaleur correspondant.

topographique martiennes (Marinova et al., 2008; Nimmo et al., 2008) et le faible volume du
manteau de Mercure par rapport à son noyau (Benz et al., 1988), les impacts météoritiques
géants sont de plus en plus évoqués pour expliquer l’initiation ou l’arrêt de la dynamo des
planètes telluriques (Roberts et al., 2009; Arkani-Hamed and Olson, 2010; Reese et al., 2010).
Dans les modèles proposés, les impacts font intervenir des corps avec des rayons typiquement
compris entre 100 et 1000 km. Au moment de ces impacts, le bolide impacteur et la cible
impactée étaient probablement différenciés. Si la vitesse d’impact est faible (de l’ordre de
la vitesse d’échappement) l’efficacité de l’accrétion est proche de 100 % et tout le matériel
de l’impacteur se combine à la planète impactée (Asphaug, 2010). Ainsi, de grands volumes
de fer ont potentiellement pu être apportés au sein de la planète impactée et influencer la
génération d’une dynamo. Au vu des différences de viscosité et ainsi de temps caractéristique
de réajustement thermique qu’il existe entre le manteau et le noyau, le chauffage par impact
géant a pu jouer un rôle à plus long terme sur les dynamos planétaires que le chauffage du
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noyau.

4.2.1 Impacts géants et assemblages de noyaux

Lors d’un impact géant, la quasi totalité du noyau de l’impacteur s’est assemblée avec le
noyau déjà existant (Canup, 2004). Une partie, voire la totalité du plongement de la phase mé-
tallique, a pu se faire par diapirisme d’importants volumes de fer. Les études montrent que les
impacts géants et l’assemblage des deux noyaux ont pu avoir des conséquences importantes
d’un point de vue thermique (Arkani-Hamed and Olson, 2010), d’un point de vue chimique
(Dahl and Stevenson, 2010) et du point de vue de l’histoire magnétique de l’objet impacté
(Reese et al., 2010). Ces études se sont intéressées aux conséquences thermo-mécaniques d’un
impact géant sur une planète différenciée. Cependant, aucune d’entre elles ne considère cor-
rectement l’assemblage entre le noyau de l’impacteur et le noyau du corps impacté. De tels
phénomènes ont pu avoir des conséquences importantes sur l’activité magnétique de la planète
impactée.

J’ai développé avec M. Jellinek, C. Johnson (UBC, Vancouver) (Monteux et al., 2013)
et avec J. Arkani-Hamed (University of Toronto) (Monteux and Arkani-Hamed, 2014)) des
modèles numériques afin de caractériser la dynamique d’assemblage des deux noyaux et no-
tamment l’accommodation par déformation du noyau préexistant ainsi que la modification du
flux de chaleur au niveau de la CMB (Figure 15). Après un impact géant, une quantité im-
portante de l’énergie cinétique de l’impact est convertie en chaleur au sein du manteau de la
planète impactée. En augmentant la température dans le manteau, cet effet a tendance à dimi-
nuer le flux de chaleur à la CMB mais aussi à créer une stratification thermique sous la CMB
qui arrête la dynamo (Arkani-Hamed and Olson, 2010). Cependant, lors de la chute du noyau
de l’impacteur, le chauffage visqueux convertissant l’énergie potentielle du diapir en chaleur
peut potentiellement augmenter la température du noyau plongeant. Ce deuxième effet aug-
menterait ainsi la température dans le noyau de la planète et modifierait la capacité du noyau à
se refroidir par convection et ainsi son activité magnétique. Si la planète impactée ne possédait
pas de dynamo avant l’impact géant, l’assemblage des noyaux pourrait en initier une.

Nos résultats montrent que les paramètres tels que le volume du noyau de l’impacteur re-
tenu au sein de la planète impactée ainsi que la profondeur à laquelle est enseveli ce matériel
gouvernent le temps caractéristique d’assemblage des deux noyaux mais aussi l’intensité de
la dissipation visqueuse dans le noyau plongeant. Nos résultats montrent aussi qu’augmenter
significativement le contraste de viscosité entre le noyau de l’impacteur et le manteau peut
réduire la durée de l’assemblage des noyaux à moins de 1000 ans mais n’affecte pas la tempé-
rature d’assemblage (Monteux and Arkani-Hamed, 2014). De plus, quelque soit l’efficacité du
mélange thermique à l’intérieur du noyau martien, l’assemblage des noyaux ne fait que retarder
le redémarrage de la dynamo préalablement arrêtée par la stratification thermique post-impact
(Monteux et al., 2013; Monteux and Arkani-Hamed, 2014). Le temps nécessaire pour redé-
marrer la dynamo après impact géant et assemblage des noyaux est de l’ordre de 150 − 200
Ma (Monteux and Arkani-Hamed, 2014).
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FIGURE 15 – Température normalisée (gauche) et composition (droite) (pour le fer f = 1,
pour les silicates f = 0) aux temps t = 0 (a), t = 0.6 Ma (b), t = 6 Ma (c) and t = 38.8 Ma (d)
(résultats obtenus avec une viscosité uniforme, Rplanete = 3400 km et Rimpacteur = 600 km)
(Monteux et al., 2013).

4.2.2 Influence de l’état thermique post-impact du manteau sur la dynamo

Les propriétés thermiques du manteau jouent un rôle majeur sur la capacité du noyau sous-
jacent à se refroidir et donc sur sa propension à générer un champ magnétique. Ainsi, la pré-
sence d’anomalies thermiques à la base du manteau peuvent engendrer des variations locales
du flux de chaleur à la frontière manteau noyau. Si localement le manteau inférieur est chaud,
le flux de chaleur à la CMB sera faible alors que des zones mantelliques profondes plus froides
peuvent favoriser des flux de chaleur importants. Ces variations locales de flux de chaleur plus
ou moins étendues peuvent avoir des conséquences importantes sur les mouvements convectifs
à l’intérieur du noyau et sur la structure du champ magnétique généré.

Le contrôle du manteau sur les dynamos planétaires est souvent étudié en imposant des flux
de chaleur hétérogènes à la limite noyau-manteau sur la frontière extérieure des simulations
numériques de dynamo. Ces modèles entrent généralement dans deux catégories principales :
Soit ils sont proportionnels aux modèles de tomographie sismique du manteau inférieur de
la Terre pour simuler des conditions réalistes, soit ils sont représentés par des harmoniques
sphériques simples pour une compréhension physique fondamentale. Cependant, en réalité,
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FIGURE 16 – Representation schématique illustrant la complexité dynamique possible dans
le manteau inférieur de Mars et pouvant motiver des modèles alternatifs de flux de chaleur à
la CMB (À partir de Amit et al. (2015)).

la dynamique du manteau inférieur est beaucoup plus compliquée et ces modèles de flux de
chaleur à la CMB peuvent être un peu trop simplistes. Pour Mars, des modèles alternatifs
ont été développés en considérant un chauffage localisé du manteau induit par un panache
mantellique (Sreenivasan and Mark Jellinek, 2012) ou un impact géant (Kuang et al., 2014).
En effet, lors d’un impact géant, le manteau se réchauffe significativement ce qui entraîne une
modification du flux de chaleur à la frontière manteau/noyau (Figure 16). Ceci a pour effet de
modifier les modalités de refroidissement du noyau et donc sa capacité à générer un champ
magnétique (Buffett, 2002).

J’ai modélisé l’effet d’un impact géant sur le champ magnétique de Mars en considérant
une anomalie thermique-post impact dans le manteau martien. J’ai déterminé les variations
latérales de flux de chaleur ainsi que la réduction du flux de chaleur moyen à la CMB en
fonction de la position géographique et de la taille de l’impact. J’ai ainsi pu imposer un flux de
chaleur hétérogène à la frontière manteau/noyau comme condition aux limites dans un code de
dynamo numérique (code MAGIC) et suivre l’évolution du champ magnétique martien après
impact géant (Monteux et al., 2015). Un impact polaire (i.e. sur l’axe de rotation) entraîne une
dichotomie magnétique Nord/Sud qui est plus forte que la dichotomie Est/Ouest générée par un
impact à l’équateur. L’amplitude de la dichotomie est contrôlée par la vigueur de la convection
elle-même fonction des variations latérales du flux de chaleur à la CMB. Nos résultats montrent
qu’une hétérogénéité de flux de chaleur générée par un impact géant est plus efficace qu’une
anomalie synthétique de degré 1 du flux de chaleur pour générer des dichotomies magnétiques
hémisphériques. Nos résultats montrent qu’un impact entre Mars et un objet avec un rayon de
∼ 1000 km a même pu enregistrer la dichotomie magnétique observée dans le champ crustal
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martien si le refroidissement de l’océan magmatique post-impact a été suffisamment rapide
(avec des temps inférieurs à 100 kyr).
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Remanent crustal magnetization of martian and lunar crustal rocks plausibly records magnetic fields related
to core dynamos active during the first few hundredMyr of evolution of these bodies. Such early fields suggest
that core dynamos may occur during or as a result of accretion. We investigate whether the processes
governing the segregation and sinking of metallic Fe after a large impact can yield thermal conditions in the
core that favor dynamo action on growing planets. Depending on the sizes of the impactor and planet, as well
as the temperature-dependence of the viscosity, we identify conditions in which an early transient core
dynamo is possible. We also consider the effect of a molten layer surrounding the protocore on the duration of
this early dynamo. Our results suggest that dynamos can be initiated in bodies with a radius of 3500 km radius
or greater under Earth-like conditions for ohmic dissipation in the core, and in smaller bodies if a less
restrictive critical magnetic Reynolds number condition is applied. These dynamos may persist for several kyr
to several Myr depending on the heat transfer regime at the protocore–mantle boundary.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Among the terrestrial planets andmoons of the inner Solar System,
Mars and possibly the Moon record evidence for early and short-lived
(a few hundred Myr) internally generated magnetic fields. Mars
Global Surveyor and Lunar Prospector magnetometer data (Acuña
et al., 1999; Hood et al., 2003) confirm the presence of ancient
magnetized crust on these bodies. Although later dynamo fields
(beginning around or after 3.9 Ga) have been suggested for both
bodies (Cisowski et al., 1983; Schubert et al., 2000), most evidence
points to earlier dynamos, that ceased by ~3.9 Ga (Garrick-Bethell et
al., 2009; Johnson and Phillips, 2005; Lawrence et al., 2008; Lillis et al.,
2008). Moreover, recent analyses of paleomagnetism in angrite
meteorites suggest that an early and internally generated dynamo
occurredwithin the angrite parent body (Weiss et al., 2008). Although
there is increasing evidence for the occurrence of these transient
dynamos, their origin and timing remain a major enigma. Here we
investigate a plausible temporal link between early dynamos and the
large impacts that characterize the late accretion histories of
terrestrial bodies in our solar system. Assuming chondritic bulk
compositions, these impacts can lead to extensive mantle melting,
iron–silicate separation, iron segregation and ultimately core forma-
tion (Monteux et al., 2009; Ricard et al., 2009; Srámek et al., 2010;
Tonks and Melosh, 1992). If dynamo action depends primarily on the
rate of core heat loss (Buffett, 2002), then a crucial issue for explaining

early dynamos is to understand the thermal states of both the
impacted planet and the nascent core: under what conditions will the
resulting core cooling be sufficiently large to favor dynamo action?

Large meteorite impacts can govern the early stages of planetary
formation. Fig. 1 shows a schematic temporal evolution of our impact-
induced dynamo model from time t1 (impact time) to time t5 (dynamo
is initiated). A collision between an impactor and an undifferentiated
protoplanet leads to an increase in mass of the impacted body, the
formation of an impact basin, the propagation of shockwaves (Fig. 1, t1)
and a localized temperature increase, ΔT0, in a spherical region below
the impact site (Fig. 1, t2). All these processes are very fast compared to
the following thermo-chemical re-equilibration. The temperature
increase is constant within a spherical volume Vic called isobaric core
with radiusRic and rapidly decreases away from it (Monteuxet al., 2007;
Pierazzo et al., 1997; Senshu et al., 2002). Assuming that meteorites
impact at the escape velocity of the impacted body, this temperature
increase scaleswith the size of the impactedplanet and is superimposed
on the initial mean temperature, T0, of the planet before impact. For
sufficiently large planets, the temperature increase can overcome the
melting temperature of the metallic phase leading to metal–silicate
separation (Monteux et al., 2009) (Fig. 1, t3). The dense metallic phase
sinks toward the center of the impacted body. How this occurs is
debated. Proposed mechanisms include percolation through a solid
mantle (Shannon and Agee, 1996; Stevenson, 1990), settling of cm-
sized droplets in a magma ocean [e.g. (Rubie et al., 2003)] and to large
mantle diapirs [e.g. (Ricard et al., 2009; Senshu et al., 2002; Tonks and
Melosh, 1992)]. In addition, it has been proposed that metallic diapirs
can sink toward the center of the planet via fracturation and diking
(Solomatov, 2000; Stevenson, 2003b; Tonks and Melosh, 1992) or
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viscous deformation (Honda et al., 1993; Monteux et al., 2009)
depending on the thermal state of the planet. Here, we consider a
simplified scenario in which a single large impact into an initially
undifferentiated planet leads to a single Fe-diapir that sinks through an
effectively viscous mantle at a Stokes velocity (Fig. 1, t4).

Whether convection and dynamo generation can occur in a liquid
iron protocore depends on the temperature difference between the
protocore and the surrounding mantle. A protocore sufficiently hotter
than the surrounding silicate mantle is one way to explain the
presence of an early dynamo on terrestrial planets and moons.
Previous studies have examined the following possible causes of an
early hot protocore and dynamo: radioactive heating (Nimmo, 2009;
Williams and Nimmo, 2004; Yoshino et al., 2003), strong cooling by
mantle convection (Breuer and Spohn, 2003; Elkins-Tanton et al.,
2005; Nimmo and Stevenson, 2000; Stegman et al., 2003) or impact
heating (Monteux et al., 2009; Reese and Solomatov, 2010). Here we
focus on whether the thermal conditions resulting from a single large
impact and the subsequent differentiation event are also favorable to
dynamo initiation. In this case, the temperature difference between
the protocore and the overlying mantle depends on the thermal
evolution of the metallic diapir as it sinks through a colder mantle
toward the center of the planet (Fig. 1, t5). Because the heat content
and buoyancy of the diapir depend on its volume, one critical
parameter will be the radius of the metallic diapir RFe. An additional
potentially important contribution to the initial core–mantle temper-
ature difference will be the extent to which the gravitational potential
energy released on sinking is converted into heat in themetallic diapir

and in the surroundingmantle via viscous dissipation. The importance
of this effect, and where it occurs (i.e., primarily in the diapir or
surrounding mantle), will depend critically on the strongly temper-
ature-dependent viscosity η(T) of the rocks composing the proto-
planetary mantle. For impacted planets of given radii R we use the
numerical model of Monteux et al. (2009) to identify RFe−R−η(T)
conditions favoring dynamo action. In addition, we investigate the
dependence of the dynamo duration on the protocore size, and on
conditions that lead to melting of the overlying mantle material.

2. Thermo-chemical model

2.1. Initial state

The initial structure and thermal state of a growing planet depend
particularly on the characteristics of its accretion (Kaula, 1979;Safronov,
1978). Indeed, differentiated terrestrial planets probably formed rapidly
from accumulation of chondritic material (Agee, 1997). In more detail,
during accretion, heating driven by a combination of the dissipation of
impact energy and the decay of short lived radionuclides such as 26Al
and/or 60Fe (Monteux et al., 2007; Senshu et al., 2002; Yoshino et al.,
2003) increases themean internal temperature and gives rise to a radial
temperature gradient that depends on the accretion rate relative to the
rate of radiative cooling to space. Where this growth rate is very high in
comparison to surface cooling, this heating can ultimately cause partial
or complete melting (Yoshino et al., 2003) and extensive internal
differentiation. In contrast, where the growth rate is very low in
comparison to surface cooling, little additional heating occurs (Wood et
al., 2006) and the growing planet remains an undifferentiated
mechanical mixture of the accreted impactors. Hence, depending on
its growth rate, the frequency of impacts and the size of the impactors, a
protoplanet can potentially grow to a Mars size radius in ≈1 Myr
without undergoing any significant episodes of melting and any
subsequent global differentiation processes (Senshu et al., 2002).
Short-lived isotopic constraints restrict the timing of core formation
on terrestrial planets to be within the first tens of Myr following
accretion (Kleine et al., 2002; Touboul et al., 2007; Yin et al., 2002). From
these models, the martian core formation occurred faster (within
30Myr) than the Earth's core formation (within 50 Myr). Consequently,
between 1 Myr (the growing planet reaches a Mars size radius with no
or little differentiation) and 50 Myr (the core is fully formed), large
impacts can lead to episodic large differentiation events. Depending on
the thermal states of the resulting protocore and surrounding mantle,
subsequent coolingmay drive a core dynamo that generates amagnetic
field observable at the surface.

Whether an impact onto an undifferentiated planet leads to
melting and core formation depends critically on the fraction γ of the
initial kinetic energy Ekin of the impactor that is dissipated within the
planet itself as a result of work done by shock waves (Monteux et al.,
2009; Tonks and Melosh, 1992). Ekin is proportional to the impact
velocity vimp

2 , which can be decomposed into two contributions:

v2imp = v2esc + v2∞: ð1Þ

Here, vesc is the escape velocity of the impacted planet and v∞ is the
velocity of the impactor at a distance much greater than that over which
the gravitational attraction of the impacted planet is important. A
conservative and well-constrained estimate of Ekin is possible if we take
v∞=0 and assume vimp=vesc. We note that in the case of an impact on a
moon orbiting around a larger central body, the gravitational attraction of
the central body can increase this impact velocity and we address this
issue in Section 5. Laboratory experiments and modeling studies suggest
that the energy released within the planet is mainly dissipated by
frictional heating and melting within a spherical region (an “isobaric
core”) with a volume Vic that is at most 3 times larger than the volume of
the impactor Vimp (Croft, 1982; O'Keefe and Ahrens, 1977; Pierazzo et al.,

Fig. 1. Schematic view of the chemical equilibration following a large impact on an
undifferentiated protoplanet. Within the isobaric region that results from the
dissipation of the shock wave (time step t1), the temperature increase (orange circle,
t2) melts the metal (red) that segregates rapidly from silicates (green) (t3). The initial
position of the inertial center of the iron diapir is indicated with a black dot (i.c.). Then
the metallic phase sinks by a diapiric instability (t4). Subsequent convection within the
protocore can initiate an early magnetic field (t5). The top left panel shows where
viscous heating (Hv) occurs for a spherical density anomaly (i.e. a metallic protocore)
outlined by the white dashed line within a Rybczynski–Hadamard analytical velocity
field (see text for details). Hv~ε2 where ε is the dimensionless strain rate tensor. The
viscous heating is shown for 2 viscosity ratios, λ, between the hot protocore and the
cold undifferentiated material. For λ=1 (uniform viscosity), viscous heating can occur
within the sphere, while for λ≪1, viscous heating only occurs outside the sphere. Here,
Hv is normalized by the maximum value of Hv when λ=1. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)
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1997; Senshu et al., 2002). Within this region the temperature increases
uniformly from T0 to T0+ΔT0where T0 is the temperatureof the impacted
body before the impact andΔT0 is the temperature increase due to impact
heating. Experiments suggest also that there is an additional thin spherical
shell of damaged and heatedmaterial outside the isobaric core. Assuming
that the work done by shock waves in this shell causes no melting, the
excess temperature ΔT0 decreases rapidly and smoothly with distance r
across the shell as approximately ΔT0(Ric/r)m. Following Senshu et al.
(2002), andfitting thedecayofpeakpressurewithdistanceaway fromthe
edge of the isobaric core m≈4.4 (Monteux et al., 2007). Hence, the
amount of energy Eext dissipated as heat outside the isobaric core is:

Eext = 2πρ0Cp ∫
π

0

∫
+∞

Ric

ΔT0
Ric

r

� �m

r2 sin θdθdr ð2Þ

with θ as the zenith angle from the impact site and ρ0Cp is the average
specific heat of the impacted body. For the axisymmetric geometry of
the isobaric core, the previous equation can be reduced to:

Eext = ρ0CpVicΔT0
3 2m−5ð Þ

2 m−3ð Þ m−2ð Þ
� �

: ð3Þ

Assuming that vimp=vesc (Kokubo and Ida, 1996) and that
vic=3vimp (Senshu et al., 2002), a balance between the kinetic energy
delivered to heat the growing planet (γEkin) and the energy used to
heat up and melt the isobaric core and to heat up the surrounding
material without melting is

4π
9

γGρ2
0VicR

2 = ρ0CpΔT0Vic + Eext + Vic ρFef0LFe + ρSi 1−f0ð ÞLSið Þ: ð4Þ

After some algebra we obtain the temperature increase at the
impact site as a function of the impacted planet radius (Monteux et al.,
2007)

ΔT0 =
1

hmρ0Cp

4π
9

γρ2
0GR

2− ρFef0LFe + ρSi 1−f0ð ÞLSið Þ
� �

: ð5Þ

Here, G is the gravitational constant, ρ0 is the density of the
undifferentiated planetary material, R is the radius of the impacted
planet. LFe and LSi are the latent heat required for melting respectively
the metallic and the silicate phases. f0 is the volume fraction of metal in
the impacted planet. From Eqs. (3), (4), and (5), hm represents the
amount of heat that is used to increase the temperature inside and
outside the isobaric core relative to the amount of heat used to increase
the temperature by ΔT0 within the core and (Monteux et al., 2007)

hm = 1 +
3 2m−5ð Þ

2 m−3ð Þ m−2ð Þ ≈ 2:7: ð6Þ

BecauseΔT0depends onγ, the value forγ requires somediscussion.
O'Keefe and Ahrens (1977) show that γ depends on the impact
velocity and that the fraction of energy converted into heat increases
with impact velocity. Our assumption that vimp=vesc implies that our
modeled impactors are in a “slow impactor regime”. From the
measurements of O'Keefe and Ahrens (1977) a reasonable value for
γ is 0.3. We apply this value in our calculations and discuss the
influence of the uncertainty of this choice in Section 5. An additional
issue that requires mention is the assumption that there is no melting
in the spherical shell around the isobaric core. For γ=0.3, calculation
of ΔT0 as a function of planet radius shows that this approximation is
strictly appropriate for planetary radii less than about 4000–4500 km.
For larger planets, latent heat may be consumed outside the isobaric
core and so ΔT0 calculated with Eq. 5 may be overestimated. The
magnitude of the overestimate is, however, unclear because the effect
of melting on the presence and structure of the spherical shell region

bounding the isobaric core is unknown. Nevertheless, assuming that
the geometry of the region is similar to the case without melting,
calculations show that the uncertainty in the value for γ will have a
greater influence on our estimates for ΔT0.

Themagnitude of the temperature increase in Eq. 5 depends on the
two terms in square brackets: the left-hand term describes the kinetic
energy released to heat themantle on impact and the right-hand term
is the latent heat consumed to melt the silicate and iron components
of the mantle. For iron–silicate segregation to occur in the heated
volume, ΔT0 must be positive and a sketch of the thermal state
following impact is shown in Fig. 1 (t2). Thus, equating the two terms
in parentheses in Eq. 5 gives a critical impacted planet radius above
which segregation is possible:

Rcrit >
ρFef0LFe + ρSi 1−f0ð ÞLSiÞ

4π=9γρ2
0G

" #1=2
: ð7Þ

For parameter values listed in Table 1, Rcrit= 1620 km. Hence,
impact heating on a Moon to a Mars-sized body will result in the
separation of the dense iron phase from the silicate phase as ametallic
diapir (Fig. 1). We note that whereas our assumption that vimp=vesc is
appropriate for most planets, for moons this simplification underes-
timates the impact velocity, which will be governed by the
gravitational potential of the central body and leads to a lower
bound on ΔT0.

This temperature increase is superimposed on the pre-impact
thermal regime of the protoplanet. The background thermal state
depends on the accretionary process, which can lead to a temperature
profile that increases with radius toward the surface (Senshu et al.,
2002), and on the strong early rate of radiogenic heating, which
augments the mean internal temperature of the planet (Yoshino et al.,
2003). For simplicity we assume that T0 is uniform and close to the
eutectic temperature of the Fe–FeS system at 1 bar (Fei et al., 1997)
and that the impacted body before the impact is a homogenous
mixture of silicate and metal.

For a given initial bulk composition, the radius of the diapir
separated after a large impact RFe is a function of the impactor size Rimp

and f0 in the impacted planet and scales as RFe=(3f0) 1/3Rimp

Table 1
Typical parameter values for numerical models.

Planet radius R 2000–4000 km
Diapir (protocore) radius RFe 150–500 km
Density difference Δρ0 4500 kg m−3

Average density ρ0 4270 kg m−3

Iron density ρFe 8000 kg m−3

Silicate density ρSi 3500 kg m−3

Mean thermal expansion α 4.4×10−5 K−1

Iron thermal expansion αFe 1.5×10−5 K−1

Silicate thermal expansion αSi 5×10−5 K−1

Iron heat capacity Cp, Fe 800 J K−1 kg−1

Silicate heat capacity Cp, Si 1000 J K−1 kg−1

Average specific heat of the impacted body ρ0Cp 4×106 J K−1 m−3

Initial temperature T0 1250 K
Iron melting temperature Tmelt, Fe 1250 K
Silicate melting temperature Tmelt, Si 1650 K
Iron latent heat LFe 4×105 J kg−1

Silicate latent heat LSi 2.7×105 J kg−1

Thermal diffusivity κ 10−6 m2 s−1

Mean thermal conductivity k=kSi 4 Wm−1 K−1

Iron thermal conductivity kFe 40 Wm−1 K−1

Metal content f0 0.17
Reference viscosity η0 1022 Pa s
Impact energy conversion coefficient γ 0.3–0.5
Volume effectively heated by impact hm 2.7
Gravitational constant G 6.67×10−11m3 kg−1 s−2

Average magnetic field strength B 2.5 mT
Magnetic diffusivity ν 2 m2s−1

Magnetic permeability μ 4π×10−7 H m−1

351J. Monteux et al. / Earth and Planetary Science Letters 310 (2011) 349–359

167



Author's personal copy

(Monteux et al., 2009). Themetal diapir sinks toward the center of the
planet over time-scales from several kyr to several Myr depending on
the rheology of the protoplanetary mantle. Once at the center of the
undifferentiated planet, this “metallic diapir” will be referred to as a
“protocore”.

2.2. Heat partitioning during the sinking of the diapir

The initial thermal state of the protocore is governed by its volume
and the rate and location of viscous dissipation during its sinking,
which depends on the viscosity ratio λ (lower than 1) between the hot
protocore and the relatively cold undifferentiated surroundingmantle
(Ke and Solomatov, 2009). For a given λ the rate of viscous dissipation
depends on the shear strain rate ε̇2, where ε̇∼VS = RFe and VS is the
sinking velocity. Monteux et al. (2009) showed that for small diapirs
(i.e., RFeb70 km), the rate of viscous dissipation is negligible and the
metallic phase only cools during its sinking. In contrast, for RFeN70 km
and for mantle and diapir viscosities that are equal (uniform
viscosity), viscous deformation within the diapir and the surrounding
mantle leads to dissipation that can increase the temperature of the
metal diapir over its initial value from T0 to TcoreNT0+ΔT0.

Fig. 1 (top left panel) shows where the viscous heating occurs
when a spherical metallic diapir sinks within a Rybczynski–Hadamard
analytical velocity field (Hadamard, 1911; Rybczynski, 1911) for 2
different viscosity ratios λ. For a uniform viscosity (λ=1), viscous
coupling between the metallic diapir and the surrounding material
occurs and a fraction of gravitational energy is converted to heat up
the diapir. However, for small viscosity ratios (λb○(10)-2), viscous
heating is restricted to the surrounding mantle and is concentrated at
the diapir's poles where strain rates are greatest (Fig. 1, top left panel
and Samuel et al., 2010). In this case, the initial temperature of the
protocore is lower than in the isoviscous case and remains close to the
initial temperature of the diapir (i.e. Tcore=T0+ΔT0).

2.3. Dynamical model for the sinking of an iron diapir

2.3.1. Physical model
To investigate the dynamics of the metallic diapir separated after a

large impact, we adapt the numerical finite volumemodel in spherical
axisymmetric geometry of Monteux et al. (2009). In particular,
neglecting the effects of adiabatic compression, conservation of
energy applied to an undifferentiated planet of radius R leads to

DT
Dt

=
∇2T
Raχ

+ Dχ
η
η0

Ω: ð8Þ

where T and t are dimensionless temperature and time (T and t are
respectively normalized byΔT0 and by a Stokes time tStokes=η0/Δρg0R).

Raχ = Δρ0g0R3

κη0
is the compositional Rayleigh number and Dχ = Δρ0g0R

ρ0CpΔT0
is the dissipation number (with κ the heat diffusivity and ρ0Cp the
average specificheat of the impactedbody).Δρ0 is thedensitydifference
between metal and silicates. g0 is the gravity at the surface of the
impacted protoplanet. ΔT0 is the density difference between metal and
silicates. g0 is the gravity at the surface of the impacted protoplanet.ΔT0
is the initial impact induced temperature increase below the impact site.
Ω is the dimensionless dissipation function and expresses the
conversion of potential energy into heat:

Ω = τ : ∇v ð9Þ

where τ is the dimensionless deviatoric stress tensor and v is the non-
dimensional velocity (normalizedwith vStokes=R/tStokes). Prior to impact,
we assume a homogenous temperature T0 of the growing planet. The
viscosity is η=η0λT where η0=η(T0) is the viscosity of the cold
undifferentiated material at the start of the experiment (Ratcliff et al.,
1997; Ziethe and Spohn, 2007).

Assuming that the protoplanet is incompressible, the other dimen-
sionless governing equations are continuity

∇· v = 0; ð10Þ

and momentum conservation assuming infinite Prandtl number

−∇P + ∇·
η
η0

∇v + ∇v½ �T
h i� �

+
T
B
−f

� �
rer = 0; ð11Þ

where P and r are the non-dimensional pressure and radius (P and r are
respectively normalized by η0/tStokes and R). er is the radial unit vector
and f represents the volume fraction of metal. Following Monteux et al.
(2009), we introduce the buoyancy ratio B=Δρ0/(ρ0αΔT0) where ρ0
and α are the density and thermal expansion of the undifferentiated
material (see Table 1 for values).Gravitydepends on the radial position r
and g rð Þ = 4

3Gπρ0r = g0
r
R.

After an impact and the subsequent differentiation, the metallic
phase and the purely silicate phase are separated within the thermal
anomaly (Fig. 1, t3). Hence a chemical readjustment occurs leading to
the sinking of the dense iron though the lighter undifferentiated
material. The buoyancy force that drives the flow of the diapir toward
the center of the protoplanet increases with the volume fraction of
metal f. In ourmodels, we consider only two chemical phasesmeaning
that f varies between 1 (pure metal) and 0.17 (undifferentiated
material with chondritic composition). During sinking, chemical
diffusion is negligible. The metal volume fraction f is then simply
advected by the flow:

∂f
∂t + v·∇f = 0: ð12Þ

2.3.2. Simplifications of the governing equations
We make a number of approximations to simplify the analysis of

the initial thermal state of the protocore. We neglect the thermal
buoyancy T/B in the momentum equation as the buoyancy number B
is very large (the density difference betweenmetal and silicates is 140
to 560 times larger than the thermal density variations). In addition,
in treating the metal–silicate separation, our model neglects multi-
phase dynamics associated with core–mantle segregation (Golabek
et al., 2008; Srámek et al., 2010).

Prior to the impact, the planet is undifferentiated meaning that the
impact and the subsequent local differentiation lead to the first
episode of core formation. Moreover, as this study focuses on the
thermal state of themetallic phase once at the center of the planet, we
do not consider the dynamical effects of the purely silicate phase that
spreads beneath the impacted planet surface while the diapir sinks to
the center of the planet (Monteux et al., 2009; Reese and Solomatov,
2006).

2.3.3. Numerical model
We implement a finite volume numerical model to solve Eq. 8,

Eq. 10, Eq. 11 and Eq. 12 in axisymmetric spherical geometry in a
200×400 grid. We use a stream function formulation for the
equations ofmotionwith a direct implicit inversionmethod (Schubert
et al., 2001). Eq. 8 and Eq. 12 are solved by an Alternating Direction
Implicit (ADI) scheme (Peaceman and Rachford, 1955; Douglas,
1955). The stream function, temperature and compositional fields
are described by a second-order approximation in space. To limit
numerical diffusion when solving the transport equations, especially
for the compositional field, we use a Total Variation Diminishing
Superbee scheme (Laney, 1998; Roe, 1986) implemented in an
implicit way (Srámek et al., 2010) which enables high resolution of
purely advective fields. Mechanical boundary conditions are free-slip
at the surface and along the symmetry axis. Thermal boundary
conditions are isothermal at the surface and insulating along the
symmetry axis.
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3. Magnetic field considerations

3.1. Temperature of the protocore

Once at the center of the planet, core cooling depends on the
temperature of the protocore and the thermal state and melting
temperature of the silicate at the protocore–mantle boundary. As
discussed above, the temperature of the protocore depends on the
post-impact temperature difference ΔT0 (cf. Eq. 5). The maximal
temperature increase after sinking is (Monteux et al., 2009):

ΔT ≈ΔT0 1 + a λð Þ r0
R

� �2 ΔΘ
ΔT0

� �
; ð13Þ

where a(λ) is the fractional amount of viscous dissipation in themetal
during the sinking of the iron toward the center of the planet. r0 is the
initial distance between the inertial center of the metallic diapir
(noted i.c. in (Fig. 1, t3)) and the center of the planet before the diapir
starts to sink. ΔΘ is the maximum temperature increase in the
unrealistic case inwhich all the potential energy released by the diapir
is used to heat up themetal phase. Assuming the impact velocity is the
escape velocity of the planet (cf., Section 2) then ΔΘ/ΔT0 is constant,
independent of the planet size and equal to 11.8 (Monteux et al.,
2009) and the temperature of the metallic phase at the end of the
sinking is

Tcore ≈ T0 + ΔT = T0 + ΔT0 1 + a λð Þ r0
R

� �2 ΔΘ
ΔT0

� �
: ð14Þ

During the sinking of the metallic diapir, its pressure increases and
leads to additional heating by compressional effects. This heating
process is inversely proportional to the buoyancy ratio B (Monteux et
al., 2009). In our models, B is large enough to consider that this
thermal effect is negligible compared to viscous heating (Samuel and
Tackley, 2008).

3.2. Conditions for an early magnetic field

Three conditions are required to drive a dynamo on a growing
planet:

1. The heat flow Q out of the core must exceed the adiabatic value QA

such that convection can occur (Stevenson et al., 1983). This
condition is

Q > QA =
kFeαFegcTFe

Cp;Fe
4πR2

Fe ð15Þ

where kFe, αFe, TFe and Cp, Fe are respectively the thermal
conductivity, the thermal expansion, the temperature and the
heat capacity of the metallic phase and gc is the gravity at the
surface of the protocore (see Table 1 for values). In ourmodel, once
the metallic phase has reached the center of the impacted planet,
TFe decreases monotonically with time due to heat conduction to
the surrounding mantle.

2. The ratio of the rate at which gravitational potential energy is
released by convection to the rate of ohmic dissipation, Φ, must
exceed a critical value (Buffett, 2002):

Q
Φ

N
1
�T

: ð16Þ
Here, �T is the Carnot-style efficiency for thermal convection.

We note that a dynamo can be generated even with a subadiabatic
heat flow if the compositional convection is important (Buffett,
2002; Christensen and Wicht, 2008). However, here we consider
neither this mechanism or effects related to the presence of an
inner core. Assuming that the characteristic length scale of the

flow leading to magnetic field generation is the radius of the
protocore, Φ can be approximated as (Buffett, 2002):

Φ =
νB2

μ

 !
4
3
πRFe; ð17Þ

whereB is the average strength of themagneticfieldwithin the core,
ν is the magnetic diffusivity and μ is the magnetic permeability (see
Table 1 for values). In the absence of constraints on B for early
planets, we assume a current Earth-like value of 2.5 mT (Kuang and
Bloxham, 1997) that is independent of the protocore size or the
planetary radius. The efficiency of thermal convection is then given
by (Buffett, 2002)

�T =
0:8π
3

αFeGρFeR
2
Fe

Cp;Fe
1−QA

Q

� �
; ð18Þ

whereρFe is the density of themetallic phase andG is the gravitational
constant.

3. The structure of the convective motions carrying magnetic field
lines must be sufficiently complicated to favor self-sustaining
dynamo action. A measure of this complexity is that the magnetic
Reynolds number (Christensen and Aubert, 2006)

Rem =
UL
ν

> Recritm = O 10−102
� �

: ð19Þ

Here, L andU are the characteristic length and velocity scales for
the flow within the protocore and ν is the magnetic diffusivity of
themetal phase.Whereas the natural length scale in the problem is
the depth of the convecting iron layer, the choice of an appropriate
velocity scale depends on the leading order force balance
(Christensen, 2010). As the rotation rate of growing planets is
potentially time-dependent and poorly constrained a convenient
and reasonable choice is based on a balance between inertial and
buoyancy forces and is (Stevenson, 2003a):

U ∼ qαFegcRFe

ρFeCp;Fe

 !1=3

; ð20Þ

where q is the heat flux out of the core (q=Q/(4πRFe2 )). Taking
L=RFe, gc=4/3πGρFeRFe, the combination of Eqs. 19 and Eq. 20
leads to the condition

Rem =
4πGqαFeR

2
Fe

3Cp;Fe

 !1=3
RFe

ν
> O 10−102

� �
ð21Þ

Among the three criteria above, the first is typically considered a
necessary condition for a thermally-driven dynamo. (Subadiabatic
dynamos are possible if e.g., compositional gradients also drive
convection.). As we shall see in Section 4, this condition (QNQA) is
easily met in our models. However it is not a sufficient condition for
dynamo action, as indicated by the other two conditions. The second
condition assumes an Earth-like dynamo: in particular it assumes an
Earth-like value for the root mean square magnetic field in the core, a
particular efficiency for conversion of gravitational potential energy
into magnetic energy and a particular toroidal-to-poloidal field
conversion efficiency. The third condition is a more general criterion
for dynamo action, and whereas scalings other than Eq. 20 for the
velocity field are possible, we have chosen one that does not depend
upon knowing the early rotation rate of the planet or moon.
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3.3. Heat flow across the protocore: analytic considerations

The three conditions required for an early dynamo (Eq. 15, Eq. 16
and Eq. 21) all impose conditions on the heat flow out of the
protocore. At the protocore–mantle boundary there are two asymp-
totic heat transfer regimes. The first is a conductive transfer across a
thermal boundary layer growing on the mantle side where the
corresponding heat flow Qcond is:

Qcond ∼
4πkΔTR2

Fe

δ
ð22Þ

where δ≈2
ffiffiffiffiffi
κt

p
is the thickness of the conductive boundary layer at

any time t. As t becomes large δ=c2RFe (where c2 is an order 1
constant (Monteux et al., 2009)). k is the thermal conductivity of the
surrounding material. For computational reasons, in our numerical
models, we make the approximation that thermal conductivities for
metallic and undifferentiated material are the same (i.e., k=kFe=kSi,
Table 1). In reality, the thermal conductivity of the core material is
≈10 times bigger than the conductivity for the silicates. Hence, this
simplification underestimates the protocore heat flow and our criteria
for dynamo action is more restrictive than in the more realistic case of
unequal silicate and metal thermal conductivities.

As illustrated in Fig. 2, the temperature of the protocore might
overcome the solidus temperature of the surrounding material depend-
ing on its chemical composition and on the impacted planetary radius.
Hence, amelt layermay form above the protocore (see also Section 5.2).
As this melt layer grows in thickness with time (and assuming it is
greater than a few tens of meters thick), vigorous convection will
enhance core cooling over the conductive case and lead to a heat flow
that is independent of the thickness of the melt layer and of the form
(Turner, 1973):

Q conv ∼ 0:8πR2
Fe

ρ2
SigcαSik

2Cp;Si

μmelt

 !1=3

Tcore−Tmelt;Si

� �4=3 ð23Þ

where ρSi, αSi, Cp, Si and μmelt are respectively the density, the thermal
expansion, the heat capacity and the viscosity of the molten silicate
layer (see Table 1 for typical values). Eventually, the heat flux out of
the core will, of course, become balanced by the heat flux across the

overlying solid mantle and the melt layer will have a quasi-steady
thickness.

4. Numerical results

4.1. Diapir descent: the initial protocore temperature

In our models, where we specify the viscosity of the impacted
planet as η0=1022 Pas, metallic diapirs descend to the center of the
planet relatively quickly (e.g. in less than 10 Myr for RFe=400 km)
(Monteux et al., 2009). During the sinking of the diapir the
temperature difference between the protocore and the mantle
increases rapidly in response to viscous heating depending on the
fraction of gravitational energy converted into heat (a(λ)). Then this
temperature difference decreases as the diapir cools once it reaches
the center of the planet.

We investigate Tcore for diapirs in the range of 150–500 km and
planet radii in the range of 2000–4000 km. For the diapir radii range
studied here, the protocore temperature at the endof sinking is given by
Eqs. 13 and 14. The results from our numerical models for uniform
viscosity contrasts are shown in Fig. 2 and are in agreementwith Eq. 14.
Theoretical predictions of Tcore are represented in Fig. 2 with and
without taking into account the effect of melting in the isobaric core
after impact (gray and black solid lines respectively). The region in
between defines the range of initial temperature and the difference
between these two theoretical models is within the range of un-
certainties of γ. For a uniform viscosity, viscous coupling betweenmetal
and undifferentiated mantle material is important and a(λ)≈15%
(Monteux et al., 2009). As the viscosity contrast between the hot
metallic phase and the surrounding mantle increases, the fraction of
gravitational potential energy converted into heat in themetallic phase
decreases (see Section 2.2). That is, as the mantle/core viscosity ratio
becomes very large a(λ)→0 and viscous dissipation is concentrated in
themantle (Monteux et al., 2009). In this limit, the initial temperature of
the protocore after the sinking is Tcore=T0+ΔT0. The predictions of
Eq. 14 for this asymptotic case are shown in Fig. 2 (dashed line). As
expected, the reduced dissipation in themetallic diapir leads to a lower
predicted Tcore.

A high temperature contrast between the protocore and the
surrounding undifferentiated mantle can eventually lead to the forma-
tion of amolten layer above the protocore-mantle boundary. In Fig. 2, we
include the chondrite solidus temperature fromAgee (1997) and the dry
peridotite solidus from Zerr and Boehler (1994) at the center of the
impacted planet as a function of the planetary radius. This effect will be
more precisely discussed in Section 5.2.

Because of the practical difficulty in obtaining accurate solutions
for very large viscosity variations, we restrict our numerical studies to
the isoviscous case, which is well-explained by our theory. The
agreement between our isoviscous theory and the numerical
solutions gives us confidence that application of the theory for the
variable viscosity case is justified. From Fig. 2 these isoviscous
solutions will overestimate the core temperature by ≈10−40%,
depending on the protoplanetary radius. Thus, quantitatively, the
uncertainties of this enhanced heat flow for predicting dynamo action
are not so large. From Eq. 13, assuming a(λ)=15%, the temperature
difference between the protocore and the cold surrounding material
in the isoviscousmodel is overestimated by a factor≈2.8. From Eq. 21
Rem∝Q1/3∝ΔT1/3 and, thus, the magnetic Reynolds number will be a
factor of about 1.4 too large (i.e., it is still accurate to O(1)).

4.2. Dynamo initiation in a conductive heat transfer case

To determine whether or not a dynamo is initiated in the protocore,
we monitor the average heat flow Q across the protocore–mantle
boundary as a function of time for a wide range of R−RFe conditions.
We stop calculations 50 Myr after the impact because at this time the

Fig. 2. Initial temperature of the protocore once at the center of the planet as a function
of the planetary radius. Each symbol represents a numerical result for a given RFe (RFe in
the range of 150–500 km) for a uniform viscosity. Theoretical predictions for Tcore from
Eq. 14 are given for uniform viscosity (black solid line, a(λ)=15%) and temperature
dependent viscosity (black dashed line, a(λ)=0%). The black solid line is without
melting and the gray one is with melting. The region in between defines the range of
initial protocore temperature (see Eq. 5). The dotted line shows T=T0. The chondritic
solidus (Agee, 1997) and the dry peridotite solidus (Zerr and Boehler, 1994) at P=PCMB

are represented with dashed-double-dotted lines (see Section 5.2 for calculation
details).
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core is probably fully formed and because of the potential onset of
mantle convection, the thermal consequences of which are beyond the
scope of this paper (Behounkova and Choblet, 2009).

For all theR−RFe range studiedhere, conditions studied,wefindthat
QNNQA after impact, which means that core convection can occur (see
Eq. 15). For example, once a metallic diapir with RFe=300 km has
reached the center of a planet with radius R=3500 km, it starts to cool
and over the 50 Myr period studied,Q/QA decreases from 32.5 to 20. For
R=2000 km, Q/QA decreases from 15 to 10 over the same time interval
(in the calculation of QA we consider that kFe=40Wm−1 K−1).
Assuming that the thickness of the thermal boundary layer around the
protocore scales with the size of the protocore, this corresponds to a
temperature difference of ≈300 to 2700 K between the metallic phase
and the overlyingmantlematerial (see Fig. 2). However, as discussed in
Section3, this condition alonedoesnot guaranteedynamoaction, and so
we next examine the additional requirements for a dynamo.

In the special case of the impacted planet being Earth-like from a
magnetic perspective, convection within the protocore has to be
sufficiently vigorous to supply energy at a rate that compensates for
the loss due to ohmic decay. We monitor the ratio of the heat flow to
the ohmic dissipation as a function of time. Assuming a conductive
heat transfer across the protocore mantle boundary, k=kSi and δ∼RFe,
from Eq. 13, Eq. 17 and Eq. 22 we obtain

Qcond

Φ

� �
∼3μkΔT0

νB2 1 + a λð Þ ΔΘ
ΔT0

� �
; ð24Þ

which is a conservative bound on whether a dynamo will occur (we
consider here that r0/R≈1). a(λ) and ΔΘ/ΔT0 are independent of R.
However, from Eq. 5, ΔT0∝R2. Hence, (Qcond/Φ) varies with R2. Fig. 3
shows Q/Φ as a function of the planet radius for different iron diapir
sizes and different times (1 Myr and 50Myr), after the diapir reaches
the center of the impacted planet. The dashed line is the theoretical
prediction from Eq. 24 for a uniform viscosity case (i.e., a(λ)=15%).
Numerical results are consistentwith Eq. 24 at very early time (just after
themetallic diapir has reached the center of the planet). At larger times,
the protocore cools down and Q/Φ decreases. The temperature of the
metallic phase after sinking and hence the initial heat flow across the
protocore is a sensitive function of the viscosity contrast between the
metallic phase and the surrounding mantle (see Section 3.2). The
theoretical valueof the initial conductive heatflowwhen theviscosity of

the hot metallic fraction is much smaller than the viscosity of the
relatively cold undifferentiated material is given by Eq. 13 and Eq. 22
with a(λ)=0%. The black dotted line in Fig. 3 shows the corresponding
theoretical prediction for (Qcond/Φ) immediately after sinking as a
function of R for a(λ)=0%. In this case, the theoretical value for
(Qcond/Φ) is different by a factor of 2.8 compared with the uniform
viscosity case, consistent with expectations from Rybczynski–Hada-
mard effects.

In all sets of planetary and metallic diapir radii studied here
QNNQA. Consequently, the condition for the presence of a dynamo
from the combination of Eq. 16 and Eq. 18 simplifies to:

Q
Φ

N
3

0:8π
Cp;Fe

GαFeρFeR
2
Fe

ð25Þ

Fig. 4 shows Q/Φ as a function of the protocore radius resulting
from a single impact for different planet sizes in uniform viscosity
cases. For t=1Myr after the end of the sinking (black filled symbols),
and for a given planetary radius, different trends appear as a function
of RFe. The ratio Q/Φ is initially larger for larger bodies because
Q∝ΔTo∝R2. However, as mentioned in Section 2.2 when RFeb70 km,
no viscous heating occurs during the sinking (Monteux et al., 2009) as
cooling by diffusion overwhelms viscous heating. As RFe increases
from 70 km radius, viscous heating becomes more and more efficient
and leads to an increase of the initial heat flux and as a consequence of
Q/Φ. When RFe reaches a critical value (≈300 km), the simplification
r0/R=1 is less and less valid since the diapir is initially buried deeper.
Hence, for a given R, as RFe increases r0/R decreases so the initial
temperature of the protocore, the heat flux and Q/Φ also decrease.
With subsequent cooling, the reduction in core temperature over a
given time period Δt, say, scales as QΔt = ρCpR3

Fe

� �
. Because heat flow

will decline with the core–mantle temperature difference, and the
incremental change in core temperature ∝(1/RFe3 ), small protocores
cool faster than big ones. Hence, for a given R, and for t=50 Myr after
the end of the sinking (white filled symbols), Q/Φ increases as a
function of RFe.

In Fig. 4, the black dashed line represents the condition required to
get a dynamo from Eq. 25. Results show that a dynamo is difficult to
initiatewith a small protocore (i.e. small impactors). Once the protocore

Fig. 3. Temporal evolution (symbols from black to white) of the ratio Q/Ф as a function
of the planetary radius. For each planetary radius, we investigated several diapir sizes at
times t=1 and 50 Myr for a uniform viscosity. The length of the rectangles represents
the variation of Q/Ф for the range of diapir sizes. The width of each rectangle is
arbitrary. Theoretical predictions for (Qcond/Ф) at t=0 Myr from Eq. 24 for uniform
viscosity (black dashed line, a(λ)=15%) and temperature dependent viscosity (black
dotted line, a(λ)=0%) are shown. Planetary and moon radii of small solar system
objects are indicated on the top x-axis.

Fig. 4. Q/Ф 1 Myr after the diapir reaches the center of the impacted planet as a function
of the metallic diapir radius (black symbols). The protocore radius differentiated after a
single impact corresponds to an impactor radius indicated on the top x-axis. The symbol
shape is related to the radius of the impacted planet. The black dashed line represents
the threshold expression from Eq. 25 in the isoviscous case (a(λ)=15%). Above this
dashed line (white domain) a dynamo is plausible, while below it no dynamo is
generated. The dotted line corresponds to the same threshold but assuming a protocore
less viscous than the surrounding mantle (a(λ)=0%). If Q/Ф after 50 Myr is within the
dynamo domain, a second white filled symbol represents Q/Ф at this time.
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radius is larger than 400 km km (i.e. RimpN500 km), however, an early
dynamo can be initiated in the first 50 Myr in a planet with a radius
greater than 2500 km and in the absence of a molten layer surrounding
the protocore. As the planet size increases, the initial protocore
temperature increases and the duration of the early dynamo is longer
(over 50 Myr). As the protocore size increases, its characteristic cooling
time increases and the duration of the early dynamo is also longer.
However, a large viscosity contrast between hot iron and cold
undifferentiated material will decrease the initial heat flow by a factor
of 2.8 (see Fig. 3), and increase the dynamo threshold from Eq. 25. The
dotted line in Fig. 4 illustrates this theoretical effect. Fig. 4 shows that a
dynamo can still be initiated after an impact, but an increase of the
impactor and impacted planet radii are needed relative to the isoviscous
case. Hence an impact with RimpN625 km (i.e. RFeN500 km) on a Mars
size body (i.e. R∼3500km) can initiate an early magnetic field. The
duration of this early dynamo increases with the size of the impactor.

Dynamo generation requires a magnetic Reynolds number larger
than a critical value (see Eq. 21). We monitored the mean heat flux q
as a function of time and calculated the corresponding magnetic
Reynolds numbers. Fig. 5 shows the results for the two extreme
planetary radii (i.e. R=2000 km and R=4000 km) and the range of
protocore sizes studied here. The two lines (solid and dashed)
correspond to q=qA=QA/(4πR2) with R=2000 km and R=4000 km
respectively. Three regimes emerge. Below, the solid line qbqA and no
convection occurs. Above the solid line and below Rem

crit, convection
occurs but no dynamo is generated. Above these criteria, the
thermally-driven convective flow within the protocore can generate
a dynamo. As mentioned above, the magnetic Reynolds number will
be a factor of about 1.4 too large in the isoviscous compared with the
temperature-dependent viscosity case. The dotted line represents the
values for Rem expected from the temperature-dependent viscosity
model (i.e. Rem from isoviscous models divided by a factor 1.4). This
figure illustrates three results. First, temperature-dependent viscosity
has a weak influence on the Rem values obtained in this study. Second,
as the heat flux out of the protocore obtained from our numerical
models is ∼20 larger than the adiabatic heat flux qA (see Eq. 15 and
discussion above), then Rem(q)≫Rem(qA). Third, Rem easily exceeds

the critical value needed to generate a dynamo in the whole range of
planet and protocore radii studied here.

5. Discussion

These results provide an important link between the accretion and
differentiation histories of the terrestrial planets and their potential
for early magnetic fields. They suggest that the presence or absence of
an early magnetic field on a planet could be related to its accretionary
history.

5.1. Application to Solar System objects

Our results indicate that for bodies in the range of R=2000–
4000 km and protocore radii in the range of 300–650 km, the core
heat flow exceeds the adiabatic heat flow, and Rem easily exceeds Remcrit

for 50 Myr after the iron diapir reaches the center of the planet and in
the absence of additional mantle melting at the protocore–mantle
boundary. These conditions suggest that for the range of R−RFe
conditions studied, dynamo action is possible. A more restrictive
criterion is that the heat flow must also exceed the ohmic dissipation
under Earth-like conditions. In this case, and assuming no mantle
melting, we find that a large impact (a 625 km radius impactor, or
RFe=500 km) onto a Mars-size (i.e., R=3500 km or greater)
undifferentiated planet is needed to initiate a dynamo that would
persist at least for ∼50 Myr (Fig. 4).

As noted earlier the ohmic dissipation criterion has several
underlying assumptions about the dynamo action. In particular, we
note that the Earth-like value of the magnetic field in the core B may
not be applicable to other bodies. For example, Mercury, the only
other inner solar system body to have a present-day dynamo, has a
magnetic field at its surface that is 100 times weaker than Earth's
surface field.While the origin of this weak field is not well understood,
it is at least reasonable to propose that Mercury's core field could be
weaker than Earth's. A factor of two decrease in the core field results
in a factor of four increase in Q/Φ, allowing dynamo action for smaller
impactors and impacted bodies.

Independent of its mode of formation, such a scenario is more
difficult to envision for the Moon for two reasons. First, the Moon is
smaller (R=1700 km), and in our models, the heat flow across the
core mantle boundary does not reach the critical value required to
overcome ohmic dissipation. Second, its volumetric metallic fraction
is only 1−2%meaning that the impactor size needed to differentiate a
large volume of metal is unrealistically large. However, our models do
not consider any contribution of the central body to the impact
velocity. vesc for the Earth is 4–5 times bigger than vesc for the Moon.
Considering that the impact velocity on the Moon is equal to the
escape velocity on the Earth can increase the initial temperature of the
Moon's protocore and the protocore–mantle boundary heat flow by a
factor≈20. Moreover, our choice of γ provides a lower bound on ΔT0.
If V∞ is not zero, heating within and outside the core will increase.
Finally, radiogenic heating (Nimmo, 2009; Williams and Nimmo,
2004), latent heat release and compositional convection within the
core (Labrosse et al., 1997) can also lead to a significant increase of the
heat flow across the core–mantle boundary. The solidification of a
100 km radius inner core can release ∼1010 W which is 1000 times
larger than Φ for a 200 km core radius planet. Under the assumption
that a heat flow high enough to overcome Earth-like ohmic
dissipation is required, these sources of heat and/or compositional
buoyancy could explain an early dynamo on the Moon or on small
radii objects.

5.2. The effect of a molten lower mantle layer on dynamo duration

If the rocks at the protocore–mantle boundary are at sufficiently high
temperature and pressure to be close to their melting temperature, heat

Fig. 5. Magnetic Reynolds number of the protocore as a function of its size from our
numerical models. The protocore radius differentiated after a single impact corresponds
to an impactor radius indicated on the top x-axis. The symbol shape is related to the
radius of the impacted planet and its color (black or white) to the time after the diapir
reaches the center of the impacted planet. The dotted line represents the numerical
results expected from a temperature-dependent viscosity model (i.e., Rem from
isoviscous models divided by a factor 1.4). The theoretical Reynolds number values
obtained from Eq. 21 are represented with a solid line (with ΔT0 corresponding to
R=4000 km) and a dashed line (with ΔT0 corresponding to R=2000 km). The gray
domain illustrates Rem

crit above which a dynamo is plausible.
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transfer fromtheprotocore cancause theprogressive growthof amantle
melt layer (see Eq. 5 and Fig. 2). Assuming that the undifferentiated
mantle surrounding theprotocore is homogenous, that gravity decreases
linearly with depth and that (RFe/R)2bb1, the pressure at the core
mantle boundary is:

PCMB ≈
2
3
πGρ2

0R
2 ð26Þ

For the impacted planet radii range in our models, PCMB ranges
from 10 to 50 GPa. The formation of a molten layer then depends on
the initial temperature of the protocore which is governed by the
impacted planet radius R (see Eq. 5). Melting occurs when the initial
protocore temperature is larger than the solidus of the surrounding
material. In the isoviscous case, Fig. 2 shows that the protocore
temperature overcome the solidus temperature of the surrounding
mantle only when RN3500 km with a chondritic composition (Agee,
1997) or when RN4500 km with a dry peridotite composition (Zerr
and Boehler, 1994). When the viscosity of the diapir is smaller than
the surrounding undifferentiated solid mantle, the initial temperature
of the protocore is smaller and it is more difficult to form a molten
layer unless the pre-impact temperature T0 at the center is increased
by ≈500 K. As mentioned in Section 2.1, the pre-impact temperature
is a function of the accretion rate and of the early radiogenic heating.
In our models the pre-impact thermal state is homogenous and
T0=1250 K. Hence, in our single impact scenario, the formation of a
molten layer at the top of the protocore without additional silicate
differentiationwould require a pre-impact temperature that increases
with depth.

The conductive heat flux applied to Eq. 25 is not appropriate if heat
transfer from the core melts the lower mantle. Vigorous convection
within a growing melt layer will enhance the heat transfer from the
protocore. Thus, mantle melting can increase the likelihood of
dynamo action over the conditions identified in Fig. 4 but, in return,
can decrease the duration of an early dynamo as heat will be removed
more quickly. Hence, a key issue is to knowwhether convection in the
melt layer will cause the core to freeze. In the case of a molten layer,
the duration of a dynamo is limited by the time needed to remove the
excess heat (the specific heat plus the latent heat of crystallization)

from the protocore with a heat flow Q. In that case, the duration of the
dynamo is:

tdynamo ≈
4πR3

FeρFe Cp;Fe Tcore−Tmelt;Fe

� �
+ LFe

h i
3Q

ð27Þ

where Tmelt, Fe and LFe are the melting temperature and the latent heat
of the metallic phase (see Table 1 for typical values). Fig. 6 shows the
time needed to remove the heat excess as a function of the planetary
radius for 3 different heat transfer types: solid state conduction, time-
dependent conduction and convection within a molten layer. Our
results show that this time can vary with several orders of magnitude.
In the case of a conductive layer, the time to remove the heat excess is
very long (≈109 yr) and the duration of an early dynamo is
essentially governed by the time during which vigorous convection
occurs within the protocore (≈106−107 yr). However, in the case
where a molten convecting layer forms above the protocore, core
freezing occurs in 103−104 yr, potentially limiting the duration of the
dynamo to b10 ky. As underlined in Fig. 2, the extent of melting
depends on the composition of the surrounding rocks and on the
easiness to cross the solidus. Hence, the composition of the early
mantle is also a key parameter in the duration of the early dynamo.

5.3. Future investigations

This dynamo initiation model is a first step toward a more general
model of core formation. From the results of our models, several
questions need to be addressed:

1. How do hyper-velocity impacts affect the heat repartition after an
impact and how does this in turn enhance an impact-induced early
dynamo? The fraction of kinetic energy (γ) that is retained as heat
below the impact site and the spatial heat repartition after an
impact (hm) are key parameters to characterize the early inner
thermal state of growing planets. Better constraints on these
parameters would greatly assist any models that investigate the
thermal consequences of impacts early in a planet's history.

2. How will multiple diapirs from multiple impacts affect the early
protocore thermal state? The sinking of multiple metallic diapirs will
strongly affect the thermal state of both the core and the mantle and
may play a key role on the temperature contrast between these two
reservoirs (Golabek et al., 2009). This prospect is currently beyond the
scope of this study because of the geometry used in our numerical
models (axisymmetric spherical). However, our study gives a
parametrization of the inner thermal consequences after a single
large metallic diapir sinking. The scalings proposed here could be
used to compute more accurate one dimensional thermal evolution
models of growing planets.

3. What is the influence of the timescale between two successive
impacts? If a second impact occurs shortly after the first (i.e., within,
say, three thermal diffusion timescales RFe2/κ.), then the thermal
effect of the first impact will still be present within the mantle and
the second diapir will sink into a warmer and less viscous mantle.
The second diapir will descendmore quickly.Moreover, the viscosity
contrast between the second diapir and the hotter mantle will
decrease and viscous heating will be relatively enhanced within the
second metallic diapir (see Section 2.2).

4. In the framework of a late giant impact between two differentiated
bodies, what is the effect of the core merging on the dynamo
activity? The thermal effect of giant impact on dynamos has been
recently studied (Reese and Solomatov, 2010; Roberts et al., 2009)
but the dynamics of merging between the preexisting core and the
impactor's core and the thermal consequences have also to be
considered in future models. Within the framework of our model, a
giant impact might kill a preexisting dynamo depending on size of
the impactor as the thermal effect of both the impact and the

Fig. 6. Time to remove the excess heat from the protocore for 3 different protocore–
mantle boundary heat transfers as a function of the planetary radius. The dotted line
represents the case of a conductive boundary layer (Eq. 22, δ=RFe and Eq. 27) and the
dashed line represents the case of a time dependent conductive boundary layer (Eq. 22,
δ = 2

ffiffiffiffiffi
κt

p
and Eq. 27). The black line shows the case where a molten layer surrounds

the protocore (Eq. 23, ηmelt=100 Pa.s and Eq. 27). This time also depends on the size of
the protocore. For each case, 2 lines delimit a domain from RFe=150 km (lower line) to
500 km (upper line).
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viscous heating during the sinking may reduce the total heat flow
across the CMB.

5. How would a second large impact or merging phenomenon change
the Hf–W systematics? Depending on the efficiency of equilibration
between the impactor's core and the impacted body's mantle, this
merging phenomenon may be a major feature of the current W
isotopes composition of planets and influence the Hf–W chronology
of accretion (Jacobsen, 2005).

6. Conclusions

The dynamics of terrestrial planetary accretion governs their
differentiation histories and their potential for early magnetic fields.
We have shown that under Earth-like conditions for ohmic dissipation
in the core impactors (with RimpN625 km) leading to major
differentiation events during early stages of planetary formations
can initiate early dynamos. If the ohmic dissipation criterion is
relaxed, allowing dynamo action simply if the critical magnetic
Reynolds number in the core is exceeded, we find that dynamo action
is possible for a larger range of impactors and planets (notably smaller
impactors and smaller impacted bodies). Such early dynamos can
persist for several kyr to several Myr depending on the size of both the
impactor and the impacted body and depending on the heat transfer
regime across the protocore. The duration of the early dynamo is
also a strong function of the rheology of the early mantle of the
impacted body. This rheology determines the sinking velocity of the
metallic diapir, the amount of viscous heating during the sinking and
the ease to remove the heat from the protocore in the case of a molten
layer.
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Can a sinking metallic diapir generate a dynamo?
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[1] Metallic diapirs may have strongly contributed to core formations during the first
million years of planetary evolutions. The aim of this study is to determine whether the
dynamics induced by the diapir sinking can drive a dynamo and to characterize the required
conditions on the size of the diapir, the mantle viscosity and the planetary latitude at which
the diapir sinks. We impose a classical Hadamard flow solution for the motion at the
interface between a spherical sinking diapir and a viscous mantle on dynamical simulations
that account for rotational and inertial effects in order to model the flow within the diapir.
The flows are confined to a velocity layer with a thickness that decreases with increasing
rotation rate. These 3D flows are is then used as input for kinematic dynamo simulations to
determine the critical magnetic Reynolds number for dynamo onset. Our results
demonstrate that the flow pattern inside a diapir sinking into a rotating planet can generate
a magnetic field. Large diapirs (R > 10 km) sinking in a mantle with a viscosity ranging
from 109 to 1014 Pa.s provide plausible conditions for a dynamo. Equatorial sinking diapirs
are confined to a thicker velocity layer and are thus possibly more favorable for dynamo
generation than polar sinking diapirs. In addition equatorial sinking diapirs produce
stronger saturated magnetic fields. However, for the range of parameters studied here,
estimation of the intensity of diapir-driven magnetic fields suggests that they could not
have contributed to the lunar or Martian crustal paleomagnetic fields.

Citation: Monteux, J., N. Schaeffer, H. Amit, and P. Cardin (2012), Can a sinking metallic diapir generate a dynamo?,
J. Geophys. Res., 117, E10005, doi:10.1029/2012JE004075.

1. Introduction

[2] Episodic migration of large volumes of iron may have
strongly contributed to core formations during early plane-
tary evolution [Stevenson, 1981]. Complete separation of the
metallic phase from the silicate chondritic material may
occur within only several million years on terrestrial planets
[Kleine et al., 2002; Yin et al., 2002; Touboul et al., 2007].
Such a fast process necessarily involves melting of the
metallic phase which requires a large amount of energy. This
energy can be provided by radiogenic heating [Yoshino et al.,
2003], impact processes [Tonks and Melosh, 1993] or grav-
itational energy release during metal-silicate separation
[Šrámek et al., 2010]. Once molten, the dense metallic phase
can sink toward the center of the planet via various phe-
nomena such as percolation through a solid matrix [Shannon
and Agee, 1996], settling of metallic droplets within a con-
vecting magma ocean [Rubie et al., 2003;Höink et al., 2006],

two-phase flow dynamics [Ricard et al., 2009; Šrámek et al.,
2010] or Rayleigh-Taylor instabilities [Stevenson, 1981;
Honda et al., 1993]. These various processes may lead to a
wide range of characteristic length scales [Karato and
Murthy, 1997]. Percolation and metal rainfall occur at small
length scales (�10�2 m) and can ultimately form a dense
metallic layer at the bottom of a magma ocean. Then, depending
on the thickness of this accumulated metallic layer, Rayleigh-
Taylor instabilities can mobilize up to 100-km sized diapirs
[Honda et al., 1993].
[3] Large scale metallic volumes can also be separated

from silicates by differentiation events following a large
impact on an undifferentiated planet [Tonks and Melosh,
1993; Monteux et al., 2009]. Indeed, after a large impact a
fraction of the kinetic energy is transferred at depth to thermal
energy via shock waves propagation and may separate
locally the metallic phase from the silicate phase. Then, the
dense metallic phase overcomes viscous heating during its
sinking toward the center of the planet. If the separated
metallic volume is hot enough, vigorous convection occurs
within the metallic phase once it has reached the center of the
planet, and a dynamo can be generated [Monteux et al.,
2011a]. Ultimately, large iron cores of planetesimals could
even have directly sunk into the pre-existing core just after an
impact [Benz et al., 1987; Monteux et al., 2011b]. In this
study, we termmetallic diapir every volume of iron that sinks
toward the center of the growing planet independently of its
size or sinking process.
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[4] Large metallic diapirs lead to a large deviatoric stress
that deforms the surrounding material and accommodates the
sinking of the diapir toward the center of the planet. Depend-
ing on the rheology of the surrounding mantle, negative
metallic diapirism may lead to viscous deformation [Monteux
et al., 2009], non-linear rheology [Samuel and Tackley, 2008],
elasto-plastic deformation [Gerya and Yuen, 2007] or even to
fracturing if the ultimate strength of solid rocks is exceeded
[Davies, 1982; Stevenson, 2003]. During the early times of
planetary formation extinct radioactivities (26Al and 60Fe)
and large impact heating have played a major role in the
thermal budget of the planets. This early heating was retained
in the internal part of the planet, leading to a hot proto-mantle
and favoring sinking via viscous deformation. Hence, large
metallic diapirs potentially sank toward the center of the
planet in a Hadamard-regime [Hadamard, 1911] with a
timescale that is a function of the viscosity of the proto-
mantle [Karato and Murthy, 1997]. This Hadamard flow
constrains the internal dynamics of the diapir.
[5] Can a sinking metallic diapir generate a dynamo?

Dynamo theory requires three main conditions for the gen-
eration of magnetic field: a fluid with large electrical con-
ductivity, large velocities and some favorable flow pattern. In
large-scale dynamos operating in planetary outer cores, the
energy source generating large velocities is typically thermo-
chemical convection driven by secular cooling and light
element release due to a freezing inner core [Olson, 2007].
However, non-convective energy sources may also drive
dynamos, for example precession [Tilgner, 2005], tidal dis-
tortion of the core-mantle boundary (CMB) [Le Bars et al.,
2011] or heterogeneous mechanical boundary conditions
[Guervilly and Cardin, 2010].
[6] Kinematic dynamos provide vital information about

the efficiency of magnetic field generation for different flow
morphologies [Gubbins et al., 2000a, 2000b]. Very simple
laminar flows often lack significant helicity which is an
important ingredient for a dynamo [Moffatt, 1978]. They are
therefore inefficient in generating a magnetic field, which
requires the magnetic Reynolds number to exceed large critical
values [Gailitis, 1970; Dudley and James, 1989; Moss, 2008].
Even if the helicity is not indispensable in the dynamo process,
these kinematic dynamo models have shown that it is a favor-
able factor. Self-consistent 3D numerical dynamomodels show
a hemispheric anti-symmetric pattern of helicity associated
with the a2 dynamo mechanism [Olson et al., 1999]. In these
models helicity is generated by the action of the Coriolis force
that yields positive/negative radial vorticity correlated with
downwelling in the northern/southern hemisphere respectively
[Olson et al., 2002; Amit et al., 2007].
[7] We use kinematic dynamo simulations to determine the

critical magnetic Reynolds number above which the flow
strength (for a given flow pattern) is sufficient to amplify a
magnetic seed field. To resolve the flow inside the diapir, we
impose the simple flow pattern of a viscous bubble as a
mechanical outer boundary condition on a dynamical simu-
lation. Because the diapir is in a rotating planetary reference
frame and its low viscosity may accommodate inertial effects,
we take into account Coriolis and inertial forces. These
rotational and inertial effects may help dynamo action by
introducing helicity to the dynamics within the interior of the
sinking diapir.

[8] The aim of this study is to determine whether such
sinking dynamics can drive a dynamo, and to constrain the
required conditions for the size of the diapir and the mantle
viscosity of the planet. In addition, we also investigate the
importance of the planetary latitude at which the diapir sinks
on the conditions for obtaining a dynamo. In section 2, we
show that there exists a considerable range of parameters in
which large metallic diapirs are stable. The theory and
method are described in section 3. We present the results of
our models in section 4. In section 5 we discuss the diapir
driven magnetic field growth rate and intensity from an initial
interplanetary magnetic seed field. In section 6 we discuss the
feasibility of obtaining diapir driven dynamos in geophysical
conditions. Conclusions and possible planetary implications
are highlighted in section 7.

2. Stability of Large Metallic Diapirs

[9] In the laminar flow regime, the sinking velocity of a
metallic diapir obeys a Hadamard velocity [Hadamard, 1911;
Batchelor, 1967; Monteux et al., 2009]

U ¼ 2

9

hþ hs
hþ 2

3hs

� �
DrgR2

hs
≃
1

3

DrgR2

hs
ð1Þ

where h is the viscosity inside the diapir, hs is the viscosity of
the surrounding mantle (with hs ≫ h), Dr is the density dif-
ference between the metallic diapir and the silicate mantle, g
is the gravitational acceleration at the depth of the diapir and
R is the radius of the metallic diapir. For early partially
molten planetary mantles, Dr � 5000 kg/m3 and hs � 107–
1013 Pa.s [Karato and Murthy, 1997]. Actually, the gravity
and the sinking velocity decrease with depth. For simplicity
however, we fix the gravity in the partially molten zone to a
constant value of g� 5 m/s2 (intermediate value between the
Moon’s and the Earth’s surface gravities). The sinking veloc-
ity from equation (1) is related to the Stokes velocity by
UStokes = 2U/3 which is the velocity of a solid sphere sinking in
a viscous medium (i.e. hs ≪ h).
[10] Whether a large metallic diapir will break depends on

the stability of the surrounding flow, which is depicted by
the Reynolds number Res based on the sinking velocity U
and the fluid properties of the surrounding mantle:

Res ¼ rsUR
hs

¼ rsDrgR3

3h2s
ð2Þ

where rs� 5000 kg/m3 is the estimated density of the mantle.
For Res ≳ 103, viscous forces are negligible compared to
inertia and diapir break-up occurs. When 1 ≲ Res ≲ 103, the
diapir may or may not break depending on the importance of
inertia over surface tension forces. For Res ≲ 1, inertia is
negligible and no break-up occurs [Samuel, 2012]. In
Figure 1, we represent the stability domain for large metallic
diapirs as a function of diapir size R and mantle viscosity hs.
The conservative upper bound Res = 10 plotted in Figure 1
provides a limit on candidate diapirs for dynamo action.
Figure 1 shows that even very large diapirs can sink without
break-up if the molten mantle viscosity is sufficiently large.
[11] Because the mantle viscosity is strongly dependent on

the temperature, the thermal evolution of the protoplanet is a
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key parameter to define the plausible metal diapir sinking
regimes. In the early stages of planetary formation and before
the dissipation of potential energy associated with the full core
formation, the growing planets were schematically divided in
three domains: a completely molten shallow magma ocean, a
partially molten deep magma ocean and a solid core [Karato
and Murthy, 1997].
[12] The most superficial layer of a growing planet was

probably completely molten forming a several hundred
kilometers thick magma ocean. In this magma ocean, the
viscosity ranges 10�4–102 Pa.s. In the shallow magma ocean
and considering R > 1 km, Res ≫ 105 and turbulent effects
lead to emulsification and to rapid break-up of the metallic
diapir until it reaches a cm size [Rubie et al., 2003; Samuel,
2012]. However, Dahl and Stevenson [2010] have shown
that diapirs with radii larger than 10 km can survive complete
erosion and preserve most of their initial volume as they
reach the bottom of a 1000 km thick magma ocean. In the
turbulent magma ocean, the metallic material rapidly segre-
gates from silicates and forms a layer above the rheological
transition separating the fully molten magma ocean to the
partially molten magma ocean [Höink et al., 2005]. From the
iron layer cumulated at the bottom of the molten magma
ocean, Rayleigh-Taylor instabilities can mobilize large vol-
ume of iron by diapirism [Stevenson, 1981; Honda et al.,
1993].
[13] From the bottom of the outermost magma ocean, tem-

perature and melting fraction decrease with depth [Safronov,
1978; Kaula, 1979; Senshu et al., 2002] and the viscosity
rapidly increases to 107–1013 Pa.s [Karato and Murthy, 1997]
(see Table 1). Assuming that U is a Stokes velocity, for a
100 km radius diapir the typical value of Res within this par-
tially molten reservoir ranges between 109 and 10�3, while for
a 1 km radius diapir Res ranges between 10

3 and 10�9. Hence,

in this zone and with a favorable diapir size and viscosity
regime, diapirs can potentially settle in a laminar flow regime
(see Figure 1). Within the solid deep core, the viscosity was
probably larger than 1018 Pa.s thus also leading to a laminar
Stokes flow regime.
[14] Severe heatings associated with large impacts are

phenomena that often occur especially at the end of planetary
accretion. In a local volume deep below the impact site, the
temperature dramatically increases up to the solidus temper-
ature of silicates which results in massive melting. If the
molten volume is not differentiated before the impact, a local
separation occurs in a nearly spherical volume [Tonks and
Melosh, 1992; Monteux et al., 2009]. The impactor’s core
material can eventually be collected in the impact-produced
magma pool where the local Res ≫ 1 [Deguen et al., 2011].
Then, the sinking of this large collected volume is governed
by the rheology of the surrounding material and may occur in
a laminar Stokes flow regime depending on the viscosity of
the mantle. We restrict our study to the laminar flow regime

Figure 1. Candidate diapirs for possible dynamo action (shaded region) must have Res ⪅ 10 to be stable
and Rm ≳ 100 for magnetic induction to be possible. The Ro = 1 contour shows that larger hs gives more
dominant rotational effects in the fluid dynamics inside the diapir (above this line Ro > 1). For definitions
of Res, Rm and Ro see equations (2), (3) and (7).

Table 1. Reference Values for Some Diapirs of Radius R Sinking
in a Mantle of Viscosity hs, Which Are Possible Candidates for
Driving a Dynamo

R (km) hs (Pa.s) U (m/s) Res Rm E Ro

0.1 107 8 0.4 400 10�6 103

1 107 800 400 4 � 105 10�8 104

1 109 8 0.04 4 � 103 10�8 100
10 109 800 40 4 � 106 10�10 103

10 1011 8 ≪1 4 � 104 10�10 10
10 1013 0.08 ≪1 400 10�10 0.1
100 1011 800 4 4 � 107 10�12 100
100 1013 8 ≪1 4 � 105 10�12 1
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where the diapir does not break. Hence, we particularly focus
on the dynamics of a diapir sinking in the deep and partially
molten magma ocean.

3. Theory and Method

[15] The growth or decay of a magnetic seed field Bi

depends on the diapir magnetic Reynolds number Rm which
represents the ratio of advection of magnetic field by the flow
to magnetic diffusion

Rm ¼ UR

l
¼ DrgR3

3hsl
ð3Þ

with l � 1 m2/s being the magnetic diffusivity of liquid iron
inside the diapir [Olson, 2007]. Numerical dynamo simula-
tions of rotating convection in a spherical shell show that Rm
≳ 100 is a necessary condition for magnetic field generation
[Christensen and Aubert, 2006]. Figure 1 shows the limit
Rm = 100 as a function of diapir radius R and mantle vis-
cosity hs. Combining the conditions on Res and Rm, we find a
considerable range of diapirs (with R ≳ 100 m and the full
estimated range of hs) that are both stable against break-up
as well as sufficiently fast for significant magnetic induction.
It is not clear however whether the particular flow pattern
inside the diapir is capable of generating a magnetic field.
The goal of this study is to verify the feasibility of dynamo
action by a diapir sinking flow.
[16] The laminar flow patternwithin a sinking diapir in a non-

rotating system is well known from theoretical [Hadamard,
1911; Batchelor, 1967] and experimental [Spells, 1952] stud-
ies. This circulation pattern consists of a purely poloidal one-
roll axisymmetric velocity field [Batchelor, 1967]:

Ur r; qð Þ ¼ U R2 � r2
� �

cos q ð4Þ

Uq r; qð Þ ¼ �U R2 � 2r2
� �

sin q ð5Þ

where r and q are the radial and co-latitude spherical coor-
dinates in the reference frame of the diapir. During its sink-
ing, a spherical diapir might deform depending on the
rheological properties of both the metallic and the silicate

phases [Monteux et al., 2009; Ulvrová et al., 2011]. For sim-
plicity we assume that the diapir maintains a spherical shape
during its sinking. Figure 2 shows the internal circulation
obtained using the thermo-chemical convection code devel-
oped by Monteux et al. [2009]. The flow pattern is in good
agreement with both the theoretical and the experimental
results and weakly depends on the viscosity ratio between the
sinking metallic diapir and the surrounding mantle.
[17] When the planet is rapidly rotating and the viscosity

of the diapir is sufficiently small, the Coriolis and inertial
forces must be taken into account. Two non-dimensional
numbers characterize the dynamical system: the ratio of
viscous to Coriolis forces is measured by the Ekman number

E ¼ n
WR2

ð6Þ

where n = h/r is the kinematic viscosity of the molten iron
and W is the rotation rate of the planet. The ratio of inertial to
Coriolis forces is characterized by the Rossby number

Ro ¼ U

WR
ð7Þ

where U is the amplitude of the sinking diapir velocity field
(equation (1)). The rotation rate W has probably decreased
during the early stages of planetary accretion from a couple
of hours [Agnor et al., 1999]. For simplicity, we consider in
our study a constant W equal to the current Earth value (see
Table 2).
[18] We solve numerically the non-dimensional Navier-

Stokes equation including Coriolis and inertial forces in a
spherical container representing the sinking diapir:

∂u
∂t

þ u⋅ruþ 2ez � u ¼ �rpþ Er2u ð8Þ

where u is the velocity field (in units of RW), t is time (in
units of W�1), ez is the unit vector in the direction of the
planetary rotation axis and p the reduced pressure. The
Hadamard velocity field (equations (4) and (5)) scaled by Ro
is imposed at the spherical outer boundary and drives the
flow within the diapir. When the hydrodynamic diapir Rey-
nolds number Re = Ro/E≪ 103 (not to be confused with Res),

Figure 2. Streamlines of a sinking metallic sphere (red) in an
undifferentiated planet (blue). The streamlines are in the mov-
ing frame of the sinking diapir. The ratio between the diapir
radius to the planetary radius is 0.125. The three images show
the flows for three different ratios between the mantle viscosity
hs and the diapir viscosity h. These results were obtained using
the thermo-chemical convection code developed by Monteux
et al. [2009] in spherical axisymmetric geometry.

Table 2. Estimated Parameters and Non-dimensional Numbers for
Present Earth’s Outer Core, a Candidate Sinking Diapir, and Input
Non-dimensional Numbers Used in Our Modelsa

Earth Diapir Models

n 10�6 10�6 -
l 1 1 -
R 3 � 106 102–105 -
W 7 � 10�5 7 � 10�5 -
U 5 � 10�4 10�5–103 -
E 10�15 10�12–10�6 10�5–10�2

Ro 10�6 10�3–104 10�3–1
Rm 103 102–108 103–105

Pm 10�6 10�6 10�1–105

aAll parameters are given in SI units. All values for Earth’s core are from
Olson [2007]. Diffusivities and rotation rate for diapirs are assumed to be as
for the Earth’s core. Note that in calculating the non-dimensional number
ranges for the diapir not all combinations of R and U are admissible,
since U depends on R (equation (1)). For the candidate sinking diapir, see
Figure 1.
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the expected flow pattern equations (4) and (5) is recovered
in the whole volume to a very good accuracy. Details of the
numerical method can be found in Appendix A.
[19] If the resulting three-dimensional flow u is stationary,

it is then used as input to a kinematic dynamo code, which
solves the induction equation

∂B
∂t

¼ r� u� Bð Þ þ E

Pm
r2B ð9Þ

where the magnetic field B is in units of
ffiffiffiffiffiffiffiffiffiffiffim0rFe

p
RW, and

Pm = n/l is the magnetic Prandtl number. m0 is the magnetic
permeability of free space (m0 = 4p � 10�7 H.m�1) and rFe
is the diapir density (rFe = 104 kg.m�3). Note that Rm
(equation (3)) can be rewritten as Rm = RoPm/E. A growing
magnetic field indicates the presence of a dynamo.
[20] If the Navier-Stokes simulation leads to a time-

dependent flow (as it is the case for high Ro and Re), we
resort to a much slower fully self-consistent dynamo code,
which solves the induction equation (9) coupled with the
Navier-Stokes equation (8) with the addition of the Lorentz
force (r � B) � B. We denote the critical magnetic Rey-
nolds number for the onset of a dynamo by Rmc. To charac-
terize the efficiency of the flow pattern in generating a
magnetic field, we also examine the helicity H = u⋅(r � u).
[21] The relevant parameters and non-dimensional numb-

ers are listed in Table 2, including their typical values for
Earth’s outer core, the possible ranges for the sinking diapir,
as well as values used in our numerical models. The most
significant variability and uncertainty appears in the size of
the diapir R and the viscosity of the surrounding mantle hs. It
is therefore worth-while writing the control parameters of
the models in terms of these two quantities. For example,

substituting equation (1) into equation (7) allows rewriting
the Rossby number as

Ro ¼ 1

3

DrgR
hsW

ð10Þ

Using fixed values for Dr, g, W, n and l, the input control
parameters E, Ro and Rm are given in terms of the diapir
size R and the mantle viscosity hs in Tables 1 and 2. For a
successful dynamo (Rm > Rmc) to be considered geophys-
ical, it is required to have E, Ro and Rm within the (rather
broad) estimated range for candidate diapirs (see Figure 1),
but also the magnetic Prandtl number must have the value of
molten iron, that is Pm � 10�6 [Olson, 2007]. We limit our
dynamical models to the rotational regime of Ro ≤ 1 but we
also investigate the ability of the simple laminar Hadamard
flow without rotation and inertia to generate a magnetic field.
[22] Two end-member scenarios are examined, one in

which the diapir falls on the geographic pole of the planet,
the other in which the diapir falls on the equator of the
planet. In the first the Hadamard flow forcing is parallel to
the planetary rotation axis, in the second the Hadamard flow
forcing is perpendicular to the planetary rotation axis (see
Figure 3). The consequences of these two end-member sce-
narios for the dynamo are compared.

4. Results

4.1. Fluid Flow Inside the Diapir

[23] We begin by reporting the velocity fields within the
diapir obtained by our dynamical model. Figure 4a shows a
solution for a large Ekman number of E = 10�2 and a Rossby
number of Ro = 10�1 for a polar sinking diapir. The meridi-
onal flow consists of a single poloidal roll anti-symmetric
with respect to the equator and axisymmetric with respect to
the rotation axis, as in the classical Hadamard flow solution
without rotation and inertia (equations (4) and (5)). However,
in addition the solution contains an azimuthal axisymmetric
toroidal flow component anti-symmetric with respect to the
equator, which is due to the Coriolis force. Compared to
Figure 2, the streamlines are distorted toward the outer part of
the sphere in response to the rotational effect. Note that the
radial flow is much weaker than the tangential flow. In the
rotational regime where Ro ≪ 1 the flow pattern is weakly
dependent on Ro. In this regime, the main difference between
flow models of two different Ro values is that the magnitude
scales linearly with Ro. For Ro� 1 and hence large Reynolds
numbers Re = Ro/E, the flow is no longer stationary.
[24] For smaller Ekman numbers (Figures 4b and 4c), the

flow pattern is qualitatively similar but is now confined to a
thinner layer below the boundary of the diapir. Figure 5
shows the thickness of the velocity layer h normalized by
the diapir’s radius as a function of E�1 for Ro = 10�2. The
decrease in h with decreasing E obeys a power law

h

R
¼ AEx ð11Þ

For a polar sinking diapir the prefactor is Ap � 4 and the
power is xp� 0.5 (Figure 5, red). The 1/2 power is suggestive
of an Ekman boundary layer control [e.g. Pedlosky, 1987], as
may be expected in a system governed by rotational effects.
The same results are found for all Ro < 1 values (not shown).

Figure 3. Schematic illustration of the geometries of the
two end-member sinking diapirs. In polar sinking (top) the
local gravity is parallel to the rotation vector, whereas in
equatorial sinking (right) the local gravity is perpendicular
to the rotation vector.
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Figure 4. Flow components and helicity for three different E values and Ro = 10�1 in the case of a polar
sinking diapir. The streamlines with black solid contours (representing counter-clockwise circulation) are
superimposed on the uf subplots. The sinking geometry is illustrated at the top of the figure where ur is
represented. The mean flow is axisymmetric.
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[25] We repeat the flow analysis for equatorial sinking
diapirs. Note that the visualization is in the planetary refer-
ence frame, so the north pole points in the direction of the
rotation rate (and not in the diapir sinking latitude). Here the
flow is symmetric with respect to the equator (Figure 6). In
this configuration, the rotation and sinking axes are per-
pendicular, so that the axisymmetry of the flow is lost.
Indeed, in the equatorial plane, the stationary flow is domi-
nated by an m = 1 spiral (see Figure 7), and the effect of
the Coriolis force tends to make the flow invariant along the
rotation axis (Figure 6). The analysis of the thickness of the
velocity layer for equatorial sinking diapir leads to the pre-
factor Ae � 2 and a power of xe � 0.25 (equation (11) and
Figure 5, green), reminiscent of a Stewartson internal layer
control [Stewartson, 1957; Schaeffer and Cardin, 2005].
[26] Because helicity favors dynamo action, we examine the

pattern of helicity and its dependence on E and Ro. For a polar
sinking diapir, the helicity is hemispheric anti-symmetric
negative/positive in the northern/southern hemisphere respec-
tively (Figure 4). This helicity pattern is governed by the
interaction between the latitudinal flow and the radial shear
of the azimuthal flow. As with the flow pattern, the thickness
of the layer of significant helicity decreases with decreasing
E. For equatorial sinking diapirs the helicity is also hemi-
spheric anti-symmetric (Figure 6). Here the hemispheric anti-
symmetric helicity pattern is obtained by the interaction
between the azimuthal flow and the radial shear of the lati-
tudinal flow.

4.2. Magnetic Field Generation

[27] First, we used the analytic Hadamard flow solution
without rotation and inertia (equations (4) and (5)). We found
no dynamo. Next, we accounted for the effect of rotation: for
each flow solution obtained by different combinations of E
and Ro, we search for the critical magnetic Reynolds number
Rmc above which dynamo action takes place. Figure 8 shows

the results of such a parametric study for a polar sinking diapir.
The smallest Rmc values (most favorable flow morphologies
for dynamo action) appear for E = 10�3. Weaker rotation
yields weaker helicity and subsequent field generation,
whereas stronger rotation confines the flow to a thinner layer
and thus dynamo action is once again less efficient. In the
rotational regime where Ro ≪ 1, Rmc does not depend on Ro.
This is expected because the flow pattern is almost indepen-
dent of Ro for Ro≪ 1. On approach toRo� 1, the flow pattern
changes and some non-trivial dependence of Rmc on Ro
emerges.
[28] The results of the parametric study for the equatorial

sinking diapirs (Figure 9) are similar to those for the polar
sinking diapirs. Because the flow of equatorial sinking dia-
pirs is not axisymmetric, one must compute the velocity and
magnetic fields with many coupled azimuthal modes, leading
to much higher computation times (10 to 30 times longer)
than in the polar sinking dynamos. Hence, we decided to
focus on E ≤ 10�3 and 0.1 ≤ Ro < 1. The smallest Rmc for
equatorial sinking diapir was found for E = 10�4. From
Figures 8 and 9 we can see thatRm has to be at least larger than
3000 to envision a diapir driven dynamo generation which
restricts the candidate diapir domain (Figures 1 and 10).
[29] Figure 11 shows images of the magnetic field for a

diapir sinking from the equator for two sets of parameters
((E = 10�5, Ro = 0.3), top; (E = 10�4, Ro = 0.1), bottom). The
magnetic field is characterized by small scale features as the
flow within the diapir becomes more turbulent (Figure 11,
bottom). Note that in the equatorial sinking case, even at
small Ekman number, the magnetic field is strong in a sig-
nificant volume fraction, despite the confinement of the flow
to a narrower layer.

5. Magnetic Seed Field Growth Rate
and Saturation

[30] We have demonstrated that a sinking diapir can gen-
erate a dynamo. Next we estimate the intensity of the mag-
netic field, in particular whether the sinking time is long
enough for the magnetic field to reach saturation before
arriving at the bottom of the partially molten mantle. This
requires the computation of the non-linear dynamo problem,
i.e. the simultaneous solution of the coupled momentum and
induction equation. As initial condition, we consider a uni-
form interplanetary magnetic seed field Bi = 3 � 10�9 T
[Riedler et al., 1989]. We monitor the intensity of the dipolar
component of the magnetic field at the diapir surface as a
function of time from a successful dynamo model of equa-
torial sinking diapir. We have computed several such dyna-
mos, all of them exhibiting a similar behavior: strong small
scale magnetic field within the diapir (Figure 11), with rela-
tively weak dipolar field at its surface. In Figure 12, the time
is non-dimensionalized by the time a diapir with radius R
needs to travel a distance R. The magnetic field is saturated
before a 10 km diapir reaches the bottom of a 200 km depth
partially molten mantle. For polar diapirs (not shown), the
saturated field is slightly weaker and the growth rate is slower
compared with the equatorial case.
[31] We also monitor the corresponding magnetic field

intensity at the surface of the planet as a function of time
(Figure 12, red line). The intensity of the magnetic field

Figure 5. The non-dimensional thickness of the velocity
layer h/R as a function of E�1 for Ro = 10�2 in log-log scale.
The depth is defined where the azimuthal velocity drops to
10% of its maximum value at colatitude 60� (for polar sink-
ing diapir, red) or at co-latitude 90� (for equatorial sinking
diapir, green).
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Figure 6. As in Figure 4 for equatorial sinking diapirs. As in Figure 4, the vertical direction points to the
rotation axis of the planet.
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Figure 7. Illustration of the geometry and flow components in the equatorial plane of the planet for
E = 10�4 and Ro = 10�1 for an equatorial sinking diapir.

Figure 8. Regime diagram of kinematic dynamos for polar sinking diapirs. Black circles are no dyna-
mos, red circles are dynamos. The values of Pm for the dynamo cases in log-scale are represented by
the size of the red circles (see legend).
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decreases with the distance d from the surface of the
diapir:

B � B0
d

R

�‘�2

ð12Þ

where ‘ is the spherical harmonic degree. We consider the
dipolar component of the magnetic field (i.e. ‘ ¼ 1) which
is the strongest contribution far from the generating
region. The magnetic field intensity generated by the dia-
pir deep in the mantle never overcomes the initial mag-
netic seed field intensity. This means that within the range
of parameters of our study (Ro ≤ 1, Ek ≥ 10�5 and

Pm ≥ 10�1), a dynamo generated by a sinking metallic
diapir is unlikely to leave a footprint on the surface
paleomagnetic field of a growing planet.

6. Discussion

[32] We studied dynamos generated by 3D circulation
driven by Hadamard flow on the outer boundary under the
influence of the Coriolis force (Ro ≲ 1, E ≪ 1). This is an
important constraint, which restricts the candidate diapirs
from our models to the region below the Ro ≃ 3 line of
Figure 10, where rotational effects are important. In the
highly rotational regime of Ro ≪ 1 the flow morphology as

Figure 9. As in Figure 8 for equatorial sinking diapirs.

Figure 10. A refined diagram of candidate diapirs for dynamo action. We constrain the candidate diapirs
from the results of our models to the dark shaded zone. Successful dynamos are represented with green
symbols (squares for polar and circles for equatorial sinking diapirs). The blue solid line for Rm = 3000
represents the minimum value for a successful dynamo from our models. The red dashed line for Ro = 1
represents the limit of the rotational regime investigated in our study. We also represent the Ro = 0.1 value.
Larger but moderate Ro values marked by the Ro = 3 line (not studied here) may possibly lead to dynamo
action. We extend the domain to hs = 1014 Pa.s where dynamos were observed in our models.
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well as Rmc do not depend on Ro. The behavior of the sys-
tem for Ro � 1 is complicated to investigate due to com-
putational limitations. In these systems turbulence becomes
important, the flow is unsteady and temporal fluctuations
dominate the dynamics. This regime can eventually lead to
more complex flows and favor dynamo generation, although
it is unlikely [Peyrot et al., 2007; Ponty and Plunian, 2011].
[33] Can sinking diapirs produce dynamos in nature? In

our numerical simulations, all physical parameters are in the
geophysical range except for the liquid iron viscosity, which
influences both Ekman and magnetic Prandtl number.
Unfortunately, simulations with lower E are computationally
very costly. In Figures 8 and 9 the magnetic Prandtl number
Pm is represented by the size of the circles in the dynamo
cases, so that larger circles represent smaller Pm, closer to

the geophysical value. Both these figures show that we have
obtained dynamos at smaller Pm values when decreasing E.
In the regime which is accessible for our simulations,
the lowest Pm values are on the order of 0.1, five orders
of magnitude too large. Such computational problems of
obtaining Earth-like E and Pm values are ubiquitous to all
numerical dynamo studies [Christensen and Aubert, 2006;
Christensen and Wicht, 2007].
[34] From Figures 8 and 9, we obtain the critical magnetic

Reynolds number Rmc for each combination of E and Ro
values. This global Rmc scales with R3 (equations (1) and
(3)). Lowering the Ekman number confines the flow to a
narrow velocity layer at the outer part of the diapir, which
results in larger Rmc. This motivates defining a local critical

Figure 11. Example of dynamo magnetic fields for an equatorial sinking diapir. (left) The f-component
of the magnetic field in an arbitrary meridional cross-section and (right) the Z-component of the magnetic
field in the equatorial plane. (top) E = 10�4, Ro = 0.1, Pm = 20, Re = 103 and (bottom) E = 10�5, Ro = 0.3,
Pm = 0.5, Re = 3 � 104.
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magnetic Reynolds number Rmc
L based on the thickness of

the velocity layer h:

RmL
c ¼ h

R
Rmc ð13Þ

[35] Using the best fits to h from Figure 5, we plot Rmc
L as

a function of E�1 in Figure 13. It is difficult to extrapolate a
relation between Rmc

L and E. Based on this figure, Rmc
L

appears to have an asymptotic behavior with decreasing E,
with polar sinking dynamos seeming to be favorable. How-
ever, the thickness h of that layer is much larger in the
equatorial sinking case (h � E1/4) than in the polar sinking
case (h � E1/2). It thus appears that dynamo generation from
a sinking diapir could be favored by equatorial sinking dia-
pirs for realistic Ekman numbers. Even in the very pessi-
mistic case, where Rmc � 105 (two orders of magnitude
larger than our optimal model) for realistic Ekman numbers,
giant diapirs (radius from 30 to 100 km) can still produce
strong magnetic fields during their sinking. In addition, the
turbulent fluctuations may limit the decrease of h with
decreasing E (Figure 5), leading to the decrease of Rmc at
low E (equation (13)). However, lowering the Ekman num-
ber will lead to smaller scale magnetic field generation (as
suggested by Figure 11), leading to a possibly lower mag-
netic field at the surface of the planet.

7. Conclusions and Perspectives

[36] Our results show that the flow pattern driven by a
diapir sinking through a partially molten mantle within a

rotating planet can generate a magnetic field. This dynamo
generation seems more favorable for a diapir sinking from
the equator than from the planet’s rotational pole. Large
diapirs (R > 10 km) sinking in a mantle with a viscosity
ranging from 109 to 1014 Pa.s (see Table 1) provide plausible
conditions to generate a transient dynamo that may have
occurred in the early history of terrestrial planets or imme-
diately after a giant impact and the subsequent core merging
process. However, the magnetic field generated by a single
diapir in our models is too weak to contribute to the paleo-
magnetic field recorded on Mars or on the Moon.
[37] Several questions arise from our results:
[38] 1. What is the influence of the intensity of the mag-

netic seed field on the feasibility of a diapir driven dynamo?
We have considered in this study the very weak homoge-
neous interplanetary magnetic seed field. However, mag-
netic fields are expected to be generated in planetary cores
during the early evolution of planets and moons [Monteux
et al., 2011a]. The presence of a stronger magnetic field
during early planetary evolutions may change the flow
inside the diapir, leading to faster and stronger magnetic
field amplification.
[39] 2. How will multiple diapirs affect the early planetary

magnetic fields? Large diapirs are not isolated events during
planetary differentiations. The presence of multiple diapirs
may influence the sinking dynamics of each diapir [Manga
and Stone, 1993] and hence the dynamo generation.
[40] 3. Can the magnetic field of the sinking diapirs help to

start the planetary dynamo? If the convective planetary
dynamo is subcritical [Christensen et al., 2001], i.e. the
dynamo cannot start without a strong initial field, the core

Figure 12. Intensity of the dipolar magnetic field generated by an equatorial sinking diapir as a function
of time with Ro = 1, E = 10�5, Rm = 105, Pm = 1. The intensity of the magnetic field is non-dimensiona-
lized by

ffiffiffiffiffiffiffiffiffiffiffim0rFe
p

RW rFe = 104 kg.m�3 and R = 10 km. The blue line represents the evolution of the dipolar
magnetic field at the surface of the diapir, and the red line at the surface of the planet.
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merging process could bring the required magnetic field
intensity inside the planetary core to trigger a dynamo.

Appendix A: Numerical Method

[41] Our three-dimensional spherical code uses a second
order finite differences scheme in the radial direction and
pseudo-spectral spherical harmonic expansion in the tan-
gential direction using the high performance SHTns library
(N. Schaeffer, Efficient spherical harmonic transforms aimed
at pseudo-spectral numerical simulations, preprint, 2012,
arXiv:1202.6522). The time stepping uses a semi-implicit
Crank-Nicholson scheme for the diffusive terms, while the
non-linear terms are handled by an Adams-Bashforth scheme
(second order in time). To calculate the 3D flow, the
momentum equation is time stepped in the spherical fluid
shell with imposed velocity field at the spherical outer
boundary. For kinematic dynamo simulations the induction
equation is solved with an insulator outside the outer
boundary and an imposed stationary 3D velocity field. The
full dynamo problem can also be solved with coupled
induction and momentum equations.
[42] We want to emphasize that there is no solid inner

core: our code supports fluid that fills the whole sphere. The
method to overcome numerical instability near r = 0 is based
on the fact that the minimum length-scale resolved by a
spherical harmonic expansion truncated at degree ‘max is
about pr=‘max. Hence when r → 0, we resolve smaller and
smaller angular length-scale, which is at best useless, and
can lead to numerical instabilities. We overcome this limi-
tation with a spherical harmonic truncation ‘tr that depends
on r. Specifically, we use

‘tr rð Þ ¼ 1þ ‘max � 1ð Þ r

rmax
ðA1Þ

Although the finite difference scheme has a theoretical error
that scales like 1/r, the numerical solutions of the velocity
field and magnetic field are perfectly smooth near r = 0, with
flow and magnetic field that are allowed to cross r = 0. We
use ‘max ranging from 20 to 90 and the number of radial grid
points ranges from 100 to 300 depending on the strength of
inertial effects (measured by the hydrodynamic Reynolds
number Re = Ro/E).
[43] In the case of a diapir falling on the planetary pole,

the boundary conditions are symmetric by rotation around
the rotation axis of the planet. This implies that the station-
ary flow is axisymmetric (when there are no instabilities).
When computing the kinematic dynamo problem with an
axisymmetric flow, the various azimuthal wave numbers m
of the magnetic field are independent. Moreover, it is known
from the Cowling theorem that the magnetic field must
include non-axisymmetric (m > 1) terms [Cowling, 1934].
Hence we search for magnetic field with m = 1, m = 2 and
m = 3 separately. We find that most often the first growing
magnetic field mode is the one with m = 2.
[44] In the case of a diapir falling on the planetary equator,

the boundary conditions are not symmetric by rotation
around the rotation axis of the planet. However, they are
purely m = 1, and we find that the stationary flow, without
inertial effects (small Ro/E) is mainly a spiralling m = 1 flow.
When inertial effects are not negligible, all azimuthal wave
numbers are present in the flow, leading to longer compu-
tations, where we usually set mmax ¼ ‘max=2, which seems to
be a reasonable truncation scheme when looking at the
resulting spectra. The kinematic dynamo computation also
requires all azimuthal wave numbers to be computed at once
because they are coupled by the m > 0 flow. We use the
same truncation as for the flow, and for some cases we
verified that larger truncations did not change the dynamo
onset threshold significantly.

Figure 13. Local magnetic Reynolds number Rmc
L as a function of E�1. Rmc

L is obtained by combining
the results for Rmc from Figures 8 and 9 (choosing the most favorable Ro value for each value of E) and
the fits for h from Figure 5.
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a b s t r a c t

A giant impact occurring within the first 500 Myr of martian history may have been responsible for the
dichotomy between the northern lowlands and the southern highlands and may have influenced the ini-
tiation or cessation of early and short-lived core dynamo. We hypothesize that a significant volume of
metallic iron from a differentiated impactor merged with a preexisting martian core. We investigate
the dynamics and thermal effects of this core merging, assuming that the impactor’s core sank as a single
metallic diapir through a solid mantle. We explore the consequences of this process for dynamo action
and for Mars’ magnetic field history. For large impacts (with radii larger than 100 km) and plausible man-
tle viscosities, merging is expected to occur in less than 1 Myr. Depending on the temperature-depen-
dence of the mantle viscosity, viscous dissipation within the diapir may be very large. Where thermal
mixing of the hot diapir into a preexisting core is complete, merging can increase the temperature gra-
dient to the surrounding mantle and consequently drive a dynamo until this additional heat is transferred
to the mantle, which takes on the order of 100 Myr. If merging leads to strong thermal stratification in the
core, however, dynamo action may be inhibited.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Mega impacts (with an impactor/target radius ratio between
one tenth and 1) probably played an important role in the late his-
tory of terrestrial planetary accretion. An impact between the pro-
to-Earth and a Mars-size protoplanet can, for example, explain the
Earth–Moon system (Hartmann and Davis, 1975) and a large im-
pact removing part of the silicate mantle is a hypothesis for the
high iron/silicate ratio on Mercury (Smith, 1979; Benz et al.,
1988). Among the hypotheses for the origin of the martian dichot-
omy including an endogenic origin (Elkins-Tanton et al., 2003;
Roberts and Zhong, 2006; Citron and Zhong, 2012) or a plate-tec-
tonics feature (Sleep, 1994), an exogenic origin by a mega impact
that displaced crustal material from the northern to the southern
hemisphere seems to be the most plausible candidate (Wilhelms
and Squyres, 1984; Nimmo et al., 2008; Andrews-Hanna et al.,
2008; Marinova et al., 2008, 2011). Models for the martian impact
suggest that the impactor was 800–1300 km in radius and hit the
planet with a speed comparable to or larger than the martian es-
cape velocity (i.e. vimp > 5 km s�1) within the first 500 Myr of mar-
tian history (Frey, 2006). Such a dramatic event can generate a

debris disk around Mars that could have re-accreted and formed
the martian moons (Rosenblatt, 2011).

In addition to a history of large impacts, Earth, Mercury and
Mars have, or have had, an internally generated magnetic field.
Mercury and the Earth have active core dynamos, whereas wide-
spread crustal magnetism strongly suggest that Mars had an early
internally-generated magnetic field (Acuña et al., 1999; Hood et al.,
2003; Lillis et al., 2008a) that ceased by around 4.0 Ga (Acuña et al.,
1999; Johnson and Phillips, 2005; Lillis et al., 2008b). The timing of
the initiation of the martian dynamo is difficult to constrain and
strongly depends on the differentiation processes that occurred
during the first million years of martian history (Monteux et al.,
2011). The cause of the cessation of the martian dynamo is also still
currently debated. Recent models explore the effects of large im-
pacts on the dynamo generation process, and in particular on the
cessation of dynamo action as a result of a reduction of the core–
mantle boundary (CMB) heat-flux (Roberts et al., 2009; Watters
et al., 2009; Roberts and Arkani-Hamed, 2012). Shock heating
within the core can also increase the CMB heat flow and create a
thermal stratification that prevents heat loss from the inner part
of the core, inhibiting core convection (Arkani-Hamed and Olson,
2010). Alternatively, other models show that the thermal anomaly
induced by a large impact and the formation of a hot molten iron
layer from the impactor’s core at the CMB can favor dynamo gen-
eration (Reese and Solomatov, 2010).
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At the time of the proposed giant impact, both Mars and the
impactor were probably differentiated (Yoshino et al., 2003). Mod-
els suggest that although some material was ejected far from Mars,
the majority of the mass of the impactor’s core was retained within
the planet and merged with the pre-impact martian core (Canup,
2004; Ćuk and Stewart, 2012). The aim of this study is to character-
ize the dynamics of core merging as a result of a diapiric descent of
molten iron (Monteux et al., 2009) on a Mars-size planet. In addi-
tion, we investigate how the processes of impact and core merging
might influence the thermal regime of Mars’ core and, in turn,
magnetic field generation (cf., Monteux et al., 2011).

2. Thermo-chemical state before the martian mega-impact

2.1. Pre-impact interior of Mars

The initial structure and thermal state of a growing planet is
determined by the characteristics of its accretion from chondritic
material (Safronov, 1978; Kaula, 1979; Agee, 1997). During accre-
tion, heating driven by a combination of the dissipation of impact
energy and the decay of short lived radionuclides such as 26Al and/
or 60Fe (Yoshino et al., 2003; Monteux et al., 2007) increases the
mean internal temperature and gives rise to a radial temperature
gradient that depends on the accretion rate relative to the rate of
radiative cooling to space (Kaula, 1979; Senshu et al., 2002). If
the growth rate is very high in comparison to surface cooling, this
heating can ultimately cause partial or complete melting of the
chondritic material (Yoshino et al., 2003) and lead to extensive me-
tal/silicate separation (Tonks and Melosh, 1992; Senshu et al.,
2002; Monteux et al., 2009).

Hf/W chronology suggests that core formation happened during
the first 10–30 myr of Mars’ history (Lee and Halliday, 1997; Nim-
mo and Kleine, 2007). Such a rapid process involves extensive
melting potentially enhanced by radiogenic heating as a result of
the decay of short-lived radionuclides (Yoshino et al., 2003), im-
pact heating (Tonks and Melosh, 1992; Senshu et al., 2002; Mon-
teux et al., 2009) and gravitational energy conversion during
metal/silicate separation (Stevenson, 1989; Ricard et al., 2009).
Metal/silicate separation can occur via a wide range of phenomena
such as percolation (Shannon and Agee, 1996), the sedimentation
of metallic rain through a magma ocean (Rubie et al., 2003; Höink
et al., 2005) or a large diapir sinking through a solid mantle after an
impact (Tonks and Melosh, 1992; Monteux et al., 2009). Whatever
the mechanism, Mars’ internal structure characterized by a
�1700 km diameter Fe-core was mostly established within
�10 Myr of the planet’s formation (Yoder et al., 2003) (cf., Fig. 1a).

The gravitational heat released during martian core formation
was partitioned between the planet’s core and mantle. The fraction
of gravitational heat taken up by the metal or the silicate fraction
depends strongly on the rheology of the planet and on the segrega-
tion mechanisms (Samuel and Tackley, 2008; Monteux et al., 2009;
Ke and Solomatov, 2009). The combined processes leading to core
formation yield a wide range of possible early thermal states,
depending on the nature and timescale of the core formation pro-
cess and the heat transfer properties of Mars’ early mantle. In par-
ticular, the core could initially have had a temperature close to the
deep mantle temperature if thermal equilibration was efficient.
Alternatively, it could have been hotter than the mantle if the grav-
itational potential energy released during core formation was lar-
gely retained within the core itself, a situation which would lead
to potentially strong cooling to the mantle (Fig. 1a).

2.2. Interior structure of the impactor

In this study, we consider impactors with a radius in the range
200–800 km. The lower bound for our range is motivated by the

impactor size needed to create large impact basins such as Hellas
or Utopia, and the upper bound is motivated by the minimum
impactor radius needed in exogenic models for the dichotomy
boundary (Marinova et al., 2008). Assuming that both the impactor
and the target body had chondritic compositions, their volumetric
metal fractions, f0, should be similar (we consider that the impac-
tor has the same metal content as Mars and we use f0 = 12.5% (Ste-
venson, 2001)). Hence, for 200–1300 km diameter impactors, an
additional volume of core material with a radius between
100 km and 700 km merges with the preexisting core (Fig. 1).

3. Thermo-chemical state after a mega-impact

3.1. Mantle heating and melting

Kinetic energy of the impactor is dissipated as a result of the
irreversible work done by shock waves in damaging crustal rocks
(Senshu et al., 2002; Monteux et al., 2011) as well as heating and
melting the target material. This dissipation process is a complex
mechanism that is still poorly constrained specially for giant im-
pact events. In our models, we consider that post-impact heating
and melting mostly occurs within a spherical region with a volume
Vic (and a radius Ric) that is typically taken to be 3 times larger than
the volume Vimp of the impactor itself (O’Keefe and Ahrens, 1977;
Croft, 1982; Pierazzo et al., 1997). The energy available to heat
and melt the target planet is DE ¼ cmimpv2

imp=2, where c is the frac-
tion of the kinetic energy of the impactor ultimately dissipated to
heat up the mantle (O’Keefe and Ahrens, 1977), mimp is the impac-
tor mass and vimp is the impact velocity. The energy needed to melt
a silicate volume Vic is DEm,Si = qSiVicLSi, where qSi and LSi are the
density and latent heat of the silicate material. The energy needed
to melt the impactor core is DEm,Fe = qFef0VimpLFe with LFe and qFe

are the density and latent heat of the impactor’s core.
In the heated region the temperature increases uniformly from

an initial value T0 by an amount DT0 (Fig. 1c). The excess temper-
ature DT0 decreases rapidly and smoothly with distance r from the
boundary of the isothermal anomaly as approximately DT0(Ric/r)m

(Fig. 1c). Following Senshu et al. (2002), and fitting the decay
of peak pressure with distance away from the edge of the
isobaric core m � 4.4 (Monteux et al., 2007). The energy needed
to increase the temperature inside and outside the isobaric core
is DEth = hmqSiVicCp,SiDT0, where Cp,Si is the specific heat of the
silicate material and hm is a geometric parameter representing
the amount of heat that is used to increase the temperature inside
and outside the isobaric core relative to the amount of heat used to
increase the temperature by DT0 within the isobaric core (Senshu
et al., 2002; Monteux et al., 2011) and

hm ¼ 1þ 3ð2m� 5Þ
2ðm� 3Þðm� 2Þ � 2:7 ð1Þ

Hence, from the following energy balance:

DE ¼ DEth þ DEm;Si þ DEm;Fe ð2Þ

and using mimp = q0Vimp = q0Vic/3, we obtain:

DT0 ¼
1=6cq0v2

imp � LSiqSi � f0=3LFeqFe

hmqSiCp;Si
ð3Þ

Assuming that the impact velocity is equal to the escape veloc-
ity of the planet we obtain a minimum estimate for the kinetic en-
ergy where v imp ¼ vesc ¼

ffiffiffiffiffiffiffiffiffi
2gR

p
with g = 4/3pGq0R, G the

gravitational constant and R the radius of the target planet. After
some algebra:

DT0 ¼
4=9pcq2

0GR2 � LSiqSi �
f0
3 LFeqFe

hmqSiCp;Si
; ð4Þ
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For a Mars-sized planet with a mantle temperature close to its
solidus the impact heating is always sufficiently large to com-
pletely melt the impacted mantle volume Vic (i.e., DT0 > 0). For
smaller or much colder planets, impact heating may only partially
melt the impacted region, depending on the slope of the mantle
solidus in temperature-composition space (Ernst et al., 2010; Rob-
erts and Barnouin, 2012).

Noting that f0 is O (10�1), the term representing the energy
needed to melt the impactor’s core has a minor influence com-
pared to the mantle melting term in Eq. (4). Hence, Eq. (4) can be
simplified to give:

DT0 �
4=9pcq2

0GR2 � LSiqSi

hmqSiCp;Si
; ð5Þ

Indeed using the set of parameters in Table 1 and making the
assumption that the martian mantle before the impact is solid
and close to its solidus, DT0 � 400 K. Including the impactor’s core
melting term in Eq. (4) would only reduce DT0 by �10 K.

3.2. The fate of the impactor’s material

During the mega-impact, a significant fraction of the impactor’s
silicate mantle is ejected far from the impact site to form a disk of

debris, but most of the impactor’s core is retained within the target
planet (Canup, 2004; Ćuk and Stewart, 2012) (cf., Fig. 1b and c). For
simplicity we assume that the full volume of the impactor’s core is
retained within the martian mantle after the giant impact. This
assumption is reasonable for impact velocities close to the escape
velocity of the target planet (Asphaug, 2010). We assume a solid
mantle prior to impact, and that the impactor core sinks as a single,
spherical diapir.

4. Dynamic models of diapir sinking

Once buried below the surface, the dense metallic core of the
impactor sinks towards the center of the target planet (Fig. 1). Dis-
sipation of the work done by buoyancy forces driving motion of
this diapir occurs by a combination of viscous, viscoplastic (Samuel
and Tackley, 2008), elasto-plastic (Gerya and Yuen, 2007) and frac-
turing (Davies, 1982; Stevenson, 2003) processes and causes heat-
ing in the mantle and/or the diapir, depending on the deformation
regime. Where the effective mantle viscosity is very large in com-
parison to that of the diapir dissipation is concentrated in the man-
tle. As viscosity variations decline in response to heat transfer from
the diapir to the mantle, however, dissipation will increasingly oc-

Fig. 1. Schematic representation of the thermo-chemical evolution following a mega-impact on a Mars-size body. After the impact (a) and the subsequent shockwave
propagation (b), the impactor’s core, radius RFe, is buried within the martian mantle and a large thermal anomaly remains (c). The post-impact temperature increase is
constant within a volume delimited by the dashed line and rapidly decreases away from it. The dense metallic material from the impactor rapidly sinks towards the pre-
impact martian core. During the sinking, potential energy is converted into heat in the mantle via viscous dissipation. Two sinking regimes occur (c and d) depending on the
distance h between the impactor and the martian core (see Section 4). Finally the intruded metallic material merges with the preexisting core, spreads at its top (e) and
eventually mixes with it later (f). The hatched volumes represent the metallic material from the martian core and the impactor. Gray shading represents temperature of the
silicate (unhatched) or metallic (hatched) material and shows schematically the evolution of the thermal anomaly in the mantle during the sinking and merging phases (see
also Fig. 5, left column).
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cur in both the mantle and the diapir (Section 4.4.3) (Samuel and
Tackley, 2008; Monteux et al., 2009).

4.1. Physical model: Descent of a single diapir

To investigate the dynamics of the metallic diapir, we adapt the
numerical finite volume model in spherical axisymmetric geome-
try of Monteux et al. (2009). We assume that the mantle is deform-
ing in a diffusion creep limit. Conservation of energy applied to a
planet of radius R then leads to

DT
Dt
¼ r

2T
Rav
þ Di

g
g0

CX� v r T þ T0

DT0

� �
r

� �
; ð6Þ

where T, t and r are dimensionless temperature, time and radius. vr

is the dimensionless radial velocity. Rav ¼ Dq0g0R3

vg0
is the composi-

tional Rayleigh number, Di ¼ aq0g0R

q0Cp
is the dissipation number and

C = Dq0/(q0aDT0) is the buoyancy ratio (Table 1). Within the target
planetary mantle gravity is set equal to a constant: g0 ¼ 4

3 Gpq0R.
Within the planetary core, however, gravity is proportional to r,
where gðrÞ ¼ g0

r
Rc

. Last, X is the dimensionless dissipation function
and expresses the conversion of potential energy into heat through
viscous dissipation:

X ¼ 2e : e: ð7Þ

where e is the dimensionless shear strain rate tensor. Prior to im-
pact, we assume a homogenous temperature, T0, in the martian
mantle. The viscosity is g ¼ g0k

T
0, where k0 is the ratio (<1) of the

viscosity of the hottest material (iron or silicates) to that of the
colder, surrounding solid silicate mantle far from the impact site

where T = T0 (see value in Table 1). This viscosity decreases sharply
with temperature and its expression is simpler to implement than
the usual Arrhenius law (Ratcliff et al., 1997; Ziethe and Spohn,
2007). We neglect the compositional dependence of the viscosity
as this effect will be much smaller than the temperature-depen-
dence. g0 is the reference viscosity of mantle material far from
the impact site (see value in Table 1). The viscosity contrast be-
tween molten iron and mantle under martian conditions may ex-
ceed 10–20 orders of magnitude, depending on the mantle
temperature. Such viscosity variations are impossible to resolve
with our numerical method. However, experiments show that the
dynamic influence of these large viscosity variations on diapir sink-
ing are similar to viscosity variations of order 102 (Jellinek et al.,
2003; Thayalan et al., 2006), the effects of which we can explore
parametrically.

The other dimensionless governing equations are continuity

$ � v ¼ 0; ð8Þ

and momentum conservation, assuming infinite Prandtl number

�$P þ $ � g
g0
½$v þ ½$v�T �

� �
þ T

C
� f

� �
rer ¼ 0; ð9Þ

where v and P are the non-dimensional velocity and pressure and er

is the radial unit vector. Coupling core and mantle convection mod-
els is a difficult problem, given the different timescales and material
properties for each layer. We assume here that Eq. (9) is also valid in
the core. The core and the mantle are both treated as highly viscous
materials. In reality, the viscosity of the core is much smaller than
the mantle viscosity and the assumption that Prandtl number is

Table 1
Typical parameter values for numerical models.

Mars radius R 3400 km
Mars core radius Rc 1700 km
Thickness of the core thermal boundary layer d 0–0.4Rc

Impactor radius Rimp 200–800 km
Impactor core radius (=diapir size) RFe 100–400 km
Initial gap thickness h0 580 km
Average density of the planet q0 4060 kg m�3

Iron density qFe 8000 kg m�3

Silicate density qSi 3500 kg m�3

Density difference (=qFe � qSi) Dq0 4500 kg m�3

Average coefficient of thermal expansion a 4.5 � 10�5 K�1

Iron coefficient of thermal expansion aFe 1.5 � 10�5 K�1

Silicate coefficient of thermal expansion aSi 5 � 10�5 K�1

Iron heat capacity Cp,Fe 800 J K�1 kg�1

Silicate heat capacity Cp,Si 1000 J K�1 kg�1

Average specific heat of the target body q0Cp 4 � 106 J K�1 m�3

Buoyancy ratio C 94
Iron latent heat LFe 2.7 � 105 J kg�1

Silicates latent heat LSi 4 � 105 J kg�1

Pre-impact mantle temperature T0 1600 K
Pre-impact core temperature Tc 2000 K
Heat diffusivity v 10�6 m2 s�1

Thermal conductivity k = kSi = kFe 4 W m�1 K�1

Metal content f0 12.5%
Reference viscosity g0 1020–1022 Pa s
Viscosity ratio between the hot metallic diapir and the surrounding mantle k0 10�2–1
Impact energy conversion coefficient c 0.3
Volume effectively heated by impact over the impactor volume hm 2.7
Surface gravity g0 3.85 m s�2

Core surface gravity gc =g0

Gravitational constant G 6.67 � 10�11 m3 kg�1 s�2

Average magnetic field strength B 2.5 mT
Magnetic diffusivity m 2 m2 s�1

Magnetic permeability l 4p � 10�7 H m�1

Stokes regime geometrical constant a0 4/15–1/3
‘‘Early time’’ regime geometrical constant a1 1/9
‘‘Late time’’ regime parameter a2 1.3 � 10�9 m s1/3
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infinite is no longer valid. We will return to this issue in the
conclusion.

The buoyancy force that drives the flow of the diapir towards
the center of the protoplanet increases with the metallic volume
fraction f that varies between 0 (pure silicates) and 1 (pure metal).
The metal volume fraction f is then simply advected by the flow:

Df
Dt
¼ 0: ð10Þ

4.2. Numerical model

We implement a finite volume numerical model to solve Eqs.
(6), (8), (9) and (10) in axisymmetric spherical geometry. We use
a stream function formulation for the equations of motion with a
direct implicit inversion method (Schubert et al., 2001). Eqs. (6)
and (10) are solved by an Alternating Direction Implicit (ADI)
scheme (Peaceman and Rachford, 1955; Douglas, 1955). The
stream function, temperature and compositional fields are de-
scribed by a second-order approximation in space. To limit numer-
ical diffusion when solving the transport equations, especially for
the compositional field, we use a Total Variation Diminishing
Superbee scheme (Roe, 1986; Laney, 1998) implemented in an im-
plicit way (Srámek et al., 2010) which enables high resolution of
pure advective fields. To avoid any singularity at the center of
the planet, we use a staggered grid mesh (see Patankar (1980)
for details) where the steam function is calculated at the corners
and the temperature and compositional fields are calculated at
the center of the grid cells. We use at least 200 grid points along
the r-direction (i.e. the resolution dr = 17 km) and 400 grid points
along the h direction (i.e. the resolution dh = 0.45�). Hence the
grid-point density is slightly larger towards the center of the pla-
net. Velocity boundary conditions are free-slip at the surface and
along the symmetry axis. Thermal boundary conditions are iso-
thermal at the surface and insulating along the symmetry axis.

4.3. Analytical model of the core merging process

Buoyancy-driven interactions between two deformable viscous
drops has been widely studied both experimentally and numeri-
cally (Davis et al., 1989; Yiantsios and Davis, 1990; Manga and
Stone, 1993). Building on this body of work, we characterize the

interaction between the preexisting core and the sinking diapir
by monitoring the gap thickness, h, which is the thickness of the
mantle layer between the base of the diapir and the CMB, mea-
sured along the axis of symmetry of the diapir (Fig. 2). We compare
the results from our numerical models with analytical predictions.
We consider the initial time t0 to be the time at which the impact
occurs.

During sinking, a diapir will deform the surrounding mantle
over a radial distance that depends on the diameter of the diapir,
the effective viscosities of the mantle and core, the gap thickness
and the density difference across the CMB. When the diapir is small
in comparison with the mantle depth and far from the core–mantle
boundary, interactions with the core are negligible (Fig. 2, left). If
we also neglect deformation of the density interface forming the
upper boundary of the mantle the diapir sinks in the ‘‘Stokes re-
gime’’ with a velocity given by Hadamard (1911) and Rybczynski
(1911)

v ¼ � dh
dt
¼ a0Dq0g0R2

Fe

k0g0
; ð11Þ

where a0 is a geometrical constant. In the case of a diapir sinking in
an infinite medium, a0 is given by the Hadamard–Rybczynski equa-
tion and varies from 4/15 = 0.27 (isoviscous) to 1/3 = 0.33 for an
inviscid sphere (Hadamard, 1911; Rybczynski, 1911).

Integrating Eq. (11) with h0 as the initial gap thickness,

hðtÞ ¼ h0 1� t
ts

RFe

h0

� �
: ð12Þ

Here ts is the characteristic time for diapir descent in this regime
and is given by

ts ¼
RFe

v ¼
k0g0

a0Dq0g0RFe
ð13Þ

For the impactor size range studied here, the diapir is not nec-
essarily small in comparison to the mantle and the Stokes regime
described above is not valid. As the diapir descends and h � RFe,
mantle flow interacts increasingly with the CMB (Fig. 2, middle).
The sinking velocity in this ‘‘Early time’’ regime is modified from
Eq. (11) and has the form (Yiantsios and Davis (1990)):

vðtÞ ¼ � dh
dt
¼ a1Dq0g0R3=2

Fe hðtÞ1=2

k0g0
ð14Þ

Fig. 2. Dynamics of core merging for the three regimes described in Section 4.3 and computed for RFe = 300 km sinking in an isoviscous differentiated Mars size planet
(silicate material is represented in green and metallic material is represented in red). These results are obtained from the numerical model described in the article. Solid black
lines illustrate the streamlines resulting from the diapir sinking. In the left figure, the planetary core is not present to illustrate its negligible influence on the sinking dynamics
when the diapir is far from it. In this case, the viscous stress scales with 1/RFe (Hadamard, 1911; Rybczynski, 1911). In the middle figure, the interaction with the core results
in viscous stresses that scale with 1/h. In the right figure where h < RFe, interactions between the diapir and the merging core increase and the lubrication force scales with 1/h
(Yiantsios and Davis, 1990). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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where a1 is a geometrical constant that we determine from our
numerical models. Integration of Eq. (14) with the same initial con-
dition leads to

hðtÞ ¼ h0 1� t
tc

� �2

ð15Þ

and identifies a characteristic time for diapir descent that is gov-
erned primarily by the mantle viscosity (Yiantsios and Davis, 1990):

tc ¼
2k0g0

a1Dq0g0RFe

h0

RFe

� �1=2

: ð16Þ

In contrast to Eq. (13), this sinking time depends on the ratio
(RFe/h0). When h ? 0, v ? 0 (Eq. (14)) and the merging time in-
creases towards infinity as a result of the large lateral pressure gra-
dients required to drive viscous mantle out of the way of the
sinking diapir. Indeed, Eq. (15) is strictly valid only where t 6 tc.
At ‘‘Late time’’ (t/tc ?1) the gap becomes very thin and is ex-
pected to evolve with a form (Jones and Wilson (1978) and Yiants-
ios and Davis (1990)):

hðtÞ ¼ a2t�1=3 ð17Þ

where a2 is a function of k0 and the density difference across the
CMB. We obtain a2 from our numerical results. Comparison of
Eqs. (12), (15) and (17) shows that as the diapir approaches and de-
forms the CMB, the rate of descent will steadily decline.

4.4. Numerical results

For the range of plausible martian impactors, RFe ranges from
100 km to about 650 km. In this range, the smallest values of RFe

lead to an initial Stokes regime, after which the diapir motion or
gap evolution is successively described by the Early Time and Late
Time regimes. Intermediate and large values of RFe lead to an initial
state described by the Early Time regime, after which the motion of
the diapir is described by Late Time regime. As the diapir size in-
creases, the relative amount of time spent in the Late Time regime
increases. Because the motion of the diapir in the Stoke’s regime is
very fast, we consider an initial gap thickness h0 that is indepen-
dent of the size of the impactor, and we model only the Early Time
and Late Time regimes. We set h0 = 580 km, which allows us to
consider RFe in the range 100 km to a maximum value of
(RMars � Rc � h0)/2 = 560 km. Finally, we note that for small diapirs

(RFe < 100 km), the Stokes regime dominates during the sinking,
and conversely for very large diapirs (RFe > 650 km) the Late Time
Regime may be the only sinking regime. Neither of these two cases
is considered here.

4.4.1. Initial setup
We use the numerical model to characterize the dynamics of

core merging after a giant impact on a Mars size body. First, we
consider the initial martian core temperature to be homogeneous
(i.e. the thickness of the thermal boundary layer d = 0) and we
use the estimated present-day temperature value T = Tcore = 2000 K
(Williams and Nimmo, 2004). The initial thermo-chemical condi-
tions are shown schematically in Fig. 3 in which the hatched re-
gions represent the metallic phase from the impactor and from
Mars. The initial temperature is represented with a gray scale.

4.4.2. Evolution of the gap thickness
We first monitor the thermal evolution following an impact in

the absence of core merging (i.e. we consider only the thermal
re-equilibration since no core merging occurs). This unphysical
case is used as a control case to separate the influence of the im-
pact heating from the diapir merging on the thermal evolution of
the planet. Fig. 4 shows the thermal evolution after a 600 km im-
pact on a Mars size body with homogeneous viscosity
(g0 = 1022 Pa s). After the impact heating, the hot anomaly advects
and spreads beneath the planetary surface in a few million years.
Then, the hot anomaly and the target planet’s core cool by
diffusion.

We now consider the impactor’s core. Fig. 5 shows the thermal
and chemical evolution after a 600 km impact (i.e. RFe = 300 km) on
a differentiated Mars with homogeneous viscosity (g0 = 1022 Pa s).
Following the impact, a metallic diapir from the impactor forms
rapidly and sinks towards the pre-existing core, while undergoing
significant viscous heating. Motion of the diapir displaces sur-
rounding mantle and deforms the CMB (Figs. 2 and 5). Merging
and thermal mixing of the hot diapir into the core occurs eventu-
ally, causing the average temperature of the core to rise (Fig. 5),
leading in turn, to an enhanced CMB heat flux that causes the for-
mation and rise of a plume (Fig. 5d). The plume rising from the
CMB is not the result of the onset of thermal convection in the
mantle to remove the heat from the core. It is a consequence of
the diapir sinking and especially of the viscous dissipation that oc-
curs along the sinking path and generates a localized hot channel.

Fig. 3. Sketch to show repartitioning of the post impact heating in the martian
mantle. The solid black line represents the planetary surface. Melting is restricted to
the material limited by the dashed line. The impactor’s core is represented by
hatched lines.

Fig. 4. Non-dimensional temperature evolution as a function of time. In this control
case, we do not consider the impactor’s core (computed for a uniform viscosity with
R = 3400 km, Rimp = 600 km, g0 = 1022 Pa s and 300 � 600 grid points). To convert
this temperature field in Kelvin, T(K) = T0 + TDT0.
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The plume rising does not happen in the absence of the diapir sink-
ing (Fig. 4).

In Fig. 6, we show the temporal evolution of the gap thickness
after a 600 km impact and compare it with theoretical predictions
from Eqs. (15) and (17) to obtain characteristic coalescence times tc

and values for a2. We repeat this for a range of plausible impactor
sizes. Consistent with Eq. (16), our numerical values for tc decrease
in proportion to R�3=2

Fe (red circles, Fig. 7). In Fig. 7, we fit the numer-
ical tc values with the analytical prediction (black dashed line,
Fig. 7) from Eq. (16) and obtain a1 = 1/9.

4.4.3. Influence of the temperature-dependence of the mantle viscosity
on the core merging timescale

The viscosity contrast between the sinking diapir and its envi-
ronment is a key parameter in understanding the core merging
dynamics. Qualitatively, as the metallic diapir sinks, shear heating
occurs at the interface of the diapir (Samuel et al., 2010) and both
the temperature of the diapir and the surrounding mantle can in-
crease. Depending on the effective viscosity contrast between the
metallic diapir and the mantle, the mean temperature increase
within the sinking diapir can reach a maximum value �2DT0

(Monteux et al., 2009). This temperature excess drives a heat flux
from the diapir to the surrounding mantle, leading to the progres-
sive growth of a thermal boundary layer (Fig. 5). Because the man-
tle viscosity declines exponentially with increasing temperature,
mantle shear will be increasingly concentrated within the hottest,
low viscosity part of this thermal boundary layer (Morris, 1982;
Thayalan et al., 2006). Thus, heat transfer from the diapir will re-
duce both the effective viscosity retarding diapir motion and the
radial length scale over which viscous deformation in the mantle
occurs. The timescale for merging will consequently decline as a
result of two processes. First, the lubricating effect of an envelop-
ing layer of low mantle viscosity will cause metallic diapirs to des-
cend more rapidly (cf. Eq. (14)). Second, localization of shear
within only the narrow, hottest part of the thermal boundary layer
will enable diapirs to more closely approach the CMB before inter-
acting with the core.

We explore these effects quantitatively in Fig. 8, which shows
analytical and numerical solutions for the evolution of the gap
thickness h for a range of background mantle viscosities and dia-
pir/mantle viscosity ratios. In the isoviscous case (k0 = 1), when
the average viscosity decreases in the mantle (from g0 = 1022 Pa s,
black solid line to g = 1020 Pa s, gray solid line), the diapir sinks fas-
ter (see Eq. (14)). Consequently, the sinking time values obtained
by fitting our numerical results with Eq. (15) decrease by two or-
ders of magnitude (see Table 2).

Theoretical, experimental and numerical models (Morris, 1982;
Jellinek et al., 2003; Thayalan et al., 2006) show that whereas in the
isoviscous case radial mantle deformation scales with the size of
the diapir, RFe, in the temperature-dependent case deformation is
confined to the hottest, low viscosity part of the thermal boundary
layer with a length scale typically �0.1RFe. As a consequence, the
value of a1 obtained by fitting our numerical results with Eq. (16)
increases (see Table 2) and the sinking time value for
(g0 = 1022 Pa s, k0 = 0.01) is smaller than for (g0 = 1020, k0 = 1).

5. Effect on a preexisting dynamo

We now discuss the consequences of a giant-impact and the
subsequent core merging process on the martian dynamo. We first
revisit the core heat flux conditions required for dynamo genera-
tion. Next, we explore the influence of core merging on the effi-
ciency of core cooling, and thus dynamo action, for different pre-
impact mantle thermal regimes.

5.1. Conditions required for dynamo generation

As discussed in Monteux et al. (2011), three conditions are re-
quired to generate a dynamo on a growing planet:
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Fig. 6. Evolution of the gap thickness between the merging core and the CMB with
Rimp = 600 km (i.e. RFe = Rimp/2 = 300 km). Theoretical evolutions for early times
from Eq. (15) and late times from Eq. (17) are shown with red and green dashed
lines respectively. From this model, we obtain a coalescence time, tc = 1.55 Myr and
a2 � 1.3 � 109 m s1/3. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

T f

Fig. 5. Non-dimensional temperature (left) and composition (right) at times t = 0
(a), t = 0.6 Myr (b), t = 6 Myr (c) and t = 38.8 Myr (d) (computed for a uniform
viscosity with R = 3400 km, Rimp = 600 km, RFe = 300 km, g0 = 1022 Pa s, h0 = 580 km
and 300 � 600 grid points). As the diapir sinks, its velocity decreases because of the
increasing influence of the pre-existing core on the dynamics (see Section 4.3 for
details). After the merging (c), the hot metallic fraction from the impactor spreads
at the top of the martian core (d). To convert this temperature field in Kelvin,
T(K) = T0 + TDT0.
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1. The mean heat flux qCMB out of the core must exceed the adia-
batic value qA such that convection can occur (Stevenson
et al., 1983). This condition is

qCMB > qA ¼
kFeaFegcTc

Cp;Fe
ð18Þ

where kFe, aFe, Tc and Cp,Fe are respectively the thermal conduc-
tivity, the coefficient of thermal expansion, the temperature
and the heat capacity of the metallic phase and gc is the gravity
at the surface of the protocore. The largest uncertainties in the

calculation of qA are related to Tc and kFe. Assuming reasonable
values, convection in the martian core should start once
qCMB > qA = 5 � 19 mW m�2 (Nimmo and Stevenson, 2000) (see
Table 1 for values).

2. The ratio of the rate at which gravitational potential energy is
released by convection to the rate of ohmic dissipation, U, must
exceed a critical value (Buffett, 2002):

4pR2
c qCMB

U
>

1
�T
: ð19Þ

where �T is the Carnot-style efficiency for thermal convection.
Here, we do not consider the effect of compositional convection
or the presence of an inner core. Assuming that the characteris-
tic scale of core flow leading to magnetic field generation is the
radius of the protocore, U can be approximated as (Buffett,
2002):

U ¼ 4
3
pRc

mB2

l

 !
; ð20Þ

where B is the average strength of the magnetic field within the
core, m is the magnetic diffusivity and l is the magnetic perme-
ability (see Table 1 for values). In the absence of constraints on B
for early planets, we assume a current Earth-like value of 2.5 mT
(Kuang and Bloxham, 1997) that is independent of the protocore
size or the planetary radius. The efficiency of thermal convection
is given by Buffett (2002)

�T ¼
0:8p

3
aFeGqFeR2

c

Cp;Fe
1� qA

qCMB

� �
; ð21Þ

with qFe the density of the metallic phase and G the gravitational
constant.
Hence Eqs. (19)–(21) along with values from Table 1 lead to:

qCMB � qA >
mB2Cp;Fe

0:8pGlaFeqFeR3
c

� 8� 10�2 mW m�2 ð22Þ

3. The structure of the convective motions carrying magnetic field
lines must be sufficiently complicated to favor self-sustaining
dynamo action. A measure of this complexity is that the mag-
netic Reynolds number (Christensen and Aubert, 2006) must
exceed a critical value:

Rem ¼
UL
m
> Recrit

m ¼ Oð10� 102Þ ð23Þ

Fig. 7. Characteristic coalescence time, tc (left panel) as a function of the impactor core radius RFe. Results from numerical experiments (with uniform viscosity g0 = 1022 Pa s
and h0 = 580 km) are represented with red circles. Theoretical fit from Eq. (16) is shown with the black dashed line (a1 = 1/9). The corresponding errors between the numerical
and theoretical models are plotted in the right panel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Time evolution of the gap thickness between the sinking core and the pre-
existing core for four different rheologies. Solid black line and solid gray line
represent results from uniform viscosity models with g0 = 1022 Pa s and
g0 = 1020 Pa s respectively. Solid red line and solid green line represent results
from temperature dependent viscosities with k0 = 0.1 and k0 = 0.01 respectively
(with g ¼ g0k

T
0 and g0 = 1022 Pa s). Theoretical predictions are shown in the

corresponding color with dashed lines for the coalescence theory (Eq. (15)). (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Table 2
Sinking time values obtained fitting numerical experiments with theoretical predic-
tions (Eq. (15)) for different values of g0 and k0 (with Rimp = 600 km, h0 = 580 km).

g0 = 1022 Pa s g0 = 1020 Pa s g0 = 1022 Pa s g0 = 1022 Pa s
k0 = 1 k0 = 1 k0 = 0.1 k0 = 0.01

tc 1.56 � 103 kyr 15.6 kyr 79 kyr 7.5 kyr
a1 0.11 0.11 0.21 0.23
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Here, L and U are the characteristic length and velocity scales for
the flow within the protocore and m is the magnetic diffusivity of
the metal phase. The natural length scale in the problem is the
depth of the convecting iron layer, however the velocity scale
depends on the leading order force balance (Christensen,
2010). As the rotation rate of growing planets is potentially
time-dependent and poorly constrained, a convenient and rea-
sonable choice is based on a balance between inertial and buoy-
ancy forces and is (Stevenson, 2003):

U � ðqCMB � qAÞaFegcRc

qFeCp;Fe

� �1=3

; ð24Þ

Taking L = Rc and Recrit
m ¼ 102, the combination of Eqs. (23) and

(24) leads to the condition

qCMB � qA >
qFeCp;Fe

aFegcRc
Recrit

m
m
Rc

� �3

� 10�4 mW m�2 ð25Þ

Among the three criteria above, the first is typically considered
a necessary condition for a thermally-driven dynamo (subadiabatic
dynamos are possible if compositional buoyancy effects enter the
problem). It is not a sufficient condition for dynamo action, as indi-
cated by the other two conditions. However, conditions 2 and 3 re-
quire that the heat flux qCMB at the CMB be only about 1% greater
than the adiabatic heat flux qA. Thus, we take qA to be a reasonable
critical value for dynamo generation (Stevenson et al., 1983; Nim-
mo and Stevenson, 2000; Williams and Nimmo, 2004).

5.2. Thermal consequences of the core merging

5.2.1. CMB cooling
To understand the influence of the merging process on ther-

mally-driven dynamo action, we first specify the thermal structure
and cooling regime of the core prior to merging, which depends on
the previous accretion and core formation histories (Monteux
et al., 2009; Samuel et al., 2010). Two end-member models for
the initial interior thermal state of Mars are the isothermal case
with the core and the mantle having the same temperature, and
a situation where the core is much hotter than the mantle. In the
case of a pre-impact core hotter than the mantle, the thickness d
of the thermal boundary layer (TBL), across which temperature de-
clines linearly from the core to the mantle value is governed by the
mode of heat loss to the mantle. Strong cooling to the mantle leads
to thin thermal boundary layers and vigorous convection, weak
cooling leads to relatively more sluggish flow or no convection at
all. To simplify this problem we consider three pre-impact core
thermal states: an isothermal core and mantle (uniform tempera-
ture), and two models where the core is hotter than the mantle
with d = 0.1Rc (strong core cooling) and d = 0.4Rc (weak core cool-
ing and no core convection).

Our results show that one major consequence of large impacts
is to heat the mantle and reduce the temperature difference be-
tween the core and mantle (where there is one initially) and, thus
the CMB heat flux (Roberts et al., 2009). Where a metallic diapir
forms and descends such that it becomes hotter than the pre-exist-
ing core, merging can lead to the spread of a thin, hot, gravity cur-
rent along the CMB. If the timescale for spreading tspread is much
smaller than the timescale for thermal diffusion tdiff across the cur-
rent then this stratification can insulate the core against the man-
tle. This can in turn drive a heat flux into the core itself and inhibit
dynamo action (Arkani-Hamed and Olson, 2010).

In the uniform temperature case, following merging and coales-
cence (Fig. 9, top-left panel, solid circles) an increase in the CMB
heat flux occurs at �10tc because the production of thermal strat-
ification increases the temperature difference to the mantle. The

magnitude of this temperature difference increases with rate of
spreading relative to the rate at which thermal diffusion smoothes
temperature variations. Thus, the largest diapirs spreading in the
lowest viscosity cores are characterized by the greatest increases
in CMB heat flux (green curve). By contrast, in the weak and strong
core cooling cases, initial mantle heating causes a reduction in the
CMB heat flux following coalescence that is followed, in turn, by an
increase in this heat flux until t/tdiff ? 1. The magnitude of this in-
crease is in proportion to the strength of the resulting thermal
stratification. As in the uniform temperature case, the greatest
CMB heat fluxes then correspond with the largest diapirs and
lowest viscosity cores (green curves). Notably, the smallest and
most slowly spreading diapir in the strong cooling regime (Fig. 9,
red curve) produces no significant stratification because
tspread/ tdiff� 1.

5.2.2. Merging, stratification and thermal mixing: Potential effect on
an early Mars dynamo

Material from our lowest viscosity and largest diapirs spreads
along the CMB as a thin, axisymmetric gravity current. In the limit
that this spreading is under the zero Reynolds number conditions
of our numerical simulations, the radius of the current will in-
crease at a rate that is approximately proportional to time t1/8

(Huppert, 1982) to form a hot, stratified layer that insulates the
core and inhibits core convection and dynamo action (Fig. 9, green
curves) (Arkani-Hamed and Olson, 2010). This thermal stratifica-
tion persists until the thermal anomaly introduced by the gravity
current has diffused into the overlying mantle and underlying core.
Where weak or no stratification is produced, merging and spread-
ing weakens core convection as a result of mantle heating but will
not necessarily destroy a pre-existing dynamo (Fig. 9, blue and red
curves).

In reality, the gravity current driven as a result of the merging of
a �400 km radius diapir carrying �800 K temperature variations
can spread in a very low viscosity core under finite-or even high-
Re conditions. In the high-Re limit, at large times where the current
is thin in comparison to its radius, the radius of the current will in-
crease in proportion to t1/2 (Kotsovinos, 2000) and may involve
extensive mixing across the density interface forming the base of
the flow, depending on the magnitude of the temperature differ-
ence, the thickness of the flow and the rotation rate of Mars (Lin-
den, 1977; Linden, 1979; Fleury et al., 1991; Kotsovinos, 2000).

A careful consideration of the efficiency of thermal mixing
across this density interface requires a different numerical model
and is beyond the scope of this paper. However, it is useful to ex-
plore the end-member case of perfect thermal mixing in order to
determine the maximum core heat flux that is likely to occur after
merging, spreading and thorough mixing. To obtain a crude esti-
mate of the effects of complete thermal mixing of the hot gravity
current into the underlying core, we stir in the gravity current at
t = tspread and then determine the mean temperature of the core
Tc and the corresponding CMB heat flux (Fig. 10, solid square). Be-
cause spreading and mixing in a high-Re limit will occur on a time-
scale that is much smaller than tdiff (i.e., for tspread	 tdiff), we
explore only the effect of stirring in the stratified layer correspond-
ing to the largest, lowest viscosity diapir in Fig. 9 (Fig. 10). In
Fig. 10, the discontinuity in the heat flux evolution is the conse-
quence of imposing a new thermal state. The main effect of an im-
posed mixing event at t = tspread is to reduce the average core
temperature to a value intermediate between the initial and fully
stratified cases (Fig. 10). Whereas the peak in the CMB heat flux
corresponds to stratification that would likely destroy the dynamo
(cf., Fig. 9), the lower, post-mixing, heat flux can drive a dynamo for
several diffusion times, which corresponds to a few hundred mil-
lion years.
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Fig. 9. Time evolution of the mean CMB heat flux in the stratified case as a function of the viscosity and impactor size. The characteristic diffusion time tdiff = d2/j, where the
steady-state thickness d is defined where the spreading gravity current extends over 25% of the CMB. In the three panels different initial thermal states before impact are
considered. The two horizontal black dashed lines represent the theoretical dynamo criterion for qCMB (qCMB > qA = 5 � 19 mW m�2). In the top-left panel, pre-impact
temperature is assumed to be constant (T = T0). In the bottom panels, the core is initially hotter than the mantle T = Tcore > T0. The black dotted lines represent qCMB in the
absence of an impact. In the bottom left panel the CMB thermal boundary layer thickness d = 0.4RFe and in the bottom right panel d = 0.1RFe. Red, blue and green solid lines
represent the evolution with (Rimp = 500 km, g0 = 1022 Pa s), (Rimp = 800 km, g0 = 1022 Pa s), and (Rimp = 800 km, g0 = 1020 Pa s) respectively. In the top-left panel, the blue
dashed line is the result of the same model as the solid blue line but with vimp = 2vesc (i.e. the post-impact temperature increase is �4 times larger). Filled circles represent the
coalescence times tc/tdiff from Eq. (16). In the weak and strong core cooling cases, the mean heat flux decreases for tc/tdiff < t/tdiff < 10tc/tdiff because of the post-impact mantle
thermal anomaly that inhibits the CMB heat loss. The combination of the spreading and cooling mantle thermal anomaly, and of the thermal core stratification leads to an
increase of the CMB heat flux after t � 10tc/tdiff. The maximum average heat flux increase at the CMB is reached when Rimp = 800 km and when g0 = 1020 Pa s. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

T

Fig. 10. Time evolution of the mean CMB heat flux in the perfect mixing case as a function of the viscosity and impactor size. The characteristic diffusion time tdiff = d2/j,
where the steady-state thickness d is defined where the spreading gravity current extends over 25% of the CMB. Here tdiff = 27.8 Myr. Perfect thermal mixing is imposed
within the core when t = tspread (vertical dashed line). The two horizontal black dashed lines represent the theoretical dynamo criterion for qCMB (qCMB > qA = 5 � 19 mW m�2).
The green solid line represent the evolution with (Rimp = 800 km, g0 = 1020 Pa s, tspread = 4 Myr). The filled circle represents the coalescence times (tc/tdiff) from Eq. (16), the
filled square represents the spreading time (tspread/tdiff) and the filled triangle represents the relevant mean heat flux after thermal mixing. The right panel shows the
corresponding non-dimensional temperature field right after the perfect mixing. To convert this temperature field in Kelvin, T(K) = T0 + TDT0. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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6. Conclusions

Giant impacts may have played an important role in the ther-
mal and magnetic evolutions of terrestrial planets. The giant im-
pact potentially forming the martian dichotomy could have
supplied a significant volume of iron that merged with the preex-
isting core. We model the dynamics of the sinking of a large metal-
lic diapir within a silicate mantle and the influence of the
deformation of the preexisting core on the merging process. We
obtain characteristic timescales of the coalescence time between
the two cores as a function of the viscosity of the mantle and the
size of the sinking diapir. Our results are in agreement with theo-
retical and experimental models of buoyancy-driven motions sink-
ing toward a deformable surface. We also show that the thermal
consequences of the merging process can influence the generation
of a martian dynamo. Assuming perfect thermal mixing, the dyna-
mo generation might be favored by large impacts, low viscosity of
the preexisting core and strong preexisting core cooling. The dyna-
mo can last as long as several hundred million years depending on
the mixing process within the core.

The novelty of our models is that we characterize and under-
stand theoretically the sinking of a large volume of iron through
a silicate mantle as well as the interactions between the two cores
during the merging. Our thermal models also include the dissipa-
tion of energy via viscous heating which allows us to characterize
the thermal consequences of the impactor’s core sinking within the
mantle and the pre-existing core. The results illustrate that the
core merging is a process with a characteristic time that is essen-
tially governed by the mechanical properties of the mantle. The
dynamics and thermal consequences of the core merging process
are important aspects of the giant impacts that potentially deliv-
ered large volumes of iron during the late accretionary history of
terrestrial planets.

The heating induced by the impact within the mantle and the
viscous dissipation during diapir sinking enhances a thermal
anomaly within the mantle. These processes strongly affect the
heat budget of the mantle and may have long term consequences
on a planet’s thermal evolution. The impact heating within the
mantle leads to a dichotomy of the core cooling: the core heat flux
at the CMB below the impact site is different than the CMB heat
flux on the opposite side of the core. This mantle heterogeneity
might affect the dynamo and the resulting paleomagnetic field re-
corded at the surface (Stanley et al., 2008; Sreenivasan and Jellinek,
2012). Moreover, recent dynamo simulations show that the effi-
ciency of a mantle heterogeneity centered at the geographical pole
in producing a south-north dichotomy is much higher than that of
an heterogeneity centered at the equator in producing an east–
west dichotomy (Amit et al., 2011). Hence, our models may have
interesting implications for the understanding of the structure of
the past martian dynamo.

We illustrate the importance of better constraining the thermal
states of the cores, the size of the largest metallic diapir that re-
mains after a giant impact, and the depth at which the impactor’s
core is buried before experiencing viscous deformation and the
core merging process. We assume that the impact occurs with
the martian escape velocity which is the minimum impact veloc-
ity; larger impact velocities can substantially increase the post-im-
pact temperature in the mantle and in the merging core prior to its
sinking. Hence, in this respect our results provide a lower bound on
the temperature increase in the planetary core after the diapir
merging and on the CMB heat flux increase (see Fig. 9, top left
panel).

In our models, we make the strong assumption that the sinking
impactor’s core, the target silicate mantle and the target iron core
are in the infinite Prandtl number regime. In reality, both the
molten metallic cores have viscosities that are 10–20 orders of

magnitude smaller than the mantle viscosity. Accounting for such
large realistic viscosity contrasts may have consequences on both
the sinking and the merging dynamics. Indeed, considering a more
realistic viscosity contrast between the sinking metallic diapir and
the silicate mantle may affect the heat dissipation during the sink-
ing. Viscous heating will preferentially occur in the surrounding
mantle reducing the maximal temperature reached within the
merging diapir and the energy brought to the preexisting core
(Monteux et al., 2009, 2011; Samuel et al., 2010). However, consid-
ering an inviscid sinking metallic diapir should not change signifi-
cantly the diapir sinking velocity which is mainly governed by the
mantle viscosity (Hadamard, 1911; Rybczynski, 1911; Yiantsios
and Davis, 1990). Inertial and Coriolis forces can even favor dyna-
mo generation during the sinking of the molten metallic diapir
(Monteux et al., 2012). Concerning the merging dynamics, the
injection of a large volume of molten iron in a turbulent and rotat-
ing preexisting core is a process that is difficult to handle numeri-
cally. To the first order, the merging dynamics is probably bounded
between two extreme cases. In the infinite Prandtl number approx-
imation, the stratification at the end of the merging is unavoidable
and the core merging process will stop the preexisting dynamo.
However, turbulence and rotational forces may enhance efficient
thermal mixing within the preexisting core which may reactivate
a dynamo previously killed by the impact heating.

Future missions will provide important additional constraints
on interior structure and remanent crustal magnetic field of Mars
that will help constrain interior thermal evolution and dynamo
models. The MAVEN mission will provide low-altitude vector mag-
netic field observations at locations other than those sampled at
low altitudes by Mars Global Surveyor. The InSight mission will
provide constraints on the outer core radius, mantle seismic veloc-
ity structure (and hence on temperature and composition), and
heat flow at a single lander location. The inference (from seismol-
ogy) of any thermal dichotomy between the northern hemisphere
and the southern hemisphere could be the consequence of a large
core merging event. Another key to testing such models may con-
sist of measurements of the degree of equilibration between the
mantle and the core material of Mars. During the core merging fol-
lowing a giant impact, the metal may sink as unequilibrated blobs
(Dahl and Stevenson, 2010; Kleine and Rudge, 2011). Hence, some
memory of the core merging process might have been recorded in
the martian mantle. An inferred dichotomy in the chemical compo-
sition of the martian mantle between the northern lowlands and
the southern highlands could also be the consequence of a giant
impact and of the subsequent core merging process.
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Ćuk, M., Stewart, S.T., 2012. Making the Moon from a fast-spinning Earth: A giant
impact followed by resonant despinning. Science 338, 1047–1052. http://
dx.doi.org/10.1126/science.1225542.

Dahl, T.W., Stevenson, D.J., 2010. Turbulent mixing of metal and silicate during
planet accretion and interpretation of the Hf-W chronometer. Earth Planet. Sci.
Lett. 295, 177–186. http://dx.doi.org/10.1016/j.epsl.2010.03.038.

Davies, G.F., 1982. Ultimate strength of solids and formation of planetary cores.
Geophys. Res. Lett. 9, 1267–1270.

Davis, R.H., Schonberg, J.A., Rallison, J.M., 1989. The lubrication force between two
viscous drops. Phys. Fluids 1, 77–81. http://dx.doi.org/10.1063/1.857525.

Douglas, J., 1955. On the numerical integration of @
2u
@x2 þ @2u

@y2 ¼ @u
@t by implicit methods.

J. Soc. Ind. Appl. Math. 3, 42–65. http://dx.doi.org/10.1137/0103004.
Elkins-Tanton, L.T., Parmentier, E.M., Hess, P.C., 2003. Magma ocean fractional

crystallization and cumulate overturn in terrestrial planets: Implications for
Mars. Meteorit. Planet. Sci. 38, 1753–1771.

Ernst, C.M. et al., 2010. Exposure of spectrally distinct material by impact craters on
Mercury: Implications for global stratigraphy. Icarus 209, 210–223. http://
dx.doi.org/10.1016/j.icarus.2010.05.022.

Fleury, M., Mory, M., Hopfinger, E.J., Auchere, D., 1991. Effects of rotation on
turbulent mixing across a density interface. J. Fluid Mech. 223, 165–191. http://
dx.doi.org/10.1017/S0022112091001386.

Frey, H.V., 2006. Impact constraints on the age and origin of the lowlands of Mars.
Geophys. Res. Lett. 33, L08S02. http://dx.doi.org/10.1029/2005GL024484.

Gerya, T.V., Yuen, D.A., 2007. Robust characteristics method for modelling
multiphase visco-elastic thermo-mechanical problems. Phys. Earth Planet.
Inter. 163, 83–105.

Hadamard, J., 1911. Mouvement permanent lent d’une sphère liquide et visqueuse
dans un liquide visqueux. C.R. Acad. Sci. 152, 1735–1738.

Hartmann, W.K., Davis, D.R., 1975. Satellite-sized planetesimals and lunar origin.
Icarus 24, 504–514.

Höink, T., Schmalzl, J., Hansen, U., 2005. Formation of compositional structures by
sedimentation in vigorous convection. Phys. Earth Planet. Inter. 153, 11–20.

Hood, L.L., Richmond, N.C., Pierazzo, E., Rochette, P., 2003. Distribution of crustal
magnetic fields on Mars: Shock effects of basin-forming impacts. Geophys. Res.
Lett. 30 (6), 1–4.

Huppert, H.E., 1982. The propagation of two-dimensional and axisymmetric viscous
gravity currents over a rigid horizontal surface. J. Fluid Mech. 121, 43–58.

Jellinek, A.M., Gonnermann, H.M., Richards, M.A., 2003. Plume capture by divergent
plate motions: Implications for the distribution of hotspots, geochemistry of
mid-ocean ridge basalts, and estimates of the heat flux at the core–mantle
boundary. Earth Planet. Sci. Lett. 205, 361–378. http://dx.doi.org/10.1016/
S0012-821X(02)01070-1.

Johnson, C.L., Phillips, R.J., 2005. Evolution of the Tharsis region of Mars: Insights
from magnetic field observations. Earth Planet. Sci. Lett. 230, 241–254.

Jones, A.F., Wilson, S.D.R., 1978. The film drainage problem in droplet coalescence. J.
Fluid Mech. 87, 263–288. http://dx.doi.org/10.1017/S0022112078001585.

Kaula, W.M., 1979. Thermal evolution of Earth and Moon growing by planetesimal
impacts. J. Geophys. Res. 84, 999–1008.

Ke, Y., Solomatov, V.S., 2009. Coupled core–mantle thermal evolution of early Mars.
J. Geophys. Res. (Planets) 114 (13), 1–12.

Kleine, T., Rudge, J.F., 2011. Chronometry of meteorites and the formation of the
Earth and Moon. Elements 7, 41–46. http://dx.doi.org/10.1016/
j.gca.2006.06.004.

Kotsovinos, N.E., 2000. Axisymmetric submerged intrusion in stratified fluid. J.
Hydraul. Eng. 126, 446–456. http://dx.doi.org/10.1061/(ASCE)0733-
9429(2000)126:6(446).

Kuang, W., Bloxham, J., 1997. An Earth-like numerical dynamo model. Nature 389,
371–374.

Laney, C.B., 1998. Computational Gasdynamics. Cambridge University Press,
Cambridge.

Lee, D.C., Halliday, A.N., 1997. Core formation on Mars and differentiated asteroids.
Nature 388, 854–857.

Lillis, R.J., Frey, H.V., Manga, M., 2008a. Rapid decrease in martian crustal
magnetization in the Noachian era: Implications for the dynamo and climate
of early Mars. Geophys. Res. Lett. 35 (L14), 203.

Lillis, R.J., Frey, H.V., Manga, M., Mitchell, D.L., Lin, R.P., Acuña, M.H., Bougher, S.W.,
2008b. An improved crustal magnetic field map of Mars from electron
reflectometry: Highland volcano magmatic history and the end of the martian
dynamo. Icarus 194, 575–596.

Linden, P.F., 1977. The flow of a stratified fluid in a rotating annulus. J. Fluid Mech.
79, 435–447. http://dx.doi.org/10.1017/S0022112077000251.

Linden, P.F., 1979. Mixing in stratified fluids. Geophys. Astrophys. Fluid Dyn. 13, 3–
23. http://dx.doi.org/10.1080/03091927908243758.

Manga, M., Stone, H.A., 1993. Buoyancy-driven interactions between two
deformable viscous drops. J. Fluid Mech. 256, 647–683. http://dx.doi.org/
10.1017/S0022112093002915.

Marinova, M.M., Aharonson, O., Asphaug, E., 2008. Mega-impact formation of the
Mars hemispheric dichotomy. Nature 453, 1216–1219. http://dx.doi.org/
10.1038/nature07070.

Marinova, M.M., Aharonson, O., Asphaug, E., 2011. Geophysical consequences of
planetary-scale impacts into a Mars-like planet. Icarus 211, 960–985. http://
dx.doi.org/10.1016/j.icarus.2010.10.032.

Monteux, J., Coltice, N., Dubuffet, F., Ricard, Y., 2007. Thermo-mechanical
adjustment after impacts during planetary growth. Geophys. Res. Lett. 34,
24201–24205.

Monteux, J., Ricard, Y., Coltice, N., Dubuffet, F., Ulvrova, M., 2009. A model of metal-
silicate separation on growing planets. Earth Planet. Sci. Lett. 287, 353–362.

Monteux, J., Jellinek, A.M., Johnson, C.L., 2011. Why might planets and moons have
early dynamos? Earth Planet. Sci. Lett. 310, 349–359. http://dx.doi.org/10.1016/
j.epsl.2011.08.014.

Monteux, J., Schaeffer, N., Amit, H., Cardin, P., 2012. Can a sinking metallic diapir
generate a dynamo? J. Geophys. Res. (Planets) 117 (16), E10005. http://
dx.doi.org/10.1029/2012JE004075.

Morris, S., 1982. The effects of a strongly temperature-dependent viscosity on slow
flow past a hot sphere. J. Fluid Mech. 124, 1–26. http://dx.doi.org/10.1017/
S0022112082002389.

Nimmo, F., Kleine, T., 2007. How rapidly did Mars accrete? Uncertainties in the Hf W
timing of core formation. Icarus 191, 497–504. http://dx.doi.org/10.1016/
j.icarus.2007.05.002.

Nimmo, F., Stevenson, D.J., 2000. Influence of early plate tectonics on the thermal
evolution and magnetic field of Mars. J. Geophys. Res. 105, 11969–11980.

Nimmo, F., Hart, S.D., Korycansky, D.G., Agnor, C.B., 2008. Implications of an impact
origin for the martian hemispheric dichotomy. Nature 453, 1220–1223. http://
dx.doi.org/10.1038/nature07025.

O’Keefe, J.D., Ahrens, T.J., 1977. Impact-induced energy partitioning, melting, and
vaporization on terrestrial planets. In: Merril, R.B. (Ed.), Lun. Planet. Sci. Conf.,
vol. 8, pp. 3357–3374.

Patankar, S.V., 1980. Numerical Heat Transfer and Fluid Flow. Series in
Computational Methods in Mechanics and Thermal Sciences. Hemisphere
Publishing Corp., Washington, DC, 210p..

Peaceman, D.W., Rachford, H.H., 1955. The numerical solution of parabolic and
elliptic differential equations. J. Soc. Ind. Appl. Math. 3, 28–41. http://dx.doi.org/
10.1137/0103003.

Pierazzo, E., Vickery, A.M., Melosh, H.J., 1997. A reevaluation of impact melt
production. Icarus 127, 408–423.

Ratcliff, J.T., Tackley, P.J., Schubert, G., Zebib, A., 1997. Transitions in thermal
convection with strongly variable viscosity. Phys. Earth Planet. Inter. 102, 201–
212.

Reese, C.C., Solomatov, V.S., 2010. Early martian dynamo generation due to giant
impacts. Icarus 207, 82–97. http://dx.doi.org/10.1016/j.icarus.2009.10.016.

Ricard, Y., Šrámek, O., Dubuffet, F., 2009. A multi-phase model of runaway core–
mantle segregation in planetary embryos. Earth Planet. Sci. Lett. 284, 144–150.

Roberts, J.H., Arkani-Hamed, J., 2012. Impact-induced mantle dynamics on Mars.
Icarus 218, 278–289. http://dx.doi.org/10.1016/j.icarus.2011.11.038.

Roberts, J.H., Barnouin, O.S., 2012. The effect of the Caloris impact on the mantle
dynamics and volcanism of Mercury. J. Geophys. Res. (Planets) 117, E02007.
http://dx.doi.org/10.1029/2011JE003876.

Roberts, J.H., Zhong, S., 2006. Degree-1 convection in the martian mantle and the
origin of the hemispheric dichotomy. J. Geophys. Res. (Planets) 111 (10),
E06013. http://dx.doi.org/10.1029/2005JE002668.

Roberts, J.H., Lillis, R.J., Manga, M., 2009. Giant impacts on early Mars and the
cessation of the martian dynamo. J. Geophys. Res. (Planets) 114 (13), E04009.
http://dx.doi.org/10.1029/2008JE003287.

Roe, P.L., 1986. Characteristic-based schemes for the Euler equations. Ann. Rev.
Fluid Mech. 18, 337–365.

Rosenblatt, P., 2011. The origin of the martian moons revisited. Astron. Astrophys.
Rev. 19, 44. http://dx.doi.org/10.1007/s00159-011-0044-6.

Rubie, D.C., Melosh, H.J., Reid, J.E., Liebske, C., Righter, K., 2003. Mechanisms of
metal–silicate equilibration in the terrestrial magma ocean. Earth Planet. Sci.
Lett. 205, 239–255.

Rybczynski, W., 1911. über die fortschreitende bewegung einer flüssigen kugel in
einen medium. Bull. Acad. Sci. Cracovie 1, 40–46.

Safronov, V.S., 1978. The heating of the Earth during its formation. Icarus 33, 3–12.
http://dx.doi.org/10.1016/0019-1035(78)90019-2.

Samuel, H., Tackley, P.J., 2008. Dynamics of core formation and equilibration by
negative diapirism. Geochem. Geophys. Geosyst. 9, 6011–6026.

Samuel, H., Tackley, P.J., Evonuk, M., 2010. Heat partitioning in terrestrial planets
during core formation by negative diapirism. Earth Planet. Sci. Lett. 290, 13–19.

Schubert, G., Turcotte, D.L., Olson, P., 2001. Mantle Convection in the Earth and
Planets. Cambridge University Press.

J. Monteux et al. / Icarus 226 (2013) 20–32 31

201



Senshu, H., Kuramoto, K., Matsui, T., 2002. Thermal evolution of a growing Mars. J.
Geophys. Res. 107, 1–13.

Shannon, M.C., Agee, C.B., 1996. High pressure constraints on percolative core
formation. Geophys. Res. Lett. 23, 2717–2720.

Sleep, N.H., 1994. Martian plate tectonics. J. Geophys. Res. 99, 5639. http://
dx.doi.org/10.1029/94JE00216.

Smith, J.V., 1979. Mineralogy of the planets: A Voyage in space and time. Mineral.
Mag. 43, 1–89.

Srámek, O., Ricard, Y., Dubuffet, F., 2010. A multiphase model of core formation.
Geophys. J. Int. 181, 198–220. http://dx.doi.org/10.1111/j.1365-
246X.2010.04528.x.

Sreenivasan, B., Jellinek, A., 2012. Did the Tharsis plume terminate the martian
dynamo? Earth Planet. Sci. Lett. 349, 209–217. http://dx.doi.org/10.1016/
j.epsl.2012.07.013.

Stanley, S., Elkins-Tanton, L., Zuber, M.T., Parmentier, E.M., 2008. Mars’
paleomagnetic field as the result of a single-hemisphere dynamo. Science
321, 1822–1825. http://dx.doi.org/10.1126/science.1161119.

Stevenson, D.J., 1989. Formation and early evolution of the Earth. In: Peltier, W.R.
(Ed.), Mantle Convection and Plate Tectonics, pp. 818–868.

Stevenson, D.J., 2001. Mars’ core and magnetism. Nature 412, 214–219.
Stevenson, D.J., 2003. Planetary magnetic fields. Earth Planet. Sci. Lett. 208,

1–2.
Stevenson, D.J., Spohn, T., Schubert, G., 1983. Magnetism and thermal evolution of

the terrestrial planets. Icarus 54, 466–489.

Thayalan, V., Jellinek, A.M., Lenardic, A., 2006. Recycling the lid: Effects of
subduction and stirring on boundary layer dynamics in bottom-heated
planetary mantle convection. Geophys. Res. Lett. 33, L20318. http://
dx.doi.org/10.1029/2006GL027668.

Tonks, W.B., Melosh, H.J., 1992. Core formation by giant impacts. Icarus 100, 326–
346.

Watters, W.A., Zuber, M.T., Hager, B.H., 2009. Thermal perturbations caused by large
impacts and consequences for mantle convection. J. Geophys. Res. (Planets) 114,
E02,001. http://dx.doi.org/10.1029/2007JE002964.

Wilhelms, D.E., Squyres, S.W., 1984. The martian hemispheric dichotomy may be
due to a giant impact. Nature 309, 138–140. http://dx.doi.org/10.1038/
309138a0.

Williams, J., Nimmo, F., 2004. Thermal evolution of the martian core: Implications
for an early dynamo. Geology 32, 97–100.

Yiantsios, S.G., Davis, R.H., 1990. On the buoyancy-driven motion of a drop towards
a rigid surface or a deformable interface. J. Fluid Mech. 217, 547–573. http://
dx.doi.org/10.1017/S0022112090000842.

Yoder, C.F., Konopliv, A.S., Yuan, D.N., Standish, E.M., Folkner, W.M., 2003. Fluid core
size of Mars from detection of the solar tide. Science 300, 299–303. http://
dx.doi.org/10.1126/science.1079645.

Yoshino, T., Walter, M.J., Katsura, T., 2003. Core formation in planetesimals triggered
by permeable flow. Nature 422, 154–157.

Ziethe, R., Spohn, T., 2007. Two-dimensional stokes flow around a heated cylinder:
A possible application for diapirs in the mantle. J. Geophys. Res. 112, 1–13.

32 J. Monteux et al. / Icarus 226 (2013) 20–32

202



Consequences of giant impacts in early Mars: Core
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Abstract A giant impact is an increasingly popular explanation for the formation of the northern lowland on
Mars. It is plausible that at the impact time both Mars and the impactor were differentiated with solid silicate
mantles and liquid iron cores. Such a large impact likely resulted in merging of the cores of both bodies, a
process which will have implications on the thermal state of the planet. We model the evolution of the Martian
mantle following a giant impact and characterize the thermochemical consequences of the sinking of an
impactor’s core as a single diapir. The impact heating and the viscous heating induced during the core merging
may affect the early thermal state of Mars during several tens ofmillion years. Our results show that large viscosity
contrasts between the impactor’s core and the surrounding mantle silicates can reduce the duration of the
merging down to 1 kyr but do not modify the merging temperature. When the viscosity contrast between the
diapir and the surrounding silicates is larger than a factor of 1000, the descent of the diapir can lead to some
entrainment of the relatively shallow silicates to deepest regions close to the core-mantle boundary. Finally, the
direct impact heating of Martian core leads to thermal stratification of the core and kills the core dynamo. It takes
on the order of 150–200 Myr to reinitiate a strong dynamo anew. The merging of the impactor’s core with the
Martian core only delays the reinitiation of the dynamo for a very short time.

1. Introduction

Giant impacts were common in the later stage of accretion of terrestrial planets. The Earth is likely formed by
accretion of a few dozen moons to Mars-size planetary embryos (see the review by Chambers [2004]). A
Mars-size impact on Earth may have resulted in the formation of the Moon [Hartmann and Davis, 1975;
Cameron and Benz, 1991; Canup, 2004]. An oblique collision of a large body with amass about one sixth of the
Mercury’s has likely stripped away a significant part of Mercury’s mantle [Smith, 1979; Benz et al., 1988]. As an
alternative to endogenic formation models [e.g., Zhong and Zuber, 2001; Reese and Solomatov, 2006], an
800–1300 km size impact has been proposed to explain the formation of northern lowland of Mars [Wilhelms
and Squyres, 1984; Nimmo et al., 2008; Andrews-Hanna et al., 2008;Marinova et al., 2008], and the lunar farside
highlands were likely formed by accretion of a companion moon [Jutzi and Asphaug, 2011].

Part of an impactor may be retained by the planet, depending on the impact angle, impact velocity and the
impactor to planet mass ratio. The accretion efficiency is close to 1 for impacts occurring at low velocities (i.e.,
the impact velocity vimp< twice the escape velocity of the planet vesc) with impact angles of ~45° or less
relative to the local vertical direction, whereas for impacts occurring at higher velocities (i.e., vimp> 2vesc) and
at higher impact angles the efficiency is negligible [Asphaug, 2010]. The impact-induced shock wave
propagation heats the planet and results in a large thermal anomaly buried deep in the mantle of the planet
with a volume comparable to the volume of the impactor [e.g., Tonks and Melosh, 1993; Pierazzo et al., 1997;
Arkani-Hamed, 2005; Monteux et al., 2007; Arkani-Hamed and Ghods, 2011]. This thermal energy added to the
preimpact temperature of a planet may result in melting and iron-silicate segregation in the mantle.

Recent studies have explored the effects of large impacts on the Martian mantle dynamics [e.g.,Watters et al.,
2009; Ghods and Arkani-Hamed, 2011; Roberts and Arkani-Hamed, 2012] and on the cessation of dynamo
action [e.g., Roberts et al., 2009; Arkani-Hamed and Olson, 2010a, 2010b; Arkani-Hamed, 2012]. At the time of a
giant impact, both Mars and the impactor were probably differentiated [Yoshino et al., 2003; Neumann et al.,
2012]. It is likely that the entire impactor’s iron core merged with the preexisting core of Mars. The processes
involved in the merging dynamics are strongly dependent on the rheology of the impacted mantle where
the iron core of the impactor sinks and on the characteristic size of the sinking core. These processes can
involve sedimentation of metallic rain at the base of a magma ocean [Rubie et al., 2003; Höink et al., 2005]
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followed by a large diapir, which sinks through the underlying solid mantle [Tonks and Melosh, 1992]. The
impact heating can have severe consequences on the thermal state of the planet and on the cessation of the
core dynamo [e.g., Arkani-Hamed and Olson, 2010a, 2010b]. Also, the hot and molten iron brought by the
merging of an impactor’s core can envelop the preexistent core and generate dynamo if the layer is thicker
than about 30 km [Reese and Solomatov, 2010].

Monteux et al. [2013] investigated the dynamics and the thermal effects of the core merging by monitoring
the evolution of a spherical diapir sinking through a solid mantle. The authors used some idealized models of
Mars and the impact heating as first-order estimates. For example (1) the iron diapir is assumed to start as a
spherical body. During the impact process, the molten iron of the impactor is mixed with the partially molten
parts of the impactor’s and planet’s silicates. However, due to its higher density compared to the silicates, the
molten iron segregates and pounds at the bottom of the partially molten zone in the mantle while conforming
to the shape of the zone. Hence, the initial shape of the iron diapir is a thin spherical cap with a flat top and an
almost spherical bottom, certainly far from being spherical. Because the dynamics of a sinking body is strongly
affected by its shape the spherical shape assumption has significant effects on the sinking time of the diapir.
(2) The impact creates a spherical isobaric zone with an almost constant temperature, and temperature decays
exponentially outside this zone. By choosing the decay scaling factor of~ (ro/r)

4.4, where ro and r denote the
radius of the isobaric sphere and the distance from the center of the sphere, the authors severely underestimated
the impact-induced temperature increase outside the isobaric core. This resulted in much colder thus higher
viscosity lower mantle beneath the impact site in their temperature-dependent viscosity models, hence
hampering the sinking of the iron diapir. (3) The mantle viscosity was assumed either constant (isoviscous) or
temperature dependent. The mantle viscosity is actually temperature and pressure dependent, decreases with
increasing temperature and increases with increasing pressure. Also the viscosity reduces substantially upon
partial melting. Moreover, in reality, the rheology also depends on the strain rate and plasticity can occur
[Golabek et al., 2009]. The latter is not taken into account here.

The aim of the present study is to monitor the thermal evolution of theMartian mantle following a giant impact
and, in particular, the dynamics of the sinking iron diapir of the impactor. We relax the assumptions made by
Monteux et al. [2013] by using more realistic models. This provides a means to assess the adverse effects of the
assumptions. For example, (1) we start with the molten iron of the impactor as an almost spherical cap,
numerically determined by the shape of the partially molten impact-heated region in the upper mantle of the
Mars models, (2) we use a more realistic scaling law for the decay of temperature outside the isobaric zone
derived on the basis of hydrocode numerical simulations of an impact [Pierazzo et al., 1997;Watters et al., 2009],
and (3) we use not only constant and temperature-dependent viscosity models but also incorporate the
pressure- andmelt-dependent viscositymodels. Furthermore, we investigate the effects of other factors such as
(1) the higher viscosity contrast between the iron diapir and the surrounding mantle, (2) the higher impact
velocity of 10 km/s which is within the range of impact velocities of Mars [Neukum and Wise, 1976] (on Mars,
vesc = 5 km/s), (3) different physical properties of Martian mantle which control the Equation Of State (EOS) for
propagation of shock waves, hence the ability of the mantle to convert the energy from the impact-induced
shock wave to internal heating, and (4) the influence of melting on the heat budget and mantle dynamics. In
comparison with the models from Monteux et al. [2013], the preimpact thermal state, the postimpact thermal
state, the postimpact chemical repartition of the impactor’s core, and the mantle viscosity are considered more
realistically. We also investigate in detail the effect of an impact on the core dynamo of Mars. This includes two
aspects: (1) the direct heating of the core by the impact-induced shock wave, and (2) the impactor coremerging
on the Martian core. The first aspect, which is the most important factor, was not considered by Monteux et al.
[2013], but the second aspect was also investigated by the authors.

The second section deals with the preimpact Martian model, while the third section presents the postimpact
temperature and chemical repartitions. The core merging dynamics is described in the fourth section, and
the results are presented in the fifth, sixth, and seventh sections. The effects of impacts on the core dynamo
of Mars are investigated in the following section. The concluding remarks are relegated to the last section.

2. Preimpact Martian Model

This section describes the preimpact models of Mars considered in this study. The models are spherically
symmetric with radially dependent physical parameters.
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2.1. Pressure and Gravity Profiles

TheMartian topographic dichotomy is one of the oldest features on Mars, formed sometime between 4.5 and
3.7 Ga [McGill and Dimitriou, 1990; Frey et al., 2002; Solomon et al., 2005]. Hence, at the time of the giant impact
that might be responsible for theMartian dichotomy, both the impactor andMars were probably differentiated.
Hf/W chronology suggests that core formation happened during the first 10–30 Myr of Mars’ history [Lee and
Halliday, 1997; Kleine et al., 2002; Nimmo and Kleine, 2007; Dauphas and Pourmand, 2011]. Such a rapid process
involves extensive melting, which is potentially enhanced by radiogenic heating as a result of the decay of
short-lived radionuclides 26Al and 60Fe [Yoshino et al., 2003; Neumann et al., 2012], impact heating [Tonks and
Melosh, 1992; Senshu et al., 2002; Monteux et al., 2009], and gravitational energy conversion during the core
formation resulting in metal/silicate separation [Stevenson, 1989; Ricard et al., 2009]. The metal/silicate
separation can occur via a wide range of phenomena such as percolation [Shannon and Agee, 1996; Walte
et al., 2007; Bagdassarov et al., 2009; Walte et al., 2011], the sedimentation of metallic rain through a magma
ocean [Rubie et al., 2003; Höink et al., 2005] or a large diapir sinking through a solid mantle [Tonks and
Melosh, 1992; Monteux et al., 2009]. Whatever the mechanism, Mars’ internal structure, characterized by
a≈ 1700 km radius liquid iron core [Yoder et al., 2003], was mostly established within≈ 10 Myr of the planet’s
formation [Kleine et al., 2002].

Considering a simple two-layered density model, ρFe for the core (with radius Rcore) and ρSi for the mantle,
the integration of

dP ¼ �ρgdr (1)

leads to the following gravity and pressure profiles in the core,

g rð Þ ¼ 4
3
πGρFer (2)

P rð Þ ¼ 2
3
πGρ2Fe R2core � r2

� �þ 2
3
πGρ2Si R

2 � R2core
� �

þ 4
3
πGρSiR

3
core ρFe � ρSið Þ 1

Rcore
� 1
R

� � (3)

and in the mantle,

g rð Þ ¼ 4
3
πG rρSi þ

R3core
r2

ρFe � ρSið Þ
� �

(4)

P rð Þ ¼ 2
3
πGρ2Si R

2 � r2
� �þ 4

3
πGρSiR

3
core ρFe � ρSið Þ 1

r
� 1
R

� �
(5)

where ρFe and ρSi are assumed constant, g is the gravitational acceleration, r is the distance to the center of
the planet, and G is the gravitational constant. Figure 1 presents the density, gravity, and pressure profiles
used in our models.

2.2. Temperature Field

The preimpact thermal state of Mars strongly depends on the short-lived radiogenic heating, the accretion
processes and the dissipation of potential energy during the core formation [e.g., Senshu et al., 2002; Golabek
et al., 2009; Šrámek et al., 2010]. The uncertainties on the relative importance of these processes as well as the
diversity of the processes involved in the core formation lead to a wide range of plausible early thermal states
after the full differentiation of Mars.

The preimpact Martian temperature field is assumed only radially dependent. From the surface, the
temperature increases rapidly through the top thermal boundary layer and then increases adiabatically and
gradually down to the bottom thermal boundary layer, where it again increases rapidly toward the core-
mantle boundary (CMB). We use the temperature profile from Roberts and Arkani-Hamed [2012] with the CMB
temperature of TCMB = 2000 K as the preimpact temperature profile (see Figure 1). The temperature increases
adiabatically in the core as

dT
dr

¼ � αFeg rð ÞT
cp;Fe

(6)

Journal of Geophysical Research: Planets 10.1002/2013JE004587

MONTEUX AND ARKANI-HAMED ©2014. American Geophysical Union. All Rights Reserved. 482

205



With the linear increase of gravity in the core (equation 2) and assuming constant thermal expansion
coefficient αFe and heat capacity cp,Fe, the integration of equation 6 leads to [e.g., Coradini et al., 1983]

Tcore rð Þ ¼ TCMB exp
2παFeGρFe
3cp;Fe

� �
R2core � r2
� �� �

(7)

Included in Figure 1 is the preimpact temperature profile used in our models.

3. Postimpact Temperature and Chemical Repartition

After a giant impact, the shock wave propagation results in a large thermal anomaly in the upper mantle of
theplanet[e.g.,TonksandMelosh,1993;Senshuetal.,2002;Monteuxetal.,2007;Wattersetal., 2009;Arkani-Hamed
andOlson,2010a,2010b;RobertsandArkani-Hamed,2012].Dependingontheimpactvelocityandtheefficiencyof
conversion fromthekineticenergy toheat, the subsequent temperature increasemayexceed themelting
temperatureof themantlematerial [Pierazzoetal., 1997;GhodsandArkani-Hamed, 2011;Monteuxetal., 2011]. In
the followingsectionwedescribeourmodelof large impactheatingof theMartianmantleandcore.

3.1. The Impact-Induced Temperature Increase

Following a giant impact, a nearly uniform shock pressure Ps is generated inside the so-called isobaric sphere
of radius rc, [Croft, 1982; Melosh, 1989]

Ps ¼ ρSi C0 þ S uoð Þ uo (8)

where ρSi and C0 are the preshock density and acoustic velocity of the silicate mantle, uo is the particle
velocity in the isobaric sphere, which is taken to be one half the impact velocity vimp assuming similar target
and impacting materials, and S is a constant. Dimp is the impactor diameter and vimp is in km/s [Arkani-Hamed
and Olson, 2010a, 2010b] of rc = 0.0525 Dimp vimp. The shock pressure decays with distance from the impact
site outside the isobaric region. Several different models have been proposed for the shock pressure
distribution outside the isobaric region [Ahrens and O’Keefe, 1987; Melosh, 1989; Pierazzo et al., 1997; Mitani,
2003]. In this study, we adopt the averagemodel of Pierazzo et al. [1997]. Accordingly, the shock pressure Ps at
a distance d from the isobaric center is calculated by

Ps dð Þ ¼ Ps rcð Þ� rc=dð Þn d > rc; n ¼ �1:84þ 2:61 logvimp (9)

The axisymmetric shock pressure in the Martian interior is calculated at 1 × 1 km grid intervals in a spherical
coordinate system with the symmetry axis passing through the impact site and the planet’s center. The

Figure 1. The preimpact density, gravity, pressure, and temperature profiles of the Mars model.
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pressure reduction near the surface due to
interference of the direct and reflected waves is
taken into consideration aftermodifyingMelosh’s
[1989] rectangular coordinate algorithm to a
spherical coordinate algorithm [Shahnas and
Arkani-Hamed, 2007; Louzada and Stewart, 2009].
At the core-mantle boundary the incident
pressure wave is partly reflected to the mantle
and partly transmitted to the core [Arkani-Hamed
and Ghods, 2011]. The interference of the direct

and reflected waves in themantle near the core-mantle boundary has only minor effects on the shock pressure
and is neglected.

As the impact-induced shock wave propagates in the planet it creates a high pressure behind the shock front
and sets the material in motion. The pressure behind the shock front is determined using the conservation of
momentum across the front,

Ps–Po ¼ ρou U: (10)

where u and U are the particle and shock wave velocities, respectively. P is the total pressure (shock pressure
plus the preshock lithostatic pressure) behind the shock front. Po and ρo are the preshock lithostatic pressure
and density ahead of the shock front, which are radially dependent (Figure 1). We also use an empirical, linear
Equation of State (EOS) to relate the shock wave velocity to the particle velocity,

U ¼ C0 þ S u: (11)

The acoustic velocity C0 (= (K/ρo)
1/2, K is the bulk modulus) and the parameter S are pressure and temperature

dependent in general. We assume they are constant in our models, with different values in the core and the
mantle. Table 1 is a list of measurements for dunite, which is probably a reasonable candidate for the mantle
material. The S values of 1.8 by Ahrens and Johnson [1995] and 0.2 by Melosh [1989] are well off compared to
the others. In our models C0 ranges between 5140 and 6965 m/s and S between 0.8 and 1.12. The C0 = 6965
(m/s) is the average value in the upper mantle of the Earth, from the base of the crust down to 670 km
transition zone which is comparable to Martian interior as far as temperature and pressure is concerned,
determined using the PREM model of the Earth [Dziewonski and Anderson, 1981].

The shock-induced temperature increase ΔT is determined following the “foundering”model ofWatters et al.
[2009] (see Figure 2, bottom left),

ΔT ¼ Pδ 1–1=fð Þ= 2 ρoSð Þ– C0=Sð Þ2 f– ptln f � 1ð Þ
n o

=Cp; (12)

where

f ¼ �Pδ= β 1– 2 Pδ=βð Þ þ 11=2
ih on �

;
�

(13)

Pδ¼Ps � Po; (14)

β ¼ C0
2ρo

� �
= 2 Sð Þ; (15)

Po is the preshock lithostatic pressure, ρo stands for the preshock density, and Cp is the specific heat of themantle.

3.2. Postimpact Melting and Thermal Mixing

The temperature field below the impact site and before the core merging is obtained by adding the preimpact
temperature profile T0(r) and the impact-induced temperature increase ΔT(r,θ). Considering that the preimpact
mantle is solid, the postimpact temperature can exceed the solidus temperature of silicates within the
Martian mantle, consume latent heat, and generate a large partially to completely molten zone. The latent
heat of melting is accounted for in the heat budget. For simplicity, we consider that the solidus (Tsol) and the
liquidus (Tliq) temperatures of silicates are constant with depth and Tsol = 1800 K and Tliq = 2300 K [Ghods and
Arkani-Hamed, 2007]. Truly, Tsol and Tliq are also pressure dependent [Katz et al., 2003; Roberts and Barnouin,
2012]. The iron core of the impactor is assumed to be molten prior to the impact and no latent heat is
consumed to melt it.

Table 1. C0 and S Values for the Dunite

C0 (m/s) S Reference

6600 0.86 McQueen et al. [1967], P< 44 GPa
5600 1.2 McQueen et al. [1967], P> 45 GPa
5500 1.80 Ahrens and Johnson [1995]
5140 1.12 Trunin [2001], 29.8< P< 102.1 GPa
5120 1.27 Trunin [2001], 30.6< P< 223.7 GPa
7800 0.2 Melosh [1989], 44< P< 73 GPa
4400 1.5 Melosh [1989], P> 73 GPa
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For a givenmantle volume, the potential
temperature T(r, θ) = T0(r) +ΔT(r, θ)
must be modified to take into account
the latent heat of melting. The fraction
of melt fmelt is calculated as follows. For
a potential temperature larger than
(Tliq + LSi /CpSi) melting is complete
(fmelt = 1) and the latent heat
consumption leads to a temperature
reduction from T to T’ following

T ′ r; θð Þ ¼ T r; θð Þ � LSi=CpSi: (16)

For a potential temperature lower
than the Tsol, fmelt = 0 and no latent
heat is consumed

T ′ r; θð Þ ¼ T r; θð Þ: (17)

Where the potential temperature T ranges
between Tsol and Tliq + LSi/CpSi, the latent
heat consumption linearly increases
within the partially molten region and

T ′ r; θð Þ
¼ CpT r; θð Þ T liq � T sol

� �þ T solLSi
� 	
= CpSi T liq � T sol

� �þ LSi
� 	

(18)

After the impact heating and melting,
mechanical mixing due to segregation
of iron occurs within the partially molten
region leading to a homogenization of
the temperature where partial melting
occurs [Senshu et al., 2002; Deguen et al.,
2011]. The efficiency of mixing increases
with the size of the planet and

gravitational energy released per impactormass [Pierazzo et al., 1997; Deguen et al., 2011]. Hence, in the partially
to completely molten volume, called hereafter the segregation volume, both silicates and iron are in thermal
equilibrium. As a rough estimate we determine the temperature inside the segregation volume by volume
averaging the temperatures of the partially and completely molten material.

The final postimpact temperature field strongly depends onDimp, C0 and S (see Table 2). Figure 2 (second column)
shows the preimpact and postimpact temperature fields for Dimp=750 km, C0 =6000 m/s, and S=0.86 model,

Table 2. Free Parameters Range Studied in Our Models

Parameter Description Value

C0 Acoustic velocity of the mantle 5140, 6000, and 6965 m/s
Acoustic velocity of the core 3800 m/s

S EOS Constant of the mantle 0.8, 0.86, and 1.12
EOS Constant of the core 1.6

vimp Impact velocity 10 km/s
Dimp (=2 Rimp) Impactor diameter 500, 750, and 1000 km
η0 Reference viscosity 1020–1022 Pa s
ρ0 Mean density 4060 kg m�3

ρSi Mantle density 3500 kg m�3

ρFe Core density 7500 kg m�3

cT Temperature-induced viscosity contrast 10–1000
cZ Pressure-induced viscosity contrast 10
c1 Temperature-induced viscosity contrast (if fmelt = 0) 10–1000
c2 Melt-induced viscosity contrast (if fmelt> 0) 30–3000

Figure 2. Preimpact temperature (in K)/compositional fields, shock-
induced temperature increase (in K), and postimpact temperature (in K)/
compositional fields after a 750 km diameter impact with C0= 6000 m/s
and S=0.86 (Reference case). In the right bottom figure, the blue colored
material represents partially molten silicates.
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which is designated as our reference model for the rest of the study. The impact angle should also influence the
shape of the postimpact thermal anomaly and, hence, the shape of the segregation volume where melting
occurs [Pierazzo and Melosh, 2000]. Indeed, increasing the impact angle from 0° (head-on impact) to larger
values (oblique impacts) reduces the volume of the impact melt. Here we consider the upper limit case of a
vertical impact where the efficiency of melt production is optimal.

3.3. Postimpact Chemical Repartition

Assuming that the bulk chemistry of the impactor is the same asMartian (12.5% volume of themetallic phase), a
metallic volume with an equivalent radius RFe = Rimp/2 is retained when the planet is hit by an impactor with a
radius Rimp. The retained impactor’s core is denser than the silicates and rapidly sinks and fills the bottom of the
segregation volume [Monteux et al., 2009; Deguen et al., 2011]. This leads to the formation of a complex shape
diapir that starts to sink toward the Martian core while deforming the relatively colder and more viscous
surrounding mantle (see Figure 2, third column).

4. Dynamic Model of Core Merging

Once buried below the surface, the dense metallic core of the impactor sinks toward the center of the target
planet. Dissipation of the work done by buoyancy forces driving motion of this diapir occurs and causes
heating in the mantle and/or the diapir.

4.1. Physical Model

To investigate the dynamics of the metallic diapir, we follow the procedure adopted by Monteux et al. [2009]
and assume that the mantle deforms in a diffusion creep limit. Briefly, the conservation of energy leads to

DT
Dt

¼ ∇2T
Raχ

þ Di
η
η0

BΩ� vr T þ T0 rð Þ
ΔT0

� �
r

� �
with

D
Dt

¼ ∂
∂t

þ v�∇ð Þ (19)

T, t, r, and vr are dimensionless temperature, time, radius, and radial velocity, respectively. Raχ ¼ Δρ0 g0 R3

κη0
is the

compositional Rayleigh number and Di ¼ αρ0g0R
ρ0Cp̄

is the dissipation number (with κ the heat diffusivity and ρ0Cp

the average volume specific heat of the impacted body). B ¼ Δρ0
ρ0αΔT0

is the chemical/thermal buoyancy ratio,

where ρ0 and α are the average density and thermal expansion of the planet. The density difference, which
drives the flow, is a function of temperature and chemical composition. Because B>> 1, the influence of the
chemical difference between iron and silicates is preponderant in the density difference. The temperature-,
pressure-, and melt-dependent viscosity is η, and ηo is a constant reference viscosity. The dimensionless
dissipation function Ω expresses the conversion of potential energy into heat through viscous dissipation,

Ω ¼ 2
¯
ε :

¯
ε (20)

where
¯
ε is the dimensionless shear strain rate tensor. The preimpact temperature T0 (r) is radially dependent.

Assuming an incompressible medium with an infinite Prandtl number, the conservation of mass and
momentum are expressed as

∇�v ¼ 0 (21)

and

�∇P þ ∇� η
η0

∇v þ ½∇v½ �
� �

þ T
B
� f

� �
rer ¼ 0 (22)

where v and P are the nondimensional velocity and pressure and er is the radial unit vector. The buoyancy
force that drives the diapir toward the center of the planet increases with the volume fraction of metal f that
varies between 1 (pure metal) and 0 (pure silicates). The f is simply advected by the flow

Df
Dt

¼ 0: (23)

4.2. Viscosity Model

After ponding at the bottom of the segregation zone, the dense metallic phase sinks toward the core of the
impacted planet. How this occurs is debated. Proposed mechanisms include percolation through a solid
mantle [Shannon and Agee, 1996; Stevenson, 1990], settling of centimeter-sized droplets in a magma ocean
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[Rubie et al., 2003] and large mantle diapirs [Ricard et al., 2009; Senshu et al., 2002; Tonks and Melosh, 1992]. In
addition, it has been proposed that metallic diapirs can sink toward the centers of the planets via fracturing
and diking [Tonks and Melosh, 1992; Solomatov, 2000; Stevenson, 2003] or via viscous deformation [Honda
et al., 1993; Monteux et al., 2009] depending on the thermal state of the planets’ mantle. In the frame of the
impactor’s core sinking as a single large metallic diapir, the rheology of the Martian mantle plays a key role
since it governs its ability to deform during themerging. Under the conditions of a massive iron diapir sinking
through solid mantle the large deviatoric stress generated by the diapir could lead to a nonlinear rheology
[Samuel and Tackley, 2008; Golabek et al., 2009], elastoplastic deformations [Gerya and Yuen, 2007] or even to
fracturing if they exceed the ultimate strength of rocks which is ~1–2 GPa [Davies, 1982].

However, several lines of evidence suggest the viscous deformation considered in the present study to be a
more likely mechanism: (1) Detailed study of the distance from Mars to Phobos, the motion of the shadow of
Phobos on the surface of Mars measured by Mars Orbiter Laser Altimeter, and the Viking I Lander observation
of the motion of the shadow of Phobos passing over it led Bills et al. [2005] to suggest that the mantle of Mars
at present is more deformable than that of the Earth, (2) in its early history, because of the combination of the
heating from accretion and short-lived radioisotopes, and from conversion of potential energy during core
formation, the Martian mantle was probably much hotter and softer than today [Senshu et al., 2002; Breuer
et al., 2010], and more importantly (3) the iron diapir sinks through the already impact-heated region of the
mantle below the segregation zone. Included in Figure 2 (second row, middle) is the temperature field
immediately after a 750 km diameter impact (other temperature fields obtained from the different impact
parameters investigated in this study will be represented later in Figures 5, 7, and 8). The temperature directly
beneath the segregation zone is much closer to the solidus of the mantle, implying that the metallic core
likely sinks via diffusional flow deformation (Newtonian flow) [Honda et al., 1993;Monteux et al., 2013]. Hence,
excluding power law rheologies and plasticity seems to be reasonable as a first-order approximation. However,
as the mantle viscosity in early Mars may be sufficiently large to support large stresses, more sophisticated
models considering these two effects might be envisioned. Due to the numerical limitations of our model, this is
currently beyond the scope of the present study.

To account for the viscosity contrast between the hot molten material and the cold solid material, we adopt a
temperature-, melt-, and pressure-dependent viscosity model:

η T ; Pð Þ=η0 T0; P0ð Þ ¼ exp �cTT þ cZPð Þ: (24)

where η0 = η(T0,P0) is the viscosity of the cold and shallow undifferentiatedmaterial at the start of the experiment,
cZ is a constant, and cT depends on the melt fraction of the material. For completely solid, cT equals c1, and c2
for completely molten regions (see Table 2). In the partially molten region cT is linearly interpolated between
c2 and c1,

cT ¼ c2 � c1ð Þ= T liq � T sol
� �

T r; θð Þ þ c1 � c2 � c1ð Þ= T liq–T sol
� �

T sol: (25)

This type of viscosity model decreases sharply with temperature and its expression is simpler to implement than
the usual Arrhenius law [Ratcliff et al., 1997; Ziethe and Spohn, 2007]. We neglect the compositional dependency
of the viscosity for two reasons. First, the compositional contrasts are sharp andmay lead to steep viscosity fronts,
difficult to handle numerically. Second, among the parameters that might affect the viscosity (composition,
temperature, melting degree, and pressure) experimental results suggest that the viscosity contrast is more
sensitive to the melting degree and temperature. Ultimately, the viscosity contrast between hot molten iron (or
fully molten silicates) and solid cold silicates can reach 20 orders of magnitude [Vocadlo et al., 2000].

To model the influence of the viscosity contrast between hot molten iron and cold solid silicates on the core
merging dynamics, we use much smaller contrast. This approach is encouraged by the fact that the viscosity
of the surrounding silicate material mainly governs the merging velocity [Hadamard, 1911; Batchelor, 1967].
Diapirs more than 10 times less viscous than the wall rock will behave like inviscid diapirs [Weinberg and
Podladchikov, 1994]. However, shear-heating partitioning is strongly dependent on the viscosity contrast
between the two media [Ke and Solomatov, 2009; Monteux et al., 2009]. In our study we consider two end-
member viscosity models: models where the viscosity remains uniform and constant and models where the
hot diapir is initially 103 times less viscous than the coldest mantle. Further viscous heating during the core
merging can eventually increase the viscosity contrasts up to 104. Incorporating larger viscosity contrasts
leads to numerical instabilities.
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4.3. Numerical Model

The above dynamic equations are solved in an axisymmetric spherical geometry using 200 × 400 to 400 × 800
grid points in the r and θ directions. An implicit inversion method [Schubert et al., 2001] is adopted for the
momentum equation and an Alternating Direction Implicit scheme [Peaceman and Rachford, 1955; Douglas,
1955] for the energy and mass conservation. The numerical diffusion in solving the transport equations,
especially for the compositional field, is constrained using total variation diminishing Superbee scheme [Roe,
1986; Laney, 1998] in an implicit procedure [Šrámek et al., 2010], which enables a high resolution of pure
advective fields. Free-slip velocity is imposed at the surface and along the axis of symmetry. The core-mantle
boundary is a mobile interface that can deform in response to the merging of the impactor’s core. Thermal
boundary conditions are isothermal at the surface and insulating along the symmetry axis. The spherically
symmetric boundary conditions are applied at the center of the planet.

4.4. Simplifications

A number of approximations are made in the numerical models to simplify the analysis of the core
merging process:

1. We assume that the heat capacities per unit volume of iron and silicates are equal and representative of a
mixture: ρCp ¼ ρFeCp;Fe ¼ ρSiCp;Si. Actually, ρFeCp,Fe = 4500 k J K�1 m�3 and ρSiCp,Si = 4200 k J K�1 m�3. We
use ρCp ¼ 4312 kJ K�1 m�3.

2. The characteristic diffusion time (∝R2Fe=κ) during the core merging is much larger than the characteristic

sinking time ∝ η0
Δ ρ0gRFe

� �
even with the metallic thermal conductivity kFe (= 40 W m�1 K�1) [Stacey and

Anderson, 2001] larger than the silicate thermal conductivity kSi (= 3–4 W m�1 K�1) [Hofmeister, 1999].
Hence, the heat diffusion during the sinking is negligible and the thermal conductivities for metallic
and silicate material are assumed to be equal.

3. The heat partitioning during the metal/silicate separation is strongly dependent on the mechanisms of
iron segregation. If liquid iron is transported to the center of the planet through channels, the potential
energy related to core formation would largely go into the core [Ke and Solomatov, 2009]. However, when
the liquid metal is transported via a large diapir and depending on the viscosity contrast between the dia-
pir and the surrounding silicates, the potential energy of the diapir that is released via viscous heating
heats the surrounding silicates causing further melting [Ke and Solomatov, 2009; Monteux et al., 2009;
Samuel et al., 2010]. Also, crystallization of the molten silicate occurs especially near the cold Martian sur-
face. These two processes can influence the heat budget and affect the temperature evolution. Moreover,
the viscous heating can have consequences on the rheology of the material surrounding the diapir and
modify the sinking dynamics. In our dynamic model of core merging, we do not consider any consumption
or release of latent heat during the sinking of the diapir. However, in themelt-dependent viscosity models,
the viscosity increases abruptly by a factor of c2 when temperature within a grid cell decreases below the
solidus. On the opposite, when the temperature within a grid cell exceeds Tliq its viscosity is reduced
abruptly by a factor c2 (see Table 2 for values).

4. During the sinking of the large volume of the impactor’s iron core, the gravity field locally and temporally
changes slightly. We neglect the changes of the gravity during the sinking.

5. The impactor’s iron core, the silicate mantle, and the iron core of the planet are considered in the infi-
nite Prandtl number regime. In reality, the molten metallic cores have viscosities that are about 20
orders of magnitude smaller than the mantle viscosity. Such large but realistic viscosity contrasts
may have consequences on both the sinking and the merging dynamics and may affect the heat dis-
sipation during the sinking [Ke and Solomatov, 2009; Monteux et al., 2009, 2011; Samuel et al., 2010].
However, in the case of Newtonian rheology as considered here, increasing the viscosity contrast
between the hot liquid diapir and the surrounding silicates may not significantly change the sinking
velocity of the diapir which is mainly controlled by the mantle viscosity [Hadamard, 1911; Rybczynski,
1911; Yiantsios and Davis, 1990]. Diapirs more than 10 times less viscous than the wall rock will behave
like inviscid bubbles and further decrease in viscosity will not alter the behavior [Hadamard, 1911;
Rybczynski, 1911; Weinberg and Podladchikov, 1994]. When considering a power law rheology, a large
viscosity contrast between the diapir and the mantle might affect the terminal velocity of the diapir
and induce differences with the theoretical velocities predicted with a Newtonian rheology [Weinberg
and Podladchikov, 1994].
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5. Reference Model (Influence of the Initial Shape)

Figure 3 shows the thermochemical evolution for the reference model where Dimp = 750 km, C0 = 6000m s�1,
S=0.86, and η =1021 Pa s (isoviscous). The dense iron diapir rapidly sinks toward the planet’s core. During the
sinking, the potential energy of the diapir is converted into heat via viscous dissipation and heats both the
mantle and the diapir. The diapir becomes slightly hotter than the Martian core and spreads on the core in a
short time. However, because of the small density difference between the molten and solid silicates, it takes
much longer time for the hot and molten silicates to ascend and spread beneath the rigid lithosphere of the
planet, potentially forming a magma ocean. The spreading is followed by the initiation of convection in the
Martian mantle where a cold slab sinks toward the CMB from the edge of the hot magma ocean.

During sinking, the metallic diapir deforms the surrounding mantle over a radial distance that depends on
the diameter of the diapir, the effective viscosities of the mantle and the diapir, the distance between the
diapir and the planet’s core (i.e., the gap thickness), and the density difference across the CMB. The core of the
planet has a minor effect on the dynamics of the diapir at a large gap thickness and the diapir sinks with a
Stokes-like velocity [Batchelor, 1967; Monteux et al., 2013]. When the gap thickness is small, the mantle flow
that enables the diapir sinking is confined between two mechanical boundary layers, one at the bottom of
the diapir and the other at the top of the core. The horizontal shear stress in these boundary layers hampers
the sinking of the diapir, and the sinking velocity decreases.

In Figure 4 (top, black lines), we monitor the gap thickness for our reference case. The gap thickness is
calculated using the composition profile along the symmetry axis and particularly the difference in positions
where the second derivative is zero. Because of some numerical diffusion of the compositional field, the final
gap thickness of our models is slightly larger than the vertical spatial resolution of our models. As illustrated
also in Figure 4 (top, black lines), the final gap thickness decreases for higher numerical resolutions. We
consider that the time when the final gap thickness is reached corresponds to the “merging time” t= tm (i.e.,
the two cores are about to enter physically in contact). The characteristic coalescence time tc in case of a
spherical diapir is [Monteux et al., 2013]

tc ¼ 2λ0η0
a1Δρ0g0RFe

h0
RFe

� �1=2

(26)

where λ0 is the mantle viscosity/diapir viscosity ratio, h0 is the initial gap thickness, and a1 is a geometrical
constant that is typically on the order of 0.1 for the isoviscous case and 0.2 for the T-dependent viscosity
[Monteux et al., 2013]. Calculating the characteristic coalescence time from equation 26, we obtain a characteristic
sinking time tc=0.36 Myr. From Figure 4 (top, black lines), we observe that our numerical results (where the
merging time≈ 0.36–0.47 Myr) are in agreement with the theoretical coalescence time of the spherical diapir
and that the initial shape of the diapir does not significantly affect the sinking time [Weinberg and Podladchikov,
1994]. An elongated diapir could increase the surface contact between the iron and the silicated material,
potentially increasing the chemical degree of equilibration. However, the sinking time is too short for such a
chemical equilibration.

6. Influence of C0, S, and Dimp

This section characterizes the influence of C0, S, Dimp for different viscosity models. The characteristics of these
models and themain results are listed in Table 3. In particular wemonitor themerging temperature Tmwhich is

Figure 3. (left to right) Thermochemical readjustment for the model with Dimp = 750 km, C0 = 6000 m s�1, S=0.86, and η0
= 1021 Pa s (isoviscous) at certain times after the impact. In each panel the left part shows the temperature distribution, and
the right part shows the iron fraction. The blue colored material in the right part represents partially molten silicates.
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the average temperature within the
sinking diapir when t= tm. The initial gap
thickness is a function of the postimpact
segregation volume. Hence, it depends
on the (C0, S) set of parameters and on
the impactor size. We monitor the
thermochemical evolution after a large
impact on Mars using different sets of
parameters C0, S, and Dimp.

Figure 5 (first column) illustrates the
influence of C0 and S on the postimpact
segregation volume and hence on the
thermochemical state before themerging
process. For the three sets of (C0, S)
examined, the initial temperature within
the segregation volume slightly varies and
is≈2100 ±10 K. When C0 increases and S
decreases a smaller segregation volume is
generated after the impact. On the other
hand, when C0 decreases and S increases,
the size of the segregation volume
increases. Hence, the impactor’s core is
initially closer to the CMB (Figure 5, top).
Consequence, the core merging occurs in
a short time (Figure 4, top). Within the
range ofC0, S studied here the sinking time
(i.e., the time needed for the two cores to
enter in contact) can decrease by≈35%
(from0.38Myr for (C0=6965ms�1, S=0.8)
to 0.25 Myr for (C0=5140 m s�1, S=1.12))
(Figure 6, right). As C0 and S control the
shape of the segregation volume and
especially the initial gap thickness
between the two cores, these parameters
play also a significant role on the
temperature of the diapir immediately
before merging. Within the range of C0, S
studied here the merging temperature
can increase by≈10% (from 2130 K for
(C0 =5140 m s�1, S=1.12) to 2350 K for
(C0 =6965 m s�1, S=0.8)) which can
have important consequences on the
preexisting core cooling after merging
(Figure 6, left).

The Martian topographic dichotomy is
related to an impact ranging from 800 to 1300 km in diameter [Marinova et al., 2008; Andrews-Hanna et al., 2008;
Nimmo et al., 2008]. In ourmodels, we consider that the impactor’s core is collected at the bottomof the segregation
volume. When the impactor is too large (Dimp> 1000 km), the segregation volume is in contact with the Martian
core, and themerging dynamics is governed by the viscosities of themolten silicates and the liquid iron. Hence, the
merging dynamics involves turbulent flows and our models are no more valid. Therefore, we limit our study to
impactor diameters ranging from 500 km to 1000 km. Moreover, as detailed above, decreasing C0 and increasing
S would increase the size of the segregation volume, and for Dimp=1000 km, C0< 6965 m s�1 and S> 0.8, the

Figure 4. Gap thickness evolution for models with different (C0, S) sets
of (top) parameters, (middle) impactor diameters Dimp, and (bottom)
reference viscosities η0.
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segregation volume also overlaps the CMB. Hence, to measure the influence of the impactor size, we only
consider C0 = 6965m s�1 and S=0.8. Figure 7 shows themerging dynamics for three impactor diameters. When
Dimp increases, the segregation volume and the metallic volume of the impactor increase. However, the mean
temperature of the segregation volume is not significantly affected (differences of≈10 K between Dimp=500 km
and Dimp=1000 km) (Figure 6, left). The major difference resides in the volume of the postimpact segregation
zone of the planet which is much more significant for Dimp = 1000 km (see Figure 7, third row). When the
impactor diameter increases, the volume of the segregation zone and the size of the merging diapir increase,
resulting in the reduction of h0 and in the increase of RFe, which reduce the sinking time from≈1 Myr for
Dimp=500 km to≈0.1 Myr for Dimp = 1000 km (Figure 6, right). As Dimp controls the initial distance between the
two cores, it also influences the temperature of the diapir before merging [Monteux et al., 2009]. Hence, when
Dimp increases from 500 to 1000 km, the impactor’s core becomes initially closer to the CMB and h0 decreases
from 935 km to 120 km (Figure 4, middle). Hence, its available potential energy decreases, and the merging
temperature decreases by≈ 12 % (from 2400 to 2130 K) (see Figure 6, left).

Table 3. Model Specifics

Model
Impactor Diameter

(Shell Thickness) (km) C0 (m/s) S
Reference
Viscosity (Pa s)

Viscosity
Contrast

Merging
Time (Myr)

Merging
Temperature (K)

M0 (ref.) 750 (0.8) 6000 0.86 1021 1 0.36 2286.7
M1 750 (0.8) 6965 0.8 1021 1 0.37 2352.5
M2 750 (0.8) 5140 1.12 1021 1 0.24 2137.6
M3 1000 (1.8) 6965 0.8 1021 1 8.9 10�2 2127.7
M4 500 (0.2) 6965 0.8 1021 1 1.3 2392.9
M5 750 (0.8) 6000 0.86 1020 1 3.6 10�2 2287.3
M6 750 (0.8) 6000 0.86 1022 1 3.6 2280.5
M7 750 (0.8) 6000 0.86 1021 10 (T-P) 0.1 2281.6
M8 750 (0.8) 6000 0.86 1021 10 (T-P melt) 6.3 10�2 2290.1
M9 750 (0.8) 6000 0.86 1021 100 (T-P) 1.3 10�2 2277.4
M10 750 (0.8) 6000 0.86 1021 100 (T-P melt) 7.5 10�3 2323.2
M11 750 (0.8) 6000 0.86 1021 1000 (T-P) 1.5 10�3 2292.5
M12 750 (0.8) 6000 0.86 1021 1000 (T-P melt) 1.0 10�3 2301.3

Figure 5. Thermochemical readjustment as a function of time for models with three (C0, S) sets of parameters. We consider
here that the viscosity η0 is uniform and constant.
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Finally, by controlling the segregation volume Dimp, C0 and S indirectly control the final radial extension of the
magma ocean spreading, and the position of the cold slab that sinks from the surface toward the CMB (see
Figures 5 and 7).

7. Influence of the Viscosity Model
7.1. Influence of the Average Viscosity

The mantle viscosity is a key parameter in the core merging process that governs the ability of the mantle to
deform and accommodate themetallic diapir sinking, while deforming at farther distances to compensate for
the accommodation. The viscosity also governs the spreading of the hot silicate material in the upper mantle.
When consider dynamical models with uniform viscosities (i.e., η0 is constant and cT= cZ= 0), modifying the
mean viscosity does change the heat repartitioning at the end of the merging and affects the characteristic

Figure 6. (left) Merging temperatures and (right) merging times as a function of the viscosity contrast. Green filled solid
triangles represent results for uniform viscosities, with C0 = 6965 m/s and S=0.8 and for different impactor diameters
(indicated close to the corresponding symbol). The open symbols represent the values obtained with C0 = 6000 m/s and
S=0.86 for T-P dependent viscosities (black squares) and for T-P melt-dependent viscosities (red circles).

Figure 7. Thermochemical readjustment as a function of time for models with three impactor sizes. We consider here that
the viscosity η0 is uniform and constant. C0 = 6965 m s�1 and S=0.8.
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merging and spreading times. In the laminar flow regime, the terminal sinking velocity U of a metallic diapir
sinking in an infinite media obeys the Hadamard velocity law [Hadamard, 1911; Batchelor, 1967; Monteux
et al., 2009]. As a consequence

U ¼ 2
9

ηd þ ηs
ηd þ 2

3 ηs

 !
Δρ0gRFe

2

ηs
(27)

where ηd is the viscosity inside the diapir and ηs is the viscosity of the surrounding material. In the isoviscous
case (Figure 4, bottom) when the average viscosity of the mantle decreases the diapir sinks faster (see
equation 27), and the sinking time is significantly reduced. For example, in an isoviscous model, ηd= ηs,
increasing the viscosity from 1020 Pa s (Figure 4, bottom, red line) to 1022 Pa s (Figure 4, bottom, green line)
leads to an increase of the sinking times from≈ 0.1 Myr to≈ 10 Myr (Table 3). Similarly, an increase of the
average viscosity by 2 orders of magnitude increases the spreading time of the hot mantle thermal anomaly
from≈ 1 Myr to≈ 100 Myr, even if the thermal anomaly cools by diffusion. However, the changes in the
average uniform viscosity have less effects on the merging temperatures that range between 2280 and 2290
K at t= tm (Table 3). For large viscosities, as the characteristic merging and spreading times are longer, heat
diffusion plays a significant role and smoothes the temperature contrasts between the hot merging channel
and the surrounding silicates, at the CMB, and between the sinking slab and the colder surrounding mantle.

7.2. Influence of Varying Viscosity

The viscosity contrast between the sinking diapir and its surroundings is a key parameter in the core merging
dynamics and the repartitioning of the viscous heating [Ke and Solomatov, 2009; Samuel et al., 2010;Monteux
et al., 2011, 2013]. Qualitatively, as the metallic diapir sinks, shear heating occurs at the interface of the diapir
and the surroundings [Samuel et al., 2010; Monteux et al., 2011], leading to the temperature increase of both
the diapir and the surrounding mantle. Depending on the effective viscosity contrast between the metallic
diapir and the mantle, the mean temperature of the diapir sinking in a Mars-size planet can increase by a few
hundred Kelvins [Monteux et al., 2009]. This temperature increase is maximal when the diapir and the surrounding
mantle are isoviscous [Monteux et al., 2009]. The viscosity contrast between molten iron and mantle under
Martian conditions may exceed 10–20 orders of magnitude, depending on the mantle temperature. Such
viscosity variations are impossible to resolve with our numerical method. However, experiments show that the
dynamic influence of these large viscosity variations on diapir sinking is similar to viscosity variations of order
102 [Jellinek et al., 2003; Thayalan et al., 2006], the effects of which we can explore parametrically.

To characterize the influence of a variable viscosity, we monitor the thermochemical readjustment following
a 750 km diameter impact and the subsequent core merging for three viscosity models: isoviscous, T-P
dependent and T-P melt dependent. During the impactor’s core sinking the viscous heating enhances the
temperature and decreases the viscosity of the material immediately surrounding the diapir. The viscosity
decrease is mainly localized in the sinking channel where the highest temperatures are reached. In this
region, the temperature of the already impact-heated mantle beneath the segregation zone can exceed the
solidus temperature and lead to partial melting and a significant viscosity decrease. For the T-Pmelt-dependent
viscosity model (Figure 8, third row) and using a reference viscosity η0 = 10

21 Pa s, the core merging is much
faster than for the isoviscous model and occurs in less than 1 kyr when the viscosity contrast is 1000 between
the hottest and the coldestmaterial (see Table 3 for values). The spreading of the hot silicatemantle beneath the
lithosphere is also facilitated by the increasing viscosity contrast. However, it is achieved within a much longer
timescale that is governed by the surrounding mantle viscosity.

The radial deformation of the mantle in the isoviscous case scales with the size of the diapir [e.g.,Morris, 1982;
Jellinek et al., 2003; Thayalan et al., 2006], whereas in the temperature-dependent case the deformation is
confined to the hottest, lowest viscosity material surrounding the diapir with a length scale typically≈ 0.1 RFe.
Moreover, the horizontal shear stress in the boundary layer between the diapir and the CMB that retards the
sinking of the diapir is very small for the T-P and T-Pmelt-dependent viscosity. Both these effects increase the
sinking velocity when increasing the viscosity contrast between the diapir and the surrounding mantle.
Figure 9 shows the evolution of the gap thickness for three viscosity models, isoviscous (with η0 = 1021 Pa s),
T-P dependent (with cZ= 10 and cT=10–1000), and T-P melt dependent (with cZ= 10, c1=10–1000, and
c2= 30–3000). The highest viscosity contrasts between the hot diapir and the surroundingmantle are obtained in
the T-Pmelt-dependent viscosity model (Figure 8); hence, the coalescence time is shortest (see Figure 6, right).
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Figure 6 summarizes the influence of the viscosity contrast on the merging times (right) and the temperature
of the merging diapir (left) (see values in Table 3). This figure emphasizes the weak influence of the viscosity
contrast on the temperature of the impactor’s core before merging with the Martian core. The temperature
ranges between 2280 and 2330 K while the viscosity contrast increases by 3 orders of magnitude. As detailed
above and illustrated in Figure 6 (left) the merging temperature is much more sensitive to the impactor size,
while the viscosity contrast is a key parameter when considering themerging time. Figure 6 (right) shows that
an increase of the viscosity contrast by 3 orders of magnitude decreases the merging time from 0.36 Myr

to≈ 1 kyr. Here the influence of the
impactor size is weaker according to the
results of our models.

8. Thermochemical
Consequences of the
Core Merging

This section addresses the
consequences of the core merging in
terms of thermochemical equilibration.

8.1. The Core-Mantle Equilibrium

After the impact and the formation of
the segregation volume, mechanical
mixing due to segregation of iron occurs
within the partially molten region and can
enhance thermochemical equilibrium
between the iron from the impactor and
molten silicates. The degree of
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Figure 9. Gap thickness evolution for three different viscosities: uniform
(black solid line), T-P dependent (colored solid lines), and T-Pmelt depen-
dent (colored dashed lines). For T-P and T-Pmelt-dependent viscosities, three
viscosity contrasts are represented: 10 (red), 100 (green), and 1000 (blue).

Figure 8. Thermochemical readjustment as a function of time for an isoviscous, a T-P dependent (with a viscosity contrast
of 100) and a T-Pmelt-dependent (with a viscosity contrast of 100 to 300) viscosity models. (rows 2 and 3) The right part of
each panel shows the evolution of the viscosity during the core merging process.
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equilibration decreases with increasing characteristic size of the metallic diapirs [Ulvrová et al., 2011; Deguen
et al., 2011; Samuel, 2012]. For centimeter-sized droplets sinking through a turbulent magma ocean, the
thermochemical equilibration is efficient and rapidly achieved [Samuel, 2012]. However, during the core
merging, the metallic phase may sink as blobs and lead to metal/silicate disequilibrium [Dahl and Stevenson,
2010; Kleine and Rudge, 2011]. In our models, the impactor’s metallic phase is sinking as a large single diapir and
chemical equilibrium should depend on the complexity of the flow structure within and outside the diapir
[Ulvrová et al., 2011]. However, from the sinking times obtained in our models (< 1 kyr for the most realistic
viscosity contrast) (see Table 3), it seems difficult to envision any chemical reequilibration during the diapir
sinking. As detailed above, increasing the viscosity contrast between the hot sinking diapir and the surrounding
material drastically reduce the merging time but also leads to an elongation of merging core’s tail because of
the large-scale mantle flow and of the increase in the ability of the diapir to deform (Figure 10). If any chemical
equilibration might occur, this thin tail is a good candidate.

The flow induced in the mantle during the sinking can also lead to some entrainment of the silicates from the
upper to the lower mantle. This entrainment increases with the diapir size (i.e., with the impactor size) and
with the viscosity contrast between the metallic diapir and the mantle (Figure 10). Once the two cores have
fully merged, the flow induced by the thermal readjustment within the mantle tends to bring the deep
silicate material upward. The accuracy of this phenomenon increases as the viscosity contrast between the
diapir and the silicates increases (Figure 10). However, according to the streamlines shown in Figure 10 (right
column) the molten silicate material entrained downward during the diapir sinking does not seem to be

Figure 10. (left to right) Close-up view of the time evolution of the compositional field within the coremerging area using the
T-Pmelt viscosity model with a viscosity contrast of (top) 10, (middle) 100, and (bottom) 1000. Solid lines represent the
streamlines in the reference frame of Mars.
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reentrained upward after the merging. Hence, core merging subsequent to a giant impact results in the
mixing of silicate material in the mantle.

8.2. Consequences for the Martian Cooling
8.2.1. Mantle Cooling
The impact heating and the viscous dissipation associated with the impactor’s core sinking modify the
thermal state of the Martian mantle. During and after the merging, a thermal readjustment occurs in the
mantle modifying the surface heat flux. The readjustment of the postimpact thermal anomaly within the
mantle and its spreading beneath the Martian lithosphere leads to an increase of the surface heat flux. During
the early advective stage, corresponding to the flattening of the hot mantle anomaly, the radial extent of the
high heat flux patch increases with time. This early advective stage is followed by a later stage of motionless
diffusive cooling where the surface heat flux progressively decreases and the mantle thermal anomaly
diminishes [Monteux et al., 2007]. The radial extent of the thermal anomaly, its thickness and the duration of
the advective stage are strongly dependent on the size of the thermal anomaly and on the physical properties
of the planet. Figure 11 shows the time evolution of the surface heat flux (fS), as a function of the colatitude for
different C0, S, Dimp, and η0 models. Low viscosities and large thermal anomalies favor the spreading of the
anomaly over large distances. Hence, the largest sizes for theses patches (θ ≈ 60°) are reached for small

Figure 11. Surface heat flux as a function of time and latitude for different impact properties and average viscosities.
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viscosities (η0 =10
20 Pa s) and large impactor sizes (Dimp= 1000 km). The time of the transition between the

advective and the diffusive stages strongly depends on the mantle viscosity. For η0 = 10
21 Pa s this time is

typically on the order of 10 Myr which is comparable with the models from Monteux et al. [2007].

T-P and T-P melt-dependent viscosities also influence the evolution of the surface heat flux. Large viscosity
contrasts between the hot anomaly and the relatively colder mantle enable easier spreading of the anomaly
below the surface [Koch and Koch, 1995;Monteux et al., 2007]. As the resistance to internal shearing decreases
with increasing viscosity contrast, the horizontal velocity becomes more significant for low viscosities. As a
result, for the T-P and T-P melt-dependent viscosity models, the radial extent increases by≈ 10%, while the
advection time decreases by a factor of≈ 2 compared to the isoviscous models [Monteux et al., 2007]. Long-
term monitoring of the surface heat flux can be very time consuming especially when considering large
viscosity contrasts. Hence, we did not monitor the long-term surface heat flux in the nonuniform viscosity
cases. However, the temperature dependence of the viscosity should affect our results by a minor amount
because the readjustment is mostly controlled by the viscosity far from the segregation volume.
8.2.2. Core Cooling
During the sinking, viscous heating leads to a temperature increase in both the diapir and the surrounding
mantle. For a uniform viscosity and for diapir larger than≈ 70 km in diameter, viscous coupling between the
metallic diapir and the surrounding material occurs and a fraction of the gravitational energy of the diapir is
converted to heat up the diapir [Monteux et al., 2009]. However, when the diapir is less viscous than the
mantle, viscous heating is restricted to the surrounding mantle and is concentrated at the diapir’s poles
where strain rates are greatest [Samuel et al., 2010; Monteux et al., 2011]. In this case, the temperature of the
impactor’s core does not increase significantly during the sinking and remains close to its initial presinking
temperature at the base of the segregation zone [Monteux et al., 2009].

The temperature of the diapir when merging with the Martian core is also dependent on the distance
traveled during the sinking and increases with the initial distance between the diapir (i.e., the initial depth of
the segregation zone) and the CMB [Monteux et al., 2009]. Hence, the merging temperature of the diapir may
be larger or smaller than the core temperature, depending on the size of the diapir, the distance traveled by
the diapir, and the viscosity contrast with the surrounding mantle. For instance, when the segregation
volume is large (Figure 5, first row and Figure 7, third row), the initial distance between the diapir and the CMB
is not large enough for the diapir to heat up significantly, and the merging diapir is colder than the Martian
core. For other sets of parameters the merging core is hotter than the Martian core (Table 3).

Following the merging, the impactor’s core is trapped between the hot impacted core material and the hot
mantle material from the channel where the diapir has sunk. The positive buoyancy of these two materials
between which the impactor’s core is trapped tends to spread the impactor’s core beneath the CMB
(Figure 12). However, the mixing dynamics that occurs within the Martian core after the merging has to be
considered here with caution. The injection of a large volume of molten iron of the impactor in a rotating core
of the planet is a process that involves Coriolis and inertial forces that are neglected here, because of our
infinite Prandtl number approximation. We address this issue in section 10.

9. Effects on the Core Dynamo

A giant impact not only excavates the near surface and heats the upper mantle of a planet as discussed above
but also heats the core of the planet in two distinct stages. In the first stage, the shock wave created by the
impact propagates in the core, heating it differentially within about 1 h. In the second stage, the merging of
the impactor iron diapir modifies the thermal state of the planet’s core. Here we investigate the effects of
these two stages on the core dynamo of Mars.

The first stage has been studied by many investigators [e.g., Arkani-Hamed and Olson, 2010a, 2010b; Ghods
and Arkani-Hamed, 2011]. Here we follow the procedure adopted by Arkani-Hamed and Olson [2010b]. Briefly,
the shock wave leads to a temperature increase within the core of the planet, much stronger in the region
directly beneath the impact site (Figure 2, bottom left). The low-viscosity rotating liquid core cannot sustain
lateral variations of temperature and the core overturns, resulting in a stably stratified temperature which
increases with radius. The thermal stratification diminishes the possible preexisting core convection, hence
the core dynamo, within a few kyr [Arkani-Hamed and Olson, 2010a]. Here we assume it occurs immediately
after the impact. Shortly after, the juxtaposition of the superheated stratified core to the relatively colder
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mantle results in convection in the outer part of the core which generates a dynamo as it thickens over
time. Here we first present the results for our reference model (Dimp = 750 km, C0 = 6000 m s�1, S= 0.86
and η = 1021 Pa s) in some detail and then provide the major results for the other models.

Included in Figure 2 (bottom left) is the impact-induced temperature increase inside our reference model,
showing the differentially heated mantle and core. We note that the temperature in the uppermost part of
the core directly beneath the impact site is higher than that in the adjacent mantle. This is partly due to shock
pressure jump as the shock wave inters the core and partly because of low-specific heat of the iron core, 600
J/kg/K, compared to that of the silicate mantle, 1200 J/kg/K. Also, the impact heating of the core is appreciable
only within~ 40° colatitude relative to the symmetric axis passing the impact site and the center of the planet,
the area which covers only 12% of the core’s surface. About 88% of the core is juxtaposed to the base of the
mantle with preimpact temperature. Once the core stratifies and the hottest part of the core is placed directly
beneath the core-mantle boundary, the core essentially cools almost globally. The thermal evolution of the core
is calculated by numerically solving the 1-D enthalpy equation and following the procedure adopted by Arkani-
Hamed and Olson [2010b]. The radial grid interval is taken to be 100 m to allow accurate determination of the
thickness of the thermal boundary layer in the convecting outer core. The domain of calculation includes the
entire core plus a 100 km thick thermal boundary layer at the base of themantle. The preimpact temperature is
assumed adiabatic inside the core with 2000 K at the core-mantle boundary. It linearly decreases in the
overlying mantle layer to 1500 K at the top of the layer. The spherically symmetric temperature distribution
inside the core immediately after the impact is obtained by first adding the preimpact temperature to the
impact-induced temperature increase and then allowing the thermal stratification. The liquid core has a kinetic
viscosity of 104 m2/s and it rotates with a 24 h period (see Table 2 for physical properties of the core). The core
viscosity must be much smaller. However, reducing the viscosity by 8 orders of magnitude has only minor
effects on the core cooling [Arkani-Hamed and Olson, 2010b], because the core cooling is mainly controlled by
the overlying solid mantle.

To illustrate the effects of the impactor core merging on the Martian core dynamo two scenarios are calculated
for each models listed in Table 3: one without considering the merging and the other with merging. Figure 13
shows the thermal evolution of the core and the overlyingmantle for 300Myr after the impactwhere nomerging
is considered. The positive temperature gradient deep in the core retains stable condition, prohibiting
convection, while the upper most part of the core convects and maintains adiabatic temperature as it thickens
and penetrates to deeper parts of the core. Although the very high temperature at the top of the stratified core
diminishes rapidly, the impact heating remains appreciable for much longer time. Figure 14 shows the time
variations of the thickness of the convecting outer core, the heat flux at the core-mantle boundary, the magnetic

Figure 12. Close-up view of the temperature field within the core merging area for two impactor sizes, two sets of C0 and S, and
viscosity of 1021 Pa s.
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Reynolds number and the mean
magnetic intensity inside the convecting
outer core for 300 Myr after the impact.
Similar to the results obtained by other
investigator [e.g., Arkani-Hamed and
Olson, 2010b; Arkani-Hamed and Ghods,
2011], the impact certainly cripples the
possible preimpact core dynamo and it
takes around 150–200 Myr for the
convecting outer core to generate a
strong core dynamo, taking the threshold
value of 20 for the magnetic Reynolds
number. We note that the outer core is
not thick enough to generate an
appreciable dynamo within the first ~20
Myr after the impact, despite very high
heat flux at the core-mantle boundary.

Due to the positive buoyancy relative to
the core of Mars, the impactor diapir
spreads on the core (Figure 12) and creates
a super-heated iron layer of ~0.8 km

thickness. Figure 15 compares the thermal evolution of the core for the first 10 Myr with and without the diapir
merging. At the time of merging the iron diapir is about 100 K hotter than the uppermost part of Mars’ core.
However, the iron layer cools very rapidly such that the difference between the two models almost disappears
within less than 2Myr. This is better illustrated in Figure 16 where the thickness of the convecting outer core, the
heat flux at the core-mantle boundary, and the magnetic Reynolds number and the mean magnetic field
intensity of the convecting outer core are displayed within the first 1 Myr after the impact for both models. The
merging iron layer reinitiates convection at about 0.37 Myr, and its effects diminish rapidly within the first 1 Myr.

The effects of physical parameters of themantle and the size of the impactor are also estimated for both scenarios,
with and without merging. Figures 17 and 18 show the effects of the diapir merging on the core dynamo for
different viscosity models of the mantle, different C0 and S values as well as different size of the impactor. The

Figure 14. The evolution of the thickness of the convecting outer core, the heat flux at the core-mantle boundary, themag-
netic Reynolds number, and themeanmagnetic intensity in the convecting zone corresponding to the thermal evolution of
the core shown in Figure 13.

Figure 13. Thermal evolution of Martian core after an impact, where no core
merging is considered. The temperature is shown at 30 Myr intervals. The
numbers on the curves denote time after the impact in Myr. The curve “Initial
Adiabat” is the preimpact temperature, and “0+ Stratified” denotes the tem-
perature after the first stage of stratification.Dimp is the impactor diameter in
kilometer, C0 is the acoustic velocity of the mantle in m/s, S is the constant in
the EOS, and η0 is the mantle viscosity assumed isoviscous mantle.
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isoviscous mantle with a viscosity of
1022 Pa s, and to a lesser extent 1021

Pa s, delays the merging time and has
appreciable effects on the dynamo. It
takes longer time for the iron diapir of
the smaller impactor (Dimp=500 km),
which initiates at the base of a smaller
segregation zone, to sink through the
mantle before merging to the core,
hence has appreciable effect on the
core dynamo because theMartian core
cools prior to the merging. The
C0=6965 (m/s) and S=0.8 model
results in an appreciable merging
effects. However, the effects diminish
within a few Myr in all models. It is
plausible to conclude that the main
effect of an impact on the core dynamo
is due to direct heating of the core (see
Figure 14), which was not considered
by Monteux et al. [2013], and diapir
merging has almost negligible effects.
This is largely because the iron layers
produced on the Martian core by the
diapirs are very thin, and no dynamo

can be generated inside the layers. It requires a thickness of about 30 km for an iron layer to generate dynamo [e.g.,
Reese and Solomatov, 2010]. The iron layers can only delay the initiation of the dynamo for a very short time.

10. Limitations of Our Models

The stratification of the differentially heated Martian core occurs while the impactor’s core diapir is still
descending in the mantle. The core merging incorporates some new material within the Martian core with a

Figure 16. The evolution of the thickness of the convecting outer core, the heat flux at the core-mantle boundary, themag-
netic Reynolds number, and the mean magnetic intensity in the convecting zone within the first 1 Myr. The red curves are
for the no merging scenario, and the black ones are for the merging scenario.

Figure 15. Thermal evolution of Martian core within 10 Myr after an
impact. (top) With no core merging and (bottom) with core merging
that occurs at 0.36 Myr after the impact. The blue and magenta curves in
Figure 15 (bottom) show the temperature distribution immediately before
and immediately after the core merging. See Figure 13 for details.
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temperature that depends on the size of the impactor, the segregation volume and the viscosity contrast
between the diapir and the mantle. In any case, the core merging leads to lateral temperature variations and
may initiate restratification of the core.

Our present numerical model of spreading the iron diapir on the Martian core does not include the rotation
effect (i.e., no Coriolis forces) and assumes an infinite Prandtl number (i.e., no inertial forces) in the momentum
equation. Hence, wedonot obtain the stratification that likely occurs immediately after the impact as discussed in the
previous section, and the second restratification that would occur after the complete core merging. Consequently,
materials from our lowest viscosity and largest diapir spread beneath the CMB as a thin, axisymmetric gravity current
(see Figure 12). The spreading of the hot core anomaly stops when diffusive cooling overcomes advective transport
leading to a partial stratification of the core [Monteux et al., 2013]. This thermal stratification persists until the thermal
anomaly introduced by the gravity current diffuses into the overlyingmantle and the underlying part of the core. The
dynamics of thermal mixing under realistic core viscosities will be the subject of a separated study.

11. Conclusions

Giant impacts may have significantly influenced the mantle dynamics of Mars. We investigated the
postimpact thermochemical readjustment after one single giant impact occurring during the early stages of

Figure 17. Effects of the mantle viscosity on the Reynolds number and the mean magnetic intensity in the convecting
outer core for a model with 750 km impactor diameter, C0 = 6000 m/s, and S=0.86. Eta at the top denotes the mantle
viscosity: either isoviscous with 1020, 1021, or 1022 Pa s, or temperature- and pressure-dependent (f(P,T)), or temperature,
pressure, and melt dependent (f(P,T,M)) with a viscosity contrast of 1000. The red curves are for the no merging scenario,
and the black ones are for the merging scenario.

Figure 18. Effects of the acoustic velocity, C0, and EOS constant, S, of themantle on themagnetic Reynolds number andmean
magnetic intensity of the convecting outer core. The mantle has a constant viscosity of 1021 Pa s. D denotes the impactor
diameter in kilometer. The red curves are for the no merging scenario, and the black ones are for the merging scenario.
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the Martian history. In particular, we studied the thermal consequences of the sinking of an impactor’s core in
the Martian mantle as a function of the impactor size and for different mantle viscosity models. Our results
show that the core merging is a fast process that occurs in a time mainly governed by the mantle viscosity.
Although this study is the continuation of the study by Monteux et al. [2013], several improvements have
been achieved in the characterization of the impact heating, the initial postimpact geometry of the impactor’s
core and the viscosity models. Indeed, from our results we can now separate the influences of the impactor size
(Dimp), the ability of the impacted mantle to be shock heated (C0 and S) and the mantle viscosity (type and
viscosity contrast) on the time required for sinking and on the temperature of the impactor’s core whenmerging
with the Martian one. We can now conclude that the viscosity does not play a key role in the thermal evolution
during themerging (onlymodifying themerging temperature by≈1% for the range of viscosities adopted here).
However, it plays an important role on the sinking time which is very sensitive to the viscosity contrast between
the sinking diapir and the surrounding material that can decrease from 0.3 Myr to 1 kyr. From the range of
parameters considered here (with viscosity contrast up to 3 orders of magnitude), the merging time is probably
too short to envision any chemical equilibration during the sinking. Concerning the thermal evolution, the
impactor diameter Dimp and the (C0, S) values seem to be the key parameters that govern both themerging time
(by controlling the diapir size and initial depth) and the merging temperature that can vary by 10% in the range
of parameters studied here (from 2130 to 2350 K). In our models, we assume that the impact occurs with a
moderate impact velocity (about twice the Martian escape velocity); larger impact velocities can substantially
increase the postimpact temperature in themerging core prior to its sinking which strengthen the importance of
the impact parameters on the merging temperature.

Our study also highlights that, even if the core merging processes could reduce the efficiency of chemical
equilibration during the core formation in terrestrial planets [Kleine and Rudge, 2011], the flow dynamics
generated within the mantle during the merging process for large viscosity contrasts could enhance some
mixing between upper and deep silicate material even in the absence of mantle convection. Because the
characteristic timescales of thermal readjustment within the mantle are long, the hot postimpact mantle
anomaly creates a surface heat flux anomaly as it spreads below the Martian surface. The spreading stage
lasts≈ 10 Myr and is followed by a diffusive cooling that occurs within a longer timescale. More importantly,
we can nowmake a better estimate of the influence of the coremerging process on the Martian dynamo. The
main effect of a large impact on the core dynamo is due to direct heating of the core, and diapir merging has
almost negligible effects. The spreading of the merging diapir as a hot and thin layer surrounding the
preexisting Martian core can only delay the initiation of the dynamo for a very short time.

In our models, the impact angle is vertical whichmaximizes the postimpactmelt volume, hence the segregation
volume in which the metal/silicates separation occurs [Pierazzo and Melosh, 2000]. Oblique impacts could
influence the core merging dynamics by reducing the initial position of the metallic diapir and modifying the
shape of the postimpactmantle thermal anomaly. The asymmetry introduced in the thermal state of themantle
by an oblique impact cannot be included in our current axisymmetric model and has to be modeled in a 3-D
model in the future. However, an oblique impact has less effect on the cessation and reactivation of the core
dynamo, except for the amount of impact heating of the core. This is because the core stratifies almost
immediately after the impact and retains a spherically symmetric temperature distribution.
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a b s t r a c t

The martian surface exhibits a strong dichotomy in elevation, crustal thickness and magnetization
between the southern and northern hemispheres. A giant impact has been proposed as an explanation
for the formation of the Northern Lowlands on Mars. Such an impact probably led to strong and deep
mantle heating which may have had implications on the magnetic evolution of the planet. We model
the effects of such an impact on the martian magnetic field by imposing an impact induced thermal het-
erogeneity, and the subsequent heat flux heterogeneity, on the martian core-mantle boundary (CMB). The
CMB heat flux lateral variations as well as the reduction in the mean CMB heat flux are determined by the
size and geographic location of the impactor. A polar impactor leads to a north–south hemispheric mag-
netic dichotomy that is stronger than an east–west dichotomy created by an equatorial impactor. The
amplitude of the hemispheric magnetic dichotomy is mostly controlled by the horizontal Rayleigh num-
ber Rah which represents the vigor of the convection driven by the lateral variations of the CMB heat flux.
We show that, for a given Rah, an impact induced CMB heat flux heterogeneity is more efficient than a
synthetic degree-1 CMB heat flux heterogeneity in generating strong hemispheric magnetic dichotomies.
Large Rah values are needed to get a dichotomy as strong as the observed one, favoring a reversing paleo-
dynamo for Mars. Our results imply that an impactor radius of �1000 km could have recorded the mag-
netic dichotomy observed in the martian crustal field only if very rapid post-impact magma cooling took
place.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Giant impacts have strongly influenced the internal structure
and dynamics of the terrestrial planets during the primordial
stages of their evolutions (Hartmann and Davis, 1975; Benz et al.,
1988; Asphaug et al., 2006; Andrews-Hanna et al., 2008;
Marinova et al., 2008; Nimmo et al., 2008; Jutzi and Asphaug,
2011). These events are plausible explanations for remarkable fea-
tures of the solar system such as the small volume of Mercury’s
mantle relative to its core (Benz et al., 1988; Gladman and
Coffey, 2009), the Earth–Moon system (Canup, 2004) and the topo-
graphic martian and lunar hemispheric dichotomies (Marinova
et al., 2008; Nimmo et al., 2008; Jutzi and Asphaug, 2011). Giant

impacts have also been invoked to explain the initiation or cessa-
tion of the dynamos of the terrestrial planets and moons
(Roberts et al., 2009; Arkani-Hamed and Olson, 2010; Reese and
Solomatov, 2010; Monteux et al., 2013; Monteux and Arkani-
Hamed, 2014). In these models, the impactors’ radii typically range
between 100 and 1000 km. These impacts deliver a large amount
of heat to the deep mantle, which is likely to strongly affect the
efficiency of core cooling and in turn the dynamo activity. Although
there is a higher probability that a giant impact will fall on low-lat-
itudes of the planetary surface (Le Feuvre and Wieczorek, 2011),
true polar wander events can ultimately place the resulting ther-
mal anomaly at high-latitudes of the Core Mantle Boundary
(CMB). Moreover, large impacts could be responsible for significant
resurfacing and reset the magnetization of the pre-impact material
(Langlais and Thébault, 2011; Lillis et al., 2013).

On Earth, the influence of lower mantle thermal heterogeneity
on core magnetohydrodynamics has been extensively studied

http://dx.doi.org/10.1016/j.pepi.2014.12.005
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using numerical dynamos with imposed non-uniform outer
boundary conditions. It has been shown that heterogeneous CMB
heat flux causes a deviation from axisymmetry in the core flow
(Aubert et al., 2007), in the time-average paleomagnetic field
(Olson and Christensen, 2002) and in locations of intense magnetic
flux patches on millennial time-scales (Bloxham, 2002; Amit et al.,
2010). It may also explain the emergence of intense magnetic flux
patches in the equatorial region (Amit and Choblet, 2012) and may
even yield field locking (Gubbins et al., 2007; Willis et al., 2007).
Heterogeneous CMB heat flux may also recover the lateral varia-
tions in the inner-core boundary seismic properties (Aubert et al.,
2008; Amit and Choblet, 2009). Finally, reversal frequency and
the trajectory of the paleomagnetic dipole axis during reversals
may also be governed by the heterogeneous lower mantle
(Glatzmaier et al., 1999; Kutzner and Christensen, 2004; Olson
et al., 2010, 2013; Olson and Amit, 2014).

Heterogeneous mantle control has also been proposed to
explain some features of planetary magnetic fields. Cao et al.
(2014) found that high equatorial CMB heat flux breaks the core
flow symmetry and produces north–south asymmetric magnetic
fields which may explain the observed field of Mercury
(Anderson et al., 2012). Stanley (2010) argued that temperature
differences in the surrounding envelope of the convective zone of
Saturn axisymmetrize its magnetic field. It has also been proposed
that CMB heterogeneity may have controlled the shape of the cur-
rent Martian magnetic field (Stanley et al., 2008). Mars is charac-
terized by a striking magnetic field dichotomy, which is
correlated with the topographic dichotomy. The Northern Low-
lands are mostly devoid of significant magnetic fields. In contrast
the southern highlands exhibit large and in some places intense
magnetic field anomalies, up to 1500 nT at 90 km altitude as mea-
sured by Mars Global Surveyor (Acuña et al., 1998). This is two
orders of magnitude larger than the crustal magnetic field on Earth.
In terms of magnetized material, this suggests a thick (40 km) and
intensely magnetized (up to 12 A/m) lithosphere to produce the
observed magnetic field (Langlais et al., 2004), or any combination
of a thinner lithosphere and a more intense magnetization (e.g.,
Parker, 2003).

The martian magnetic dichotomy can be explained using two
end-members scenarios. In the external scenario, the dynamo
was equally strong in both hemispheres, and the resulting magne-
tization was equally strong in both hemispheres. Then the magne-
tization of the northern hemisphere was removed or erased after
the dynamo cessation, e.g., by a giant impact (Nimmo et al.,
2008) or volcanic activity (Lillis et al., 2008). Alternatively a signif-
icant magnetization was never recorded in the northern hemi-
sphere because surface conditions, lithological or alteration
processes were different from those in the southern hemisphere
(Rochette, 2006; Quesnel et al., 2009; Chassefière et al., 2013). In
the internal scenario, the magnetization is strong only in the
southern hemisphere because the dynamo was hemispheric to
begin with (Langlais and Amit, 2008; Stanley et al., 2008; Amit
et al., 2011).

Such an hemispheric dynamo could have been driven by CMB
heat flux heterogeneity possibly caused by a very large-scale man-
tle convection pattern (Harder and Christensen, 1996; Zhong and
Zuber, 2001; Elkins-Tanton et al., 2003, 2005; Ke and Solomatov,
2006; Roberts and Zhong, 2006) or by a giant impact (Roberts
et al., 2009). In this study we propose a model for the magnetic
field dichotomy in which the dynamo hemisphericity (internal ori-
gin) is related to a large impact (external origin). For that purpose,
we model heterogeneous CMB heat flux resulting from giant
impact heating and investigate its influence on the core dynamo
by imposing it as a static, laterally-varying outer boundary condi-
tion on numerical dynamo models. In this approach, the CMB heat
flux pattern and amplitude, as well as the reduction in the mean

heat flux with respect to a reference pre-impact value, are deter-
mined by the impactor size, using a synthetic description of the
impact heating zone. In Section 2 we describe our method. The
results are presented in Section 3. Discussion, post-impact time
evolution and applicability of our results to Mars are given in Sec-
tion 4. Conclusions and possible planetary applications are high-
lighted in Section 5.

2. Method

2.1. Impact heating at the Core Mantle Boundary

Large impacts brought to Mars a formidable amount of energy
that is a function of the impactor mass and velocity, the latter
strongly depending on the impacted planet radius R. After a large
collision on a Mars-size body, a significant fraction of this energy
is deeply buried as heat within the mantle and leads to a local tem-
perature increase DT0 below the impact site. The size and the shape
of the post-impact thermal anomaly depend on several parameters
such as the size of the impactor, the impact velocity and angle, and
the structure of the martian mantle. Increasing the size of the
impactor leads to an increase of the heated volume while increas-
ing the impact angle from 0 (head-on impact) to larger values
(oblique impacts) reduces the maximal depth reached by the
post-impact thermal anomaly (Pierazzo et al., 1997; Pierazzo and
Melosh, 2000). Here for simplicity, we consider that the volume
of the thermal anomaly only scales with the size of the impactor
and we consider the case of a head-on impact. Hence, the post-
impact thermal anomaly in our models is approximately uniform
within a spherical volume (termed isobaric core) with radius Ric

that is 1 to 1.44 times larger than the radius of the impactor Rimp

(Pierazzo et al., 1997; Senshu et al., 2002; Monteux et al., 2013).
On Mars, the impactor size invoked to explain the topographic

dichotomy ranges between 320 and 1350 km (Marinova et al.,
2008; Nimmo et al., 2008). This has to be compared to the size of
the martian mantle. Based on solar tidal deformations, the martian
core radius has been estimated between 1520 and 1840 km (Yoder
et al., 2003). For simplicity, we assume a core radius of 1700 km,
which implies a mantle thickness of about 1700 km. Hence, consid-
ering that Ric ¼ 1:44Rimp, the post-impact spherical thermal anom-
aly is likely to overlap the CMB for Rimp > 500 km. For an impactor
radius of Rimp ¼ 1200 km, the disruption of the impacted planet
will only occur when the impact velocity reaches values of
�100 km/s which is much larger than the impact velocity v imp con-
sidered here (v imp ¼ 5 km=s) (Tonks and Melosh, 1992; Reese et al.,
2010). In our models, we consider that the impactor radius ranges
between 600 and 1000 km bearing in mind that larger impactors
with larger impact angles could have similar thermal conse-
quences at the CMB (Pierazzo et al., 1997; Pierazzo and Melosh,
2000).

As the volume of the isobaric core is governed by the size of the
impactor, the magnitude of the temperature increase can be
directly related to the impact velocity. Making the conservative
hypothesis that the impact velocity is close to the martian escape
velocity and that the volume of the isothermal sphere is 3 times
larger than the impactor (Senshu et al., 2002; Monteux et al.,
2013), the energy balance accounting for heating and melting of
both the impactor and impacted material may lead to a uniform
spherical temperature increase of �400 K in the martian mantle
(Monteux et al., 2013). Away from the isothermal sphere, the tem-
perature decreases rapidly with distance r as ðRic=rÞm with m typi-
cally ranging between 4 and 5 (Senshu et al., 2002; Monteux et al.,
2007).

Geochemical evidence and crater densities indicate that the
martian topographic dichotomy could have formed within the first
50 Myr of Solar System formation and that the martian northern
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hemisphere has been low and stable for nearly all of Mars’ history
(Zuber, 2001; Frey et al., 2002; Solomon et al., 2005; Marinova
et al., 2008). Hence, the impact-driven temperature increase is
superimposed to the pre-impact thermal state of the martian man-
tle that strongly depends on the short-lived radiogenic heating, the
accretion processes and the dissipation of gravitational energy dur-
ing the core formation (Senshu et al., 2002; Golabek et al., 2009;
Šrámek et al., 2010). The uncertainties on the relative importance
of these processes as well as the diversity of the processes involved
in the core formation lead to a wide range of plausible early ther-
mal states after the full differentiation of Mars. For simplicity, we
assume here a 1D radially dependent pre-impact mantle tempera-
ture field. The choice of this specific temperature field is not crucial
as long as the impact heating of the mantle is predominant. As
shown later, the main parameter affecting the dynamo is the
amplitude of the heat-flux heterogeneity at the CMB. Before the
impact heating, we consider a simplified temperature profile as
in Monteux et al. (2013) with a CMB temperature of T ¼ 2000 K
and a convective mantle temperature of � 1600 K (Roberts and
Arkani-Hamed, 2012). It should be noted that in reality, the pre-
impact thermal state of the martian mantle was probably much
more complicated than the one used in our models, with lateral
heterogeneities as well as radial variations (including thermal
boundary layers and pressure dependence). For simplicity, we do
not consider the changes of mantle properties with depth such as
the pressure increase and the corresponding adiabatic heating.
Because we consider here that the mantle temperature above the
CMB is uniform and equal to 1600 K while the core temperature
is 2000 K, adding more complexity should slightly decrease the
amplitude of the heat flux heterogeneity. However, since the early
martian thermal state is poorly constrained, our simple model may
be considered as a reasonable first step to understand the influence
of giant impacts on planetary dynamos.

The superposition of the large impact-driven temperature
increase leads to a significant perturbation of the pre-impact
homogeneous CMB mean heat flux qh

0. To obtain the post-impact
heat flux at the martian CMB for a given impactor radius, we used
an impact heating model similar to the one described in Monteux
et al. (2013). A uniform spherical temperature anomaly rapidly
decreasing with distance is superimposed on the martian pre-
impact temperature field. The impact heating is followed by a ther-
mal re-adjustment within a characteristic time that is governed by
the rheology of the mantle surrounding the impact-induced ther-
mal anomaly. This characteristic time is simp � 10 Myr (Monteux
et al., 2007). The characteristic magnetic diffusion time is
sk ¼ r2

o=k where ro is the core radius and k is the magnetic diffusiv-
ity (e.g., Bloxham and Jackson, 1991). For Mars ro ¼ 1700 km and
combined with updated estimates of the electrical conductivity
of molten iron in Earth’s core conditions of k � 0:5 m2/s (Pozzo
et al., 2012), these estimates give sk � 180 kyr. Since simp � sk,
the post impact mantle temperature field may be considered con-
stant in our numerical dynamo models.

The shock wave also leads to a temperature increase within the
core of the impacted planet, much stronger in the region directly
beneath the impact site. The low-viscosity rotating liquid core can-
not sustain lateral variations of temperature and the core over-
turns, resulting in a stably stratified temperature which increases
with radius. In the case of a homogeneous CMB heat flux, the ther-
mal stratification occurs within a few kyr (Arkani-Hamed and
Olson, 2010). This stratification kills the possible pre-existing core
convection, and hence the core dynamo. Then it can take up to sev-
eral tens of Myr to remove this stratification by conductive core
heat loss (Arkani-Hamed and Olson, 2010). However, a significant
fraction of the mantle right above the CMB may have experienced
melting which facilitated the core cooling. The time needed to
remove the core excess heat by convection is 103–104 years when

considering a molten layer above the CMB (Monteux et al., 2011). It
is therefore likely that after the impact the martian dynamo died
during the time needed to generate and remove the post-impact
core stratification (i.e., �103–104 years). Then, the dynamo proba-
bly re-started, while the impact-driven lower mantle anomaly
was still in place (during simp � 10 Myr). For simplicity, we do
not consider here the core impact heating and the subsequent
rapid thermal readjustment. Our dynamo models are convectively
unstable throughout the shell, corresponding to the state of the
system after core stratification has been removed and while the
CMB heterogeneity was still in place. We discuss this aspect in
the conclusion section.

As the post-impact mantle temperature reaches the tempera-
ture of the core, the heat flux q is nearly zero where the isobaric
core overlaps with the CMB. Away from the isobaric core and along
the CMB, the heat flux increases rapidly to its pre-impact mean
value qh

0 (Fig. 1). The reduction in the mean CMB heat flux due to
the impact corresponds to the relative CMB surface that is heated
by the impactor and is defined by qr

0 as

qr
0 ¼

qh
0 � q0

qh
0

ð1Þ

where q0 is the post-impact mean heat flux. The amplitude of the
heat flux heterogeneity is commonly given by q� (Olson and
Christensen, 2002) with

q� ¼ qmax � qmin

2q0
ð2Þ

where qmax and qmin are the maximal and minimal values of the
post-impact heat flux, respectively. In Fig. 1, we show qr

0 and q�

obtained from our post-impact heating model as a function of the
impactor size. As the impactor size increases, the extension of the
isobaric core on the CMB increases, i.e., q0 decreases and therefore
qr

0 and q� increase. An impactor with a radius smaller than
Rimp � 500 km has a negligible effect on the heated surface of the
CMB. For small impactors a small portion of the CMB is heated so
q0 ’ qh

0, and since qmax ¼ qh
0 and qmin ¼ 0 always hold, for small imp-

actors q� ’ 0:5. An impactor radius of Rimp � 1000 km decreases the
mean CMB heat flux by 26.5% and produces an heterogeneity with
amplitude q� � 0:67. In our models, we limit the impactor radius
to 1000 km and consider a head-on impact which may represent
cases with larger impactors and smaller impact angles (Pierazzo
et al., 1997; Pierazzo and Melosh, 2000).

Next we expand the impact-driven CMB heat flux pattern in
terms of spherical harmonic coefficients (Fig. 2). In order to use it
as an outer boundary condition for heat flux in our dynamo mod-
els, we performed a spherical harmonic expansion truncated at
‘max ¼ 20 (see Fig. 2 for Rimp ¼ 800 km). First we fit the CMB heat
flux with the following analytical expression in terms of the angu-
lar distance x from the impactor’s center:

qx ¼ exp �1
n

x
x0

� �n� �
ð3Þ

The Gauss-like function (3) avoids undesirable Gibbs effects associ-
ated with discontinuous gradients on the edge of the imprint of the
isobaric core on the CMB. The best fit parameters found for the
three impactor radii are x0 ¼ 15� and n ¼ 3 for Rimp ¼ 600 km,
x0 ¼ 30� and n ¼ 7 for Rimp ¼ 800 km and x0 ¼ 48� and n ¼ 7 for
Rimp ¼ 1000 km.

2.2. Numerical dynamo models

We solve the set of self-consistent non-dimensional Boussinesq
magnetohydrodynamics equations for dynamo action due to ther-
mal convection of an electrically conducting fluid in a rotating
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spherical shell (for governing equations and more details see Amit
et al., 2011). We use the code MAGIC by Wicht (2002). We analyze
numerical dynamos with rigid insulating boundary conditions. The
models differ in the imposed outer boundary heat flux pattern and
the amplitude of its variation. A summary of model parameters,
outer boundary heat flux patterns and main results is given in
Table 1.

It is likely that Mars has no solid inner core up to the present
day (e.g., Schubert and Spohn, 1990; Breuer et al., 2010) and, as a
consequence, convection in the early martian dynamo was purely
thermal (Amit et al., 2011; Dietrich and Wicht, 2013), driven by
secular cooling and perhaps by radioactive heating. This convec-
tion mode is highly sensitive to CMB heat flux heterogeneity and
may thus break internal dynamo symmetries with relatively mod-
erate heterogeneity amplitudes (Hori et al., 2014). Due to numeri-
cal singularity at the center of the planet, we retain in our dynamo
models a small inner core with a radius ri=ro ¼ 0:2 of the outer core
radius. We impose zero heat flux on the inner boundary so that the
inner core is convectively passive. Overall, results by Aubert et al.
(2009) and Hori et al. (2010) suggest that such a relatively small
and passive inner core has little effect on the dynamo models.

Four internal non-dimensional parameters control the dynamo
action. The heat flux Rayleigh number (Olson and Christensen,
2002) represents the strength of buoyancy force driving the con-
vection relative to retarding forces

Ra ¼ ag0q0D4

kjm
ð4Þ

where a is thermal expansivity, g0 is gravitational acceleration on
the outer boundary at radius ro; q0 is the mean heat flux across

the outer boundary, D is shell thickness, k is thermal conductivity,
j is thermal diffusivity and m is kinematic viscosity. The Ekman
number represents the ratio of viscous and Coriolis forces

E ¼ m
XD2 ð5Þ

The Prandtl number is the ratio of kinematic viscosity to thermal
diffusivity

Pr ¼ m
j

ð6Þ

and the magnetic Prandtl number is the ratio of kinematic viscosity
to magnetic diffusivity k

Pm ¼ m
k

ð7Þ

A fifth non-dimensional number is the amplitude of the outer
boundary heat flux heterogeneity which is expressed by q� (see
Eq. (2)).

In all cases a volumetric homogeneous heat source � compen-
sates for the loss of heat through the outer boundary according to

�4pr2
oPr

@T
@r
ðroÞ

� �
¼ 4

3
pðr3

o � r3
i Þ� ð8Þ

where ½. . .� denotes averaging over the outer boundary surface S. In
terms of the non-dimensional variables @T

@r ðroÞ
� �

¼ 1, so for
ri=ro ¼ 0:2 (the geometry used in the study) the source term is
� ’ 2:42. We use moderate amplitudes of CMB heat flux heteroge-
neity to avoid violation of the Boussinesq approximation on which
the dynamo code relies.

(a) (b)

Fig. 1. (a) martian mantle post-impact temperature increase for Rimp ¼ 800 km. (b) Conventional amplitude of heat flux heterogeneity on the CMB q� (black line, Eq. (2)) and
the mean heat flux reduction qr

0 (red line, Eq. (1)) vs. impactor size Rimp. In the grey domain (Rimp < 500 km), the impactor is too small for isobaric core to reach the CMB. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

(a) (b)

Fig. 2. (a) Post-impact CMB heat flux (black line), analytical fit (red line) and spherical harmonic expansion (green line) vs. angular distance from the center of the impact
driven heated area. (b) Imposed CMB heat flux anomalies resulting from an impactor of radius 800 km falling on the north pole (left) or the equator (right). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Most dynamo models fall into two categories. In the first, the
radial field on the CMB is dominated by an axial dipole component,
but the field does not reverse. In the second, the field is multipolar
and dipole reversals occur (Kutzner and Christensen, 2002). Earth-
like models that are both dipole-dominated and reversing are only
found in a narrow transitional regime of parameters space (Olson,
2007; Wicht et al., 2009). Following Amit et al. (2011), we consider
cases from both regimes.

2.3. Hemispheric magnetic dichotomy monitoring

The kinetic energy of the impactor is dissipated as a result of the
irreversible work done by shock waves in damaging crustal rocks
as well as heating and melting the target material (Pierazzo
et al., 1997; Senshu et al., 2002; Reese and Solomatov, 2006;
Monteux et al., 2011). After the excavation process, a significant
fraction of the material molten by impact is redistributed hetero-
geneously at the surface of the impacted planet (Marinova et al.,
2008, 2011). The distribution of the molten material is governed
by the impact parameters such as the impact velocity and angle.
At low impact velocities (6–10 km/s) and oblique impact angles
(30–60�), 50–70% of the impact-induced melt distribution might
be contained within the area of impact and 25–30% might be
deposited at the antipode of the impact site (Marinova et al.,
2008). The impact-induced molten material might be redistributed
over a thickness that ranges between 30 and 50 km (Marinova
et al., 2008, 2011). The cooling and the crystallization of the molten
material leads to the formation of the impact induced crust poten-
tially recording the anomalous dynamo.

We consider two end member crust formation scenarios (Amit
et al., 2011; Langlais and Thébault, 2011) as illustrated in Fig. 3. In
the case of continuous and homogeneous crust formation, each
part of the martian crust is formed by a large number of incremen-
tal and superposed additions (e.g., lava flows, sills, dykes) over an
extended period of time. Each new layer records the magnetic field
at its time of cooling below the Curie Temperature, and the present
crustal field at a specific location results from the vertical superpo-
sition of the magnetization vectors of the various layers (Fig. 3, bot-

tom line). If this crust formation scenario occurs while the dynamo
reverses (Fig. 3, bottom right), the present local crustal field would
thus represent the intensity of a long-term time-average martian
paleomagnetic field. In the extreme case of periodic inversions
and layers with equal thicknesses, the superposed opposite sign
magnetization vectors could eventually cancel each other. The
other end-member model assumes a random crust formation
where crustal units are formed in relatively rapid events (Fig. 3,
top line). Individual crustal blocks are created randomly both in
space and time and each block acquires a magnetization which
only depends on the dynamo field at the time of cooling. The pres-
ent local field in this scenario thus results from adjacent magneti-
zation vectors, or in a probabilistic way, from the time-average of
the paleofield intensity. It is likely that neither one of these end-
member scenarios represent what actually occurred on Mars, and
rather that the actual way in which the magnetized part of the
martian crust formed may be intermediate between the two
scenarios.

We follow the statistical measures proposed by Amit et al.
(2011) corresponding to these two end-member crust formation
scenarios. In the context of a continuous homogeneous crust for-
mation scenario, we calculate the ratio of intensities of the time-
average field at the planet surface

SNcnt ¼ ½j <~B > j�sh=½j <~B > j�nh ð9Þ

where SN denotes the ratio between the rms surface average in the
southern and northern hemispheres and the subscript ‘cnt’ denotes
continuous crust formation. In the context of a random crust forma-
tion scenario, we calculate the magnetic dichotomies based on the
time-average of the magnetic field intensity

SNrnd ¼ ½< j~Bj >�sh=½< j~Bj >�nh ð10Þ

where the subscript ‘rnd’ denotes random. Eqs. (9) and (10) are
applied for the east–west dichotomies EWcnt and EWrnd by replacing
the summations with the appropriate hemispheres.

The relevance of the continuous or random crust formation sce-
nario depends on the relation between the cooling time of the
Impact Induced Molten Material (IIMM) and the typical magnetic

Table 1
Summary of numerical dynamo models parameters and resulted magnetic hemispheric dichotomies. In all cases ri=ro ¼ 0:2; Pr ¼ 1 and Pm ¼ 3. The upper part includes reversing
dynamos with E ¼ 3 � 10�4; The lower part includes non-reversing dynamos with E ¼ 1 � 10�4. The imposed CMB heat flux patterns are either degree-1 single harmonics (Y0

1 or
Y1) denoted as cases Y, or impact driven centered at the pole or at the equator denoted as cases I. All Y cases are from Amit et al. (2011) except cases Y2 and Y3 which are from this
study. The radius of the impactor is Rimp. The conventional amplitude of the heat flux anomaly q� is defined as the ratio of the peak-to-peak difference to twice the mean (Olson
and Christensen, 2002). The reduction in the mean heat flux due to the impact is qr

0. Rm is the magnetic Reynolds number based on the rms velocity in the volume of the shell. SN
and EW denote south–north and east–west, ‘cnt’ and ‘rnd’ subscripts denote continuous and random crust formation. East–west ratios are calculated with respect to the hemisphere
centered at longitude 0� (center of large heat flux anomaly for Y1

1 and equatorial I cases) to the hemisphere centered at longitude 180�. For reversing cases only ratios based on
random crust formation are given, for Y0

1 or polar I cases only south–north ratios are given, for Y1
1 or equatorial I cases only east–west ratios are given. As reference cases, the

homogeneous CMB heat flux models from Amit et al. (2011) give SN and EW values of unity. The average chron duration sch is given in kyrs for the reversing cases.

Case Pattern Rimp [km] Ra q� qr
0 Rm SNcnt SNrnd EWcnt EWrnd sch

I1 Polar 600 2:90 � 107 0.51 0.04 386 – 1.18 – – 40.9

I2 Polar 800 2:69 � 107 0.56 0.13 423 – 1.54 – – 22.6

I3 Polar 1000 2:21 � 107 0.66 0.26 439 – 2.25 – – 18.3

Y1 Y0
1

– 3 � 107 0.8 – 488 – 2.54 – – 12.2

I4 Polar 1000 4 � 107 0.66 0.26 572 – 2.58 – – 15.4

Y2 Y0
1

– 2 � 107 0.8 – 412 – 2.35 – – 14.9

I5 Equatorial 800 2:69 � 107 0.56 0.13 350 – – – 1.22 28.2

Y3 Y0
1

– 1 � 107 0.8 – 303 – 1.68 – – 26.3

Y4 Y1
1

– 3 � 107 0.8 – 405 – – – 1.14 17.5

I6 Polar 800 8:97 � 106 0.56 0.13 99 1.12 1.13 – – 1
I7 Polar 1000 7:35 � 106 0.66 0.26 182 1.59 1.57 – – 1
Y5 Y0

1
– 1 � 107 0.3 – 114 1.16 1.16 – – 1

Y6 Y0
1

– 1 � 107 0.5 – 157 1.49 1.50 – – 1
I8 Equatorial 800 8:97 � 106 0.56 0.13 104 – – 1.01 1.01 1
Y7 Y1

1
– 1 � 107 0.5 – 133 – – 1.01 1.01 1
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timescales. The cooling time of the IIMM strongly depends on the
presence of an atmosphere that may prevent the IIMM from rapid
cooling (e.g., Lebrun et al., 2013). In the case of molten material
induced by a giant impact, a significant fraction of the atmosphere
(if any) can be eroded from the impacted body (Shuvalov, 2009)
which strongly enhances the excess heat removal and decreases
the cooling and solidification times. Hence, the duration of the par-
tially molten stage decreases from more than 1 million years with
an atmosphere to �1000 years when no atmosphere is present
(Lebrun et al., 2013). The two crust formation scenarios give iden-
tical dichotomies for non-reversing dynamos (Amit et al., 2011). In
the reversing case, if the crust was formed over a period much
longer than a typical magnetic timescale, the continuous scenario
is relevant (Dietrich and Wicht, 2013). Conversely, if the crust
was formed faster than a typical magnetic timescale (i.e., without
any atmosphere), the random scenario is relevant (see Fig. 3).

3. Influence of impact heating on core dynamo

Various CMB heat flux models corresponding to varying impac-
tor sizes were examined. We considered two extreme geographic
locations of the impactor, with a center falling on the geographical
pole or on the equator. The impactor introduces warm material to
the lower mantle, thus locally decreases the CMB heat flux. Apart
from pattern dependence, the reduction in mean CMB heat flux
(expressed by the Ra number compared to its reference homoge-
neous case) as well as the amplitude of the heat flux heterogeneity
q� are all dependent in a self-consistent manner on the radius of
the impactor. A larger impactor warms a larger part of the CMB,
thus reduces the mean CMB heat flux q0 more and produces larger
q� (see Table 1).

Fig. 4 shows the time-average rms radial field at the CMB and
the time-average field intensity at the surface of Mars for case I2
with an impactor of radius 800 km falling on the north geographic

pole. Here and elsewhere all magnetic field values are given in
units of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ql0kX

p
where q is the fluid density and l0 is permeabil-

ity of free space. The impactor yields an hemispheric field similar
to those obtained with synthetic Y0

1 CMB heat flux patterns
(Stanley et al., 2008; Amit et al., 2011; Dietrich and Wicht, 2013).

Fig. 5 shows the time-average zonal temperature and flow in
case I2. The reduced CMB heat flux in the north pole region caused
by the impactor results in a relatively warmer fluid there. The
colder fluid in the more vigorously convecting southern hemi-
sphere is associated with fluid downwelling at high-latitudes that
concentrates the magnetic field. This produces a south–north mag-
netic hemispheric dichotomy. In addition, the boundary driven
thermal wind flow exhibits a large one cell meridional circulation
with surface flow going southward, carrying weak magnetic flux
from north to south. These dynamical features are also in agree-
ment with those obtained with a synthetic Y0

1 CMB heat flux pat-
tern (Stanley et al., 2008; Amit et al., 2011).

When the impactor is falling on the equatorial plane, some
magnetic dichotomy may be expected between eastern and wes-
tern hemispheres. Indeed Fig. 6 shows that in case I5 such a dichot-
omy is obtained. Note that the east–west dichotomy in this case is
significantly weaker than the south–north dichotomy in the corre-
sponding polar impactor case I2 with the same impactor radius of
800 km. However, compared to the east–west dichotomy obtained
with a synthetic Y1

1 CMB heat flux pattern (Amit et al., 2011), the
impactor driven east–west dichotomy is significantly stronger
(compare cases I5 and Y4 in Table 1).

Fig. 7 shows two snapshots of the radial field at the CMB and the
intensity at the surface of Mars for case I3 with the largest impac-
tor studied here (radius of 1000 km) falling on the north geo-
graphic pole as well as the corresponding long term time-average
surface intensity. The differences between the two snapshots attest
to the chaotic time dependence of this model. Nevertheless, in both
snapshots the relatively small-scale radial field at the CMB is stron-
gest at high latitudes of the southern hemisphere. The surface

Fig. 3. Schematic illustration of the random (top) and continuous (bottom) crust formation scenarios and the corresponding recorded magnetization without (left) or with
(right) magnetic reversals. Blue/red denotes negative/positive radial magnetic paleofields, respectively, so alternating colors correspond to paleomagnetic reversals. Cubes
represent a vertical cut through the martian crust that has recorded strong (deep blue or deep red) or weak (light red or light blue) magnetic paleofields. The weak magnetic
paleofield is restricted to the impacted pole while the strong magnetic paleofield is restricted to the opposite one. The current magnetic field observed at the surface results
from the vertically integrated magnetization over the cube. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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intensity is large scale, and also peaks at the polar region of the
southern hemisphere. In this case, the time-average south–north
dichotomy is 2.25 (see Table 1), very close to the lower bound esti-
mation of 2.4 obtained by Amit et al. (2011) based on observations
of the martian crustal magnetic field (Langlais et al., 2004).

Finally we examine the influence of the strength of the internal
core convection. Case I4 is identical to case I3 except for its Ra
value which is larger. The south–north magnetic dichotomy in this
case is 2.58 (Table 1), demonstrating that more vigorous core con-
vection produces more hemispherical fields.

Our models show that a polar impactor leads to a stronger
north–south hemispheric magnetic dichotomy than an equatorial

impactor to an east–west dichotomy. We also find that in the
non-reversing regime of parameters, the magnetic field dichotomy
that can be recorded in the cooling IIMM is independent of the
crust formation scenario (random or continuous). Reversing dyna-
mos that convect stronger produce stronger magnetic dichotomies
than non-reversing dynamos. These results are in agreement with
those obtained by Amit et al. (2011) for degree-1 heat flux
patterns.

The amplitude of the CMB heat flux heterogeneity (Fig. 2) is
commonly measured by the peak to peak lateral variation (Olson
and Christensen, 2002). However, when the pattern is not smooth
and very localized, with imbalance between areas of positive and
negative anomalies, q� is inadequate. This is exactly the case in
the impact driven heat flux patterns considered here. For example,
for very small impacts the amplitude is negligible but q�

approaches 0.5 (Fig. 1b). We quantify the impact driven heteroge-
neity amplitude by qr

0 (Eq. (1)) which measures the extent of the
CMB surface affected by the impact heating. Therefore, in order
to compare the efficiency of magnetic hemispheric dichotomy gen-
eration by impact driven patterns with the efficiency by synthetic
degree-1 patterns, qr

0 in the first must be compared with q� in the
latter. In addition we propose that the governing parameter con-
trolling the amplitude of the hemispheric magnetic dichotomy is
the horizontal Rayleigh number Rah (Willis et al., 2007). We define
Rah as:

Rah ¼
q�Ra in Y cases
qr

0Ra in I cases

	
ð11Þ

To adequately compare the synthetic Y0
1 CMB heat flux cases from

Amit et al. (2011) and the polar impact driven CMB heat flux cases
from this study, we plot in Fig. 8 the increase of the south–north
dichotomy SN � 1 as a function of Rah (11). This figure shows that
for a given lateral forcing, an impact induced CMB heat flux heter-
ogeneity is significantly more efficient than a synthetic Y0

1 CMB heat

Fig. 4. Time-average magnetic field properties on the CMB (left) and on the surface of Mars (right) in case I2. The CMB field is upward continued to the surface of Mars as a
potential field.

Fig. 5. Time-average zonal temperature (left) and flow (right) in case I2. In the right
subplot colors denote azimuthal flow and streamlines denote meridional circula-
tion (solid/dashed are anti-clockwise/clockwise, respectively). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 6. As in Fig. 4 for case I5 (note different color scales). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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flux heterogeneity in generating hemispheric magnetic dichoto-
mies. Note that the curve of the impact cases is elevated with
respect to that of the Y0

1 cases, although the slopes of both curves
seem comparable. Fig. 8 also shows that the impactor size needed
to generate the observed martian dichotomy (Amit et al., 2011) is
about 1000 km, which is within the estimated range of impactor
sizes (Marinova et al., 2008). The better efficiency of impact driven
hemispheric dynamos over the synthetic cases is even more pro-
nounced in the equatorial cases (see Table 1).

4. Implication for crustal magnetic dichotomy

Our results show that large Rah (and therefore large Ra) are
needed in order to get a dichotomy as strong as the observed. As
large Ra are likely to be associated with reversing dynamos (e.g.,
Kutzner and Christensen, 2002), the possibility to record a dichot-
omy in the crust depends on the duration of a chron relative to the
duration of the crystallization of the IIMM induced by the impact. If
a slow crystallization rate was coupled with short magnetic chrons
(Dietrich and Wicht, 2013), then our models cannot explain the
observed martian dichotomy. However, if a relatively rapid magma
cooling was coupled with a relatively low reversal frequency then
the impact induced magnetic dichotomy may have been recorded
within the martian crust and explain the observed signal. Hence,
the relevant magnetic timescale is a duration of a typical chron.

In our non-reversing dynamo models the chron duration is
effectively infinite and the hemispheric magnetic dichotomies
may be recorded by the crustal magnetization (Fig. 3, left). How-
ever, the amplitudes of the dichotomies in these cases are too
low to explain the observed hemispheric crustal magnetic dichot-
omy on Mars (Table 1). Dynamo models with large amplitude

hemispheric dichotomies tend to reverse frequently, in agreement
with the findings of Dietrich and Wicht (2013). For example, in
case I3 a typical chron persists for �18 kyr. In order for such a
model to record an hemispheric magnetic dichotomy at the crust,
very fast crust formation is required.

Dietrich et al. (2013) studied hemispherical dynamos in the
framework of classical mean field theory. For q� > 0:6 Dietrich
and Wicht (2013) found hemispheric aX dynamos with fast oscil-
lations over periods of �10 kyrs. In our models the amplitude of
CMB heat flux heterogeneity is moderate with q� � 0:6, and more
importantly qr

0 	 0:6. Our dynamos are therefore of the a2-type
with chaotic (reversing or non-reversing) behavior. In addition,
the moderate qr

0 does not change the dynamo regime from stable
to reversing. In these dynamos the duration of a chron (or the
reversal frequency) depends on the level of turbulence in the core
(Olson and Amit, 2014), which is in general unknown (even for the
Earth). Chron duration varied immensely over Earth’s history
between 40 kyrs and 40 Myrs (Merrill et al., 1998).

Fig. 9 illustrates the interplay between the relevant time-scales:
the crystallization time sc , the spreading time simp and the duration
of a chron. In the context of a martian giant impact, the associated
molten thickness d ranges between 30 and 50 km and the melt
fraction is �20% (Marinova et al., 2008). Hence, the crystallization
and cooling times of the shallow IIMM induced by one impact
should be rapid: even if the complete solidification timescale ulti-
mately depends on the poorly constrained evolution of the post-
impact transient atmosphere (Abe, 1997), crystallization of this
local molten material should occur in less than 1000 years (Reese
and Solomatov, 2006). The subsequent evolution of the partially
molten material could involve isostatic readjustment of a deep,
initially hemispheric, retained melt region and lateral spreading
as a gravity current (Reese et al., 2011). Overall, the surface

Fig. 7. Two arbitrary snapshots of the radial magnetic field Br on the CMB (a and b) and surface intensity of the magnetic field (c and d) in case I3. The time-average surface
intensity is shown in (e). Here the spherical harmonic expansion is truncated at ‘max ¼ 10. Note differences in color scales among the maps. The CMB field is upward
continued to the surface of Mars as a potential field. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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temperature of the IIMM falls below the Curie temperature in a
timescale that strongly depends on factors such as the characteris-
tics of the above atmosphere or the viscosity of the solid mantle if
isostatic rebound is involved. This instant characterizes the begin-
ning of the time interval when the solidified crust starts to record
the magnetic field. The cold front then propagates downwards
from the surface and a secondary front most probably develops
at the base of the IIMM whose nature depends on the thermal state
of the pre-impact crust on top of which the IIMM is superimposed
(Fig. 9). The crustal material originating in the impact event stops
recording the magnetic field precisely when the innermost region
is cooler than the Curie temperature. In summary, given these
somewhat overlapping ranges of timescales for the crust formation
and magnetic chrons, we argue that both end-member crust for-
mation scenarios are in principle possible, bearing in mind that
reality may be somewhere in between.

Our study also emphasizes the importance of the duration of
the post-impact thermal anomaly at the CMB (simp). If this time-
scale is shorter than the time needed by the IIMM to cool down
to temperatures smaller than the Curie temperature sc , the hemi-
spheric dynamo has ended before the crust was able to record it.
However, if simp is larger than sc , the post-impact magnetic field
can be recorded within the crust. The beginning of this record
starts at sc;top � 1 kyr and ends at sc;int � 10—100 Myr, this time
interval being mostly controlled by heat diffusion. The deep post-
impact thermal re-adjustment occurs within a characteristic time
that is governed by the rheology of the mantle surrounding the
post-impact thermal anomaly. For a mantle viscosity comparable
to that of the present day Earth, say around 1021 Pa.s, this charac-
teristic spreading time is simp � 10—100 Myr (Monteux et al.,
2007; Watters et al., 2009) which is much larger than the charac-
teristic magnetic diffusion time sk � 30 kyrs (e.g., Bloxham and
Jackson, 1991) or the time needed by the top of the IIMM to reach
the Curie temperature sc;top (Fig. 9).

5. Conclusion

Can the observed martian hemispheric magnetic dichotomy be
the consequence of a giant impact that has led to an internal hemi-
spheric magnetic field? Our results show that a �1000 km radius
impactor can generate a sufficiently large scale thermal anomaly
at the CMB so that a hemispheric dichotomy comparable to the
observed is generated. An impact induced CMB heat flux heteroge-
neity is more efficient than a synthetic degree-1 CMB heat flux het-
erogeneity in generating strong hemispheric magnetic
dichotomies. This magnetic dichotomy is stronger for a polar
impact than for an equatorial impact. This result reconciles the
giant impact induced scenario evoked to explain the martian topo-
graphic dichotomy (Andrews-Hanna et al., 2008; Marinova et al.,
2008; Nimmo et al., 2008) and the heterogeneous CMB heat flux
scenario proposed to explain why the magnetization is strong only
in the southern hemisphere (Stanley et al., 2008) via a more realis-
tic CMB heat flux pattern than the previously used synthetic
degree-1. Hence, we propose here that an external event at the
martian surface may have produced an internal hemispheric
dynamo.

From our results, three relevant timescales arise: the cooling
time of the impact induced molten material, the duration of a mag-
netic chron and the duration of the post-impact thermal anomaly
at the CMB. The first is mainly governed by the characteristics of
the martian atmosphere, the second is governed by the core
dynamics while the third is governed by the mantle dynamics. If
a relatively rapid magma cooling was coupled with a relatively
low reversal frequency and with a stable CMB heat flux heteroge-
neity, then the impact induced magnetic dichotomy may have
been recorded within the martian crust and explain the observed
signal.

According to some studies (e.g., Arkani-Hamed and Olson,
2010), a giant impact might have led to a thermal stratification
at the top of the core that terminated the dynamo. However, core
stratification can be removed much faster by convection of molten
material, over a timescale orders of magnitude shorter than the
longevity of mantle thermal anomalies. Hence our scenario of giant
impact leading to heterogenous mantle heating and to a hemi-
spheric dynamo on Mars may follow an episode of dynamo
shutdown.

Our impact driven CMB heat flux heterogeneity model may also
be applied to model dynamos of other planets. Indeed, giant
impacts were common in the later stage of accretion of terrestrial
planets. The Earth is likely formed by accretion of a few dozen
moon to Mars-size planetary embryos (see review by Chambers

1e+06 1e+07
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-1

Degree-1
Impact-induced
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Fig. 8. South–north dichotomy as a function of the horizontal Rayleigh number Rah

(Eq. (11)). The black symbols are the values obtained (with ri=ro ¼ 0:2) for the
synthetic Y0

1 CMB heat flux patterns (with Rah ¼ q�Ra). The red symbols are the
values obtained in cases of polar impact driven CMB heat flux patterns (with
Rah ¼ qr

0Ra). The size of the red symbols increases with the size of the impactor. The
corresponding power law fits are plotted with dashed lines. The green horizontal
line represents the martian value of SN � 1 from Amit et al. (2011) based on
observations of the martian crustal magnetic field (Langlais et al., 2004). All degree-
1 cases are from Amit et al. (2011) except cases Y2 and Y3 from this study (see also
Table 1). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 9. Schematic illustration of temporal evolution of core dynamo activity (top
panel) and of the IIMM temperature (bottom panel) after a giant impact. The C.A.I.
(Calcium-Aluminium rich Inclusions) are the oldest objects in the solar system. In
the bottom panel, the blue line represents the temperature evolution at the interior
of the IIMM while the green line represents the top of the IIMM (i.e., the post impact
martian surface). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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(2004)). A Mars-size impact on Earth may have resulted in the for-
mation of the Moon (Hartmann and Davis, 1975; Cameron and
Ward, 1976; Canup, 2004). The Moon was also probably hit by a
large planetesimal at the end of its formation (Jutzi and Asphaug,
2011). Finally, an oblique collision of a large body with a mass
about one sixth of Mercury’s has likely stripped away a significant
part of its mantle (Smith, 1979; Benz et al., 1988). Furthermore,
these three terrestrial objects have or have had an internally gen-
erated magnetic field (Stevenson, 2003). Hence, giant impacts have
potentially strongly influenced their internal dynamics and
dynamo activities.
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Abstract

Mantle control on planetary dynamos is often studied by imposing heterogeneous core-mantle boundary (CMB) heat
flux patterns on the outer boundary of numerical dynamo simulations. These patterns typically enter two main
categories: Either they are proportional to seismic tomography models of Earth’s lowermost mantle to simulate
realistic conditions, or they are represented by single spherical harmonics for fundamental physical understanding.
However, in reality the dynamics in the lower mantle is much more complicated and these CMB heat flux models are
most likely oversimplified. Here we term alternative any CMB heat flux pattern imposed on numerical dynamos that
does not fall into these two categories, and instead attempts to account for additional complexity in the lower mantle.
We review papers that attempted to explain various dynamo-related observations by imposing alternative CMB heat
flux patterns on their dynamo models. For present-day Earth, the alternative patterns reflect non-thermal
contributions to seismic anomalies or sharp features not resolved by global tomography models. Time-dependent
mantle convection is invoked for capturing past conditions on Earth’s CMB. For Mars, alternative patterns account for
localized heating by a giant impact or a mantle plume. Recovered geodynamo-related observations include persistent
morphological features of present-day core convection and the geomagnetic field as well as the variability in the
geomagnetic reversal frequency over the past several hundred Myr. On Mars the models aim at explaining the demise
of the paleodynamo or the hemispheric crustal magnetic dichotomy. We report the main results of these studies,
discuss their geophysical implications, and speculate on some future prospects.

Keywords: Magnetic field; Dynamo; Core-mantle boundary; Heat flux

Introduction
General
Various geophysical observations have been recovered
by imposing heterogeneous heat flux patterns on the
outer boundary of numerical dynamo simulations. For
the Earth, the most popular prescribed heat flux pat-
terns are either proportional to seismic velocity anomalies
obtained from tomographymodels of the lowermost man-
tle to mimic realistic conditions, or spherical harmonic
degree and order 2 which is the dominant term in these
tomography models (Aubert et al. 2007, 2008; Bloxham
2002; Christensen and Olson 2003; Davies et al. 2008;
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Glatzmaier et al. 1999; Gubbins et al. 2007, 2011; Heimpel
and Evans 2013; Kutzner and Christensen 2004; Olson
and Amit 2014; Olson and Christensen 2002; Olson et al.
2010; Sreenivasan 2009; Sreenivasan and Gubbins 2011;
Takahashi et al. 2008). For other planets, various single
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Inferring core-mantle boundary (CMB) heat flux from
tomography models relies on the assumption that seismic
and thermal anomalies in the lowermost mantle are
highly correlated. However, this idealized linear relation
may not hold in reality. Observational and numerical
studies of the lower mantle suggest that the struc-
tures and dynamics there are far more complex. First,
non-thermal contributions (e.g., compositional, phase
changes) perturb the idealized linear seismic-thermal
mapping (Bull et al. 2009; Deschamps et al. 2012; Lay
et al. 2008; Nakagawa and Tackley 2008; Tackley 2011;
Trampert et al. 2004). Second, while the spatial resolu-
tion inherent to tomographic models in the lowermost
mantle (e.g., Lekic et al. 2012) exceeds the resolution
of the observed core field, strong lateral gradients of
shear wave velocities are not captured. As revealed by
detailed waveform analyses at several locations, bound-
aries of large low shear-wave velocity provinces (LLSVPs)
might however be very sharp (e.g., Ni et al. 2005; To
et al. 2005). Similarly, synthetic single harmonic pat-
terns for planetary mantle heterogeneity, for example
for the CMB conditions that prevailed during the paleo
dynamo of Mars, are oversimplified. Even if the Mar-
tian anomaly was indeed large-scale (Elkins-Tanton et al.
2005; Harder and Christensen 1996; Ke and Solomatov
2006; Roberts and Zhong 2006; Roberts et al. 2009), it was
likely more complex than a single harmonic pattern. Note
finally that simulating the geodynamo at earlier times
requires information about the time-dependent mantle
convection pattern, which is not witnessed by present-
day tomography (Yoshida and Santosh 2011; Zhang and
Zhong 2011; Zhang et al. 2010; Zhong et al. 2007).
Here we term any CMB heat flux pattern that is nei-

ther tomographic nor single harmonic as alternative. For
the Earth, the alternative patterns include those that
account for non-thermal effects or non-resolved small
scales in various ways (Amit and Choblet 2009, 2012;
Amit et al. in press) and those that model the mantle het-
erogeneity in the past hundreds of Myr in various ways
(Amit and Olson 2015; Olson et al. 2013). For Mars, the
alternative patterns are obtained by modeling localized
mantle heating induced by a mantle plume (Sreenivasan
and Jellinek 2012) or a giant impact (Kuang et al. 2014;
Monteux et al. 2015).
Figure 1a illustrates some proposed dynamical scenarios

of Earth’s lower mantle that result in alternative CMB heat
flux patterns (see also, e.g., Lay et al. 2008). Subducting
slabs bring cold material to the CMB and locally increase
the heat flux. Time-dependent plate motions therefore
change the location of these large CMB heat flux regions.
Further complications arise from the presence of post-
perovskite phase transition (or even its double crossing)
in the slab reservoirs of the lowermost mantle. LLSVPs
may represent thermochemical piles of a not only hot

but also compositionally different material (e.g., Trampert
et al. 2004). Growth and collapse of these thermochemical
piles, as observed in analog experiments (Davaille 1999),
may yield temporal changes in the total heat loss through
the CMB and the amplitude of the lateral heterogeneity.
Ultra low velocity zones (ULVZs) at the edges of LLSVPs
(McNamara et al. 2010) form hot regions that are too
narrow to be captured by global large-scale tomography
models.
Figure 1b illustrates the effects of localized mantle heat-

ing on Mars’ CMB heat flux. Giant impacts heat the
mantle and reduce the CMB heat flux right below the
impact site. Likewise, mantle plumes that originate at the
lowermost mantle and may have produced extensive vol-
canism such as Tharsis are also potential zones of reduced
CMB heat flux. It may also be naively expected that core
heating by impacts would yield a CMB heat flux increase.
However, core impact heating leads to the formation of
a hot layer at the top of the core (within 10 kyr) which
prevents the core from cooling (Arkani-Hamed 2012;
Arkani-Hamed and Olson 2010; Roberts and Arkani-
Hamed 2014). Thus, core impact heating could inhibit the
dynamo generation during a timescale that is governed
by the efficiency of the surrounding mantle to extract the
impact induced core thermal anomaly (from several kyr
up to 100 Myr).
Numerical simulations of mantle convection may shed

light on the relation between the observed seismic anoma-
lies and the CMB heat flux heterogeneity. Nakagawa and
Tackley (2008) assumed a linear equation of state to relate
their models’ thermal, mineral, and chemical anomalies
with seismic anomalies. Their purely thermal case gives
nearly perfect linear relation between seismic and thermal
anomalies, whereas adding post-perovskite effects breaks
the linearity but maintains a unique relation (Fig. 2a).
The situation is more complicated when chemical anoma-
lies are accounted for; when the density contrast is large
enough, a parallel branch appears and the thermal-seismic
relation becomes non-unique (Fig. 2b). Implementation
of the results of Nakagawa and Tackley (2008) might be
problematic because due to limited vertical resolution
global tomographic models do not sample precisely the
CMB but rather a vertically averaged region above it.
The outline of this review paper is as follows. In

the “Alternative models of core-mantle boundary heat
flux” subsection, we introduce motivations for alterna-
tive CMB heat flux models. Related dynamo proper-
ties inferred from observations are listed in subsection
“Relevant observed planetary dynamo properties” . In the
section “Methods” , we recall the governing equations and
control parameters of numerical dynamo simulations. We
describe the incorporation of mantle control effects by
imposing an outer thermal boundary condition. In the
section “Review” , we describe the results of papers that
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a

b

Fig. 1 Cartoons showing various possible dynamical complexities in the Earth’s a and Mars’ b lowermost mantles that may motivate modeling of
alternative CMB heat flux models

imposed alternative outer boundary conditions on numer-
ical dynamos. For each of these papers, we specify the
procedure used to construct the alternative CMB heat
flux model and we report how the perturbation from
the conventional reference pattern affected the result-
ing planetary dynamo features. We discuss the results in
the subsection “Discussion”, and we propose some future
prospects in subsection “Future prospects”.

Alternative models of core-mantle boundary heat flux
The existence of the post-perovskite phase transition
(Murakami et al. 2004; Oganov and Ono 2004) was
invoked to explain the seismic heterogeneity of the

lowermost mantle (Lay et al. 2006). Post-perovskite is
needed to explain core-reflected (Hernlund et al. 2005)
and diffracted (Cobden et al. 2012) waves. It may also
be a good candidate for the D” discontinuity, at least
in regions where P- and S-waves have opposite signs
(Cobden and Thomas 2013). In contrast, in probabilis-
tic tomography models the thermal distribution is similar
with and without post-perovskite (Mosca et al. 2012).
Mantle convection simulations that incorporate post-
perovskite effects indicate that its presence affects mantle
dynamics (Cizkova et al. 2010; Nakagawa and Tackley
2011) and distorts the thermal-seismic relation from its
linearity (Nakagawa and Tackley 2008).
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a b

Fig. 2 Scatter plots of CMB heat flux anomalies vs. seismic shear velocity anomalies at the lowermost mantle based on mantle convection
simulations. a Isochemical cases without (red) and with (green) post-perovskite. b Thermochemical cases with various density contrasts δρm at the
CMB. From Nakagawa and Tackley (2008)

Sharp margins of LLSVPs were suggested by local
studies of the lowermost mantle (Ni et al. 2002; To
et al. 2005; Wang and Wen 2007). Dynamical models
indicate that ULVZs likely correspond to the hottest
regions of LLSVPs (McNamara et al. 2010). Thin hot nar-
row regions on the edges of the LLSVPs were identified
in two end-member models of lower mantle dynamics
(Bull et al. 2009). The low spatial resolution of global
tomography models excludes such short wavelength fea-
tures (e.g., Ritsema et al. 2007).
LLSVPs are better explained if a compositional com-

ponent is also present (Deschamps et al. 2012; Mosca
et al. 2012; Trampert et al. 2004). These structures could
be primitive or may consist of recycled crustal mate-
rial, although the seismic sensitivity of mantle material
indicates that the latter is less likely (Deschamps et al.
2012). By taking into account seismic normal modes,
Ishii and Tromp (1999) provided an independent con-
straint on mantle density distributions, which can be used
to resolve thermal and compositional contributions to
seismic anomalies, as done by probabilistic tomography
studies (Mosca et al. 2012; Trampert et al. 2004).
One obvious motivation to consider alternative CMB

heat flux patterns is the time-dependence of mantle
dynamics. Global plate motion models indicate that the
distribution of continents has evolved from a spherical
harmonic degree-1 heterogeneity before the breakup of
supercontinent Pangea to its present-day degree-2 struc-
ture (Seton et al. 2012). Some mantle convection mod-
els constrained by reconstructed time-dependent plate
motions suggest that the supercontinent formation and
breakupwas accompanied by substantial change inmantle
convection pattern (Zhang and Zhong 2011; Zhang et al.
2010; Zhong et al. 2007). According to these dynam-
ical models, the low seismic velocity structures below

the Pacific and Africa predate and postdate, respectively,
the Pangea breakup (McNamara and Zhong 2005; Zhang
et al. 2010). These time-dependent mantle convection
patterns would inevitably correspond to time-dependent
CMB heat flux with patterns distinctively different from
that inferred from present-day tomography models.
In contrast, the pattern of LLSVPs has been inter-

preted as a root mantle structure that prevailed for
several hundreds of Myr (Burke 2011; Burke et al.
2008; Dziewonski et al. 2010). Evidence for long-lived
mantle structure comes from hotspot reconstructions
(Torsvik et al. 2006) and paleomagnetic pole loca-
tions that indicate substantial true polar wander in
the Mesozoic (Courtillot and Besse 1987). The dynam-
ical origin of this (stationary) degree-2 pattern may
be two mantle superplumes (Romanowicz and Gung
2002; Torsvik et al. 2010), plume clusters (Schubert
et al. 2004) or dense chemical piles above the CMB
(McNamara and Zhong 2005; Tackley 2002; Tan and
Gurnis 2007). Permanent or not, the thermochemical piles
are clearly dynamic and respond to changes in the global
mantle circulation, through variations in their footprints
above the CMB and their height in the lower mantle. Vari-
ations in either or both of these would affect the mean
CMB heat flux and the amplitude of its heterogeneity.
Alternative CMB heat flux models were also con-

structed for planets other than the Earth. It has been
argued that the emergence of the Tharsis volcanic com-
plex coincided with the termination of the Martian
dynamo (Jellinek et al. 2008; Johnson and Phillips 2005;
Lillis et al. 2008). Mars’ mantle may contain a single
huge plume (Harder and Christensen 1996; Srámek and
Zhong 2010). If Tharsis emerged from such a deep man-
tle plume, then it may indeed have affected the thermal
heterogeneity on Mars’ CMB.
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Another possible scenario is localized mantle heating
by giant impacts. This process enhances the iron/silicate
separation and modifies the heat repartition between
the mantle and the core. Thus, large impacts poten-
tially affected the efficiency of core cooling and dynamo
activity during (Monteux et al. 2011, 2012) or after ter-
restrial core formation (Glenn Sterenborg and Crowley
2013; Ke and Solomatov 2009; Monteux and Arkani-
Hamed 2014; Monteux et al. 2013; Reese and Solomatov
2010). This large-scale heating also strongly influences
mantle dynamics (Reese et al. 2002; Roberts and Arkani-
Hamed 2012; Roberts and Barnouin 2012; Watters et al.
2009) and hence the heat repartition in the deepest part
of terrestrial bodies. The onset or demise of terrestrial
dynamos were modeled by giant impacts (Arkani-Hamed
and Olson 2010; Kuang et al. 2014; Monteux and Arkani-
Hamed 2014; Monteux et al. 2013; Roberts et al. 2009).
Large impacts heated Mars’ mantle below the impact
site, with the heated volume depending mostly on the
impactor’s size and velocity (Pierazzo et al. 1997; Tonks
and Melosh 1993). The impact-driven heating may be
modeled by a uniform spherical temperature increase
with rapid temperature decrease away from the isother-
mal sphere (Monteux et al. 2007, 2013; Senshu et al.
2002). Hence, for large impacts, the CMB heat flux may be
affected.
Giant impacts may also have affected the morphol-

ogy of the Martian paleomagnetic field. These events
were invoked to explain the Martian and lunar topo-
graphic hemispheric dichotomies (Jutzi and Asphaug
2011; Marinova et al. 2008; Nimmo et al. 2008). Numer-
ical dynamos with a synthetic Y 0

1 heat flux pattern lead
to magnetic fields concentrated at the large heat flux
hemisphere (Amit et al. 2011a; Dietrich and Wicht 2013;
Stanley et al. 2008). Giant impacts may produce a sim-
ilar effect with a more realistic CMB heat flux pattern
(Monteux et al. 2015).

Relevant observed planetary dynamo properties
Alternative (or any) heterogeneous CMB heat flux is
expected to influence the dynamo on very long timescales
(Olson and Christensen 2002), but some statistical prefer-
ence can already be detected on shorter timescales (Amit
et al. 2010a; Bloxham 2002). Stronger heat flux hetero-
geneity amplitudes increase the probability of a high cor-
relation between a dynamo property and itsmantle-driven
long-term average (Aubert et al. 2007). If the hetero-
geneity amplitude is very large compared to the mean
superadiabatic CMB heat flux, locking may occur and a
mantle signature may appear in a snapshot (Willis et al.
2007).
Because neither the dynamo equations nor the geom-

etry of planetary outer cores contain any special longi-
tude, any persistent deviation of a dynamo property from

axisymmetry can only be explained by boundary hetero-
geneity. In contrast there are special latitudes, obviously
the geographic equator and poles, but also the latitude
of the tangent cylinder (Aurnou et al. 2003). However,
there is no preferred hemisphere (neither in the dynamo
equations nor in the geometry of planetary outer cores), so
any persistent deviation of a dynamo property from equa-
torial symmetry may also require boundary heterogeneity.
Below we list the main dynamo-related observations that
motivated imposing heterogeneous CMB heat flux, in
particular alternative patterns.
The primary dynamo observation is the observed mag-

netic field at the surface, from which a truncated (or
large-scale) part can be downward continued tomodel the
radial magnetic field on the CMB.Many studies attempted
to reproduce the locations of high-latitude intense geo-
magnetic flux patches. The existence of two of these
prominent geomagnetic field features at each hemisphere
(Jackson et al. 2000) is consistent with the Y 2

2 dom-
inance of the lowermost mantle seismic heterogeneity
(e.g., Masters et al. 2000). The longitudes of the flux
patches and the large seismic shear velocity structures
seem to be correlated (Gubbins 2003), although some
patches exhibit significant mobility (Amit et al. 2011b;
Korte and Holme 2010). The time-average radial field
of the dynamo model of Aubert et al. (2008) decently
reproduces the longitudes of the flux patches in the paleo-
magnetic field (Kelly and Gubbins 1997). However, a shift
between the locations of the large heat flux structures and
the patches was observed, with the shift value depending
on the dynamo internal parameters (Aubert et al. 2007;
Olson and Christensen 2002; Takahashi et al. 2008). Alter-
natively, some geomagnetic (or paleomagnetic) spectral
information, e.g., the number of patches at each hemi-
sphere (corresponding to the dominant order), may be
used as an observational constraint (Amit and Choblet
2009).
While high-latitude intense flux patches near the edge

of the tangent cylinder (Aurnou et al. 2003) are a
robust feature of dipole-dominated numerical dynamos
(Christensen et al. 1998), the observed intense geomag-
netic flux patches at low-latitude (Jackson 2003) are less
characteristic of these models. The morphological criteria
for Earth-like dynamos proposed by Christensen et al.
(2010) identify well magnetic field models that resem-
ble the geomagnetic field, but these criteria contain no
information about the latitudinal distribution of magnetic
flux. Alternative CMB heat flux heterogeneity offers a
ready explanation for localized low-latitude intense flux
patches (Amit and Choblet 2012; Amit et al. in press).
However, such flux patches are not necessarily con-
nected to boundary heterogeneity. Mobile low-latitude
flux patches are seen in numerical dynamos without
boundary heterogeneity when a strong enough influence
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of rotation on outer core convection is present (Wicht
et al. 2011).
Other geodynamo properties apart from the magnetic

field may also be used as observational constraints to
dynamo models with heterogeneous CMB heat flux. For
example, core flowmodels inverted from the geomagnetic
secular variation (Holme 2007) show active Atlantic vs.
quiet Pacific hemispheres (Amit and Olson 2006; Aubert
et al. 2013; Gillet et al. 2009; Holme and Olsen 2006; Hulot
et al. 2002). In addition, the seismic velocity, anisotropy,
and attenuation of the inner core exhibit an east-west
hemispheric dichotomy (Tanaka and Hamaguchi 1997),
although these three seismic propertiesmay sample differ-
ent parts of the inner core (Deuss 2014; Irving and Deuss
2011). Aubert et al. (2008) recovered the observed pat-
terns of the paleomagnetic field and the inner core hemi-
spheric dichotomy in the corresponding time-average
quantities of their dynamo model. The inner core hemi-
spheric dichotomy may indeed be mantle-driven (Aubert
et al. 2008; Gubbins et al. 2011), or alternatively inde-
pendent inner core dynamics (Alboussiére et al. 2010;
Monnereau et al. 2010)may produce anomalous bouyancy
flux that would affect the outer core dynamics and the
properties of the CMB (Aubert et al. 2013; Olson and
Deguen 2012).
On much longer timescales of hundreds of Myr, the

enigmatic variability of the geomagnetic reversal fre-
quency may constrain changes in mantle conditions. In
particular, the existence of long superchrons of tens of
Myr in which no reversal was found in the paleomagnetic
record in contrast to periods of hyper-reversing behavior
(Gradstein et al. 2012; Merrill et al. 1998) is difficult to
reconcile without time-dependent CMB conditions (Amit
and Olson 2015; Biggin et al. 2012; Olson et al. 2013).
In mantle convection simulations constrained by recon-
structed plate motions the timing of the Kiaman Reversed
Superchron (KRS) at around 270–315 Ma coincides with
the low mean and equatorial CMB heat flux (Zhang and
Zhong 2011). However, fast plate motions during themost
recent Cretaceous Normal Superchron (CNS) may result
in large CMB heat flux and frequent reversals (Olson et al.
2013).
Strong crustal magnetic field measured by Mars Global

Surveyor is suggestive of a core dynamo that ceased
at some time during the Noachian (Acuña et al. 2001;
Langlais and Purucker 2007; Lillis et al. 2008; Milbury
et al. 2012). Localized mantle heating may have affected
the efficiency of the dynamo generation on Mars. A
strong mantle plume rooted at the CMB could have ter-
minated the Martian dynamo (Sreenivasan and Jellinek
2012). Alternatively, if the Martian dynamo was subcriti-
cal (Kuang et al. 2008), amoderate CMBheat flux anomaly
induced by a giant impact could have stopped the dynamo
(Kuang et al. 2014).

It has been proposed that the hemispheric dichotomy in
Mars’ crustal magnetic field was caused by heterogeneous
CMB heat flux when the Martian paleo dynamo operated
(Stanley et al. 2008). The magnitude of this dichotomy
(Amit et al. 2011a) is recovered only with strongly con-
vecting reversing dynamo models (Dietrich and Wicht
2013). Thus, in order to record hemispheric magnetiza-
tion, the Martian crust should have cooled over a shorter
period than the typical chron time (Lebrun et al. 2013),
which poses a constraint on the feasibility of the hemi-
spherical dynamo scenario for explaining the hemispheric
dichotomy in Mars’ crustal magnetic field (Dietrich and
Wicht 2013; Monteux et al. 2015).

Methods
The following set of self-consistent non-dimensional
Boussinesq (i.e., incompressible) magnetohydrodynamics
equations for dynamo action due to thermochemical con-
vection of an electrically conducting fluid in a rotating
spherical shell were solved (e.g., Olson et al. 1999):

E
(
∂�u
∂t

+ �u · ∇�u − ∇2�u
)

+2ẑ × �u +∇P

= Ra
�r
ro
T + 1

Pm
(∇ × �B) × �B

(1)

∂ �B
∂t

= ∇ × (�u × �B) + 1
Pm

∇2�B (2)

∂T
∂t

+ �u · ∇T = 1
Pr

∇2T + ε (3)

∇ · �u = 0 (4)

∇ · �B = 0 (5)
where �u is the velocity, �B is the magnetic field, T is co-
density (Braginsky and Roberts 1995), t is time, ẑ is a unit
vector in the direction of the rotation axis, P is modi-
fied pressure which contains centrifugal effects, �r is the
position vector, ro is the core radius, and ε is co-density
source or sink. Four internal non-dimensional parameters
in (1)–(5) control the dynamo action. The Ekman number
represents the ratio of viscous and Coriolis forces

E = ν

�D2 (6)

where ν is kinematic viscosity. The Prandtl number is the
ratio of kinematic viscosity to thermal diffusivity κ

Pr = ν

κ
(7)

and the magnetic Prandtl number is the ratio of kinematic
viscosity to magnetic diffusivity λ

Pm = ν

λ
(8)

The strength of buoyancy force driving the convec-
tion relative to retarding forces is represented by the
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Rayleigh number. When the CMB heat flux is strongly
superadiabatic, Ra can be defined based on the mean
CMB heat flux q0 as (Olson and Christensen 2002)

Ra = αg0q0D4

kκν
(9)

where α is thermal expansivity, g0 is gravitational
acceleration on the outer boundary at radius ro, D is shell
thickness, and k is thermal conductivity. The heat flux
based Ra (9) was used with either generic thermochemical
convection (Amit and Choblet 2009; Amit et al. in press;
Amit and Choblet 2012) or purely thermal convection
(Monteux et al. 2015). Alternatively, when convection is
dominantly chemical, Ra can be defined based on the rate
of light elements release into the outer core due to inner
core freezing as (Olson 2007a)

Ra = βg0D5χ̇

κν2
(10)

where χ̇ is the time rate of change of the light element
concentration (mixing ratio) in the outer core due to inner
core growth. The mixing ratio based Ra (10) was invoked
with dominantly (or purely) chemical convection (Amit
and Olson 2015; Olson et al. 2013). The final internal con-
trol parameter is ε, the sink (or source) term that appears
in the co-density equation (Christensen and Wicht 2007),
which parameterizes the effects of mixing of light ele-
ments in the outer core due to inner core freezing, secular
cooling of the outer core, and radioactivel heat sources.
Various alternative CMBheat fluxmodels were imposed

on the outer boundary of the dynamo models. In the
“Review” section below, we describe in details the pro-
cedures for their constructions. The non-dimensional
heat flux anomaly amplitude is classically defined in
numerous studies by the peak-to-peak difference nor-
malized by twice the mean value (e.g., Olson and
Christensen 2002) as

q∗ = qmax − qmin
2q0

(11)

When the CMB heat flux is localized (11) appears to
be inappropriate, hence various alternative measures were
proposed. Sreenivasan and Jellinek (2012) proposed their
control parameter f as the peak-to-background difference
normalized by the background heat flux HB

f = qB − qmin
qB

(12)

They also defined the ratio of the average heat flux,
either over the plume footprint or over the entire CMB,
to the background heat flux, i.e. q̄plume/qB or q̄CMB/qB,
respectively (Sreenivasan and Jellinek 2012). Kuang et al.
(2014) defined their control parameter εl as the rela-
tive post-impact heterogeneity amplitude, as in (12). In

contrast, according to the model of mantle heating by
impact of Monteux et al. (2015), in the vicinity of the
impact, the lowermantle is heated to the core temperature
and the CMB heat flux becomes zero, whereas away from
it the lower mantle temperature is unchanged. Therefore,
the control parameter qr0 of Monteux et al. (2015) is based
on the portion of the CMB heated by the impact

qr0 = qh0 − q0
qh0

(13)

where qh0 and q0 are the pre- and post-impact mean CMB
heat flux values, respectively.
To dimensionalize the dynamo models output, D, D2/ν,

and
√

ρμ0λ� were used to scale length, time, and mag-
netic field, respectively, where ρ is the fluid density andμ0
the permeability of free space. Co-density is scaled either
by Dq0/k when (9) is used or by ρβD2χ̇/ν when Ra is
defined by (10). For studying the present-day geodynamo
an Earth-like inner-outer core radii ratio of ri/ro = 0.35
was applied (Amit and Choblet 2009, 2012; Amit et al. in
press). A smaller ratio of ri/ro = 0.2 was applied for Mars
(Monteux et al. 2015) to approach no inner core condi-
tions while avoiding numerical instability. The past geody-
namo was modeled with a variable aspect ratio based on
thermal history modeling (Olson et al. 2013). Numerical
dynamos with rigid insulating boundary conditions were
analyzed. Overall, the models differ in the imposed outer
boundary heat flux pattern, the amplitude of its variation
and the convection vigor and style—all of these choices
depend on the particular geophysical application.
Parametric studies of numerical dynamos found two

main types of solutions: non-reversing dipole-dominated
and reversing multipolar (Christensen and Aubert 2006;
Kutzner and Christensen 2002; Olson and Christensen
2006). Careful choice of control parameters may yield
some “Earth-like” overlap of dipole-dominated revers-
ing dynamos (Olson 2007a; Wicht et al. 2009). In this
review, studies that focus on morphological features of
the present-day field had dipole-dominated non-reversing
models as a reference state, whereas in studies of rever-
sal frequency either reversing dynamos or models of both
types were analyzed. Both types of solutions were exam-
ined in the context of the paleo dynamo of Mars. Table 1
summarizes the control parameters, convection styles,
inner to outer core ratios, and dynamo types in the papers
reviewed here.

Review
To our best knowledge, only eight papers have examined
the effects of alternative (i.e., neither tomographic nor
single harmonic) CMB heat flux on planetary dynamos
(Amit and Choblet 2009, 2012; Amit and Olson 2015;
Amit et al. in press; Kuang et al. 2014; Monteux
et al. 2015; Olson et al. 2013; Sreenivasan and Jellinek
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Table 1 Summary of dynamo models control parameters, geometry, convection styles and reversibility in the following papers: AC09 (Amit and Choblet 2009), AC12 (Amit and
Choblet 2012), ADC15 (Amit et al. in press), ODHZ13 (Olson et al. 2013), AO15 (Amit and Olson 2015), SJ12 (Sreenivasan and Jellinek 2012), KJRF14 (Kuang et al. 2014) and MACLT15
(Monteux et al. 2015). In all papers Pr = 1. Control parameters correspond to the definitions in this paper (see “Methods” section), so the values may differ from the original papers if
different definitions were used (in particular for the Ekman number). Alternative definitions of CMB heat flux heterogeneity amplitudes q∗

eff (termed here effective) include f of SJ12
(12), εl of KJRF14 (also 12) and qr0 of MACLT15 (13). The Rayleigh number for SJ12 and KJRF14 is given in terms of the critical value for the onset of convection Rac . The
time-dependent inner core size in ODHZ13 is determined based on a core evolution model

Paper E Ra Pm q∗ q∗
eff ri/ro Conv Rev?

AC09 3 · 10−4 106 3 0.5 – 0.35 TC No

AC12 3 · 10−4 (0.5 − 1) · 106 3 − 7 0.5 − 0.8 – 0.35 TC No

ADC15 3 · 10−4 (1 − 3) · 106 3 − 10 0.7 − 1.34 – 0.35 TC No

ODHZ13 5.75 · 10−3 (1.5 − 4) · 104 20 0.67 − 1.1 – Variable C Both

AO15 (1 − 6) · 10−3 (0.6 − 18) · 105 20 0.65 − 2.22 – 0.35 C Both

SJ12 5 · 10−5 12Rac 1 – 4 − 29 0.35 TC No

KJRF14 2.6 · 10−5 ∼ Rac 1 – 0.05 − 0.3 0.31 T Yes

MACLT15 (1 − 3) · 10−4 (0.735 − 4) · 107 3 0.3 − 0.8 0.04 − 0.26 0.2 T Both

Conv convection type, T thermal, TC thermochemical, C chemical, Rev? reversibility
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2012). Here we describe for each of these papers the CMB
heat flux models that were imposed as outer boundary
conditions on the dynamo simulations. Then, for each
paper, we compare the results with those obtained with
a reference heat flux model (Table 2) and we report the
consequences for the resulting dynamo properties.

Lower mantle thermal-chemical-phase heterogeneity and
geodynamomorphological features
Here we review the papers by Amit and Choblet (2009),
Amit and Choblet (2012), and Amit et al. (in press). As in
previous studies, a reference CMB heat flux anomaly of
purely thermal origin δqT was assumed to be linearly pro-
portional to the lowermost mantle seismic shear velocity
anomaly δvs:

δqT
qT

∝ δvs
vs

(14)

Figure 3a shows the CMB heat flux based on the tomog-
raphy model of Masters et al. (2000) and (14). Nakagawa
and Tackley (2008) found that when incorporating post-
perovskite phase transition in their mantle convection
models, the δq to δvs relation becomes an inclined step
function (Fig. 2a), with the spreading effect well approx-
imated by a tanh function. Following equation (B8) of
Nakagawa and Tackley (2008), Amit and Choblet (2009)
attempted to parameterize the thermal-phase interpreta-
tion δqTp as

δqTp
qTp

= δqT
qT

+A
[
0.5

(
tanh

(
− 1
B

δqT
qT

)
− 1

)]
+D (15)

Table 2 Summary of dynamo models imposed outer boundary
heat flux patterns in AC09 (Amit and Choblet 2009), AC12 (Amit
and Choblet 2012), ADC15 (Amit et al. in press), ODHZ13 (Olson
et al. 2013), AO15 (Amit and Olson 2015), SJ12 (Sreenivasan and
Jellinek 2012), and MACLT15 (Monteux et al. 2015). For each
paper, the reference and alternative patterns are given.
Tomographic always refers to present-day, HF1 is the
time-dependent model of Zhang and Zhong (2011). For more
details, see text

Paper Reference Alternative

AC09 Tomographic Thermal + post-perovskite

AC12 Y22 Y22 + ridges

ADC15 Tomographic Probabilistic tomography

ODHZ13 Tomographic HF1

AO15 Homogeneous Rotated Y02

SJ12 Homogeneous Plume-induced

KJRF14 Homogeneous Impact-induced

MACLT15 Degree-1 Impact-induced

The non-dimensional parameters in (15) are the ampli-
tude A, the tanh spreading factor B, and the offset D. For
a given amplitude A, the spreading factor B is constrained
by reaching the tanh asymptote while maintaining an
inclined step function (rather than Z-like curve).
Figure 3b shows a heat flux anomaly map that accounts

for post-perovskite according to (15). The patterns in
Fig. 3a, b are similar, but the relative magnitudes of
the positive/negative heat flux structures vary. When the
post-perovskite effect is included, the positive structures
weaken and spread over larger areas, whereas the nega-
tive structures remain strong and more localized (Fig. 3b).
This is due to the particular pattern of the tomographic
model that contains larger amplitude narrower regions
of negative seismic velocity anomalies (δvs, δqT < 0) as
opposed to broader regions of weaker positive anoma-
lies (Fig. 3a). The tanh function strongly reduces inter-
mediate δvs while it reduces extreme δvs more mildly,
resulting in a spreading effect acting stronger on the
positive δqT .
Following Aubert et al. (2008), Amit and Choblet (2009)

compared three long-term time-average properties of
their dynamo models with relevant observations: the
radial magnetic field on the outer boundary with the time-
average paleomagnetic field over the past 5Myr (Kelly and
Gubbins 1997), the flow at the top of the shell with the
core flow model of Amit and Christensen (2008) obtained
from inversions of the historical geomagnetic secular vari-
ation (Jackson et al. 2000) and averaged over the period
1840–1990, and the inner boundary buoyancy flux with
seismic anomalies of the upper inner core (Tanaka and
Hamaguchi 1997). As an example, we highlight here the
latter comparison (Fig. 4). The inner boundary buoyancy
flux is characterized by two isolated positive low-latitude
structures both in the thermal case (Fig. 4a, denoted as T)
as well as when accounting for post-perovskite (Fig. 4b,
denoted as Tp1). In addition, however, the ICB buoyancy
fluxes contain other orders. More vigorous convection
leads to stronger filtering of the CMB order 2 content
and the ICB pattern remains dominantly order 1 (Aubert
et al. 2008), whereas slightly supercritical convection
leaves the ICB pattern with nearly non-distorted order 2
(Gubbins et al. 2011). Amit and Choblet (2009) found
that the ratio of order 1 to order 2 in Fig. 4b is signifi-
cantly larger than that in 4a. This suggests that account-
ing for post-perovskite improves the agreement of the
dynamo models with the order 1 dominance in seis-
mic properties of the upper inner core (Tanaka and
Hamaguchi 1997), although the phase may vary sub-
stantially from one dynamo model to another. Amit and
Choblet (2009) argued that accounting for post-perovskite
also improves the recovery of the Atlantic/Pacific
hemispheric dichotomy in core flow activity (Amit and
Christensen 2008; Gillet et al. 2009) and the single intense
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a T b Tp1

-0.38 0.38 -0.37 0.37

Fig. 3 Non-dimensional CMB heat flux patterns based on the mantle tomography model of Masters et al. (2000): a Thermal linear interpretation T
and b interpretation including a post-perovskite effect Tp1. From Amit and Choblet (2009)

paleomagnetic flux patch in the southern hemisphere
(Kelly and Gubbins 1997).
Next, narrow features that are not captured by global

tomography models were considered. Lower mantle
tomography models are dominated by a Y 2

2 component
(e.g., Masters et al. 2000), which is classically interpreted
as the largest scale temperature anomaly. Such a pattern
was imposed by many authors as heat flux on the outer
boundary of their numerical dynamo models (e.g., Aubert
et al. 2007; Bloxham 2002; Olson and Christensen 2002;
Sreenivasan 2009). Amit and Choblet (2012) used the Y 2

2
pattern as a reference case and superimposed on it low
heat flux ridges at the four margins of hot and cold large-
scale structures (Table 2). The ridges were modeled using
a Gaussian geometry with an amplitude equal to that of
the hot large-scale features (Fig. 5).
Figure 6 presents two close-ups of the time-average

dynamo model velocity and magnetic field, one on the
center of Fig. 5 (i.e., center of a ridge with a positive heat
flux anomaly to its east), the other centered on a ridge with
a positive heat flux anomaly to its west. In places where a
positive heat flux anomaly appears east of the ridge (Fig. 6
left), the poloidal flow dominates and the fluid diverges

from the hot ridge. Stronger field appears east of the ridge
where cold fluid downwelling concentrates magnetic flux.
In contrast, in places where a positive heat flux anomaly
appears west of the ridge (Fig. 6 right), the upwelling asso-
ciated with this ridge is broken at the equator, westward
toroidal flow dominates, and the magnetic field exhibits
patches of comparable intensity on both sides of the ridge.
Note that the fluid upwellings appear very close to the lon-
gitudes of the hot CMB heat flux ridges, in contrast to
previous studies of numerical dynamos with a Y 2

2 CMB
heat flux pattern in which a phase shift was found between
the heat flux and the flow structures (Aubert et al. 2007;
Olson and Christensen 2002; Takahashi et al. 2008).
Amit and Choblet (2012) interpreted the low-latitude

dynamics around the ridge locations by a combined
effect of westward drift in the time-average homoge-
neous dynamo (Aubert 2005) and the steady boundary-
driven flow that roughly goes from hot to cold regions
(Gubbins 2003). When cold material is east of the ridge
the two flows counteract and the ridge acts as a flow bar-
rier, whereas when cold material is west of the ridge both
flows are westward and the barrier effect is diminished.
Applying these inferences to the tomography model of

a T b Tp1

-0.30 0.30 -0.30 0.30

Fig. 4 Time-average inner-core boundary buoyancy flux anomalies normalized by the mean buoyancy flux: aModel T and bModel Tp1. From Amit
and Choblet (2009)
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1.40

Fig. 5 Non-dimensional CMB heat flux based on a Y22 pattern with
narrow hot ridges superimposed on the boundaries between
large-scale hot and cold structures. From Amit and Choblet (2012)

Masters et al. (2000), Amit and Choblet (2012) predicted
(in a statistical sense) fluid upwelling at the top of the core
and a barrier for azimuthal flow below central Asia and
the Indian Ocean and below the American Pacific coast.
Below east Asia and Oceania and below the Americas

they predicted persistent intense low-latitude geomag-
netic flux patches. These predictions are in agreement
with preferred longitudes of virtual geomagnetic poles
during reversals both in paleomagnetic data (Hoffman
1996; Love 1998; Merrill and McFadden 1999) and in
tomographic reversing dynamo models (Coe et al. 2000;
Kutzner and Christensen 2004). It also resonates with the
persistent production of low-latitude geomagnetic flux
patches below Indonesia during the historical era (Jackson
et al. 2000).
Finally, probabilistic tomography may be used to isolate

the thermal component of the observed seismic anoma-
lies. A limitation of the probabilistic tomography models
published so far is that only even spherical harmonic
degrees are included (Mosca et al. 2012; Trampert et al.
2004). To overcome this problem, Amit et al. (in press)
mapped the ratio between shear-wave velocity δlnVe

s
(even degrees) and thermal anomalies δTe (even degrees)
in probabilistic tomography and applied this mapping to
a conventional lower mantle seismic tomography model
δlnVC

s (even and odd degrees) to obtain a rescaled ther-
mal anomaly distribution δTP with both even and odd
degrees. Mathematically they wrote

δTP = δTe

δlnVe
s
δlnVC

s (16)

0.18

-0.18

0.47

-0.47

Fig. 6 Zoom into two ridges at low-latitude of the time-average of a dynamo case with imposed CMB heat flux as in Fig. 5, with a positive heat flux
anomaly to the east (left, where Fig. 5 is centered) and with a positive heat flux anomaly to the west (right). Non-dimensional velocity at the top of
the free stream is shown in the top panel, non-dimensional magnetic field in the bottom panel. Radial components are in colors, tangential
components in arrows. From Amit and Choblet (2012)
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To avoid numerical instabilities at regions where δlnVe
s

is low, at each node of the probabilistic tomographymodel
δTe and δlnVe

s were sampled according to their full proba-
bility distribution functions (PDFs) rather than their mean
values, resulting in a full PDF of the ratio δTe/δlnVe

s .
Amit et al. (in press) applied the above procedure on the
conventional seismic tomography model of Masters et al.
(2000) and the probabilistic tomography model of Mosca
et al. (2012) for the seismic and thermal anomalies. The
resulting CMB heat flux pattern inferred from probabilis-
tic tomography (Fig. 7) exhibits positive structures mostly
concentrated at low latitude.
The dynamo models with an imposed probabilis-

tic tomography heat flux pattern are characterized by
stronger magnetic and convective activity at low-latitude
than the dynamo models with conventional tomography
heat flux. The timeseries of the ratio of RMS low-latitude
magnetic flux to RMS high-latitude magnetic flux as well
as the ratio of maximum low-latitude magnetic flux to
maximum high-latitude magnetic flux (Fig. 8) show larger
mean values and much larger temporal fluctuations in the
probabilistic dynamomodels (Fig. 8b) than those obtained
with conventional tomography (Fig. 8a). For comparison,
Amit et al. (in press) found that the historical geomag-
netic field model gufm1 (Jackson et al. 2000) exhibits for
the period 1840–1990 average RMS and maxima ratios of
0.675 and 0.725, respectively. The higher resolutionmodel
CHAOS-4 (Olsen et al. 2014) for the period 2000–2010 is
characterized by somewhat larger average ratios of 0.797
and 0.882, and the average ratios in the lower resolution
archeomagnetic field model Cals3k.3 (Korte et al. 2009)
for the past three millennia are 0.470 and 0.648. Account-
ing for the temporal fluctuations in the dynamo models
with the CMB heat flux pattern inferred from probabilis-
tic tomography, any of these models may occasionally
recover the observed low- to high-latitude geomagnetic
flux ratios.

Fig. 7 Non-dimensional normalized CMB heat flux pattern inferred
from probabilistic tomography. The same pattern was used for
different q∗ values (see Table 1), hence the absence of a color bar.
Red/blue denotes positive/negative heat flux anomalies, respectively.
From Amit et al. (in press)

Lower mantle history and geomagnetic reversal frequency
Here we review the papers by Olson et al. (2013) and Amit
and Olson (2015). Zhang and Zhong (2011) imposed a
reconstructed plate tectonics model for the period 0–120
Ma (Lithgow-Bertelloni and Richards 1998) and Atlantic
hemisphere continent reconstructions for older periods
(Scotese 2001) as a time-dependent mechanical upper
boundary condition on their mantle thermochemical con-
vection model to infer the time-dependent CMB heat
flux. According to one of the CMB heat flux models of
Zhang and Zhong (2011), termedHF1, relatively large/low
meanCMBheat flux corresponds to fast/slow plate recon-
structions (Lithgow-Bertelloni and Richards 1998; Scotese
2001), respectively. In addition, HF1 includes temporal
changes in the heat flux pattern (Fig. 9) and ampli-
tude (Table 1), most notably a transition from degree-
1 dominance during Pangea to degree-2 dominance at
present.
Olson et al. (2013) imposed snapshots of HF1 (Fig. 9) on

chemical convection dominated numerical dynamos. In
addition, they accounted for the time-dependent core evo-
lution that is controlled by the mean CMB heat flux.
Using thermal history modeling (Labrosse 2003), Olson
et al. (2013) determined the time-dependent CMB heat
flux and consequently the time-dependent inner core
size and inner core boundary buoyancy flux. Accord-
ing to these models, a few tens of Myrs after inner
core nucleation outer core convection indeed becomes
dominantly chemical. Very high core thermal conduc-
tivity (e.g., Pozzo et al. 2012) implies that higher CMB
heat flux, radiogenic heating, or some presently unknown
form of chemical differentiation in the core would be
needed to power the geodynamo prior to inner core
nucleation. However, the debate on core thermal con-
ductivity is still ongoing (Zhang et al. 2015). Finally,
Olson et al. (2013) also accounted for the observed
nearly linear increase in length of day (Williams 2000) to
derive a time-dependent rotation rate. Overall, they estab-
lished the relative temporal evolution of the Rayleigh and
Ekman numbers for the period corresponding to the HF1
model.
Olson et al. (2013) compared the time-dependent rever-

sal frequency of two types of dynamo models, one with
time-dependent and another with fixed present-day CMB
heat flux (both cases include time-dependent core evolu-
tion). This comparison allows distinguishing between the
direct effects of the CMB heterogeneity and the effects
of the core evolution. Figure 10 shows comparison of
the reversal frequency of the dynamo models of Olson
et al. (2013) with the observed paleomagnetic reversal
frequency record (Gradstein et al. 2012). The dynamo
model with fixed CMB heat flux is characterized by
weaker temporal variability in reversal frequency. In con-
trast, the dynamo model with time-dependent CMB heat
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Fig. 8 Timeseries of low/high-latitude magnetic flux ratios for dynamo models with the same control parameters but different outer boundary heat
flux patterns, one with a pattern from conventional tomography (a, case C2 of Amit et al. in press) and the other with a pattern inferred from
probabilistic tomography (b, case P2 of Amit et al. in press). Black/red curves are RMS/maxima ratios, respectively. From Amit et al. (in press)

flux shows larger reversal frequency fluctuations includ-
ing superchrons and rather hyper-reversing periods. In
particular, at 275 Ma when Pangea was at its height and
prior to it, the dynamo model with time-dependent CMB
heat flux recovers the low reversal frequency, whereas that
is not the case for the dynamomodel with fixed CMB heat
flux. Olson et al. (2013) argued that the transition from
low to high reversal frequency is driven by the supercon-
tinent cycle. Both dynamo models fail to reproduce the
robust Cretaceous Normal Superchron at 120 Ma. How-
ever, Olson et al. (2013) demonstrated that the reversal
frequency is strongly sensitive tomild changes in the CMB
heat flux (mean, pattern, and its amplitude).
In contrast, the lower mantle may exhibit a quasi-

stationary pattern. Amit and Olson (2015) proposed that
the extreme variability in the recorded geomagnetic rever-
sal frequency, from hyper-reversing periods to super-
chrons, may be explained by lower mantle piles with

a fixed lateral pattern but time-dependent height. Amit
and Olson (2015) proposed a simple model of the D”
layer with fixed temperature difference, conserved volume
with time, and a conductive equilibrium. Based on these
assumptions, they derived analytically the dependence of
the mean CMB heat flux and the amplitude of its lateral
heterogeneity on the pile height. They showed that super-
plume growth increases both the mean CMB heat flux
and the amplitude of its lateral heterogeneity, whereas pile
collapse decreases these two quantities.
Figure 11 shows the rotated Y 0

2 CMB heat flux pattern
based on the model of lower mantle seismic heterogene-
ity by Dziewonski et al. (2010). The mean heat flux was
assumed to be close to the core adiabat, i.e., the dynamo
models are dominated by chemical convection. The het-
erogeneity pattern was generated using spherical harmon-
ics Y 0

2 , Y
2
2 , and Y 1

1 , with relative amplitudes of 10 : 10 :
1, respectively. Amit and Olson (2015) determined the

252



Amit et al. Progress in Earth and Planetary Science  (2015) 2:26 Page 14 of 26

100 Ma

180 Ma

mW/m2

275 Ma

330 Ma

Fig. 9 Snapshots of CMB heat flux (colors) and plate boundaries (solid
black lines) from the mantle history model HF1 of Zhang and Zhong
(2011). From Olson et al. (2013)

amplitudes of mean heat flux and heterogeneity in their
dynamo models based on their analytical piles model as
functions of pile height. In addition, they set the Rayleigh
number based on the mean heat flux from their analytical
piles model.
Figure 12 shows the non-dimensional reversal

frequency as functions of pile height and mean outer
boundary heat flux for the rotated Y 0

2 (Fig. 11) dynamos.
The error bars correspond to

√
N/τd (where N is the

reversal frequency and τd is the dipole free decay time),
consistent with a Poisson distribution (Lhuillier et al.

2013). The reversal frequency increases approximately
linearly beyond onset. There is a fairly small window
separating the pile height that would produce magnetic
superchrons and the pile height that would produce
hyper-reversing dynamos. A relatively moderate increase
of ∼35% in CMB heat flux corresponds to a transition
from dynamo models exhibiting superchrons to those in a
hyper-reversing state. Amit and Olson (2015) concluded
that pile growth may stimulate polarity reversals, whereas
pile collapse may inhibit reversals.

Localized mantle heating and the paleo dynamo of Mars
Here we review the papers by Sreenivasan and Jellinek
(2012), Kuang et al. (2014), and Monteux et al. (2015).
Sreenivasan and Jellinek (2012) simulated the localized
CMB anomaly induced by the mantle plume that pro-
duced Tharsis by

q = qminexp
(
−

[(
θ − θp

)2
/δ2θ + (

φ − φp
)2

/δ2φ

])
(17)

where θ and φ are latitude and longitude, θp and φp are the
corresponding coordinates of the plume center, and δ2θ and
δ2φ are the corresponding exponential decay coefficients,
set to be 15◦ at the equator. The localized CMB plume-
induced heat flux heterogeneity is visualized in the inlet of
Fig. 13a.
The dynamo models of Sreenivasan and Jellinek (2012)

are strongly supercritical (Table 1), requiring large het-
erogeneity amplitudes to terminate the dynamo (Fig. 13a).
Increasing heterogeneity amplitude attenuates the field
and eventually leads to the dynamo failure (Fig. 13b). In
addition, it is easier to kill the dynamo if the mantle plume
is centered at low-latitude (Fig. 13a).
The underlying mechanism for the demise of the

dynamo due to the localized CMB heating is visualized
in Fig. 14. The boundary heterogeneity weakens the axial
flow and reverses its direction. As a result, the kinetic
helicity also weakens significantly. Theweakening of helic-
ity reduces the field generation efficiency (Moffatt 1978)
and leads to the demise of the dynamo (Sreenivasan and
Jellinek 2012).
Kuang et al. (2014) also studied the possibility of Mar-

tian dynamo cessation due to localized CMB heating, but
by a giant impact. The impact-induced thermal hetero-
geneity is modeled by shock wave heating emanating from
the impact site (Pierazzo et al. 1997; Watters et al. 2009).
The temperature rapidly decays from the impact center.
In contrast to Sreenivasan and Jellinek (2012), the dynamo
models of Kuang et al. (2014) are subcritical with mod-
erate heterogeneity amplitudes of εl ≤ 0.3 (see Table 1).
These subcritical dynamos were found to be hemispheric
(Kuang et al. 2008), in contrast to other studies that argued
that under subcritical conditions helicity generation is
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M
N

S

Fig. 10 Top: Geomagnetic reversal frequency (yellow and barcode below) based on the Geomagnetic Polarity Time Scale (GPTS) database of Gradstein
et al. (2012) vs. reversal frequency in dynamo models with time-dependent CMB heat flux (black pluses) and fixed present-day tomographic pattern
(red crosses). The Cretaceous Normal Superchron (CNS), Kiaman Reversed Superchron (KRS), and Moyero Normal Superchron (MNS) are grey shaded.
Bottom: Polarity bias, i.e., the difference between time spent in normal and reversed polarities normalized by their sum. From Olson et al. (2013)

more efficient when the field is dipole-dominated (Hori
and Wicht 2013; Sreenivasan and Jones 2011).
Kuang et al. (2014) also found that a giant impact at low-

latitude and with a large heterogeneity amplitude is more
likely to terminate the dynamo. Figure 15 shows that when
the impacts where placed at latitude 60◦N and higher the
dynamos survived. The dynamos failed if the CMB heat
flux heterogeneity amplitude was larger than a critical
value. This critical value decreases with increasing lati-
tude of the impact site. The dynamo failure occurs when
the helicity is reduced in the hemisphere where most of
the field is expected to be induced.
Localized mantle shock heating by a giant impact could

have also altered the morphology of the Martian paleo

Fig. 11 CMB heat flux pattern in the dual superplume configuration.
The mean heat flux is 100mW/m2 and the peak-to-peak variation is
60mW/m2. From Amit and Olson (2015)

dynamo. Monteux et al. (2015) uniquely determined the
CMB heat flux lateral variations as well as the reduction
in the mean CMB heat flux by the size and geographic
location of the impactor. Figure 16 shows the CMB heat
flux patterns resulting from an impactor of 800 km radius
falling on the north pole (left) or the equator (right) of
Mars’ surface. Because it is thought that there is no inner
core in Mars (Breuer et al. 2010; Schubert and Spohn
1990), purely thermal convection wasmodeled, with a vol-
umetric homogeneous heat source ε that compensated for
the loss of heat through the outer boundary (Amit et al.
2011a; Dietrich and Wicht 2013). A small inner core cor-
responding to ri/ro = 0.2 was retained to avoid numerical
instabilities, but the inner boundary was set to be convec-
tively passive (Table 1). Both non-reversing and reversing
dynamos were examined.
Figure 17 shows the time-average RMS radial field at

the CMB and the time-average field intensity at the sur-
face of Mars for a dynamo model with an impactor of
radius 800 km falling on the north geographic pole (Fig. 16
left). The impactor yields an hemispheric field similar to
those obtained with synthetic Y 0

1 CMB heat flux patterns
(Amit et al. 2011a; Dietrich and Wicht 2013; Stanley et al.
2008). Monteux et al. (2015) found that a polar impactor
leads to a north-south hemispheric magnetic dichotomy
that is stronger than an east-west dichotomy created by an
equatorial impactor (in agreement with Amit et al. 2011a,
Dietrich and Wicht 2013).
Monteux et al. (2015) found that an impactor radius

of about 1000 km could have recovered the mag-
netic dichotomy observed in the Martian crustal field.
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Fig. 12 Non-dimensional reversal frequency vs. non-dimensional pile height a and vs. non-dimensional mean CMB heat flux b in the set of dual pile
(rotated Y02 ) dynamo models. From Amit and Olson (2015)

However, strong enough magnetic dichotomies were
obtained only for frequently reversing dynamos (as in
Dietrich and Wicht 2013). Therefore, such dynamos
may account for the observed field dichotomy only
if very rapid post-impact magma cooling took place
(Lebrun et al. 2013).

Conclusions
Discussion
The study of mantle control on planetary dynamos may
be classified into three categories. In the first category,
numerical dynamos with homogeneous boundary con-
ditions have already reproduced successfully the most
fundamental observed geodynamo properties, in par-
ticular the dipole dominance of the field (Glatzmaier
and Roberts 1997) and its reversibility (Glatzmaier and
Roberts 1995). Parametric studies of numerical dynamos
show that increasing convection vigor (which is controlled
by the mean CMB heat flux) causes a transition from
dipole dominated non-reversing to multipolar reversing
dynamos (Aubert et al. 2009; Christensen and Aubert
2006; Kutzner and Christensen 2002). The very differ-
ent magnetic field geometries and amplitudes observed
for the various planets and moons (Stevenson 1983) may
represent different locations of their dynamos in param-
eter space with respect to this transition (Olson and
Christensen 2006). In the second category, heterogeneous
but simplified (i.e., not alternative) boundary conditions
may help explain more refined dynamo properties, in
particular for the Earth where detailed observations are
available. In a third category, numerical dynamos with
imposed alternative CMB heat flux can be considered as
the next step to approach the recovery of more refined
observations using more realistic CMB conditions.

Persistent morphological features of the present-day
geodynamo were explained using alternative CMB heat
flux models (Amit and Choblet 2009, 2012; Amit et al.
in press). The modifications of the CMB heat flux pat-
terns due to post-perovskite and thermal ridges are mild,
and therefore their impact on the dynamo properties are
also mild. Thus, in order to detect the differences between
the reference dynamo models and those modified by the
post-perovskite and thermal ridges effects (Table 2), long-
term time-averaging is required (Amit and Choblet 2009,
2012). In contrast, the CMB heat flux pattern inferred
from probabilistic tomography is dramatically distinctive
from its reference (Amit et al. in press), and therefore pro-
vides a genuinely new insight into the possible control of
the mantle heterogeneity on the geodynamo.
Dynamo models with imposed CMB heat flux inferred

from both thermal ridges and probabilistic tomography
were invoked to explain the presence of intense geo-
magnetic flux patches at low latitude (Amit and Choblet
2012; Amit et al. in press). In the latter models, enhanced
low-latitude convective and magnetic activity is found, in
particular during some occasional bursts during which the
models exceed the observed relative low-latitude geomag-
netic flux (Amit et al. in press). These robust low-latitude
geomagnetic features (Jackson 2003) are more difficult
to reproduce in dynamo models than high-latitude flux
patches (Christensen et al. 1998), possibly due to flux dis-
persion by upwelling (Wicht et al. 2009) that reconnects
with the downwellings near the tangent cylinder in the
dynamo’s meridional circulation (Aubert 2005). Intense
low-latitude geomagnetic flux patches, which are indeed
easier to recover with alternative CMB heat flux, have
so far not been included explicitly as a morphological
constraint for Earth-like dynamo models (Christensen
et al. 2010).
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a

b

Fig. 13 a Critical heat flux heterogeneity amplitudes required for dynamo failure vs. plume latitude for a mantle plume centered at 15°S (see CMB
heat flux pattern in inlet). The three curves are based on three definitions of the heterogeneity amplitude: f (blue, Eq. (12)), H̄CMB/HB (solid black), and
H̄plume/HB (dashed black). b Timeseries of normalized magnetic energy for a mantle plume centered at 45°S with f = 0 (blue), f = 4 (red), f = 10
(black), f = 25 (magenta), and f = 29 (green). From Sreenivasan and Jellinek (2012)

Due to the very low viscosity and very large scale
of planetary outer cores, dynamo models operate in
a parametric regime very far from realistic conditions
(e.g., Christensen and Wicht 2007; Glatzmaier 2002). The
situation is more severe if long-term time-averaging is
required to detect the impact of alternative or any het-
erogeneous mantle control, because long simulations are
needed for adequate statistical convergence of the time-
average dynamo properties. An especially extreme case
concerns the study of reversal frequency which requires
very long simulations to obtain significant statistics of rare

events. Indeed the Ekman and magnetic Prandtl numbers
in the studies by Olson et al. (2013) and Amit and Olson
(2015) are very large (Table 1); the Ekman number is more
than 10 orders of magnitude larger than its geophysi-
cal estimate (e.g., Olson 2007b). Amit and Olson (2015)
explored some simulations with a lower Ekman num-
ber. They found qualitative agreement with their larger
Ekman number results, but computational limitations
prevented them from providing a confident quantitative
analysis, in this case of the reversal frequency vs. pile
height.
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°

Fig. 14 Zonal profiles of non-dimensional axial velocity a and
non-dimensional axial kinetic helicity b in dynamo models without
(left) and with (right) a plume. The minimum and maximum axial
velocity values are [−40.4, 34.4] (left) and [−19.3, 18.3] (right); the
minimum and maximum axial kinetic helicity values are [−174.6,
137.8] (left) and [−23.6, 24.8] (right). From Sreenivasan and Jellinek
(2012)

The variability in the paleomagnetic reversal frequency
was explained by alternative time-dependent CMB heat
flux models (Amit and Olson 2015; Olson et al. 2013).
The larger temporal variability in reversal frequency in
the dynamo models with time-dependent CMB heat flux
compared to those with a fixed tomographic pattern, in
particular the presence of superchrons in the former, sup-
ports a time-dependent mantle convection structure over
the past ∼500 Myr (Olson et al. 2013). It also shows that
core evolution by its own cannot account for the large
variability in the paleomagnetic reversal frequency. The

Fig. 15 Survivability of dynamos as a function of CMB heat flux
heterogeneity amplitude εl (radial distance) and the co-latitude of the
impact θl (angle from vertical axis). From Kuang et al. (2014)

HF1 model (Zhang and Zhong 2011) exhibits temporal
variations in the mean CMB heat flux, its pattern and the
amplitude of lateral heterogeneity (Fig. 9 and Table 1), all
of which may affect reversal frequency (see Olson and
Amit 2014, and references therein).
According to the HF1 model, the CMB heat flux pat-

tern evolved from degree-1 dominance during Pangea to
degree-2 at present. This transition is reflected in the
time-average magnetic field of the dynamo models with
prescribed heat flux pattern inferred from HF1. Olson
et al. (2013) showed that at present, the dipole is very
axial, whereas with increasing age the dipole axis substan-
tially deviated from the geographic pole. The symmetry
of the early time-average magnetic field highly correlates
with the symmetry of the CMB heat flux heterogeneity,
exhibiting magnetic field concentrations aligned with the
axis of the large CMB heat flux.
Dziewonski et al. (2010) proposed that the CMB heat

flux is quasi-stationary with two stable states that may
each persist for hundreds of Myr. When the plates are
organized in one supercontinent at Earth’s surface, the
CMB heat flux may be characterized by a rotated Y 0

1 pat-
tern; when two continents are present, the CMB heat
flux is expressed by a rotated Y 0

2 pattern. Amit and
Olson (2015) showed that in both scenarios increasing pile
height increases the mean CMB heat flux, the amplitude
of its heterogeneity, and the resulting reversal frequency.
For a given pile height, the rotated Y 0

1 pattern yields
larger mean heat flux, heterogeneity amplitude and rever-
sal frequency than the rotated Y 0

2 pattern (Amit andOlson
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Fig. 16 Non-dimensional CMB heat flux resulting from an impactor of radius 800 km falling on the north pole (left) or the equator (right). The same
pattern was used for different q∗ values (see Table 1), hence the absence of a color bar. Red/blue denotes positive/negative heat flux anomalies,
respectively. From Monteux et al. (2015)

2015), suggesting higher sensitivity of the paleomagnetic
reversal frequency to changing mantle conditions prior to
the KRS.
The dependence of the reversal frequency on the het-

erogeneity amplitude is not trivial. In particular, the
rotated Y 0

2 case contains polar cooling that accord-
ing to most studies may suppress reversals (Glatzmaier
et al. 1999; Kutzner and Christensen 2004). Polar cooling
results in axial-dipole dominance due to flux concentra-
tion at high-latitudes (Amit et al. 2010b) and therefore
indeed suppresses reversals (a state termed geographic
control by Olson and Amit 2014). However, when the
dynamo is far from the onset of reversals, Olson and Amit
(2014) found that the opposite occurs and polar cooling
increases reversal frequency by producing more turbu-
lent conditions (which they termed inertial control). In the

piles model of Amit and Olson (2015), the effects of vari-
able mean CMB heat flux and heterogeneity amplitude are
non-separable. However, if indeed the rotated Y 0

2 pattern
works in unison with the mean CMB heat flux to trigger
reversals, it is suggestive of inertial rather than geographic
control (Olson and Amit 2014).
The demise of the Martian dynamo was explained by

a localized CMB heating (Kuang et al. 2014; Sreenivasan
and Jellinek 2012). Sreenivasan and Jellinek (2012)
imposed plume-induced thermal anomalies with large
heterogeneity amplitudes on highly supercritical numeri-
cal dynamos, whereas Kuang et al. (2014) imposed impact-
induced thermal anomalies with moderate heterogeneity
amplitudes on subcritical dynamos. Under supercritical
conditions, the CMB anomaly causes the dynamo to
decay relatively slow—the field drops by one order of

1.60 mT

Sqrt of time-average Br2  on the CMB

0.070 mT
Fig. 17 Time-average magnetic field properties on the CMB (left) and on the surface of Mars (right) in a dynamo model with imposed outer
boundary heat flux due to a polar impactor as in Fig. 16. From Monteux et al. (2015)
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magnitude in ∼1.7 magnetic diffusion times (Sreenivasan
and Jellinek 2012), whereas under subcritical conditions
the termination is more sudden—the field decays
∼4 times faster (Kuang et al. 2014). The large heterogene-
ity amplitudes in the dynamo models of Sreenivasan and
Jellinek (2012) imply that below themantle plume the heat
is flowing unrealistically into the core. Another problem
is that under vigorous convection the dynamo is expected
to restart once the mantle anomaly vanishes. Note that
reducing dynamo efficiency by heterogeneous CMB heat
flux is not trivial; another pattern may have the opposite
effect, as was shown for Y 2

2 heterogeneity which enhances
helical core flow and hence improves dynamo efficiency
(Sreenivasan 2009).
In both cases (Kuang et al. 2014; Sreenivasan and

Jellinek 2012) it was found that low-latitude localized
heating is favorable for terminating the dynamo, despite
the distinctive role of convection in these two types of
dynamo models. Sreenivasan and Jellinek (2012) argued
that the critical latitude for plume location in order to
kill the dynamo depends on the lowest latitude where
axial columns driven by rapid rotation (Busse 1970)
impinge the CMB (see Fig. 14a). Overall, these results
may pose upper bounds on the amount of possible planet
reorientation in the history of the Martian paleodynamo
(Kuang et al. 2014; Sreenivasan and Jellinek 2012). The
possibility of a major true polar wander (TPW) event on
Mars is under debate. Significant TPW has been advo-
cated for Early Noachian from studies of the crustal
geoid associated to dynamical models for the forma-
tion of the crustal dichotomy (Roberts and Zhong 2007).
TPW was also proposed for the subsequent 4 Gyr from
studies of paleomagnetic poles (Hood et al. 2005) and
paleoshorelines (Perron et al. 2007) or from theoreti-
cal models (Matsuyama et al. 2006). However, to our
best knowledge, observed geological evidence for such
processes (e.g., Grimm and Solomon 1986) are still lack-
ing. Furthermore, models of lithospheric shell rotation
associated with the apparent migration of Tharsis (e.g.,
Srámek and Zhong 2012) could lead to tectonic observa-
tions identical to that caused by TPW, although the two
underlying physical processes are very different.
Some of the results obtained by Kuang et al. (2014)

seem somewhat counter-intuitive, in particular the field
morphology (see their Fig. 3). Their homogeneous CMB
heat flux subcritical dynamo model indeed produces a
hemispheric magnetic field (as previously reported by
Kuang et al. 2008), with a peak at a specific latitude
(∼30◦S). However, the field may reverse and this peak
can migrate to different latitudes with time. It is there-
fore not clear why would the peak magnetic field of
the heterogeneous dynamos almost coincide with that of
the homogeneous case. It is also not intuitive that the
field becomes spatially less heterogeneous with increasing

heterogeneity amplitude. In addition, there is no sugges-
tion for a depleted field at the location of the impact, as
may be expected. Overall, it seems that the effects of man-
tle control on subcritical dynamos are distinctive from
those in supercritical dynamos.
Finally, Monteux et al. (2015) imposed a localized

impact-induced CMB heat flux pattern on numerical
dynamos to explain the observed hemispheric dichotomy
in the Martian crustal field (Acuña et al. 1998; Langlais
et al. 2004). The amplitude of the hemispheric magnetic
dichotomy is mostly controlled by the horizontal Rayleigh
number which represents the vigor of the convection
driven by the lateral variations of the CMB heat flux.
Monteux et al. 2015 showed that, for a given horizon-
tal Rayleigh number, an impact-induced CMB heat flux
heterogeneity is more efficient than a synthetic degree-
1 heterogeneity in generating strong hemispheric mag-
netic dichotomies. However, even with the more efficient
impact-induced CMB heat flux pattern, several important
conditions should be met in order to accept the impact-
induced hemispheric dynamo scenario as the origin of
the crustal field dichotomy, in particular the need for a
very rapid crustal cooling rate (Dietrich and Wicht 2013).
Dynamo models that recover the observed magnetic
hemisphericity have a short average chron time of about
18 kyr (Monteux et al. 2015). However, in the case of
molten material induced by a giant impact a major part
of the atmosphere can be eroded and crustal formation
may occur within only 1000 years (Lebrun et al. 2013;
Solomatov 2007), possibly enabling the recording of the
magnetic hemisphericity in the crust.

Future prospects
Because the CMB heat flux is an input to the dynamo
models, understanding the dynamics of the lower mantle
is a fundamental key to improve core dynamics models. In
addition, progress in dynamo modeling is obviously rele-
vant for all core-related problems, including the influence
of heterogeneous (alternative or not) boundary condi-
tions. Improved observations, in particular higher quality
planetary magnetic field models, may provide tighter con-
straints on the dynamo models. Here we list some future
prospects concerning alternative CMB heat flux and its
influence on planetary dynamos. We also mention alter-
native scenarios that may also explain the non-trivial
dynamo-related observations.
Knowledge of planetary magnetic fields will continue to

grow in the coming years thanks to several new satellite
missions that are currently flying or will soon be launched.
Geomagnetic field and secular variation models will ben-
efit from the successful Swarm ESA mission (Olsen et al.
2013). Three identical and magnetically dedicated satel-
lites were launched simultaneously during the end of 2013
at two different altitudes to monitor with unprecedented
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quality the Earth’s magnetic field and its secular vari-
ation. Measurements of the NASA MESSENGER mis-
sion around Mercury revealed a weak, dipole-dominated,
and hemispheric magnetic field (Anderson et al. 2012).
However, these measurements have not yet been fully
exploited, and it is anticipated that alternative modeling
techniques (Oliveira et al. 2015) and/or the very low-
altitude measurements at the end of the mission will bring
new insights on the field morphology of Mercury. The
ESA/JAXA BepiColombo mission that will be launched
in 2017 will complete the geographical coverage of low
altitudes of the planet and will lead to the first global view
of the magnetic field of Mercury (Benkhoff et al. 2010).
The description of the past Martian magnetic field and
its interpretation in terms of past dynamo processes will
be improved by the recently inserted-into-orbit MAVEN
mission. These measurements will be completed by the
upcoming InSight mission, which will study the internal
structure of Mars and bring constraints on the size of the
liquid core. The CASSINI mission to Saturn (Dougherty
et al. 2004) is extended until 2016, and the forthcom-
ing Juno (around Jupiter) and later JUICE (around Jupiter
moons) missions (Grasset et al. 2013) will also bring
new measurements around the giant gas planets and
their moons. These new planetary magnetic field mod-
els will provide more reliable observational constraints on
the processes generating the fields in the interior of the
planets and moons.
The identification of the post-perovskite phase transi-

tion (Murakami et al. 2004) provided better constraints
on the Earth’s deepest mantle. Seismic observations with
improved tomographic images as well as sophisticated
analyses of seismic waves were obtained. A better descrip-
tion of lower mantle materials with laboratory experi-
ments reaching the appropriate high pressure range as
well as time-consuming ab initio quantum chemistry
computations became possible. As can be expected, the
emerging picture bears a much greater complexity which
includes the probable role of compositional variations
and possible contributions of mantle melting and spin
transitions of iron. While the last decade opened new
questions such as the complex effect of composition on
the post-perovskite phase transition, the precise nature of
the melting curve and the points of dissent that remain
between laboratory experiments and computational min-
eralogy, the establishment over the coming decade of an
integrative framework (Shim and Lay 2014) would offer a
much clearer interpretation of seismic observations and
allow to better extract the purely thermal contribution
from tomographic models.
Progress in understanding the dynamics of the Earth

mantle in the last hundreds of Myr ultimately requires
a better description of plate motions in the framework
of mantle convection. Promising research paths include

conceptual developments such as the understanding of
lithospheric damage (Bercovici and Ricard 2014) as well
as an improved treatment of plate-like behavior in spher-
ical simulations of mantle dynamics (Bello et al. 2014;
Rolf et al. 2012, 2014). In the meantime, improved recon-
structions of plate velocities (Seton et al. 2012) can be
prescribed to mantle convection models to investigate
the role of specific ingredients such as mantle rheology,
phase transitions and the nature of a possible dense basal
layer. A more thorough investigation of mantle convec-
tion models than the pioneering attempt of Zhang and
Zhong (2011) may establish more robust CMB heat flux
evolution models than HF1.
One direct consequence of the results of the reversal

frequency studies is the possibility to invert the record
of paleomagnetic reversal frequency (Gradstein et al.
2012) for time-dependent core energetics. If the relation
between pile height and CMB heat flux (mean and hetero-
geneity amplitude) is indeed approximately linear (Amit
and Olson 2015; Olson and Amit 2014), the observed
reversal frequency may be transformed into a relative
CMB heat flux. This may provide a glimpse into the
history of core convection.
As for the distant past of the Earth, prospects for other

planetary objects mostly rely on modeling progress. Spe-
cific planetary scenarios that involve large impacts will
most probably remain attractive in the next decade, con-
cerning the ancient Martian magnetic field as well as
other planets. Better descriptions of such events than the
simplified approaches mentioned above can be simulated
(Marinova et al. 2008, 2011). In terms of CMB heat flux,
the geometry of impact heating with both a mantle con-
tribution and a possible core contribution (Roberts and
Arkani-Hamed 2014) could be described by such numer-
ical tools. As mentioned in Monteux et al. (2015), the
presence of impact-induced molten material is key in
recording the impact-influenced magnetic field, and the
interplay between the cooling time of this material and
the transient dynamo properties will ultimately dictate the
nature of remnant magnetism. In this regard, impact sim-
ulations could also supply patterns and volumes of ejecta
deposits on the planetary surface. Describing the dynam-
ics of the bulk molten material could involve on longer
timescale phenomena such as isostatic adjustment of the
retained melt region and lateral spreading as a gravity
current (Reese et al. 2011).
Applications to other planets (apart from the Earth and

Mars) may also be considered by invoking alternative
CMB heat flux models. A Y 0

2 CMB heat flux pattern com-
bined with internal heating may trigger an unstable odd
convective mode which may explain the hemispheric field
of Mercury (Cao et al. 2014; Wicht and Heyner 2014) as
observed by MESSENGER (Anderson et al. 2012). While
their dynamical scenario is convincing, the justification
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for a Y 0
2 thermal heterogeneity at the mantle of Mercury is

somewhat vague. Examination of gravity and topographic
heterogeneities in Mercury may provide a more realistic
(alternative) model for the CMB heat flux which can be
invoked to recoverMESSENGER’smagnetic observations.
Due to computational limitations, dynamo models

operate in a parametric regime very far from that of
planetary core conditions (Glatzmaier 2002). This is espe-
cially restrictive for long simulations, as is the case when
the long-term impact of an heterogeneous mantle is
investigated. One of the most challenging problems in
terms of computer power is that of modeling strongly
time-variable magnetic reversal frequency, because ade-
quate statistics require extremely long simulations.
For example, the Ekman numbers used by Olson
et al. (2013) and Amit and Olson (2015) are about
four orders of magnitudes off the lowest values that
were reported for numerical dynamos (Sakuraba and
Roberts 2009). Improved numerical techniques which
will allow running simulations with more challenging
parameters, in particular lower Ekman and magnetic
Prandtl numbers, are therefore of great interest for
studies of mantle control on planetary dynamos. More
efficient, massively parallelized dynamo codes are cur-
rently under development (http://geodynamics.org/cig/
working-groups/geodynamo/).
More accurate incorporation of physical phenomena

in dynamo models will also improve their predictions.
In particular, correct implementation of thermochemi-
cal convection is necessary. Currently, most studies use
the co-density formulation (Braginsky and Roberts 1995).
Apart from neglecting double-diffusive convection, this
approach fails to accurately prescribe the inner boundary
condition. Some models have already incorporated ther-
mal and chemical convection with appropriate boundary
conditions in numerical dynamos (Manglik et al. 2010;
Takahashi 2014; Trümper et al. 2012). Tracer methods
which are commonly used in mantle convection simu-
lations (e.g., Tackley and King 2003) may be applied to
chemical convection in dynamo codes for more accurate
numerical schemes. Other physical complications such
as stable stratification in some regions of the outer core
(Gubbins and Davies 2013) and compressibility may also
be incorporated into dynamo models.
Observed dynamo properties that require boundary

heterogeneity may alternatively be explained by lateral
anomalies at the inner core boundary. Olson and Deguen
(2012) showed that the dipole eccentricity in archeomag-
netic field models can be reproduced by dynamo simu-
lations with heterogeneous Y 1

1 inner boundary bouyancy
flux pattern, corresponding to the east-west seismic
anomalies at the upper inner core (Tanaka andHamaguchi
1997). Aubert et al. (2013) showed that the localization
of the westward drift of the geomagnetic field at the

Atlantic hemisphere is controlled by the same heteroge-
neous inner boundary buoyancy flux. In these studies, the
inner boundary heterogeneity amplitude was set to be sig-
nificantly larger than that of the outer boundary, therefore
the role of the CMB heterogeneity becomes secondary. It
would be interesting to explore dynamomodels with com-
parable amplitude heterogeneities on both boundaries to
investigate competing effects.
Progress in understanding mantle dynamics will lead to

better description of boundary conditions for the dynamo
and thus improved knowledge of core dynamics. On the
other hand, magnetic observations may be used to con-
strain mantle convection scenarios. Overall, a multidisci-
plinary approach with interactive exchange of information
among the different envelopes may advance the study of
planetary deep interiors.
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5 Couplage manteau-noyau et évolution long terme des dy-
namos planétaires

Une magnétisation rémanente et des champs magnétiques actifs ont été détectés pour plu-
sieurs corps planétaires telluriques du Système Solaire (Terre, Mercure, Lune, Mars), ce qui
suggère la présence de dynamos actives aux premiers stades de la formation de la planète et de
durées de vie variables. Le champ magnétique de ces objets est la conséquence de mouvements
convectifs vigoureux du fer dans la partie liquide de leur noyau (Jones, 2015). Cependant, la
barrière chimique avec le manteau silicaté empêche la chaleur d’être transférée au manteau en-
vironnant par des mouvements advectifs. Les transferts de chaleur se font donc par conduction
au travers des couches limites thermiques situées de part et d’autre de la frontière manteau-
noyau. Le flux de chaleur conductif varie selon k∆T/δ avec k la conductivité du matériau, ∆T
la différence de température de part et d’autre de la couche limite thermique et δ l’épaisseur de
la couche limite thermique. Lorsque la convection est très vigoureuse comme c’est le cas dans
le noyau métallique liquide et dans les manteaux primitifs, les couches limites sont très fines
et le flux de chaleur conductif est très important. Par conséquent, les conductivités du noyau
métallique et du manteau silicaté, la vigueur de la convection et la quantité d’énergie stockée
dans le noyau exercent un contrôle primordial sur le flux de chaleur à la CMB. Ces paramètres
contrôlent à la fois l’état thermique du noyau, le bilan thermique transféré dans le manteau au
cours du temps et la possibilité de générer une dynamo.

5.1 Influence des conductivités thermiques : cas de Mercure

La mission MESSENGER a révélé que le champ magnétique de Mercure pourrait fonction-
ner depuis 3.7-3.9 Ga. La faible intensité du champ magnétique de Mercure a longtemps dé-
concerté la communauté scientifique planétaire. Diverses explications ont été proposées mais il
n’y a pas de consensus sur la façon dont une dynamo intrinsèque avec une énergie aussi faible
a pu exister sur Mercure pendant une période prolongée. Alors que le magnétisme intrinsèque
suggère l’existence d’une dynamo active dans le noyau de Mercure, le mécanisme responsable
du maintien de la dynamo pendant une période prolongée reste inconnu.

Parmi les facteurs qui contrôlent la possibilité de générer des dynamos internes, la dy-
namique du manteau silicaté entourant le noyau et ses propriétés thermiques associées sont
cruciales. Le manteau régit l’évacuation de la chaleur du noyau et, par conséquent, la proba-
bilité d’une dynamo thermique précoce. La capacité du manteau a évacuer de la chaleur est
gouvernée par son nombre de Rayleigh :

Ra =
αρg∆TH3

ηκ
, (2)

avec ρ sa densité, α son coefficient de dilatation thermique, g la gravité, ∆T la différence
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de temperature entre le haut et la bas du manteau, H l’épaisseur du manteau, η sa viscosité
et κ sa conductivité. Dans le cas où l’épaisseur H du manteau d’une planète est importante
(i.e. manteau associé à des nombres de Rayleigh potentiellement élevés), la chaleur du noyau
est efficacement évacuée par la convection du manteau sus-jacent et des dynamos thermiques
précoces sont favorisées. À l’inverse, les planètes dotées d’un manteau mince (associé à des
nombres de Rayleigh potentiellement plus faibles) peuvent évacuer leur chaleur interne uni-
quement par diffusion, ce qui rend plus difficile la mise en place de dynamos thermiques pré-
coces. Dans le Système Solaire, Mercure est un exemple potentiel d’un tel régime. Si la faible
épaisseur de son manteau par rapport au rayon de la planète était inhérente à sa position proche
du Soleil (Charlier and Namur, 2019), un tel contexte magnétique pourrait être omniprésent
parmi les objets telluriques formés à proximité de leur étoile.
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FIGURE 17 – Flux de chaleur en fonction du rayon planétaire pour un manteau planétaire
entièrement solide (gauche) ou partiellement fondu (droite). Les lignes noires et grises repré-
sentent le flux de chaleur critique nécessaire à une dynamo thermique pour une conductivité
thermique du noyau de 40 et 4 W/m/K, respectivement. Les lignes vertes foncées et claires re-
présentent le flux de chaleur du manteau dans un régime conductif pour la gamme de conduc-
tivité thermique des silicates obtenue expérimentalement. Les triangles verts représentent la
taille critique de la planète pour laquelle Ra = Rac, ce qui correspond donc au flux de cha-
leur minimum à la CMB, pour une viscosité du manteau allant de 1018 à 1022 Pa.s. Les valeurs
extrapolées à R = RMercure = 2440 km sont également représentées avec des cercles verts
pour les transferts de chaleur conductifs et des carrés rouges et roses pour les cas convectifs
avec les viscosités du manteau indiquées à proximité. La ligne pointillée rouge représente la
valeur critique pour Rem = 100 . A gauche de cette ligne, une dynamo est peu probable. La
zone probable pour un rayon de planète capable d’alimenter une dynamo est représentée par
la zone ombrée en rose. À partir de Freitas et al. (2021).

Pour savoir si une dynamo générée par de la convection thermique dans les planètes de
type Mercure (avec un rapport rayon du noyau sur rayon de la planète élevé) est possible ou
non, nous avons caractérisé la conductivité thermique de divers échantillons silicatés, solides,
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vitreux et fondus (Freitas et al., 2021). Les conductivités thermiques ont été estimées pour
des péridotites solides et partiellement fondues, avec différentes fractions de fusion, ainsi que
pour des verres et des fondus basaltiques et rhyolitiques à des pressions de 2 GPa et à des
températures allant jusqu’à 1700 K. Notre étude démontre que les matériels fondus ont des
propriétés thermiques similaires malgré une large gamme de compositions étudiées. Les pro-
duits de fusion révèlent des conductivités thermiques beaucoup plus faibles que les solides,
avec une diminution de près d’un ordre de grandeur : 1.70 (±0.19) à 2.29 (±0.26) W/m/K
contre 0.18 (±0.01) à 0.41 (±0, 03) W/m/K pour les péridotites à haute température et di-
vers matériaux fondus respectivement. Les échantillons partiellement fondus se situent entre
les deux et plusieurs lois prédictives sont proposées en fonction de la fraction fondue et de la
texture solide/fondue. En utilisant nos résultats dans des calculs de flux de chaleur nécessaires
pour la génération de dynamos pour les planètes de type Mercure, nous avons quantifié l’ef-
fet de la fusion du manteau sur la propension des noyaux planétaires à générer des dynamos
par convection thermique (Figure 17). La présence d’un manteau "mushy" et ainsi de fusion
partielle pourrait réduire de manière significative la capacité du manteau à évacuer la chaleur
du noyau et peut empêcher ou affecter la présence d’un champ magnétique planétaire. La flot-
tabilité et le devenir de la matière fondue dans ces corps peuvent donc influencer l’histoire
magnétique de la planète. Les futures observations de planètes semblables à Mercure accré-
tées près de leur étoile et les détections de leurs signatures magnétiques pourraient fournir des
contraintes sur leur état interne et leur histoire en terme de fusion partielle.

Avec G. Manthilake, nous avons aussi travaillé sur le rôle de la conductivité thermique des
alliages Fe-S, la phase dominante dans le noyau externe de la planète Mercure, à une pression
de 8 GPa et à des températures allant jusqu’à 1700 K (Manthilake et al., 2019). Nous avons
montré que la conductivité électrique des alliages Fe-S à 1500 K est d’environ 103 S/m, soit
deux ordres de grandeur de moins que la valeur précédemment supposée pour les calculs de
la dynamo herméenne. La conductivité thermique a été ensuite estimée en utilisant la loi de
Wiedemann-Franz. La conductivité thermique de l’alliage Fe-S est estimée à ∼4 Wm/K dans
les conditions régnant à la limite noyau-manteau de Mercure. La faible conductivité thermique
obtenue dans notre étude suggère que l’extraction de chaleur du noyau de Mercure à travers la
couche solide de Fe-S est un processus relativement inefficace mais suggère qu’une dynamo
thermique fonctionnant sur Mercure est plus probable que prévu. En effet, malgré cette faible
conductivité, le flux de chaleur à la CMB reste supérieur au flux adiabatique dans le noyau
ce qui est synonyme de convection et donc de dynamo pour un noyau de la taille de celui
de Mercure (Figure 18). Si la flottabilité thermique est couplée à des sources de flottabilité
chimique, il est possible de maintenir une dynamo intrinsèque pendant des échelles de temps
compatibles avec les observations de MESSENGER. Nos estimations suggèrent que le flux de
chaleur du noyau ne produit que moins de 1 TW d’énergie. Le faible flux de chaleur empêche-
rait le noyau herméen de se solidifier rapidement, ce qui pourrait favoriser le maintient d’une
dynamo intrinsèque à Mercure depuis ∼ 3.9 Ga.
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FIGURE 18 – Flux de chaleur à la frontière entre le noyau et le manteau de Mercure. Les
calculs sont basés sur une conductivité thermique totale moyenne (électrons + phonons) de
4 Wm/K pour le FeS pour diverses épaisseurs de couche limite thermique en fonction du
contraste de température à travers cette couche. Le flux thermique adiabatique (Qad) est re-
présenté par une ligne horizontale noire en pointillés (d’après Manthilake et al. (2019)).

5.2 Une température à la CMB quasi constante au cours des temps géo-
logiques

Les comparaisons entre les observations sismiques et les données de physique minérale
sur les propriétés des réservoirs profonds fournissent des contraintes sur l’état thermique ac-
tuel de la Terre profonde. En particulier, le caractère non ubiquiste des zones à très faible
vitesse (ULVZ) situées au-dessus du CMB fournit une température d’ancrage majeure de 4000
(±200) K à la CMB, soit quelques centaines de degrés en dessous de la température de fusion
du manteau pyrolitique. L’existence d’une température à la CMB aussi élevée que ∼ 4000 K
aujourd’hui soulève des questions sur la température à la CMB au début de l’histoire de la
Terre. Le maintien de la géodynamo depuis les plus anciennes traces de champ paléomagné-
tique (il y a environ 4,2 Ga (Tarduno et al., 2010)) jusqu’à aujourd’hui par une combinaison
de flottabilité thermique et de convection compositionnelle nécessite beaucoup d’énergie. Pour
que cela soit possible, deux scénarios peuvent être envisagés : (a) une température initiale du
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noyau très élevée diminuant lentement avec le temps ou (b) une forte concentration d’éléments
radiogéniques dans le noyau, tels que le 40K. Les deux hypothèses impliqueraient une fusion
importante dans le manteau inférieur au début de la Terre.

Comme discuté précédemment, nous avons vu qu’un impact géant pourrait être à l’origine
de la formation du système Terre-Lune (voir section 2). Cet impact a pu entraîner la fusion
totale du manteau terrestre (Nakajima and Stevenson, 2015). Nous y reviendrons plus tard
plus en détails mais le refroidissement d’un océan magmatique qui concernerait l’intégralité
du manteau terrestre est un processus extrêmement efficace. En effet, nos modèles ont montré
qu’en moins d’un millions d’années après l’impact, le manteau pourrait passer de complète-
ment fondu à un taux de fusion de 40% (Monteux et al., 2016a). Durant ce laps de temps,
une grande quantité de chaleur a pu être évacuée du noyau par un couplage efficace avec le
manteau sus-jacent. À tel point qu’il est envisageable que le profil de température à l’intérieur
de la Terre il y a 4.4 Ga ait pu atteindre son état actuel très rapidement. Le noyau solide aurait
ainsi pu se former à la même époque soit quelques millions d’années après l’impact géant. Si
une grande partie de l’énergie est évacuée rapidement du noyau, il est difficile de comprendre
comment un champ magnétique peut être généré dans le noyau pendant plus de 4 Ga (Tarduno
et al., 2010).

Dans ce contexte, la présence de la Lune a pu jouer un rôle essentiel pour maintenir le
champ magnétique terrestre pendant aussi longtemps (Andrault et al., 2016) (Figure 19). En
effet, la Terre adopte une forme aplatie, tourne autour d’un axe incliné qui oscille autour des
pôles et son manteau se déforme élastiquement par effet de marée dû à la Lune. Nous avons
ont montré que cet effet pourrait stimuler continuellement les mouvements de l’alliage de fer
liquide qui constitue le noyau externe, et générer en retour le champ magnétique terrestre. Une
puissance de 3 700 milliards de watts est constamment fournie à la Terre par transfert des
énergies gravitationnelle et de rotation du système Terre-Lune-Soleil, et jusqu’à plus de mille
milliards de watts seraient disponibles pour provoquer ce type de mouvements dans le noyau
externe. Cette énergie est suffisante pour générer le champ magnétique terrestre ce qui, avec la
Lune, résout le paradoxe majeur du modèle classique. Un tel effet des forces gravitationnelles
sur le champ magnétique d’une planète est déjà amplement documenté pour Io, Europe, deux
satellites naturels de Jupiter, et de nombreuses exoplanètes. De plus un tel scénario a été pro-
posé par Le Bars et al. (2011) pour expliquer la dynamo lunaire.

Comme ni la rotation de la Terre autour de son axe, ni l’orientation de cet axe, ni l’orbite
de la lune ne sont parfaitement régulières, leur influence cumulée sur les mouvements dans
le noyau est instable et peut faire fluctuer la géodynamo. Ce phénomène permet d’expliquer
certains pulses de chaleur dans le noyau externe et à sa frontière avec le manteau terrestre.
Historiquement, cela a pu conduire à des pics de fusion dans le manteau profond et à d’éven-
tuels évènements volcaniques majeurs à la surface de la Terre. Ce nouveau modèle souligne
que l’influence de la Lune sur la Terre dépasse donc largement le simple cas des marées.
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FIGURE 19 – Les effets gravitationnels associés à la présence de la Lune et du Soleil induisent
sur Terre la déformation cyclique du manteau et des oscillations de l’axe de rotation. Ce
forçage mécanique appliqué à toute la planète induit de forts courants dans le noyau externe
constitué d’un alliage de fer de très faible viscosité. Ces courants sont suffisants pour générer
le champ magnétique terrestre.

5.3 Perspectives : Conductivité thermique du fer et refroidissement sé-
culaire de la frontière manteau-noyau

Les études théoriques et expérimentales proposent des valeurs de la conductivité thermique
du fer (kFe) comprises entre ∼25 et ∼250 W/m/K dans les conditions P-T compatibles avec
celles de la CMB soit 135 GPa et 4000 K. Les valeurs les plus basses (par exemple 28-29
W/mK dans les travaux de Stacey and Loper (2007)) permettraient de maintenir une géody-
namo active pendant plusieurs Gy, et seraient également en accord avec l’état thermique ac-
tuel du noyau. En revanche, la conductivité thermique beaucoup plus élevée (80-100 W/m/K)
signalée dans les calculs théoriques récents (Pozzo et al., 2012; Koker et al., 2012) et les ex-
périences (Gomi et al., 2013; Ohta et al., 2016) donnent un flux thermique conducteur actuel
de 10-15TW le long de l’adiabat du noyau, ce qui rend le bilan énergétique du noyau très dif-
ficile à établir. De manière surprenante, seuls les travaux expérimentaux de Konôpková et al.
(2016) suggèrent une faible valeur de kFe, comprise entre 18 et 44 W/m/K. Le débat sur l’état
thermique du noyau au cours de son histoire restera probablement intense jusqu’à ce que les
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vraies valeurs de kFe soient confirmées par d’autres études.

La plupart des études précédentes ont déterminé la conductivité électrique du Fe ou des
alliages de Fe, en utilisant soit des expériences dans la cellule à enclume de diamant chauffée
au laser, soit des calculs théoriques ab initio. La conductivité électrique donne une valeur indi-
recte de kFe grâce à la loi de Wiedemann-Franz, dont le principe de base est que les électrons
sont le principal vecteur des courants électriques et thermiques dans les métaux. La seule me-
sure directe disponible dans les conditions P-T relatives au noyau de la Terre utilise la méthode
des impulsions laser (Konôpková et al., 2016). Cette méthode consiste à mesurer le temps né-
cessaire pour qu’une perturbation de température très courte (∼ 10−7 s) produite d’un côté de
l’échantillon traverse le volume de l’échantillon. Le défi expérimental consiste à détecter la
perturbation de température des deux côtés de l’échantillon. Pour ce faire, cette étude a mis
en place une expérience complexe avec une caméra à balayage couplée à un spectrographe à
réseau. Elle fournit une mesure résolue dans le temps de la température sur l’une ou l’autre
face de l’échantillon, mais pas sur les deux simultanément. Cela pourrait induire des artefacts
dus aux difficultés de synchronisation de la caméra à bandes avec les impulsions de chaleur de
chaque côté de l’échantillon.

Dans le projet que nous développons avec D. Andrault et L. Pison, nous effectuons des
mesures directes de kFe en utilisant la méthode de l’impulsion laser, comme dans l’étude de
Konôpková et al. (2016). Au lieu d’utiliser une caméra à bandes comme dans l’étude précé-
dente, nous utilisons des mesures spectroscopiques beaucoup plus simples, qui ne fournissent
pas la température réelle de l’impulsion. Cependant, les balayages temporels sont enregis-
trés simultanément sur les deux faces de l’échantillon, ce qui permet de déterminer avec une
grande précision la propagation temporelle de l’impulsion thermique à travers l’échantillon.
Nous effectuons ces mesures directes de la conductivité thermique du fer à l’aide du système
LH-DAC disponible au Laboratoire Magmas et Volcans. La puissance de nos deux lasers à
fibre continus est contrôlée pour stabiliser la température de ∼1200 K à plus de 3000 K, et la
puissance d’un troisième laser à fibre pulsé est ajoutée pour produire l’impulsion de chaleur
sur un côté de l’échantillon. Les mesures d’impulsion sont effectuées entre 20 et 130 GPa, et
entre 1200 K et le point de fusion de l’échantillon de fer. Ces plages de P-T permettront de
déterminer les effets croisés de la pression et de la température sur kFe. Grâce à notre nouveau
dispositif, nous documenterons pour la première fois expérimentalement et à des pressions
élevées la dépendance en température de kFe. Cependant, les mesures quantitatives nécessitent
la détermination précise de l’épaisseur de l’échantillon (qui se situe entre 3 et 6 microns) dans
toutes les expériences. Pour ce faire, nous devons découper la feuille de Fe récupérée lors des
expériences, à l’aide d’un appareil à faisceau d’ions focalisé (FIB).

Pour obtenir la conductivité thermique de nos échantillons à partir des mesures expéri-
mentales de la propagation de l’impulsion thermique à travers l’échantillon, nous avons dé-
veloppées des modèles numériques de propagation thermique à l’aide du logiciel COMSOL
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Multiphysics (Figure 20). Grâce à cet outil de modélisation en éléments finis, nous modéli-
sons l’évolution de la température dans un échantillon micrométrique soumis à un pulse ther-
mique. Nous reproduisons pour cela les mêmes conditions que les conditions expérimentales
que ce soit en terme de géométrie, de propriétés des matériaux ou de conditions aux limites.
Nous considérons par exemple les propriétés du diamant, du milieu transmetteur de pression
(couche de KCl) entre les diamants et l’échantillon et du joint au rhénium. Nous pouvons no-
tamment implémenter les propriétés (densité, conductivité et capacité thermique) de ces divers
matériaux. Nous considérons une géométrie axisymmétrique cylindrique et notre maillage est
calculé directement par le mailleur de COMSOL. Cette comparaison permet de contraindre la
conductivité thermique de l’échantillon comme cela a été fait dans l’étude de Konôpková et al.
(2016). À terme, cette valeur affinée de kFe sera implémentée dans des modèles de refroidis-
sement du noyau pour modéliser la variation séculaire de la température et le flux de chaleur
à travers la CMB. Cela permettra d’affiner les conditions de température dans la couche D"
depuis les premières étapes d’évolution de la Terre mais aussi des autres planètes telluriques
mais aussi d’affiner la conductivité thermique kFe dans les conditions P-T du noyau externe de
la Terre.

A B C

D E F

FIGURE 20 – Panels A à E : Évolution temporelle de la temperature au sein d’un échantillon
de Fer pris en sandwich entre deux couches de KCl et deux diamants et soumis à un pulse laser
afin d’être chauffé. Panel F : Comparaison entre les évolutions temporelles de la température
de part et d’autre de l’échantillon obtenues expérimentalement (courbes rouge et jaune) et les
courbes obtenues par nos modèles numériques pour différentes values de kFe.
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The Earth is a thermal engine generating the fundamental processes of geomagnetic field, plate tectonics 
and volcanism. Large amounts of heat are permanently lost at the surface yielding the classic view of 
the deep Earth continuously cooling down. Contrary to this conventional depiction, we propose that the 
temperature profile in the deep Earth has remained almost constant for the last ∼4.3 billion years. The 
core–mantle boundary (CMB) has reached a temperature of ∼4400 K in probably less than 1 million years
after the Moon-forming impact, regardless the initial core temperature. This temperature corresponds to 
an abrupt increase in mantle viscosity atop the CMB, when ∼60% of partial crystallization was achieved, 
accompanied with a major decrease in heat flow at the CMB. Then, the deep Earth underwent a very 
slow cooling until it reached ∼4100 K today. This temperature at, or just below, the mantle solidus is 
suggested by seismological evidence of ultra-low velocity zones in the D”-layer. Such a steady thermal 
state of the CMB temperature excludes thermal buoyancy from being the predominant mechanism to 
power the geodynamo over geological time.
An alternative mechanism to sustain the geodynamo is mechanical forcing by tidal distortion and 
planetary precession. Motions in the outer core are generated by the conversion of gravitational and 
rotational energies of the Earth–Moon–Sun system. Mechanical forcing remains efficient to drive the 
geodynamo even for a sub-adiabatic temperature gradient in the outer core. Our thermal model of the 
deep Earth is compatible with an average CMB heat flow of 3.0 to 4.7 TW. Furthermore, the regime 
of core instabilities and/or secular changes in the astronomical forces could have supplied the lowermost 
mantle with a heat source of variable intensity through geological time. Episodic release of large amounts 
of heat could have remelted the lowermost mantle, thereby inducing the dramatic volcanic events that 
occurred during the Earth’s history. In this scenario, because the Moon is a necessary ingredient to sustain 
the magnetic field, the habitability on Earth appears to require the existence of a large satellite.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Our knowledge of the present-day thermal state of the deep 
Earth has largely improved based on comparisons between seismic 
observations and experimental and theoretical characterizations of 
the Earth’s materials, including studies of phase transitions and 
melting curves. In addition, we now have a more precise idea 
of the early evolution of the deep Earth based on paleomagnetic 
and geochemistry data as well as numerical modeling. However, 
the path the deep Earth has followed from its early formation to 
its current state remains puzzling. In particular, the Earth’s heat 
budget over the ∼4.5 billion years (Gy) of its existence remains 
difficult to balance satisfactorily. In this article, we challenge the 
classical view that the Earth is continuously cooling. We propose 

* Corresponding author.
E-mail address: denis.andrault@univ-bpclermont.fr (D. Andrault).

an alternative model for the thermal and magnetic evolution of 
the deep Earth. First, we review the early and the present thermal 
states of the deep Earth (sections 2 and 3), then we highlight the 
major paradoxes implied by the classical scenario based on secu-
lar cooling (section 4). Finally, we propose a steady thermal state 
scenario (section 5) involving an alternative source of energy to 
power the geodynamo: precession and tides (section 6). Section 7
presents the energy budget of the deep Earth in the framework of 
our model. The implications of this scenario are presented in the 
final section.

2. The early temperature evolution of the deep Earth

2.1. The primordial core temperature

The initial core temperature is related to a variety of processes 
but primarily results from the mechanism of core–mantle segre-
gation (Stevenson, 1990). Metal/silicate separation is a rapid event 

http://dx.doi.org/10.1016/j.epsl.2016.03.020
0012-821X/© 2016 Elsevier B.V. All rights reserved.
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(<60 My) contemporaneous with the Earth’s accretion from many 
planetary embryos (Kleine et al., 2002; Rudge et al., 2010). After 
a meteoritic impact, the Fe-droplets produced by fragmentation 
of the impactor’s core descended and equilibrated thermally in a 
highly turbulent magma ocean (Deguen et al., 2011; Samuel, 2012;
Wacheul et al., 2014). The resulting iron layer/pond that formed 
at the bottom of the magma ocean then descended through the 
underlying, more viscous mantle in the form of diapirs or, alter-
natively, through channels (Stevenson, 1990). In both cases, the 
corresponding gravitational potential energy released was dissi-
pated into heat, but the heat partitioning between the iron and 
the silicate depends on the segregation mechanism (Rubie et al., 
2015). The diapir mechanism tends to favor heat transfer to the 
viscous mantle (Monteux et al., 2009; Samuel et al., 2010), while 
channels favor a hotter core (Ke and Solomatov, 2009), yielding a 
wide range of plausible thermal states at the core–mantle bound-
ary. If metal–silicate thermal equilibration had been efficient, the 
initial core temperature would be similar to that of the lowermost 
mantle. Taking into consideration the contributions of heating from 
large impacts and the decay of short-lived radionuclides, the early 
core was likely to be hotter than the mantle liquidus soon after its 
formation (Rubie et al., 2015).

2.2. Early cooling of the magma ocean

The giant Moon forming impact (MFI) that occurred ∼60 mil-
lion years (My) after the Earth’s formation (Touboul et al., 2007), 
likely re-melted the entire mantle (Nakajima and Stevenson, 2015)
and significantly heated up the Earth’s core (Herzberg et al., 2010)
(Fig. 1(a)). The MFI, through the release of energy induced by grav-
itational segregation of the impactor’s core, could have potentially 
increased the core temperature further by 3500–4000 K (Rubie et 
al., 2015). This could have resulted in an initial CMB temperature 
on the order of 6000 K (Nakagawa and Tackley, 2010), which is 
well above the mantle solidus of ∼4150 K (Andrault et al., 2011;
Fiquet et al., 2010). Therefore, the MFI could have caused intensive 
melting in the lowermost mantle.

Upon cooling of this giant-impact induced magma ocean, a thin 
crust rapidly formed at the surface, within the cold upper ther-
mal boundary layer (Solomatov, 2015) (Fig. 1(b)). Just below, the 
magma ocean is expected to have convected vigorously. Hence, its 
internal temperature would follow an adiabatic profile undergoing 
a progressive decrease in potential surface temperature with time 
(Abe, 1997; Solomatov, 2000). Due to the fact that the liquidus and 
solidus curves present P–T slopes steeper than the magma ocean 
adiabats for the chondritic-type composition (Andrault et al., 2011;
Thomas and Asimow, 2013), the magma ocean should solidify from 
the bottom up (Fig. 1(b)). The heat flux at the surface could have 
been as high as ∼106 W/m2, which suggests crystallization of most 
of the magma ocean within ∼103 yrs (Solomatov, 2015). However, 
the situation may have been complicated by physical and chemical 
processes such as suspension, turbulence, nucleation, and percola-
tion or by the formation of an opaque atmosphere at the Earth’s 
surface. These effects could have delayed the complete crystalliza-
tion of the upper mantle up to 108 yrs after the magma ocean 
began cooling (e.g. after the MFI) (Fig. 1(c) and 1(d)) (Lebrun et al., 
2013; Sleep et al., 2014).

3. The present-day temperature profile in the deep Earth

3.1. Upper mantle, transition zone and the lower mantle

The temperature profile from the shallow mantle to a few hun-
dred kilometers above the CMB is relatively well documented. The 
most robust constraints originate from the phase transformations 
at the 410, 520 and 660 km discontinuities; the depth of the 

Fig. 1. Schematic representation of the Earth’s interior evolution from the Moon 
forming impact (MFI) to the present. Full crystallization of the molten Earth was 
probably very complex due to suspension, turbulence, nucleation, and percolation 
processes (Solomatov, 2015). (a) The MFI occurred 50–100 Myr after the forma-
tion of the Ca–Al rich inclusions (CAI, the oldest objects in the solar system). It 
left the Earth mostly molten with a core temperature potentially above 6000 K 
(Rubie et al., 2015). (b) In the magma ocean, high temperatures and turbulent state 
should efficiently cool down the deep mantle and the liquid core. This could favor 
a thermally driven geodynamo. Progressive decrease of the potential temperature 
below the viscous threshold of 60% crystallization took within 103 to ∼106 yrs, es-
sentially depending on the magma ocean viscosity (Monteux et al., submitted for 
publication). During this time, a thin crust rapidly formed at the Earth’s surface. 
Also, a basal magma ocean could have existed, however, its life time remains con-
troversial (Labrosse et al., 2007; Monteux et al., submitted for publication). Large 
plumes of hot and/or partially-molten material could have migrated toward the 
Earth’s surface. (c) The final step of mantle solidification could have taken longer, 
depending on the cooling efficiency at the Earth’s surface (Lebrun et al., 2013;
Sleep et al., 2014). This period would correspond to progressive decrease of the 
CMB temperature to the mantle solidus at ∼4150 K (Fig. 2(a)), associated with the 
crystallization and the growth of the inner core (Fig. 2(b)). This would favor a com-
positionally driven geodynamo, an ingredient that could still today contribute to 
sustaining the geodynamo. (d) Later on, the long-term solid-state convection in the 
mantle, as we currently know it, started. At this period, the CMB temperature could 
have remained nearly constant for geological times. Because of moderate core cool-
ing and growth of the inner core, a major ingredient to sustain the geodynamo 
could be mechanical forcing by astronomical forces. In fact, mechanical forcing 
could have started to induce core motions as soon as the moon was formed. Col-
ors orange to gray (intermediate = yellow) correspond to the mantle encountering 
a degree of partial melting from 100% to 0% (intermediate = 40%), while black and 
white correspond to liquid (outer) and solid (inner) core, respectively. (For interpre-
tation of the references to color in this figure legend, the reader is referred to the 
web version of this article.)

phase transformations must be compatible with the phase dia-
gram of the major upper mantle minerals, mainly olivine, which is 
well constrained experimentally. When including the effect of en-
tropy variations between the different polymorphs, a temperature 
discontinuity of a few hundred degrees is induced at the seis-
mic discontinuities (Katsura et al., 2010; Stacey and Davis, 2008). 
Complications in the temperature determination using the olivine 
phase diagram may arise from the uncertainties in mantle concen-
trations of FeO, water and ferric iron (e.g. Frost and Dolejs, 2007), 
because they modify the pressure of the phase transitions slightly. 
Lateral temperature variations are also expected from colder tem-
peratures in subduction zones to hotter temperatures in regions 
of upwelling mantle (ocean ridges, for example). Altogether, the 
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Fig. 2. Present-day temperature profile in the Earth’s (a) mantle and (b) core 
inferred from several experimental arguments. Green circles correspond to the 
most likely temperature at the core–mantle boundary. (a) At the CMB pressure of 
135 GPa, melting temperatures of 4180, 4150, 3800 and 3570 K were reported for 
peridotite (F-10, Fiquet et al., 2010), chondritic-type mantle (A-14, Andrault et al., 
2014), mid-ocean ridge basalt (A-11, Andrault et al., 2011) and wet-pyrolite (N-14, 
Nomura et al., 2014), respectively. Dashed curves stand for adiabatic profiles (M-07, 
Matas et al., 2007, H-05, Hernlund et al., 2005, K-10, Katsura et al., 2010, BS-81, 
Brown and Shankland, 1981, B-01, Bunge et al., 2001). (b) Melting of pure Fe was 
reported at 4175 and 6230 K for pressure conditions of CMB (135 GPa) and ICB 
(330 GPa), respectively (A-13, Anzellini et al., 2013). A melting temperature deple-
tion of ∼650 K can account for the presence of light elements in the core (e.g. 
Morard et al., 2013). The CMB temperature is extrapolated from the ICB based on 
the adiabatic profile in the outer core. (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.)

uncertainty is less than a couple of hundred degrees. Then, the 
temperature profile in the lower mantle is classically extrapo-
lated from anchor points in the transition zone using an adiabatic 
gradient, which yields additional uncertainties. Slightly different 
temperature profiles can be obtained, depending on the equa-
tions of states used for the mantle (Brown and Shankland, 1981;
Stacey and Davis, 2008). Other predictions give a significantly 
higher temperature profile when refining the seismic profiles (Vp, 
Vs, ρ) from the mineral equations of states (ρ , K , G) (Matas et al., 
2007) (Fig. 2(a)).

3.2. The lowermost mantle

The thermal state of the lowermost mantle is not directly 
correlated to the surface potential temperature, but is rather 
tied to the temperature of the core and the heat flux at the 
CMB. The seismic observations of thermochemical heterogeneities 

and partial melting in the D”-region provide additional infor-
mation to anchor the CMB temperature (Herzberg et al., 2013;
Rost et al., 2005; Wen and Helmberger, 1998). It has been ar-
gued that the thermochemical piles present in this region could 
be interpreted as patches of post-bridgmanite (PBg) embed-
ded in bridgmanite (Bg), which would require a double cross-
ing of the Bg–PBg phase transition (Hernlund et al., 2005). 
Using the P–T Clapeyron slope of the polymorphic transition, 
this situation is possible if a sharp temperature change oc-
curs when approaching the CMB, for a CMB temperature higher 
than 4000 K. This method based on the phase diagram of 
an unrealistically pure MgSiO3 end-member has been subse-
quently challenged by experiments performed on the geophys-
ically relevant Al-bearing (Mg,Fe)SiO3 Bg (Andrault et al., 2010;
Catalli et al., 2009). Still, the argument for a double crossing may 
stand for a partial and progressive transition in Bg (Hernlund, 
2010).

The CMB temperature can also be constrained using the melt-
ing curve of the silicate mantle. The non-ubiquitous character of 
the seismic features in the D”-layer forces the CMB temperature 
to be lower than the mantle solidus. Otherwise, there would be 
a continuous melting line below which the mantle would be par-
tially molten, due to higher temperatures in the thermal boundary 
layer when approaching the CMB. The solidus of chondritic-type 
material plots at 4150 (±150) K at a CMB pressure of 135 GPa 
(Andrault et al., 2011), very close to that of the peridotitic-type 
mantle (Fiquet et al., 2010). This solidus temperature should ac-
tually remain valid for any reasonable mineralogical system com-
posed of Bg, CaSiO3-perovskite and (Mg,Fe)O-ferropericlase, be-
cause of the pseudo-eutectic behavior. In contrast, the solidus tem-
perature could be lowered in the presence of a high FeO-content 
(Mao et al., 2005), high volatile contents (Nomura et al., 2014) or 
when the excess mantle ferropericlase is replaced by an excess 
SiO2, e.g., for a basaltic composition (Andrault et al., 2014). Wa-
ter can have a dramatic effect, lowering the solidus temperature to 
∼3570 K, but it is unlikely that the lower mantle contains a very 
high water content (Bolfan-Casanova et al., 2003). In contrast, the 
descent of slabs toward the CMB is clearly imaged by seismic to-
mography (Grand et al., 1997), and slabs may very well reach the 
CMB. The solidus temperature of a mid-ocean ridge basalt at the 
CMB was reported to be 3800 (±150) K (Andrault et al., 2014), 
which suggests that a CMB temperature of 4000 (±200) K would 
produce discontinuous regions of partial melt, in agreement with 
seismic observations (Fig. 2(a)).

3.3. The core

The melting curve of pure iron was a long-running source 
of controversy until recent experimental measurements using 
laser-heated diamond anvil cells fell in perfect agreement with 
shock-wave data and ab-initio calculations (Anzellini et al., 2013)
(Fig. 2(b)). The originality of this experiment relies on fast heating, 
to prevent the sample pollution from C diffusing out of the dia-
mond anvils, together with the in situ detection of sample melting 
using X-ray diffraction. It suggests a melting temperature of pure 
Fe at the inner core boundary (ICB) of 6230 (±500) K. The light 
elements present in the outer core at a level of 10 wt% should 
lower this melting point. The melting-temperature depletions in-
duced by the presence of S, O and Si are 100, 50 or 30 K/wt%, 
respectively. Unfortunately, the nature and combination of light el-
ements in the outer core remain subject to debate. A reasonable 
composition could be 2.5, 5.0 and 5.0 wt% of S, O and Si, respec-
tively, in agreement with the geochemical constraints (Dreibus and 
Palme, 1996), the density jump at the ICB (Alfè et al., 2002) and 
the seismic profiles (Vp, ρ) in the outer core (Morard et al., 2013). 
For this Fe-alloy composition, the melting-temperature depletion 
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can be estimated to 650 (±100) K. This yields an ICB temperature 
of 5580 (±600) K.

When this anchor point is extrapolated to the CMB using the 
equation of state of Fe, it yields a CMB temperature of 4100 K, if 
we assume a constant Grüneisen parameter of 1.51 (Vocadlo et al., 
2003). The relative changes in the cocktail of light elements would 
not drastically change this extrapolated CMB temperature. We note 
that regardless of the thermal model considered for the core, the 
heat flux at the CMB remains moderate. Thermal boundary layers 
with a large temperature jump are unlikely to develop inside the 
liquid outer core. Therefore, the CMB temperature is a good proxy 
to discuss the core temperatures, using a relevant adiabatic pro-
file. Based on the melting diagram of the Fe-alloy, the inner core 
should disappear for CMB temperatures above ∼4250 K. This tem-
perature is only a couple hundred degrees above the current CMB 
temperature and is also just above the mantle solidus of ∼4150 K. 
This indicates that the onset of the inner core crystallization is 
expected to happen before the lowermost mantle completely so-
lidified.

4. Secular cooling of the deep Earth? Major unresolved paradoxes

The different lines of reasoning mentioned above converge to 
the remarkable conclusion that today the CMB temperature is 
precisely at, or just below, the solidus of the silicate mantle, at 
4100 K (±200) K. If the Earth has been cooling for the last 
∼4.5 Gy, the early core would need to be significantly hotter in 
the past and, hence, overlaid by molten mantle, a primordial basal 
magma ocean (BMO) giving birth later to the D”-layer (Labrosse et 
al., 2007). In this article, we challenge this classic view of Earth’s 
secular cooling based on three major paradoxes:

(i) Since when (and for how much additional time) the CMB 
temperature has (and will) remain precisely just below the solidus 
of the silicate mantle? It would be very unusual if this peculiar 
situation were a pure coincidence, since this temperature corre-
sponds to a major change in the mantle state through a first-order 
phase transformation (the onset of melting at the solidus).

(ii) Producing the geodynamo by a combination of thermal 
buoyancy and compositional convection (Buffett, 2000) requires 
a heat flux through the CMB of possibly up to ∼10–15 ter-
awatts (TW), depending on the controversial values of electrical 
and thermal conductivities of the outer core (Pozzo et al., 2012;
Zhang et al., 2015). Three ingredients have been advanced to ex-
plain the persistence of a significant CMB heat flux from the old-
est (4.2 Gy ago) evidences of paleo-magnetic field (Tarduno et al., 
2015) to the present day: (a) The first is a tremendous initial core 
temperature of 5000–7000 K (Davies et al., 2015; Labrosse, 2015;
Nakagawa and Tackley, 2010), well above the mantle solidus and 
even above the liquidus. Such high temperatures would delay the 
crystallization of the inner core, possibly to a period as late as 
0.7 Gy ago (Labrosse, 2015), even if such a late start is still con-
troversial (Biggin et al., 2015). (b) The second ingredient is a high 
concentration of radiogenic K in the core. Experimental determi-
nation of the K partitioning between metal and silicate suggests a 
maximum of 250 ppm K in the core (Bouhifd et al., 2007), while 
values below 50 ppm K appear more likely (Corgne et al., 2007;
Watanabe et al., 2014). However, models of core cooling with val-
ues as high as 400–800 ppm K are not capable of sustaining the 
geodynamo until the present (Nakagawa and Tackley, 2010). (c) It 
was suggested that layered structures in the lowermost mantle 
(Nakagawa and Tackley, 2014) or at the top of the core (Buffett, 
2014) may help to retain heat within the core, but the density con-
trast needs to be large to maintain a gravitationally stable liquid 
layer in the highly turbulent flows expected in a very hot Earth. 
Such a global density stratification in the mantle or in the core 
has not been undoubtedly demonstrated yet seismically.

(iii) The large initial temperature required for the primordial 
core implies large fractions of melt in the lowermost mantle. How-
ever, it seems very difficult to maintain a basal magma ocean 
(BMO) at a temperature significantly above the mantle solidus (or, 
more precisely, above the viscous transition in the mantle, which 
correspond to ∼40% of partial melting (Abe, 1997). This issue is 
detailed below) for a long period of time (see Monteux et al., 
submitted for publication). (a) The first reason for this is that the 
silicate melt viscosity is orders of magnitude lower than that of the 
solid mantle. To show its effect, let’s assume a temperature jump 
of 1000 K in a super-adiabatic thermal boundary layer lying above 
the CMB. For a silicate melt, the boundary layer would be thinner 
than one meter (Solomatov, 2015), which would drive the heat flux 
to more than 106 TW. This implies a negligible temperature jump 
at the CMB when the silicate is liquid above the CMB. A detailed 
calculation of the cooling of a hot primitive core with or without a 
molten layer above the CMB suggests core cooling 106 times faster 
in the presence of a BMO (Monteux et al., 2011). (b) Another ar-
gument is based on the fact that the adiabatic profiles of solid, 
liquid and partially molten chondritic-type mantle present P–T 
slopes less steep than the mantle solidus (Andrault et al., 2011;
Thomas and Asimow, 2013). This implies that the degree of man-
tle partial melting should increase with elevation from the CMB, 
not the contrary. For this reason, having a CMB temperature sig-
nificantly above the mantle solidus would yield major mantle in-
stabilities. If vertical chemical segregation would eventually pro-
duce a BMO with a composition different than the average man-
tle, the situation would not be drastically different. The temper-
ature profile in the BMO would follow a quasi-adiabatic profile 
from the hot CMB to the interface between the BMO and the 
overlaying solid mantle. Then, all arguments raised above remain 
valid, but with a dominant interface for heat exchange being lo-
cated between the BMO and the solid mantle, instead of ex-
clusively at the CMB. (c) A last argument is that the hot melt 
could be unstable in the BMO because it is buoyant. It would 
travel through the mantle towards the Earth’s surface. Unfortu-
nately, this issue remains controversial (Andrault et al., 2012;
Nomura et al., 2011).

5. A quasi-constant CMB temperature over geological time

The most likely thermal state after the mantle has achieved a 
stable character is that the BMO became significantly viscous, thus 
below the typical temperature threshold corresponding to 60% of 
crystallization. This happens at a CMB temperature of ∼4400 K for 
a chondritic-type mantle (Andrault et al., 2011). We note that a 
peridotitic mantle would become viscous at a slightly higher tem-
perature (Fiquet et al., 2010), however, this composition is much 
less relevant to the primitive mantle at the CMB. As discussed 
above, this final temperature could be achieved in less than 108 yrs 
and it is weakly dependent on the initial CMB temperature (Lebrun 
et al., 2013; Sleep et al., 2014; Solomatov, 2015). This gives rise 
to a new paradox: while the CMB temperature reached ∼4400 K 
early in the Earth’s history, it is only a few hundred degrees be-
low today, at a temperature of ∼4100 K. We note that the uncer-
tainty on the temperature difference of ∼300 K is independent of 
the uncertainty on the experimental determination of the solidus 
temperature. Indeed, the early and present-day CMB temperatures 
(slightly above, and just below, respectively) are determined rela-
tive to a same reference that is the solidus of the average mantle 
at the CMB. The uncertainty on the ∼300 K secular cooling of the 
CMB is estimated to ±100 K.

Such a stable CMB temperature is compatible with geological 
constraints on the time evolution of the mantle potential tem-
perature (MPT, i.e. the extrapolation to the planetary surface of 
the mantle’s adiabatic temperature profile). For example, petro-
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logical analyses of Archean and Proterozoic basalts (between 1.5 
and 3.5 Gy old) preserved at the Earth’s surface show primary 
magma compositions compatible with an MPT only ∼200 K greater 
than today (Herzberg et al., 2010). A similar temperature change is 
reported between Archean tonalite–trondhjemite–granodiorite as-
sociations of 4.0 to 2.5 Gy old (Martin and Moyen, 2002). We note 
that the CMB temperature and the MPT are not formally linked to 
each other, due to an adjustable temperature jump in the thermal 
boundary layer above the CMB. Still, they both refer to the thermal 
state of the deep Earth.

Because the CMB temperature is intimately linked to the core 
thermal state, a steady CMB temperature over billions of years 
excludes core cooling as a major ingredient for driving the geo-
dynamo during this period. There are two alternative sources that 
can induce the turbulent fluid motion in the outer core needed 
to produce the geomagnetic field: (i) Chemical buoyancy occurs 
when light elements (mainly O, Alfè et al., 2002) are released 
at the ICB due to inner core growth. This effect becomes sig-
nificant when the temperature drops below ∼4250 K, thus at 
only ∼150 K above the present-day CMB temperature (Fig. 2(b)). 
Previous work dedicated to the analysis of the relative effects 
of compositional and thermal convection suggests that the same 
magnetic field can be generated with approximately half the heat 
throughput needed if the geodynamo was purely thermally driven 
(Gubbins et al., 2004). Still, none of the recent studies suggest 
that chemical buoyancy could drive alone the geomagnetic field 
for billions of years (Davies et al., 2015; Labrosse, 2015). Alter-
natively, (ii) mechanical forcing induced by precession and tidal 
distortions of the CMB (Dwyer et al., 2011; Le Bars et al., 2015;
Tilgner, 2005) could have been a major ingredient to maintain the 
geomagnetic field, since the formation of the Moon. It could still 
operate today.

6. Precession and tides, an alternative mechanism to drive the 
geodynamo

Precession and tidal distortions of a planet’s CMB induced by 
gravitational interactions with a companion (e.g. Earth and Moon) 
are both capable of generating core turbulence and of sustaining 
a dynamo with critical magnetic Reynolds numbers comparable 
to thermal and compositional dynamos (Cebron and Hollerbach, 
2014; Tilgner, 2005). Indeed, planetary cores, as any rotating fluid, 
permit eigenmodes of oscillation called “inertial modes”, whose 
restoring force is the Coriolis force. Precession and tides, seen from 
the mantle frame of reference as small periodic perturbations of 
the rotating fluid core, are capable of resonantly exciting those in-
ertial modes, leading to fluid instabilities, turbulence and dynamo 
action. More specifically, two types of instabilities have been de-
scribed in the literature, the same generic mechanisms working 
both for precession and tidal excitations (see details in Le Bars 
et al., 2015 and references therein): (1) the direct resonance of 
one given inertial mode, whose non-linear interactions produce a 
localized geostrophic shear layer, which can then destabilize and 
lead to turbulence (Malkus, 1968; Sauret et al., 2014); (2) the tri-
adic resonance of two inertial modes with the harmonic forcing 
(Kerswell, 1993, 2002), which can either lead to sustained turbu-
lence or to cycles of growth, saturation and collapse (Le Bars et al., 
2010). In either case, it is important to recognize that a resonance 
is involved: even if the excitation amplitude is small, the resulting 
flows may be intense, draining their energy from the mechanism 
sustaining the excited waves, i.e. from the spin–orbit rotational 
energy of the considered system. Such mechanisms provide an ap-
pealing alternative explanation for planetary dynamos when the 
classical convective model does not apply. For instance, they have 
been proposed to explain the brief dynamos of the Moon and Mars 
(Stevenson, 2003), the size of these planets being insufficient to 

sustain long-lived thermally-driven dynamos. The disappearance of 
Mars’ orbiting companion after it collided into the young planet 
(Arkani-Hamed, 2009) and the recession of the Moon (Dwyer et 
al., 2011) accompanied by a decrease in the precession intensity, 
could explain the end of their magnetic histories.

The question then remains to determine (1) whether or not me-
chanically forced instabilities are present in the Earth’s core, and 
(2) whether or not the generated flows are sufficiently powerful 
to explain the geomagnetic field. Regarding the first point, the re-
cent literature indeed shows that the present Earth, in the absence 
of a convectively imposed magnetic field (as would be the case 
in our non-conventional model), is subject to both tidal and pre-
cession instabilities generating turbulence (see e.g. Cebron et al., 
2012). The second point has been the subject of a long debate 
between the seminal work of Malkus, (1968, 1963) and the sub-
sequent studies of Rochester et al. (1975) and Loper (1975). This 
debate was resolved by Kerswell (1996): even if the laminar flows 
considered by Rochester et al. (1975) and Loper (1975) are insuf-
ficient to sustain a dynamo, the expected turbulent states in the 
Earth’s core are largely sufficient, and the huge amount of energy 
stored in the Earth–Moon–Sun system (spin and orbit) provides 
very large source of energy to sustain the magnetic field over geo-
logical time (see e.g. Le Bars et al., 2015).

7. The energy budget to sustain the thermal steady state of the 
deep Earth

7.1. The core budget

Additional arguments to support this proposal are provided by 
considering the energy budget of the Earth’s rotational dynamics 
as a whole. Models supported by precise measurements coming 
from lunar laser ranging indicate that 3.7 TW is continuously in-
jected from the Earth–Moon–Sun orbital system into the Earth sys-
tem (Munk and Wunsch, 1998; Wunsch and Ferrari, 2004). Models 
also indicate that 0.2 TW is dissipated into the Earth’s atmosphere 
and its mantle; direct satellite estimates show that 1 TW is lost to 
the deep ocean; and the most accurate models indicate additional 
tidal dissipation in shallow seas of up to 2 TW (Ferrari, 2015). 
Hence, 0.5 to 1 TW of the dissipated rotational power is still miss-
ing in the current energy budget: it may very well be continuously 
injected into the outer core, where it can fulfill the energy thirst of 
the geodynamo, estimated to range between 0.1 to 2 TW (Buffett, 
2002; Christensen and Tilgner, 2004). The situation was probably 
even more favorable in the past, when the Moon was closer to the 
Earth and when the Earth was rotating faster. Indeed, tidal distor-
tion was previously larger and dissipation measured by the Ekman 
number was smaller, both ingredients being favorable to instabil-
ity and turbulence (e.g. Cebron et al., 2012). One can thus imagine 
that throughout the history of the Earth–Moon system, turbulent 
flows and dynamos have been excited by mechanical forcing, the 
energy dissipated by both ohmic and viscous dissipations partici-
pating into the Moon’s recession and deceleration (e.g. Le Bars et 
al., 2010).

In addition to the 0.5 to 1 TW rotational power injected into the 
core for dynamo action, part of which is ultimately transformed 
into heat by viscous and Joule dissipation, three sources could 
significantly contribute to the heat budget: (i) Radioactive disinte-
gration of potassium (40K) could provide between 0.2 to 1.4 TW 
today (Bouhifd et al., 2007; Buffett, 2002; Corgne et al., 2007;
Watanabe et al., 2014), (ii) the latent heat of inner core crystal-
lization contributes 0.3 TW, assuming that its crystallization oc-
curs over a period of ∼4.3 Gy. (iii) Finally, we note that despite 
a global steady state, the core temperature may have decreased 
from ∼4400 K originally to ∼4100 K today (Fig. 3). Core cooling 
by ∼300 K over 4.3 Gy would provide an average CMB heat flux of 
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Fig. 3. Schematic evolution of the CMB temperature since the Earth’s accretion. In the hypothesis of an initial CMB temperature above 6000 K (Rubie et al., 2015), rapid cooling 
is expected until the drastic increase in mantle viscosity at the CMB (see text and Monteux et al., submitted for publication). It corresponds to a degree of partial melting 
of ∼40% (Abe, 1997), thus a temperature of ∼4400 K for a primordial chondritic mantle (Andrault et al., 2011). Then, the complete mantle crystallization could have taken 
up to more than 1 Gy, as suggested by geodynamic modeling (e.g. Nakagawa and Tackley, 2010). After the mantle became significantly viscous, a purely thermally-driven 
dynamo becomes unlikely due to major slow-down of the CMB heat flux. As a result, the CMB temperature remained close to the mantle solidus, at ∼4100 K, until today 
(see Fig. 2). At a period difficult to define precisely based on our model, the appearance of the inner core (indicating a CMB temperature below ∼4250 K) provided buoyancy 
sources from the release of latent heat and light elements. Still, the sources of energy are insufficient to maintain the geodynamo from the first evidence of geomagnetic 
field, ∼4.2 Gy ago (Tarduno et al., 2015) to present day. This strongly suggests that mechanical forcing induced by a combination of astronomical forces (see Le Bars et al., 
2015) has been a major ingredient to maintain the geodynamo. Due to the intrinsically time-dependent character of the mechanical forcing, periods of growing instabilities 
and intense turbulent motions would alternate with cycles of relaxation associated with abrupt releases of large amounts of energy (e.g. Kerswell, 1993). Abrupt increases of 
the core temperature, triggering increases in partial mantle melting at the CMB (see inset), could be related to the geological evidence of periods of hot and intense volcanic 
eruptions (Arndt and Davaille, 2013; Martin et al., 2014).

∼2 TW. Adding all contributions, the average heat flux coming out 
of the core could range between 3.0 and 4.7 TW.

On the other hand, the low range of values for the thermal con-
ductivity of the outer core yields a heat flow along the outer-core 
adiabat between 1.7 to 3.6 TW (Buffett, 2002). For higher val-
ues of the conductivity, as suggested recently (Pozzo et al., 2012;
Zhang et al., 2015), the adiabatic heat flow would be more than 
10 TW (e.g. Labrosse, 2015). This range of values appears signifi-
cantly higher than the 3.0 to 4.7 TW estimated using our model. 
We note, however, that the temperature profile in the outer core 
could very well be slightly sub-adiabatic. It would actually facil-
itate the vertical thermochemical stratification of the outer-core 
(Helffrich and Kaneshima, 2013). Dynamos excited by mechani-
cal forcing do not require a super adiabatic temperature in the 
Earth’s outer core: it has already been demonstrated that tidal and 
precession instabilities exist in a stratified environment, theoreti-
cally (Cebron et al., 2012), numerically (Cebron et al., 2010) and 
experimentally in a cylindrical geometry (Guimbard et al., 2010). 
Instability involves resonances of gravito-inertial waves rather than 
inertial waves, the main effect being to decrease the excited ver-
tical wavelengths, with negligible or even positive effects on the 
instability threshold and growth. The same conclusion has been 
reached concerning other types of unstable flow, for instance 
Taylor–Couette flows (Le Bars and Le Gal, 2007): contrary to in-
tuition, stratification is capable of increasing flow instability, and 
turbulence may develop while maintaining an overall global strat-
ification. In addition to tides and precession, a dynamo driven by 
the solidification of the inner core could also lead to an overall 
subadiabiatic core, as studied for the case of Mercury (Manglik et 
al., 2010).

7.2. The thermal boundary layer in the lowermost mantle

The way the CMB heat flux, estimated above in the range of 3.0 
to 4.7 TW from the core energy budget, is accommodated in the 

lowermost mantle depends on 3 major parameters: (i) the thick-
ness of the thermal boundary layer (eTBL) where conduction is the 
dominant mechanism of heat transfer. eTBL is generally assumed 
to be the thickness of the D”-layer, thus 100 to 300 km, as re-
ported by seismological studies (e.g. Lay et al., 2004). However, we 
note that the seismic anomalies used to define eTBL are likely to 
be preferentially concentrated in the hottest (thus deepest) part of 
the TBL where the temperature approaches the mantle solidus. At 
larger distances from the CMB, the temperature profile could still 
be steeper than in the adiabatic profile (as expected within a TBL), 
which would however not produce detectable seismic anomalies 
because of the relatively lower temperatures. (ii) The thermal con-
ductivity k of the lowermost mantle, which remains subject to 
controversial reports. A recent study based on ab initio calcula-
tions proposed k = 3.5 W/m/K for bridgmanite-MgSiO3 (Tang et 
al., 2014), a value that could be even lowered, by up to 50%, if ac-
counting for the presence of Fe and Al in the Bg-lattice (Manthilake 
et al., 2011). On the other hand, values up to 16 W/m/K have 
been proposed for MgSiO3 Bg and post-Bg, with a relatively higher 
(but anisotropic) k value for post-Bg (Ohta et al., 2012). Also, in-
termediate values of 7–8 W/m/K were recently proposed, for the 
MgSiO3 end-member again (Stackhouse et al., 2015). (iii) The dif-
ference (�TTBL) between the CMB temperature (4100 ± 200 K) and 
the mantle temperature a few hundred kilometers above the CMB 
as extrapolated from the adiabatic profile (2600 ±200 K). The tem-
perature jump in the TBL could be ∼1500 K (Fig. 2).

Using reasonable values of eTBL = 200 km, k = 5 W/m/K, and 
�TTBL = 1500 K, we calculate a heat flux at the CMB of ∼3.6 TW. 
This value falls well within the validity limit of our model that 
is 3 to 4.7 TW. We acknowledge that lower k values, or a thicker 
TLB, would induce a lower CMB heat flux. Considering all possi-
ble values of eTBL from 100 to 300 km and k from 2 to 8 W/m/K 
results in plausible CMB heat fluxes ranging from 1.0 to 11.5 TW. 
Unfortunately, this broad range of uncertainties does not provide 
additional constraints to our model. We note that it has been sug-

281



JID:EPSL AID:13763 /SCO [m5G; v1.175; Prn:29/03/2016; 12:46] P.7 (1-9)

D. Andrault et al. / Earth and Planetary Science Letters ••• (••••) •••–••• 7

gested that the possible presence of a dense viscous layer above 
the CMB could help reducing the CMB heat flux (Nakagawa and 
Tackley, 2014).

On the other hand, based on the heat carried by plumes as-
cending from the base of the mantle to the Earth’s surface, the 
core heat loss has been estimated to be ∼2.3 TW, or perhaps up 
to 3.5 TW if plumes loose significant amounts of heat during their 
ascent through the mantle (Davies, 2007). In such thermal bud-
get, it is difficult to take into account the possible deep mantle 
complexities such as the cooling effect of plate tectonics, the insu-
lating effect of a dense basal layer or also the importance of heat 
sources available in an enriched deep mantle, because the am-
plitude of these effects remain highly uncertain. One could argue 
that our estimated value of the CMB heat flux is much lower than 
that calculated in recent geodynamic models (e.g. Nakagawa and 
Tackley, 2014). However, such models generally assume a fully vis-
cous mantle, even for an initial CMB temperature of 6000 K that is 
well above the mantle solidus and the viscous limit of 40% of par-
tial melt. As acknowledged in Nakagawa and Tackley (2014), this 
artificially maintains a hot core for a long period of time, associ-
ated with a substantial CMB flux. In a recent study, it was instead 
shown that an extremely large CMB heat flux prevailed early in the 
Earth’s history, until the viscous transition is reached in the lower-
most mantle (Monteux et al., submitted for publication). It yields 
a CMB temperature of ∼4400 K in less than ∼1 My after the MFI, 
associated with a much lower CMB heat flux after the early fast 
cooling.

8. Implications for geodynamics and major geological events

In addition to generating the Earth’s dynamo, turbulent mo-
tions excited by astronomical forcing can induce cycles of growth, 
saturation and abrupt relaxation of the hydrodynamic instabilities 
(Kerswell, 1993; Le Bars et al., 2010). The collapses could induce 
an abrupt release of energy, potentially up to 109 TW (Kerswell, 
1996) over short periods of time, in addition to the resonances 
in the Earth–Moon–Sun spin–orbit system (Greff-Lefftz and Legros, 
1999). The pulse duration could vary from a couple periods of 
rotation (a couple of days) to several hundred years. This corre-
sponds to a broad range of thermal energy release, which could 
induce core heating by a few to a few hundred of degrees, de-
pending on the integrated pulse amplitude. We note that the 0.5 
to 1 TW currently dissipated into the Earth’s outer core from the 
Earth–Moon–Sun orbital system cannot heat the core more than a 
couple hundred degrees. However, much larger heat pulses could 
have happened in the past when the Moon was closer to the Earth 
and when the Earth was rotating faster (Fig. 3).

Such fluctuations of the CMB temperature could have two ma-
jor consequences. (a) Following the adiabatic temperature profile 
of the Fe-alloy from the CMB to the ICB, they should induce fluctu-
ations in the size of the inner core (Fig. 2(b)): The abrupt release of 
hydrodynamic instabilities could reduce the size of the inner core 
and restore its capability to produce the geodynamo by chemical 
buoyancy, when the CMB temperature would eventually decrease 
again by cooling due to weaker dissipation by mechanical forc-
ing. The possibility that an old inner core has undergone several 
changes in its size, with a rapid decrease and slow increase of its 
radius could be important for building the inner core anisotropy 
(Poupinet et al., 1983) as well as a mushy layer at the top of the 
inner core (Loper and Fearn, 1983). Indeed, both geophysical in-
terpretation are closely related to the mechanism of inner core 
crystallization. (b) On the other hand, partial melting in the lower-
most mantle could act as an efficient agent for transferring the 
excess heat of the core to the overlying mantle: Increasing the 
temperature above the mantle solidus at the CMB would result 
in an increase in the degree of partial melting in the lowermost 

mantle, which in turn would induce a larger CMB heat flux. This 
mechanism could damp the fluctuations in heat production in the 
turbulent outer core yielding a stable CMB temperature, precisely 
at, or just below, the mantle solidus. This thermal state corre-
sponds well to the present-day view of the D”-layer, where piles 
of partially molten silicate material (the ultra-low velocity zones) 
interact with mantle convection. Adding heat to the current low-
ermost mantle would certainly enhance partial melting and the 
thermal instabilities (inset in Fig. 3). As a result, one should expect 
an increase of the volcanic activity at the Earth’s surface shortly af-
ter the influx of heat at the CMB (Greff-Lefftz and Legros, 1999). If 
the brutal energy influx is important, this could explain dramatic 
eruptions such as the Deccan Trapps (Courtillot and Fluteau, 2010), 
as well as the periodic growth of continents at the Earth’s surface 
(Arndt and Davaille, 2013; Martin et al., 2014).

Finally, because the Moon appears to be a necessary ingredi-
ent to sustain the magnetic field, and because a magnetic field 
is needed to shield the Earth’s atmosphere from erosion by solar 
wind (e.g. Dehant et al., 2007), the habitability of Earth-like planet 
may be subordinated to the existence of a large satellite. While 
more than 1000 exoplanets have already been observed, the detec-
tion of an accompanying exo-moon is rare (Bennett et al., 2014). 
Hence, our model could have major implications in future plane-
tary missions as exoplanets with orbiting moons would more likely 
host extraterrestrial life.
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Abstract The MESSENGER mission revealed that Mercury's magnetic field might have operated since
3.7–3.9 Ga. While the intrinsic magnetism suggests an active dynamo within Mercury's core, the
mechanism that is responsible for sustaining the dynamo for prolonged period of time remains unknown.
Here we investigated the electrical conductivity of Fe‐S alloys at pressure of 8 GPa and temperatures up to
1,700 K. We show that the electrical conductivity of Fe‐S alloys at 1,500 K is about 103 S/m, 2 orders of
magnitude lower than the previously assumed value for dynamo calculations. The thermal conductivity was
estimated using the Wiedemann‐Franz law. The total thermal conductivity of FeS is estimated to be ~4
Wm/K at the Mercurian core‐mantle boundary conditions. The low thermal conductivity suggests that a
thermally driven dynamo operating on Mercury is more likely than expected. If coupled with chemical
buoyancy sources, it is possible to sustain an intrinsic dynamo during time scales compatible with the
MESSENGER observations.

Plain Language Summary Mercury's weak magnetic field intensity that persisted over the last
3.9 billion years has long baffled the planetary science community. Various explanations have been
proposed; nevertheless, there has been no consensus on how intrinsic dynamo with such weak energetics
have existed in Mercury for prolonged period. In our submitted manuscript, we exclusively looked at the
electrical and thermal conductivity in Fe‐S alloys, the dominant phase in planet Mercury's outer core.
Our results indicate that electrical conductivity of Fe‐S alloys is 2 orders of magnitude lower than the
previously assumed value for dynamo calculations. The low thermal conductivity obtained in this study
suggests that the heat extraction from Mercury's core through the solid Fe‐S layer is a highly inefficient
process. Our estimations suggest the heat‐flux from the core only produces less than 1 TW of energy. The low
heat flux prevents the Mercurian core from rapid solidification, sustaining an intrinsic dynamo in Mercury
since ~3.9 Ga.

1. Introduction

The planet Mercury currently exhibits a surface magnetic field with a field strength representing 1.1% that of
the Earth's magnetic field (Anderson et al., 2011). The spin‐aligned axisymmetric and offset dipole‐
dominated field is considered unique among planetary magnetic fields (Tian et al., 2015). The low‐altitude
magnetic field measurements by the MESSENGER mission have revealed a remnant magnetization in
Mercury's crust with age of magnetization in the range of 3.7–3.9 Ga (Johnson et al., 2015). The presence
of a magnetic field early in Mercury's history as early as 3.9 Ga and the extremely weak magnetic field
strength in present‐day Mercury suggest that Mercury's magnetic field may have been active for the last
3.7–3.9 Ga.While the observed intrinsic magnetism suggests an active dynamo generated inMercury's liquid
outer core, how Mercury's magnetic field sustained for a prolonged period of time remains puzzling even in
the light of our current understanding of the Earth and planetary dynamos (Johnson et al., 2015).

It has been suggested that Mercury's dynamo is currently generated by chemical convection (Breuer et al.,
2015; Cao et al., 2014; Chen et al., 2008; Dumberry & Rivoldini, 2015). The low magnetic field intensity of
planet Mercury has been discussed using thermoelectric (Stevenson, 1987), thin shell (Stanley et al.,
2005), thick shell (Heimpel et al., 2005), and feedback (Glassmeier et al., 2007) dynamo models. Recent
dynamo studies linked the low intensity and the axisymmetry of the magnetic field to a stably stratified
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layer with latitudinal heat‐flux variations (Christensen & Wicht, 2008; Christensen, 2006; Schubert et al.,
2004; Tian et al., 2015).

The chemical composition and the internal structure of Mercury remain poorly understood mainly due to
the lack of observational constraints (Margot et al., 2018). Mercury's solid outer shell overlying the liquid
core is estimated to be ~400 km thick and believed to consist mainly of silicate minerals (Hauck et al.,
2013; Rivoldini & Van Hoolst, 2013). Recent gravity field analyses indicate that Mercury's internal structure
consists of an Fe‐S‐Si liquid outer core (Chabot et al., 2014; Hauck et al., 2013; Knibbe & van Westrenen,
2015; Margot et al., 2018; Rivoldini & Van Hoolst, 2013; D. E. Smith et al., 2012). A substantial number of
studies have considered S and Si as principal alloying elements in the liquid outer core (Chabot et al., 2014;
Hauck et al., 2013; Malavergne et al., 2010; Namur et al., 2016; Rivoldini et al., 2009; Schubert et al., 1988;
Stevenson et al., 1983). The presence of an inner core in Mercury has been debated (Margot et al., 2018).
Different models for Mercury's interior suggest the presence of a solid inner core, which may have formed as
a result of planetary cooling (Veasey & Dumberry, 2011). Recent estimations indicate that the diameter of
the solid inner core would be 0.3–0.7 of the diameter of Mercury's core (Genova et al., 2019).

The elemental composition analyses during the MESSENGER mission indicate 1–4 wt % of Fe and S in
Mercury's surface (Evans et al., 2012; Nittler et al., 2011). The high S abundance in the Mercury's mantle
coupled with low surface abundance of Fe suggests that Mercury may have formed from highly reduced
CB chondrites (Namur et al., 2016). The recent study based on S solubility in reduced mafic silicate melts
suggest 7–11 wt % S in the mantle and <1.5 wt % S in the metallic inner core for a bulk S contents of 4 wt
% in Mercury (Namur et al., 2016). Similarly, metal‐silicate partitioning experiments indicate decrease of
S contents in the core when Si contents increase (Chabot et al., 2014). These experimental results indicate
that Mercury's core must contain Si if the S content in the core is <20 wt %. If Si contents in the core would
be >10 wt %, the S contents in the core should be <2 wt % (Chabot et al., 2014).

The unusual feature in Mercury's internal structure models is the possibility of a solid FeS layer at the core‐
mantle boundary (D. E. Smith et al., 2012). The higher bulk density observed for Mercury's outer shell
appears to be compatible with a silicate mantle coupled with an FeS layer with a thickness of ~90 km
(Hauck et al., 2013; Namur et al., 2016). The immiscibility of Fe‐S and Fe‐Si liquids in the Fe‐S‐Si ternary
system would result in segregation of Fe‐S from Fe‐S‐Si liquids when the pressure is below 15 GPa
(Morard & Katsura, 2010; Sanloup & Fei, 2004). The S contents up to 4 wt % in the silicate appear to fall
within the liquid‐liquid immiscibility field of Fe‐S‐Si system at the Mercury core‐mantle boundary (CMB)
pressure of about 8 GPa (Chabot et al., 2014; Namur et al., 2016). The origin of a FeS layer could also be
explained by the crystallization of FeS in the binary Fe‐FeS system from the segregated S‐rich Fe liquids
(Fei et al., 1997; Hauck et al., 2013). Due to the density contrast between solid FeS and Fe‐S‐Si liquid, the
crystalized FeS is expected to float, forming a stable layer beneath the silicate mantle (Hauck et al., 2013).
The possibility of a liquid FeS rich layer overlying an Fe‐S‐Si core has also been discussed in a recent study
(Pommier et al., 2019). In this model, an insulating liquid FeS layer with the thickness >40 km is expected to
control the heat flow from the core influencing the generation and the sustainability of Mercury's magnetic
field (Pommier et al., 2019).

While a solid FeS layer at the CMB has been an important feature in Mercury's interior models, a number of
recent studies have supported the low S contents or S absent conditions in Mercury's core, thereby question-
ing the stability of an FeS layer at the CMB (Chabot et al., 2014; Genova et al., 2019; Knibbe & van
Westrenen, 2018; Margot et al., 2018). The silicate‐metal partitioning experiments (Chabot et al., 2014) sug-
gest S‐free conditions, if the Si contents exceed 25 wt % in Mercury's core. However, such extreme partition-
ing of Si into the core would alter the major element ratios in the silicate mantle. Recent study investigating
the density of FeS‐ and S‐rich liquids (Knibbe & van Westrenen, 2015) reported higher density for FeS com-
pared to the residual liquids, requiring a separate mechanism to stabilize a FeS layer at the base of Mercury's
mantle. The recent geodetic constrains indicate a slightly higher value for gravitational potential Love num-
ber than previous estimations, supporting for a warm and weak mantle rather than rigid FeS layer at
Mercury's CMB (Genova et al., 2019).

If the presence of a solidified FeS layer at the boundary betweenMercury's liquid outer core and solid silicate
mantle is assumed; this could have significant implications for the core dynamics. It has been suggested that
the weak magnetic field strength observed for Mercury can be explained by the presence of conductive layer
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overlying the convective liquid outer core (Ulrich R Christensen, 2006). Due to the stratification of the liquid
core, the convection driven dynamo operates only in the deep part of the liquid core and the dynamo field
may diffuse through the overlying conductive layers producing weak magnetic field strengths
(Christensen, 2006). The heat flow across the CMB controls the solidification of the liquid core and the
buoyancy sources available to generate a planetary dynamo (B. Buffett, 2003). The electrical and thermal
conductivities of Fe‐S compounds are therefore key physical properties to understand Mercury's core
dynamics. In this study, we investigate the electrical and thermal conductivities of Fe‐S alloys at high
pressure and temperature, the principal constituent of Mercury's core‐mantle boundary, with the aim of
understanding the influence of Fe‐S layer on the heat extraction from Mercury's core. We discuss how the
outer core composition evolution influences the heat extraction from the core of Mercury and favor an
intrinsic dynamo driven by thermal and chemical buoyancy forces and sustained for a prolonged period.

2. Methods

Three different FeSx samples with varying sulfur contents (x, in mol) 0.01, 0.02, and 0.05 were prepared mix-
ing reagent grade Fe and S powders. For the FeS (x = 0.5) composition we used commercially available
reagent grade FeS power. The powder mixtures were compressed to desired pressure and kept at 1,000 K
for more than 1 hr to obtain solid cylindrical samples for electrical conductivity measurements in multianvil
apparatus. The high‐pressure and high‐temperature experiments were conducted at 8 GPa up to 1,700 K
using the 1,200‐t DIA‐type multianvil module at the PSICHE beamline in SOLEIL Synchrotron (France).
Additional off‐line experiments were performed using 1,500‐t multianvil press at the Laboratoire Magmas
et Volcans, France. For high‐pressure generation, we used an octahedral MgO + Cr2O3 pressure medium
in a 10/4 multianvil configuration. In order to electrically insulate the sample from the Re furnace during
the measurements of electrical conductivity, we placed the polycrystalline Fe‐S samples within a MgO cap-
sule. The two iron (Fe) disks placed on the top and at the bottom of the cylindrical Fe‐S sample served as
electrodes for electrical conductivity measurements. Sample temperature was monitored using a tungsten‐
rhenium (W95Re5‐W74Re26) thermocouple junction located at one end of the sample (Figure 1).

Energy‐dispersive X‐ray diffraction using a CAESAR‐type diffractometer (Wang et al., 2004) was used to
determine the sample pressure and verify the sample state. We use the pressure–volume–temperature

Figure 1. Schematic cross section of the multianvil assembly. The two sets of thermocouples placed top and bottom of the
sample serve as electrodes for electrical conductivity measurements. Inset denotes a schematic diagram showing the
electrode connections for the Kelvin (four‐wire) resistance measurement technique.
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equation of state of MgO to determine the sample pressure and the accuracy of pressure determination is
estimated to be ~0.5 GPa. Diffraction peaks corresponding to Fe‐S alloys are clearly visible in solid
samples and the melting of Fe‐S is characterized by a broad band of diffuse scattering as described
previously elsewhere (Andrault et al., 2018). We also acquired radiographic images of the sample to
determine the sample lengths, which were crucial for the accurate determination of electrical conductivity
at each temperature. The focused beam configuration used in these experiments has the advantage to
produce almost flat field corrected images, a feature usually not available when using multianvil modules
(Andrault et al., 2018).

The electrical conductivity measurements were performed using the Kelvin resistance measurement techni-
que (e.g., Deng et al., 2013). In this method, the digital multimeter measured the current going through the
subject and the voltage drop across it, eliminating the lead and contact resistance from the measurement
(Figure 1). This is an advantage for precise measurement of sample with low‐resistance values such as
metals. The electrical conductivity at each temperature can be calculated using the sample dimensions
obtained using the X‐ray radiograph using, σ = l/RA where σ is the electrical conductivity, l is the sample
length, R is the measured sample resistance, and A is the area of the cylindrical cross section. The tempera-

ture dependence of the electrical conductivity σ can be described by the Arrhenius equation:σ ¼ σ0e−ΔH=kBT,
where σ0 is the preexponential factor, ΔH is the activation enthalpy in eV, kB is the Boltzmann constant in
eV/K, and T is the absolute temperature in K.

Thermal conductivity of Fe‐S alloys was estimated using theWiedemann–Franz law κ = L0σT, an empirical
law expressing the thermal conductivity (k) as a function of the electrical conductivity of a metal (σ) and the
temperature (T) through a proportionality constant Lorenz ratio (L). The Lorenz ratio approaches the
Sommerfeld derivation L0, 2.44 × 10−8 WK2, provided that the thermal conductivity is purely electronic,
the electron gas is highly degenerate, and the relaxation time is the same for electrical and thermal conduc-
tion (Klemens, 1989). The deviation of the Lorenz ratio has been observed for Fe alloys (de Koker et al., 2012;
Secco, 2017). In metallic alloys such as Fe‐S, the thermal transport is a complex process due to the coexis-
tence of electron and phonon conduction. The total thermal conductivity (κtot) is the sum of its electronic
component (κe), and its phononic component (κph). In high‐purity metals, the electronic component domi-
nates the thermal conduction; however, in metallic alloys the heat conduction through phonon vibration
becomes significant (Klemens & Williams, 1986; Konôpková et al., 2016).

Figure 2. Electrical conductivity of Fe‐S compounds. (a) As a function of reciprocal temperature for various sulfur contents. Note that the compositions are shown
next to the fitting lines. Previous works on electrical conductivity of iron alloys are shown for comparison: A59 (Argyriades et al., 1959), D13 (Deng et al., 2013), P39
(Powell, 1939), P18 (Pommier, 2018), and P19 (Pommier et al., 2019) (b) Electrical conductivity before and after melting of FeS. The activation enthalpy
changes with melting and the electrical conductivity of molten FeS depends weakly on temperature.
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3. Results

Our findings show that the electrical conductivity of Fe‐S compounds
decreases with increasing temperature characteristic of the electrical con-
duction in metals and metal alloys (Figure 2a). We observe that even a
minor increase of sulfur contents reduces the electrical conductivity of
Fe‐S alloys (Figure 2a). At 1,000 K, the incorporation of 0.01 mol of S in
Fe‐S alloys decreases the electrical conductivity by 2 orders of magnitude
to 104 S/m compared to pure Fe (106 S/m; Powell, 1939). The electrical
conductivity of FeS, corresponding to the sulfur content expected at the
solid layer at the Mercury's core‐mantle boundary is thus expected to be
about 102 S/m at 1,700 K. This value is about 3 orders of magnitude smal-
ler than the value of 105 S/m used in previous dynamo models (D. J.
Stevenson, 2003). A change in activation enthalpy on melting of FeS
(Figure 2b) suggests a change of conduction mechanism from electronic
conduction in a solid to electrolytic conduction in FeS melt.

The melting of FeS is confirmed by the disappearance of peaks above
1,500 K (Figure 3), consistent with experimentally derived Fe‐S phase
relations (Urakawa et al., 2004). The electrical conductivity of molten
FeS is about 102 S/m at 1,700 K and remains relatively unchanged with
increasing temperature.

Ourmeasured electrical conductivities of Fe‐S compositions at 8 GPa indi-
cate significantly lower values compared to the previously reported values
for Fe‐S alloys (Pommier, 2018; Figure 4). While we could not determine
the exact cause of the discrepancy among different laboratory measure-
ments, it is possible that the high conductivity may originate from the pre-
sence of impurities in Fe‐S alloys. For example, the experiments
conducted on Al‐ and Sr‐doped FeS2 (Osuwa & Nwaokeorie, 2014) indi-
cate that 0.02 M concentration of Al and Sr increases the electrical con-
ductivity of FeS2 by more than a factor of 10. However, calculations
based on first‐principle electronic band structure calculation of hcp Fe‐
based alloys at 40 GPa (Gomi & Yoshino, 2018) indicate that Si impurity
concentrations up to 30 at. % is required to decrease the electrical conduc-
tivity by a factor of 100. Another possibility for high electrical conductivity
could be the partial reaction of Fe and S to form Fe‐S alloy with high
Fe contents.

4. Discussion

In metallic alloys, the electrical conduction is controlled solely by the
movements of electrons, while heat is carried by both electron vibrations
and phonon collisions (Klemens & Williams, 1986). It is generally
assumed that the phonon (lattice) thermal conductivity is negligible in
metals and the electronic component is determined via the Sommerfeld

value of the Lorentz ratio (L0). The estimated electronic component of thermal conductivity varies from
0.5 Wm/K for FeS0.01 to 0.006 Wm/K for FeS at 1,300 K (Figure 5). These values represent the lower bound
of the thermal conductivity for Fe‐S alloys (Pommier, 2018).

In metallic alloys however, scattering of electrons by solute atoms greatly reduces the electronic thermal
conductivity, making heat transport via lattice vibrations a dominant factor (Klemens & Williams, 1986).
Thus, for metallic alloys at high temperature, the thermal conductivity is described by the Smith‐Palmer
equation (C. S. Smith & Palmer, 1935), κ = L0σT+D, an empirical relation linking thermal conductivity to
electrical conductivity via a constant D, which describes the temperature‐dependent phonon thermal con-
ductivity (κ = L0σT+DT

−a). Due to strong solute scattering, the phonon thermal conductivity of alloys are

Figure 3. X‐ray diffraction patterns of FeS recorded at high temperature. (a)
Evolution with increasing temperature of the diffraction pattern for the run
performed at ~8 GPa. Red and blue dots correspond to diffraction peaks
indexed based on FeS‐V and Fe3O4 magnetite, respectively. The ratio of
diffraction peak intensities (following the Rietveld approach) suggests pre-
sence of magnetite in the sample, which Fe3O4 could come from the una-
voidable oxidation of FeS starting material. The general drift of diffraction
peaks toward low energies is due to thermal expansion. Diffraction peaks get
thinner at high temperatures due to the release of deviatoric stresses built
upon compression at 300 K. The melting of the sample occurs between 1,400
and 1,500 K. (b–d) At 1,700 K after melting of FeS at two‐theta diffraction
angles of 4, 6, and 8°, respectively.
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expected to approach a constant value at high temperature (Klemens &
Williams, 1986). For example, the lattice thermal conductivity Fe‐Cr‐Ni
alloy systems converge into a narrow range of 4.6–6.0 W/m K at 1,000 K
(Klemens & Williams, 1986).

The lattice thermal conductivity measurements of Fe‐S alloys were lim-
ited to FeS2 composition, which was reported at supercooled conditions
in the temperature range 50–300 K (Popov et al., 2013). The thermal con-
ductivity of FeS2 at 300 K is estimated to be 42 ± 1Wm/K. Extrapolation of
this value to high temperature based on the theoretically predicted tem-
perature dependence of phonon thermal conductivity of T−a (Klemens
& Williams, 1986) indicates that the thermal conductivity of FeS2 at
1,300 K would be about 3.6 W/m K. In order to estimate the total thermal
conductivity of FeS (electronic + lattice), we have modeled the thermal
conductivity of end‐member Fe‐S compositions together with data from
the FeS2 system (Figure 4). The thermal conductivity of Fe was calculated
from electrical conductivity data of Powell (1939). Thermal conductivity
of S at 300 K was obtained from Slack (1965). By fitting the total thermal
conductivity of Fe, FeS2, and S with powerlaw relation, we obtain a ther-
mal conductivity ~4 Wm/K for the FeS at 1,300 K (Figure 5).

The temperature at Mercury's core mantle boundary has been investi-
gated in numerous previous studies (Grott et al., 2011; Hauck et al.,
2013; Tosi et al., 2013). The solidification of FeS below the CMB can be
expected if the temperatures at the core mantle boundary decrease below
1,700 K (Breuer et al., 2015). We have obtained the thermal conductivity at
1,300 K, close to the eutectic temperature of Fe‐FeS system at 10 GPa (Fei
et al., 1997; Morard et al., 2007). Due to the weak temperature dependence
of thermal conductivity at high temperature, a significant variation to the
estimated phonon thermal conductivity could not be expected within
1,200–1,700‐K temperature range.

Based on our estimation of the thermal conductivity of 4 Wm/K assumed
for FeS at 1,300 K, we have computed the Mercurian core heat flow for a
range of thermal boundary layer (TBL) thicknesses and possible tempera-
ture gradients across the TBL (Hauck et al., 2013; Rivoldini et al., 2009;
Tosi et al., 2013; Figure 6). It is worth noting that our estimated value
for the Fe‐S thermal conductivity at the CMB conditions is close to the
mantle thermal conductivity value usually assumed for Mercury's mantle
convection models (Breuer et al., 2010; Tosi et al., 2013) meaning that the
two reservoirs may be indistinct in terms of thermal conductivity. We
have calculated the heat flow Q based on the Fourier's law of thermal
conduction:

Q ¼ 4πR2
cktot ΔT=δð Þ

with Rc the core radius (=2,000 km for Mercury), ΔT the temperature dif-
ference across the thermal boundary layer, and δ the boundary layer
thickness. The estimated heat flows computed from our thermal conduc-
tivity model indicate that the energy evacuated by core heat flow is ≈10
TW for a TBL with a thickness of 10 km and a temperature contrast of
500 K (Figure 4). The heat flow from the core is substantially reduced
when increasing the TBL thickness, to ≈1 TW for a 100‐km‐thick TBL
layer.

To drive a dynamo in a terrestrial planet, three conditions are necessary
(e.g., Monteux et al., 2011): (1) the metallic core has to convect meaning

Figure 4. Electrical conductivity as a function of sulfur content in Fe‐S
alloys. Electrical conductivity decreases with increasing sulfur contents.
Previous electrical conductivity data of Fe‐S alloys and Fe are shown for
comparison. P18 (Pommier, 2018), A59 (Argyriades et al., 1959), D13 (Deng
et al., 2013), and OK13 (Osuwa & Nwaokeorie, 2014).

Figure 5. Thermal conductivity of Fe‐S compounds. The electronic thermal
conductivity estimated based on the Sommerfeld derivation of the
Wiedemann–Franz law for our Fe‐S compositions are shown in blue circles.
The total thermal conductivity (electronic + phonon) of Fe, FeS2, and S are
shown in red circles. The thermal conductivity of FeS was estimated to be ~4
Wm/K at 1,000 K.
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that the heat flow out of the core needs to overcome the adiabatic heat
flow (David J. Stevenson et al., 1983), (2) the rate of gravitational potential
energy released by convection has to be much larger than the rate of
ohmic dissipation (B. A. Buffett, 2002), and (3) the convective motions
have to exhibit a complex structure to carry the magnetic field lines (lead-
ing to a critical magnetic Reynolds number; U. R. Christensen & Aubert,
2006). Figure 6 shows that the heat flow inferred from our study is larger
than the adiabatic heat flow for a wide range of temperature contrasts and
thermal boundary thicknesses meaning that thermally driven dynamo is a
likely process onMercury. Low values for both thermal and electrical con-
ductivities remain puzzling to explain Mercury's magnetic field. In the
Earth's core, values of the thermal conductivity range between 90 and
150 Wm/K (de Koker et al., 2012; Pozzo et al., 2012). Recent laboratory
measurements suggested that the thermal conductivity of polycrystalline
iron at Mercury's core conditions is 113–125 Wm/K (Deng et al., 2013).
Large thermal conductivities increase the heat flux along the core adiabat
and reduce the lifetime of a thermally driven dynamo (Breuer et al., 2015).
The electrical conductivity of Fe‐S at P/T conditions compatible with
Mercury's core is about 2 orders of magnitude lower than for pure iron.
To overcome a critical magnetic Reynolds number of 50 (Wicht et al.,
2007), 20mm/s typical flow speed is required to maintain an active
dynamo for Mercury, which is about 200 times stronger than that of the
Earth's outer core. Moreover, if sulfur is the major light element in
Mercury's core and if its weak magnetic field is related to a low electrical
conductivity, our results would also suggest a very weakmagnetic field for
Ganymede, which contradicts Galileo magnetometer measurements
(Kivelson et al., 1996).

It is worth noting that the heat flux from the core is controlled by the thermal evolution of the mantle. In the
early history of Mercury, its core was likely to be liquid with Fe alloys (Fe‐S, Fe‐Si; Figure 7a). Consequently,
the thermal conductivity of the core was large; the primitive heat was efficiently evacuated possibly
enhanced by a surrounding partially molten silicate magma ocean. In this early regime, the dynamo was
only thermally driven. Numerical models (Tosi et al., 2013) assuming a core thermal conductivity of 40
Wm/K indicate that a thermally driven dynamo would be feasible during the first few hundred million years
of the evolution of Mercury. The value of the thermal conductivity inferred from our study would reduce the
adiabatic core heat flux threshold for thermally driven dynamo from ≈20 mW/m2 (Tosi et al., 2013) to ≈3
mW/m2. According to Tosi et al. (2013), such a low‐threshold heat flux value could be overcome during
the last ≈2 Gyr of Mercury's history. Our estimations (Figure 6) indicate that such heat‐flux values can be
achieved even with a presence of a thin (<1 km) FeS layer.

A low thermal conductivity within the core can enhance thermal convection by reducing the threshold
for thermally driven dynamo. In the case of a vigorous and thermally driven convection, a stratified
outer core would be difficult to envision as well as a strong skin‐effect attenuation (Ulrich R.
Christensen et al., 2009). However, a low thermal conductivity of the core combined with an overlying
solid mantle would also limit the heat evacuation and favor the formation of a stable layer below the
CMB. For a thick Fe‐S layer to form and to possibly affect the magnetic field of Mercury, a complemen-
tary process can be invoked such as the formation of FeS layer during the solidification of Mercury's
core. The growth of the inner core leads to an increase of the S concentration in the outer core
(Figure 7b). However, for crystallization to progress, the energy barrier for the formation of the first
nucleus needs to be overcome (Huguet et al., 2018). In the classical view, either a critical supercooling
of the core on the order of 1,000 K or transportation of solid metallic seeds from the mantle to the core
when core reached liquidus temperature are possible mechanisms that may surpass the nucleation
energy barrier. It has been proposed recently that such nucleation substrates can be present in the core
during the early in the planet's history, leading to a slower inner core growth with smaller buoyancy
flux (Huguet et al., 2018).

Figure 6. Mercury's core‐mantle boundary heat flow. The calculations are
based on an average total thermal conductivity (electron + phonon) of 4
Wm/K for FeS for diverse thermal boundary layer thicknesses as a function
of the temperature contrast across the TBL. The adiabatic heat flow (Qad =
4πRc

2ktotαcgcTc/Cp) is represented with a black horizontal dashed line
(considering Rc= 2,000 km, αc= 7E− 5 K, gc= 4m/s2, Tc= 1,800 K, and Cp
= 850 J·kg−1·K−1).
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As the Fe‐S concentration increases, the thermal conductivity of the outer core should decrease (Pommier,
2018). The low thermal conductivity (4 Wm/K) inferred from our experiments means that dynamo action in
Fe‐S liquid core can be driven by thermal convection. At present, the second source of buoyancy force is
likely to be related to chemical processes driven by crystallization in the iron‐rich core (Breuer et al.,
2015; Dumberry & Rivoldini, 2015) but the low thermal conductivity of Fe‐S means that the dynamo can
be both thermally and chemically driven (Figure 7c). The sum of these two processes may explain the long-
evity of the dynamo of Mercury. Moreover, by limiting the amount of heat flowing from the core, the solidi-
fication of the Fe‐S layer may have prevented the Mercurian core (and potentially the Ganymede's core)
from rapid solidification, sustaining an intrinsic dynamo by buoyancy forces in Mercury for time scales lar-
ger than 1 Gyr compatible with the MESSENGER mission observations.
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A B S T R A C T   

Remanent magnetization and active magnetic fields have been detected for several telluric planetary bodies in 
the solar system (Earth, Mercury, Moon, Mars) suggesting the presence of core dynamos active at the early stages 
of the planet formation and variable lifetimes. Among the factors controlling the possibility of core dynamos 
generation, the dynamics of the surrounding silicate mantle and its associated thermal properties are crucial. The 
mantle governs the heat evacuation from the core and as a consequence the likeliness of an early thermally 
driven dynamo. In the case of planets with a thick mantle (associated with supercritical Rayleigh numbers), the 
core heat is efficiently removed by mantle convection and early thermally-driven dynamos are likely. At the 
opposite, planets with a thin mantle (associated with subcritical Rayleigh numbers) might evacuate their inner 
heat by diffusion only, making early thermally-driven dynamos difficult. Within the Solar System, Mercury is a 
potential example of such a regime. Its small mantle thickness over the planet radius ratio might be inherent to its 
small orbital semi-axis and hence, might be ubiquitous among the terrestrial objects formed close to their star. 

To constrain the likeliness of a thermally driven dynamo on “Mercury-like” planets (i.e. with large Rc/R), we 
present new thermal diffusivity measurements of various solid, glassy and molten samples. We applied the 
Angstrom method on cylindrical samples during multi-anvil apparatus experiments at pressures of 2 GPa and 
temperatures up to 1700 K. Thermal diffusivities and conductivities were estimated for solid and partially molten 
peridotites, with various melt fractions, and for basaltic and rhyolitic glasses and melts. Our study demonstrates 
that melts have similar thermal properties despite a broad range of composition investigated. The melts reveal 
much lower thermal conductivities than the solids with almost an order of magnitude of decrease: 1.70 (±0.19) 
to 2.29 (±0.26) W/m/K against 0.18 (±0.01) to 0.41 (±0.03) W/m/K for peridotites at high temperatures and 
various melts respectively. Partially molten samples lie in between and several predictive laws are proposed as a 
function of the melt fraction and solid/melt texture. 

Using our results into forward calculations of heat fluxes for dynamo generation for Mercury-like planets, we 
quantify the effect of mantle melting on the occurrence of thermally driven dynamos. The presence of a mushy 
mantle and partial melting could significantly reduce the ability of the mantle to evacuate the heat from the core 
and can prevent, shut or affect the presence of a planetary magnetic field. The buoyancy and fate of molten 
material in such bodies can thus influence the magnetic history of the planet. Future observations of Mercury-like 
planets accreted near their star and the detections of their magnetic signatures could provide constraints on their 
inner state and partial melting histories.   

1. Introduction 

The presence of internally generated magnetic fields is a variable 
feature among telluric bodies in the inner solar system. While few are 
currently active, such as for Mercury and Earth, several are now extinct, 

as observed for the Moon, Venus and Mars. On terrestrial planets 
currently exhibiting a dynamo, the generated magnetic fields charac-
teristics are very different. Earth’s magnetic field is very intense 25–65 
μT, originating from the core and present for at least 3.5 Ga (Tarduno 
et al., 2010). Mercury’s field strength is much weaker, representing 
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around a 1% of Earth’s one (Kabin et al., 2008; Anderson et al., 2011) 
and its shape is also unique among the different detection in the solar 
system (Tian et al., 2015). According to the remnant magnetization 
measured in the crust, it was proposed that such weak magnetic activity 
occurred during the last 3.9 Ga (Johnson et al., 2015). The source of 
such a weak-and-prolonged dynamo is still largely debated (Manthilake 
et al., 2019). In the meantime, there are several evidences for an 
intrinsic dynamo during the early stages of both Mars and Moon (Acuna 
et al., 1999; Hood et al., 2010). Their dynamo seems to cease around 
4.1–3.9 Ga ago for Mars (Johnson and Phillips, 2005; Lillis et al., 2008; 
Lillis et al., 2013) and exhibits a somewhat complicated history for the 
Moon with a strong dynamo between 4.25 and 3.5 Ga, followed by a 
weak persistence up to 2.5–2 Ga ago (Tikoo et al., 2014; Lawrence et al., 
2008; Garrick-Bethell et al., 2009; Mighani et al., 2020). For Venus, the 
early presence of a dynamo remains yet unconstrained but may be 
detectable in future explorations (Nimmo, 2002; O’Rourke et al., 2019). 
More broadly, evidences of paleomagnetic anomalies indicate that the 
angrite parent bodies, originating from inner regions of the solar system, 
were subject to an early internally generated dynamo (Weiss et al., 
2008). All these elements suggest that transient dynamos might be a 
somewhat common feature in telluric bodies (Monteux et al., 2011). 

The presence of early dynamos is highly conditioned by the internal 
structure of the planet and its capacity to release the heat accumulated 
during the accretion processes (accretion, metal/silicate differentiation, 
core and mantle crystallization) as well as short-lived radiogenic heat-
ing. As heat conduction is an inefficient heat transport process in sili-
cates at high temperatures (Hofmeister and Branlund, 2015), the onset 
of a mantle global convection is a crucial step in planet’s thermal his-
tory. Convection starts when the Rayleigh number (Ra) of the terrestrial 
mantle is larger than the critical Rayleigh number (Rac). The higher is 
Ra, the stronger the convection, and the more efficient the heat trans-
port. In contrast, heat is only transported by conduction for a terrestrial 
mantle with a Ra < Rac. As Ra scales with mantle thickness (hmantle) as 
hmantle

3 , convection should take place easily in planets with a thick silicate 
mantle, even after the solidification of the early magma ocean stage. 
Consequences are efficient evacuation of the inner heat and the possible 
occurrence of a dynamo. At the opposite, bodies with a thinner mantle 
lead to smaller Ra values, making convection unlikely and dynamos 
more difficult to generate. 

Mercury is the most interesting planet for our study. Indeed, its 
mantle is thin 420 ± 30 km (Hauck et al., 2013) and its core occupies 
almost 55% of planet’s volume and 65% of the planet mass (Strom and 
Sprague, 2003; Charlier and Namur, 2019). Hence, the mantle of Mer-
cury is controversially at the limit between conductive and convective 
regimes (Breuer et al., 2007). Different scenarios could explain the small 
hmantle/planet radius (R) ratio on Mercury (Charlier and Namur, 2019): 
(1) primordial nebular processes, yielding to the enrichment of metal 
over silicate materials in the inner solar system (Ebel and Grossman, 
2000; Wurm et al., 2013; Weidenschilling, 1978), (2) highly energetic 
accretional collisions inducing a major loss of the silicate fraction (Benz 
et al., 1988; Asphaug and Reufer, 2014), and (3) post–accretion sce-
narios, with major vaporization of the volatile and silicate elements 
from the planet during magma ocean stage (Fegley and Cameron, 1987; 
Boujibar et al., 2015). If scenarios (1) and (3) are dominant, then 
“Mercury-like” planets with small hmantle/R ratio would be ubiquitous 
within all planetary systems. Moreover, such a small ratio would be 
prevailing during the whole accretionary processes. Mercury-like bodies 
could adopt a wide range of possible compositions depending on their 
history. For example, bodies accreted from reduced enstatite and/or 
carbonaceous bencubbinite chondrites (Malavergne et al., 2010) could 
present a mantle composition similar to terrestrial lherzolite, but with a 
sulfur content potentially as high as 11 wt% (Namur et al., 2016). 
Accordingly, the diversity of the silicate samples found on Earth in the 
forms of rocks, melts and glasses is a good proxy to decipher the prop-
erties of a range of mantle-relevant silicate compositions on Mercury- 
like bodies. Depending on the planet size and the hmantle/R ratio, the 

internal pressure ranges from a few MPa to several GPa. We note that 
extensive mantle melting likely occurred at different stages of the his-
tory of such Mercury-like bodies. Major energy incomes are expected 
from the vicinity to the young Sun (2500 to 3500 K according Charlier 
and Namur, 2019), internal energy release (chemical and gravitational 
differentiation, core crystallization), and presence of short-period 
radioactive elements (Al26, K40 etc.). The very high temperatures 
likely induce extensive melting of the thin mantle up to the core-mantle 
boundary (CMB). 

As mentioned above, dynamo generation could be difficult for 
Mercury-like planets, due to the subcritical value of Ra possibly 
disabling mantle convection. In such case, heat transfer by conduction 
would dominate the planet history and the thermal conductivity of the 
silicate mantle is a key parameter governing the early core heat flow. 
Silicates thermal conduction properties are now well characterized at 
ambient conditions (Hofmeister and Branlund, 2015). Among them, the 
most common geological minerals were characterized in the forms of 
single crystal and polycrystalline aggregates: olivine (Osako et al., 2004; 
Xu et al., 2004; Pertermann and Hofmeister, 2006; Gibert et al., 2005), 
periclase (Hofmeister and Branlund, 2015), feldspar (Pertermann and 
Hofmeister, 2006; Hofmeister et al., 2009; Branlund and Hofmeister, 
2012) and pyroxenes (Hofmeister et al., 2014, Hofmeister and Perter-
mann, 2008) as well as peridotite rocks (Gibert et al., 2005; Beck et al., 
1978), which have been extensively studied due to their important 
geological implications. The thermal diffusivities of minerals are linked 
to the characteristics of their lattice structure and modes of phonon 
generation and propagation as a function of temperature. For silicates, 
lattice thermal diffusivities usually decrease with increasing tempera-
ture following a 1/T dependence. At the opposite, the diffusivities in-
crease while increasing pressure, however, the temperature dependence 
is much greater than that of pressure over the considered ranges for 
small planets. The resulting implication is that mantle rocks and min-
erals are poor thermal conductors in planetary interiors. Recent mea-
surements of thermal diffusivities of glasses and melts at ambient 
pressure suggested that the non-crystalline silicates are even more 
insulating than the minerals (Hofmeister et al., 2009, 2014; Romine 
et al., 2012). 

Measurements of thermal diffusivities at relevant conditions of 
planetary mantles encompass important difficulties, which were over-
come by the use of different techniques (see Hofmeister and Branlund, 
2015 for a critical review). Measurements were reported over a wide P 
and T range for large volume samples of olivine, periclase, bridgmanite 
using Angström or Pulse method in solid pressure apparatus (Osako 
et al., 2004; Xu et al., 2004; Manthilake et al., 2011a and Manthilake 
et al., 2011b, Zhang et al., 2019). Up to now, accurate measurements of 
geologically relevant silicate glass, partially molten systems and melts at 
planetary interior conditions remain scarce, if not absent. The available 
results report a nearly flat evolution of thermal diffusivities with the 
temperature above 1000 K for silicates, glass and melts (Hofmeister 
et al., 2014; Hofmeister and Branlund, 2015), suggesting that the mea-
surements above the melting temperature could be safely extrapolated 
to planetary P-T conditions. 

In this study, we aim at better constraining the thermal properties of 
Mercury–like protoplanets where convection is unlikely and heat is 
mostly removed by diffusion. We perform HP-HT in situ thermal diffu-
sivities measurements of solid, partially molten and fully molten silicate 
for various compositions in Multi-anvil apparatus and using Angström 
method. Then, we constrain the likeliness of a thermally driven dynamo 
during the early stages of the evolution of a Mercury-like planet. We 
consider a wide range of planet sizes (1 km < R < RMercury) and thermal 
states (with solid and partially molten mantles) on the dynamo 
likeliness. 
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2. Experimental and analytical methods 

2.1. High-pressure assemblies 

High-pressure and high-temperature experiments were performed 
using a 1500-ton Kawai type Multi-anvil apparatus. All experiments 
were conducted at 2 GPa, based on a previous press-load vs sample 
pressure calibration (Boujibar et al., 2014), providing an uncertainty of 
~0.1 GPa at pressures <5 GPa. We used octahedral pressure media with 
full length edges composed of MgO doped with Cr2O3 (5 wt%) in a 25/ 
17 multi-anvil configuration (octahedron edge length / anvil truncation 
edge length) (Fig. 1). Our assembly was designed to accommodate the 
specific requirements for measurements of thermal conductivity of 
relatively large samples (4 mm long for 4–3.5 mm diameter). All ceramic 
parts of the cell assembly, including the pressure media, were fired at 
1373 K prior assembling in order to remove the absorbed moisture. 
Oxygen fugacity of the sample was not controlled during the experi-
ments but is expected to be quite reducing due to the presence of the 
graphite furnace. The use of a steeped graphite furnace helped reducing 
thermal gradients. Thermal loss from the sample zone was further 
reduced by the use of a thick zirconia (ZrO2) sleeve around the furnace. 
Thermal gradients in our assembly were computed using the software 
developed by Hernlund et al., 2006. The models show temperature 
gradients within the sample volume limited to ~7.5 K/mm vertically 
and even less radially/horizontally (Fig. S1). On the other hand, un-
certainties of our thermocouple reading (i.e. where the conductivity 
measurement is performed, see below) are less than 5 K on absolute and 
0.1 K in relative temperatures. 

Previous experimental studies described the difficulties to perform a 
good measurement of thermal diffusivity for a molten sample, due to a 
potential sample deformation (Hofmeister et al., 2009, 2014; Romine 
et al., 2012). However, deformation remained minor in our experiments, 
as evidenced by the good reproducibility of the measurements during 
the repeated cycles of heating and cooling (Figs. 1 and 2) as well as the 
shape of the recovered samples (Figs. S6, S7 and S8). 

Two tungsten‑rhenium (W95Re5-W74Re26) thermocouples of 75 μm 
of diameter were used to measure temperature oscillations at the center 
(in 300 and 600 μm drilled holes in solids and glasses, respectively) and 
at the edge of the cylindrical sample. Special care was given to ensure 
that the junction points of the two thermocouples were located in the 
same sample plane perpendicular to the cylinder axis. Measurements of 

the thermal conductivity of melts and glasses have always been partic-
ularly challenging due to the risk of thermocouple short circuit, because 
melts, even dry, are good electrical conductors (Tyburczy and Waff, 
1983; Ni et al., 2011). To prevent this effect, thermocouples were 
inserted in alumina tubes of 0.6 mm diameter and 170 μm wall thick-
ness. While these tubes show good resistance to cold compression and 
almost no reaction with the samples, even at very high temperature, 
some leakages for low viscosity basaltic melts have been identified. 
Their occurrence was taken in account for thermal diffusivity estima-
tions (see Supplementary Text S1 and Figs. S2 and S3). 

2.2. Angström method for thermal diffusivity measurements 

We aim at determining thermal diffusivities of geological samples 
such as peridotites, mafic and felsic glasses and their melts at high 
pressure and high temperature using a double contact method: the 
Angström method. Experimental configurations, assemblies and data 
treatment are similar to several previous studies (Fujisawa et al., 1968; 
Kanamori et al., 1969; Katsura, 1993; Xu et al., 2004; Manthilake et al., 
2011a; Manthilake et al., 2011b). Briefly, a temperature wave is 
generated radially in a cylindrical sample by the surrounding heater 
sleeve of the multi-anvil assembly (Fig. 1). Oscillations are generated 
with controlled frequency and period by modulating the power supply. 
Periodic temperature signals are recorded by two thermocouples fixed in 
the center and on the edge of the sample cylinder. At frequencies higher 
than 1.5 Hz, the signal can get noisier due to a limited time resolution of 
the recording system. 

The recorded signals, for each thermocouple channel, are fitted by a 
nonlinear least square solver (lsqcurvefit on Matlab© using Levenberg- 
Marquardt algorithm): 

ΔT = A0 +A1t+A2sin
(

2πA3t+
A4π
180

)

(1) 

Following this method, we obtained the amplitude of the tempera-
ture variation (A2), frequency (A3), and phase (A4) of the recorded wave 
as a function of time (t), for the two thermocouples. Errors are quantified 

Fig. 1. Schematic cross-section of the high-pressure cell assembly used for 
Angstrom method with multi-anvil apparatus. For glass and melt experiments, 
thermocouples were inserted in alumina tubes of 0.6 mm diameter and 4.5 mm 
length in the sample zone. 

Fig. 2. Experimental procedure for the measurement of thermal diffusivity of 
peridotites, glasses and melts: black, blue and red for cycles 1, 2 and 3 
respectively. Heating (H) and cooling (C) parts of the cycles are separated by 
black dashed lines (for example H1: 1st cycle heating). The expected temper-
atures for sample dehydration (up to ~500 ◦C), glass transition and melting are 
illustrated in shaded colors: green, pink and yellow respectively. (For inter-
pretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
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based on the residue on the non-linear curve fitting (the nlparci function 
in Matlab©). To infer thermal diffusivity or conductivity from these 
parameters, the equation of conductive heat transport has to be solved. 
Here we consider the sample as an infinite uniform cylinder and assume 
that the heat flow is negligible in the vertical direction, thanks to a 
relatively long cylindrical heater. The following equation, expressed in 
cylindrical coordinates by Carlsaw and Jaegger (1959), has to be 
inverted in order to retrieve the diffusivity of the sample: 

dT
dt

= D
(

d2T
dr2 +

1
r

dT
dr

)

(2)  

where r is the radial distance from the axis, T the temperature, t the time, 
and D the thermal diffusivity. The boundary condition of our setup is: 

dT
dr

= 0, at r = 0 (3) 

If we consider harmonic excitation at a distance r = R from the axis in 
normal or complex form: 

TR = B0 +B1coswt ↔ TR = b0 + b1Re (expiwt) (4)  

where B0,B1, b0 and b1 are constants and Re is the real part of the 
exponential. The solution of the radial flow equation with the boundary 
conditions developed above can be expressed as: 

TR = b0 + b1⌈J0

( ̅̅̅̅̅̅
− i

√
*x
)

*
exp(iwt)

J0
( ̅̅̅̅̅̅

− i
√

*l
) ⌉ (5)  

where 

l =
(

w/κ
)1/2

R and x =
(

w/κ
)1/2

r (6)  

for 0 ≤ r ≤ R, where w is the angular frequency and J0 is the Bessel 
function of the first kind (integer order n = 0). At r = 0 and r = R we 
have: 

T0 = b0 + b1θcos(wt − φ) (7)  

TR = b0 + b1coswt (8)  

where 

θ =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

bei(u)2
+ ber(u)2

√ (9)  

φ = tan− 1
(

bei(u)
ber(u)

)

(10)  

where θ is the amplitude ratio and φ the phase shift between the two 
harmonic temperature measurements and bei and ber are imaginary and 
real parts of the Bessel function of the first kind, respectively. The so-
lution to the Eq. (4) can be written using the dimensionless argument u, 
from which thermal diffusivity (D) can be directly estimated knowing 
angular frequency (w) and sample radius (d). 

u = d(w/D)
1/2 (11) 

Thanks to the Eqs. (9), (10), and (11), the diffusivity was then 
retrieved via forward Monte Carlo simulation and neighborhood algo-
rithm (Sambridge and Mosegaard, 2002). In this step, different values of 
diffusivities are generated and theoretical phase shifts and amplitude 
ratios are calculated. These values are compared to the values measured 
in our experiments. When the differences between the computed solu-
tion and the experimental determination tend to 0 (minimization step), 
the correct diffusivity is then obtained if the sample radius (d) and 
angular frequency (w) are known. We note that mathematical solutions 
appear every 360◦ for the phase shift. Such erroneous solutions are 
checked manually and discarded. 

For most of our experiments, we observe a significant variation of the 
refined raw-diffusivity value as a function of the heat-source frequency. 
This effect was already reported in the literature. Different equations 
were proposed to refine a real value of diffusivity, corresponding to the 
infinite frequency asymptote, based on non-linear equations. While 
Manthilake et al. (2011b) used: 

D = D∞ +A0exp(A1*f ) (12) 

Xu et al. (2004) used: 

D = D∞ +A0exp
(
− f
f0

)

(13)  

where D is diffusivity, f source frequency, f0 asymptote frequency and A0 
and A1 constants. In these equations, D∞, An and f0 are inverted pa-
rameters. For a better fit of our experimental data and to minimize the 
uncertainties on the parameters, we adopt Eq. (13). On the other hand, 
for experiments presenting no systematic dependence of the raw- 
diffusivity with frequency, we consider as real value the average value 
between the raw-diffusivity values measured at all frequencies (Xu et al., 
2004; Manthilake et al., 2011b). 

2.3. Experimental uncertainties 

Experimental measurements of thermal diffusivities and their further 
transformation into thermal conductivities generate uncertainties orig-
inating from the estimations of pressure, temperature, sample di-
mensions and the data fitting itself. Experimental uncertainties on 
pressure and temperature are presented above (~0.1 GPa and ~ 5 K, 
respectively). Sample lengths prior to the sample loading (d0) and after 
the melting experiments were determined with a high precision digital 
gauge (accuracy of ~1 μm) and using the Scanning Electron Microscope 
(FEG-SEM), respectively (see Table 1). Then, the sample radius during 
the experiment at high pressure and temperature was calculated using: 

d(P,T) = d0*
(

1 − α(T − 298) +
P
K

)− 1/3

(14)  

where α is the thermal expansion and K the bulk modulus of the sample. 
For these calculations only samples radii before experiments were 
considered, as post mortem measurements are affected by decompres-
sion cracks (highlighted by the larger values measured after the exper-
iments in Table 1). Moreover, the distance between the two 
thermocouples could not be measured precisely for a few samples. The 
values of all experimental parameters are provided in Supplementary 
Materials (Text S4 and Fig. S4). Altogether, final uncertainty on the 
sample length is between 5 and 10 μm. 

There are other uncertainties associated with the procedure of data 
fitting for the determination of raw thermal diffusivities. Experimental 
phase shifts and amplitude ratios (Eqs. (9) and (10)) are determined 
with a precision generally better than 1% and majored by 3% in the 
worst cases. In the course of the Monte Carlo simulation, the differences 
between experimental and theoretical diffusivities are recorded and 
used a posteriori to refine uncertainties within 1σ errors. 

Then, real thermal diffusivities are refined from the raw-diffusivities 
using either (i) the asymptotic non-linear fit for experiments presenting 
a dependence in frequency (Eq. (13), which yields important un-
certainties on the refined parameters) or by averaging (see Methods). 
The error on average (σAVG) is: 

σAVG =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
1
n

)2

*
∑

1:n
σ2

D

√

(15)  

where n is the number of diffusivity measurements performed at 
different frequencies and σD is the error on each diffusivity. Raw diffu-
sivities recovered from Monte Carlo processing have errors of ~1%, 
similar to those of phase shift and amplitude ratio. If the fitting step is 
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realized with Eq. (13), errors of raw data are used as weights in the 
inversion. The standard deviations are usually between 1 and 10% of the 
real asymptotic diffusivity. If the averaging method is selected, the 
standard deviation, estimated via Eq. (15), is usually about 1% of the 
final value. 

A final source of uncertainties come from other technical issues and 
apparatus reproducibility, which are inherent to such challenging ex-
periments. We considered that final error must be majored by 5% of the 
value. The relative uncertainties become even higher after conversion 
into thermal conductivities due to uncertainties and simplifications on 
the sample density and heat capacity at high pressure and temperature 
(see Supplementary Text S4). 

2.4. Experimental procedure 

We performed a suite of three heating and cooling cycles to provide 
an important number of data and maximize the quality of recovered 
data. A first cycle was run up to 500 ◦C for moisture removal by 50 ◦C 
steps (Fig. 2). The second cycle was run up to glass transition temper-
ature (Tg) by 100 ◦C steps. Tg varies according to rock composition and 
its water content (Giordano et al., 2005). For our dry samples, the 
temperature of 800 ◦C happened to be above Tg for all our compositions. 
The temperature was then decreased down to 150 ◦C by 100 ◦C steps. 
The quality of the measurement is usually better during the cooling cycle 
once (1) the sample has thermally equilibrated with the assembly, (2) 
moisture has been removed, and (3) a better contact was achieved be-
tween the sample and the thermocouples due to local flow in the solid- 
state. The redistribution of matter under high temperature cancels most 
of the potential artifacts associated with the presence of pores/voids 
between the sample and the thermocouples (Hofmeister et al., 2009). 
Hence, data recorded during the last cycles were considered for final 
values. 

In the last cycle, we heated the sample up to its melting temperature 
by 100 ◦C steps or 50 ◦C near the melting point. The sample was 
maintained above its melting point for less than 1 h, to avoid sample 
leakage and chemical reaction with the surrounding parts. The sample 
was then quenched to 600–550 ◦C. This step produces a glassy sample 
from which measurements at low temperature are performed. 

Temperature oscillations of the two thermocouples were measured at 
each temperature step for both heating and cooling cycles, at 12 
different oscillating frequencies between 0.1 and 1.5 Hz. The measure-
ments were performed after at least 2 min of thermal equilibration to 
reach a stable regime (the smaller is the frequency, the longer is the 
required equilibration time). Then, the recording duration was 1 to 2 
min or at least 10 oscillating periods. The measurement at the 12 fre-
quencies took between 20 and 30 min. Thus, the duration of each 
experiment was more than 12 h. 

2.5. Chemical and textural analyses 

Recovered samples were cut parallel and perpendicular to the cy-
lindrical furnace and each section was polished with great care. We 
could observe the position of the two thermocouples junctions, measure 
the sample radius and perform the textural and chemical analyses (see 

Supplementary Figs. S6, S7, and S8). 
Micro-textures were observed with a Scanning Electron Microscope 

(SEM) JEOL Jeol JSM-5910 LV using an accelerating voltage of 15 kV 
and a working distance of 11.4 mm. The 2D phase proportions of our 
partially molten peridotite samples were obtained from the analyses of 
qualitative chemical maps obtained by energy-dispersive X-ray spec-
troscopy (EDX) in the SEM. The images were binarized and phases were 
individually separated allowing textural analyses with the FOAMS 
software (Shea et al., 2010). A more detailed description is given in 
Freitas et al. (2019). On the other hand, quantitative chemical analyses 
were performed on both our starting materials and experiment products 
using the electron probe micro analyzer (EPMA). Chemical and textural 
analyses of starting materials are reported in the Supplementary Text S2, 
Figs. S6 to S13 and Tables S1, S2, S3 and S4. Analyses of recovered runs 
are detailed in Supplementary Text S3, supplementary Figs. S6 to S7 and 
Tables S1, S2, S3 and S4. 

Water contents were estimated using the ICP-AES for the peridotite 
starting materials and via Raman spectroscopy for the recovered sam-
ples. Raman spectra were collected with a Renishaw InVia confocal 
Raman micro spectrometer, equipped with a 532 nm diode laser and a 
Leica DM 2500 M optical microscope. Measurements were carried out 
using a 2400 grooves/mm grating, a 100× microscope objective, a slit 
aperture set to either 20 μm or 65 μm and a laser power of 8 mW for 
glasses and 16 or 75 mW for olivine. The resulting lateral and axial 
resolutions were of ~1 and 3 μm, respectively, and the spectral resolu-
tion was better than 1 cm− 1. Daily calibration of the spectrometer was 
performed based on the 520.5 cm− 1 peak of Si. Spectra were recorded 
from ~100 to 1300 cm− 1 (alumino-silicate network domain) and from 
~3000 to 3800 cm− 1 (water domain), with variable acquisition times 
ranging between 5 and 120 s for silicate bands and 120 and 240 s for 
water domain depending on the water content (Figs. S11 to S17). For 
water quantification in olivine and glass, we followed the procedures 
reported by Bolfan-Casanova et al. (2014) and Schiavi et al. (2018). We 
used both (1) the external calibration procedure, which is based on a set 
of hydrous olivine standards from (Bolfan-Casanova et al., 2014) and 
different types of silicate glasses ranging from basaltic to rhyolitic 
compositions (Schiavi et al., 2018; Médard et al., 2008), and (2) the 
internal calibration procedure, based on the correlation between the 
water concentration in olivine or glass and the relative areas of the water 
and silicate Raman bands (OH/Si integrated intensity ratio). The 
discrepancy between the two methods is small. Water contents in the 
standard materials were previously determined using the FTIR 
technique. 

3. Results 

We performed a total of 11 thermal diffusivity experiments on 
various chemical compositions, using the Angström method (details in 
Table 1). In this section, we first describe phase shifts and amplitude 
ratios between the two thermocouples and their conversion into thermal 
diffusivities and conductivities. We detail the post-mortem chemical and 
textural analyses in the Supplementary Text S3, Tables S1 to S4 and 
Figs. S6 to S13. 

Table 1 
Sum up of our Ansgtröm experiments with compositions, P-T ranges and associated parameters.  

Run# M662 M804 M807 M808 M836 M843 M844 M846 M847 M848 M850 

Sample name EPR-MORB RP4-S2 DR07-S2 GD-S1 Haplo S1 ATHO-S1 DR11-S1 DR11-S2 RP4-S3 ATHO-S2 GD-S2 
Composition MORB Peridotite MORB Rhyolite haplobasalt Rhyolite MORB MORB Peridotite Rhyolite Rhyolite 
Pressure (GPa) 2 2 2 2 2 2 2 2 2 2 2 
length before (μm) 1400 1771.2 1061.9 1098.8 1124.6 1541. 9 1141.3 1048.2 1652.9 1045.1 1336.4 
length after (μm) 1334.2 1780.0 – 1462.7 1213.2 1666.1 1287.6 1324.9 1643.6 1309.1 1287.4 
expected Melting T◦ (K) >1600 >1523 >1600 >1173 >1723 >1173 >1600 >1600 >1523 >1173 >1173 
Max T (K) 1614 1681 1612 1146 1769 1219 1609 1284 1573 1325 1073 
Run duration (min) 544 1089 953 480 832 800 834 439 767 761 610  
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3.1. Phase shift, amplitude ratio and the refined raw-thermal diffusivities 

Signals recorded during the experiments are sinusoidal oscillations 
with varying frequencies. The thermocouple located at the sample 
center (labeled TC1 in Fig. 3) presents a phase delay and a smaller 
amplitude compared to the thermocouple located at the sample edge 
(labeled TC2 in Fig. 3). Typical raw signals and their fits are presented in 
Fig. 3, while the refined (absolute) phase shifts and amplitude ratio are 

reported in Fig. 4. Both the magnitude of phase shift and amplitude ratio 
change significantly with the type of sample and the experimental 
conditions, including the source frequency. At a constant frequency, the 
phase shift increases with increasing temperature. At a constant tem-
perature, the phase shift increases with increasing the excitation fre-
quency. The amplitude ratio is decreasing with increasing frequency and 
temperature. 

Globally, the refined thermal diffusivities present a comparable 

Fig. 3. Examples of temperature waves recorded at high tem-
perature during M804 experiments. Such data set is acquired 
after the sample equilibration at target temperature conditions 
for a few minutes (here T = 250 ◦C). Acquisitions are per-
formed at an interval ranging from 40 ms to 200 ms. At least 10 
periods of the temperature oscillation are recorded to ensure a 
good extraction of phase shifts and amplitude ratio based on 
the fitting procedure described in Methods. Upper and lower 
frames correspond to temperature measurements performed at 
frequencies of 0.3 and 1 Hz, respectively. Red symbols are 
measured data and the dash thick lines represent the fitted sine 
waves. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this 
article.)   
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evolution of temperature at all signal frequencies (see an example in 
Fig. 5). When the frequency dependence is larger than the experimental 
uncertainty (Fig. 6), we use Eq. (13) to refine the true asymptotic value 
of the thermal conductivity. Alternatively, when the temperature 
dependence is below the experimental uncertainty or when no clear 
frequency trends is visible, we average the different raw-diffusivity 
values (see Methods). In the wide majority of the cases, diffusivity 
values inferred from phase shifts appear to be more robust and with a 
lesser degree of uncertainty, compared to values inferred from differ-
ence of amplitude, in agreement with previous studies (Kanamori et al., 
1969; Xu et al., 2004). Hence, despite similar values obtained with the 
two methods, values refined from phase shift were preferred. 

3.1.1. Results for peridotite 
For peridotite, our two successful experiments present a smooth 

evolution with temperature, yielding diffusivities values decreasing 
from 1.7(±0.1)e− 6 to 7.5(±0.4)e− 7 m2/s for sample M804 and 1.5 
(±0.8)e− 6 to 5.5e− 7 m2/s for sample M847 (Fig. 6a), with an uncertainty 
of about 5 to 10% for each sample. We attribute the relative discrepancy 
to a difference of sample mineralogy between the two samples, due to 
the coarse grain size of the core drilled peridotite (see Supplementary 
Texts S2 and S3 and Figs. S8 and S9). Olivine has a higher intrinsic 
thermal diffusivity than the other phases present in peridotite such as 
pyroxenes and spinel (Hofmeister and Branlund, 2015). M804 may 
contain more olivine, inducing higher diffusivities than M847. In this 

Fig. 4. Example of refined phase shifts (top panels) and amplitude ratio (bottom panels) as a function of frequency (from 0.2 to 1.5 Hz, left panels) and temperature 
(from 428 K to 1191 K, right panels) for sample M844. 
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respect, the results for two samples are thus compatible with each other 
and the differences are representative of the variability of thermal 
diffusivity that can be expected among the compositional variability of 
peridotites (from lherzolites to dunites). 

Thermal diffusivities of our peridotite samples scale as a function of 
~1/T, as expected from the standard equation provided by Hofmeister 
and Branlund, 2015: 

Dlat = a*T − b + c*T (16)  

where T is the temperature (K), and a, b and c are adjustable parameters 
(Table 2). The quality of the fit is excellent up to a temperature of 
~1300 K corresponding to the onset of peridotite melting. We therefore 
exclude the data points above 1300 K to model the thermal properties of 
solid peridotite. 

3.1.2. Results for basalts 
For our basaltic samples, the measured thermal diffusivities plot over 

a broad range of values, from 1.0(±0.1)e− 6 to 3.0(±0.2)e− 7 m2/s 
(Fig. 6b), with an uncertainty of ~5% for each experiment. The 
discrepancy is particularly important at low temperatures. Also, a same 
sample yields thermal diffusivity values significantly different along the 
different cycles of the experimental procedure (between C2, H3 and the 
final quench, see Fig. S5). Samples with the highest diffusivities at low 
temperatures present a rapid decrease of diffusivity with increasing 
temperature. On the other hand, samples with the lowest diffusivities 
show very small temperature dependence. It yields to a convergence of 
all diffusivity measurements at ~1000 K. Based on a study of rhyolitic 
glasses, Romine et al. (2012) reported a moderate temperature depen-
dence, similar to our samples presenting a low diffusivity, and an in-
crease of 0.0192 mm2/s of the glass diffusivity per percent of 
crystallinity. For our starting materials with less than 5 vol% of crystals 
(see Supplementary Text S2 and S3, Fig. S7), the effect of microlites 
could account for ~0.1 mm2/s of variation in our diffusivity values, 
which correspond to less than ~10% of observed differences. However, 
the presence of 35 vol% of crystals in the recovered sample M807 would 
explain not only its high thermal diffusivity at low temperature, but also 
its strong temperature dependence that is typical of crystals (see Beck 

et al., 1978; Romine et al., 2012; Hofmeister and Branlund, 2015 and 
our peridotite trends in Fig. 6a). The recrystallization of M807 is not 
surprising, since the second cycle of annealing was performed above its 
Tg (Figs. 2 and S5). The crystallinity of other samples depends on the 
applied cycles of annealing at a temperature eventually close to their Tg. 
Nonetheless, diffusivities of all samples converge at increasing temper-
atures, because the conductivity of crystals is not much greater than that 
of the glass at high temperature, especially if microlites are low thermal 
diffusivity silicates such as pyroxenes, plagioclase or spinels (see Hof-
meister and Branlund, 2015 for mineral thermal diffusivity compila-
tions). Over the 5 basaltic samples investigated in this study, the 
diffusivity trends indicate either significant recrystallization of M807 
(DR07-MORB) and M662 (EPR-MORB), or negligible crystallization of 
M844 and M846 (DR11-MORB) and M836 (synthetic haplobasalt). The 
sample crystallization is likely to evolve during the thermal diffusivity 
measurements in step H3 (up to melting point) of the experiments per-
formed at a temperature significantly above the Tg. For this reason, the 
crystallinity determined on the recovered samples is only a qualitative 
measurement of the sample properties at high temperatures. 

3.1.3. Results for rhyolites 
Measured thermal diffusivities of rhyolite samples also plot over a 

broad range of values from 1.4(±0.8)e− 6 to 4.0(±0.2)e− 7 m2/s, with an 
uncertainty of about 5% for each experiment (Fig. 6c). The discrepancy 
appears similar than for the basalt samples, as the sample presenting 
higher diffusivities also show a major temperature dependence at low 
temperature. The presence of less than 2 vol% of crystals in the starting 
material could account for a diffusivity increase of 0.038 mm2/s at 
maximum (Romine et al., 2012). Still, the diffusivity trends suggest a 
major recrystallization at high-temperature for M808 (Güney Dag) and 
M843 (ATHO), some crystallization for M843 (ATHO), and negligible 
crystallization for M850 (Güney Dag). 

3.1.4. Properties of melts and partially molten samples 
In addition to the evolutions described above, a strong decrease of 

the thermal diffusivity is observed for most of our samples at the highest 
temperatures (Fig. 6). The decrease occurs at temperatures around 1300 
K for peridotites, 1200 K for basalts and > 1050 K for rhyolites. Such 

Fig. 5. Typical example of a set of raw values of the thermal diffusivity extracted from our measurements for a basaltic glass, presented as a function of the frequency 
of the heat source. Experimental temperatures range between ~430 and ~ 1200 K at a pressure of 2GPa (sample M844). Left and right panels correspond to thermal 
diffusivities calculated from phase shifts and amplitude ratios, respectively. The colour code is kept similar in both panels. The fit through the data is made following 
the equation D = D0 + A exp (− f/f0) (Xu et al., 2004), were D0 is the high-frequency asymptote of the diffusivity (see text). Error bars are generally within the size of 
the symbol. 
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temperatures are in agreement with the melting or glass transition 
temperatures, depending if the sample is a peridotite or a glass, 
recrystallized or not. Similar changes were already reported at temper-
atures above the glass transition (Hofmeister et al., 2009; Hofmeister 
et al., 2014; Romine et al., 2012). 

The amplitude of the decrease is 45–50% in peridotites, which 
recovered samples present a degree of partial melting (F) up to 23%, 
35–70% for basalts and < 30% for rhyolites samples. The more pro-
nounced decrease in molten peridotites is probably due to a more con-
trasted change of the local structure at the melting point, between the 

Fig. 6. Thermal diffusivities data refined for our peridotites, 
basalts and rhyolites samples (from top to bottom) as a func-
tion of temperature. Associated fits are represented with a 
solid line of the same colour than the symbols. Error bars are 
shown when larger than the symbol size. Several basaltic 
(M807, M662) and rhyolite (M848, M808) samples were 
partially recrystallized during the annealing and dehydration 
procedures prior to the conductivity measurement, as indi-
cated by their high conductivity values at low temperatures. 
Thermal diffusivities values converge at high temperatures 
and melting.   
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minerals and the melt (see discussion). On the other hand, the minor 
change of diffusivity for rhyolites at Tg could be related to their high 
SiO2-content, which preserves a polymerized structure in the melt above 
the glass transition. 

3.2. Thermal conductivities 

Thermal conductivities (κ) can then be computed from thermal dif-
fusivities following: 

κ (P,T) = D(P, T)*ρ(P,T)*CP(P,T) (17)  

where ρ(P,T) and CP(P,T) are the sample density and heat capacity, 
respectively. For our calculations, we considered ρ and Cp values in 
standard conditions when the P and/or T dependences were not avail-
able in the literature (see Supplementary Text S4 and Fig. S4). 

Conductivities calculated for peridotites evolve from 4.32 (±0.48) to 
1.70 (±0.19) W/m/K with increasing the temperature up to the melting 
point. Values for basalts range from 1.7 (±8.0e− 2) to 0.5 (±4.0e− 2) W/ 
m/K, whereas those for rhyolite lie between 1.1 (±9.0e− 2) and 0.3 
(±3.0e− 2) W/m/K for low to high temperatures, respectively. At the 
melting temperature, our partially molten peridotites display values of 
1.19 (±0.16) to 0.93 (±0.10) W/m/K, whereas melts present relatively 
lower values of 0.34 (±0.2) to 0.18 (±0.1) W/m/K for basaltic and 0.41 
(±0.3) to 0.31 (±0.3) for rhyolitic compositions (See Fig. 7 and Table 3). 
We note that the important difference in conductivity between basalts 
and rhyolites (Fig. 7) is predominantly due to differences between their 
heat capacities and densities, while their thermal diffusivities are found 
similar (Fig. 6). 

4. Interpretation of results 

4.1. General temperature dependence 

For all compositions investigated in this study, thermal diffusivities 
decrease with increasing temperature until reaching a plateau at tem-
peratures between 700 and 1000 K. Based on experiments performed at 
room pressure, it was observed that the plateau occurs at about the 
Debye temperature of the mantle minerals (Hofmeister et al., 2009, 
2014). For this reason, it was proposed that thermal diffusivities vary 

largely with temperature until the complete activation of the vibration 
modes (phonons in minerals). The temperature range observed in our 
study for the occurrence of a plateau is fully compatible with this 
interpretation. 

For basaltic glasses, a comparable but more moderate decrease of 
thermal diffusivity was reported up to a saturation temperature corre-
sponding well to the glass Tg (Hofmeister et al., 2009, 2014; Romine 
et al., 2012). In our experiments, the decrease is of ~30% to 60% over 
the investigated temperature range, depending on the experiment. Such 
amplitude is compatible with the ~40% decrease observed during the 
heating of pyroxene glasses (Hofmeister et al., 2009). 

For rhyolite samples, the thermal conductivity increases slightly with 
increasing the temperature (Fig. 7). This is due to the heat capacity that 
increases more with temperature than the density increases and diffu-
sivity decreases (Eq. (17)). The increase is, however, smaller than re-
ported in Romine et al. (2012), due to the use of a different Cp (Neuville 
et al., 1993) (see Supplementary Text S4) and a stronger temperature 
dependence of thermal diffusivities observed in our experiments 
because of different crystallizations states. 

4.2. Effect of radiative conduction 

Romine et al. (2012) reported an increase in thermal diffusivities of 
the melts at very high temperatures at ambient pressure. They attributed 
this feature to an increased role of the radiative component. Such a 
component can dominate the thermal diffusivity for a sample trans-
parent to the infrared and visible photons at high temperatures. For thin 
samples, this effect can become problematic if the mean free path of 
photons is longer than the sample length (ballistic photons, see Hof-
meister and Branlund, 2015). No significant increase in thermal diffu-
sivity and conductivity is observed in our high-pressure experiments, 
except maybe for the rhyolitic samples (Figs. 6 and 7). The difference 
with the previous work is most probably related to the opacity of our 
basalts and peridotites samples, hence limiting the radiative transfers. 

4.3. Effect of glass/melt composition 

Overall, our conductivity values are compatible with the values 
available in the literature (see Fig. 8). Differences in absolute values are 
nonetheless present. Rhyolite melts (0.31–0.41 W/m/K) are found 
slightly more conductive than basaltic ones (0.18–0.34 W/m/K). Within 
the same family of glass, thermal conductivity varies by 0.10 to 0.15 W/ 
m/K for rhyolitic and basaltic melts, respectively. This is slightly larger 
(of at least 10%) than the experimental uncertainty, an effect possibly 
due to larger uncertainties on the dimensions of the molten sample. No 
clear trend can be retrieved from the comparison between our different 
basaltic or rhyolitic compositions. Among the major elements, iron 
could be of major importance, due to its critical impact on glass/melt 
density. Indeed, the thermal diffusivity of glasses was reported to 
decrease with increasing density (Hofmeister et al., 2014). The com-
parison between our rhyolites and basalts is coherent with such a trend. 
However, our haplobasalt (M836) presents diffusivity values compara-
ble with natural basalts (M662, M807, M844), as well as Fe-bearing 
(M843 and M848) and Fe-free (M808 and M850) rhyolites (Fig. 6), 
despite a variation of the Fe-content from 0 to 10 wt% in these different 
samples. Other elements could also impact the melt thermal diffusivity, 
in particular Si and Al, which favor polymerization of the liquid (and 
alkali elements for the opposite effect) (Ni et al., 2015). Still, within the 
experimental uncertainty, we observe no clear trend related to these 
elements, despite a variation of the SiO2 content by more than 20%. 
Additionally, water, with a total content smaller than 1.10 wt%, should 
have a negligible effect on thermal conductivity (Romine et al., 2012; Ni 
et al., 2015). It could, however, impact the melt density at a low degree 
of partial melting (Hofmeister et al., 2014). As the water contents esti-
mated in the recovered samples are similar to the ones obtained in 
starting materials (see Supplementary Text S2 and S3), water should not 

Table 2 
Fitting parameters obtained for the last cycle (C2-H3) of each experiment. 
Associated errors (1 STD) are given in parenthesis.  

Run# a b c R2 R2 adj 

Peridotites 
M804 7.0e-4 (2.2e- 

4) 
1.06 
(0.06) 

2.97e-10 (2.8e- 
11) 

0.9659 0.9647 

M847 8.8e-4 (7e-4) 1.15 
(0.05) 

2.37e-10 (1.8e- 
11) 

0.9763 0.9750 

Basalts 
M846 8.6e-6 (1.5e- 

5) 
0.5 (0.3) 9.7e-11 (8.4e-11) 0.3933 0.3294 

M662 7.2e-4 (1.8e- 
4) 

1.20 
(0.04) 

1.01e-10 (4.1e- 
12) 

0.9964 0.9962 

M836 5.6e-5 (7.6e- 
5) 

0.84 
(0.23) 

1.03e-10 (3.5e- 
11) 

0.5748 0.5421 

M844 1.9e-5 (1.1e- 
5) 

0.63 
(0.10) 

8.0e-11 (2.3e-11) 0.9608 0.9556 

M807 8.1e-4 (1.9e- 
4) 

2.15 
(0.04) 

4.1e-11 (9e-12) 0.9933 0.9929 

Rhyolites 
M850 1.9e-5 (3.5e- 

5) 
0.70 
(0.32) 

1.7e-10 (7e-11) 0.2788 0.2101 

M808 1.8e-2 (7e-2) 1.7 (0.7) 2.3e-10 (1.4e-10) 0.8003 0.7696 
M848 1.4e-4 (7e-5) 0.91 

(0.09) 
1.3e-10 (2.0e-11) 0.9851 0.9826 

M843 5.1e-3 (3.3e- 
3) 

1.42 
(0.11) 

3.18e-10 (3.6e- 
11) 

0.9715 0.9684  
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Fig. 7. Thermal conductivities inferred from diffusivities (Fig. 6), heat capacities and densities (see Fig. S4), based on Eq. (17) of the main text.  
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induce any strong diffusivity variation in our data-set. We, therefore, 
conclude that chemical effects are secondary compared to the structural 
ones. 

4.4. Mixing models for thermal conductivities of partially molten 
peridotite 

Our results show that peridotites, and to a lower extent the glasses, 
present higher thermal diffusivities compared to the melts. This result is 
not surprising: thermal conductivity is strongly dependent on the local 
structure and its vibrational properties. The disorder in the atomic 
structure increases from solid, glasses to molten states (Hofmeister et al., 
2014). The composition of the melt appears to be of secondary impor-
tance. The final set of thermal diffusivities and conductivities values 
selected for the applications are given in Tables 3, S5 and Figs. 9 and 
S14. 

To propose a predictive law for thermal conductivity of partially 
molten rocks several mixing equations are now tested. Such equation 
generally describes the effect of a small amount of conductive phase into 

an insulating matrix. For thermal conduction, the problem is reversed 
because the melt is less conductive than the solid. In this section, we 
explore the different predictive models of thermal conductivity of binary 
mixtures:  

1) Linear mixing model consider parallel thermal resistor: 

κbulk = κs*(1 − F)+Fκm (18)  

where s corresponds to the solid, m the melt and F the volume fraction of 
the melt.  

2) Tube / Ashbie model consider 1/3 of tubes of melt aligned in the heat 
flow direction (Grant and West, 1965; Schmeling, 1986): 

κbulk =
1
3
*κs*(1 − F)+Fκm (19)   

Table 3 
Thermal diffusivities and conductivities retrieved for our samples at low and high temperatures for solids, above Tg and/or melting temperature (indicated for each 
group) for melts and partially molten samples.  

Sample name Temperature range (K) Melt fraction (%) STD (%) K (W/m/K) STD D (m2/s) STD 

SOLIDS 
M804 LT < 400 K 0 0 4.32 0.48 1.66E-06 2.05E-09 
M847 LT < 400 K 0 0 3.28 0.37 1.26E-06 3.34E-09 
M804 HT >1200 K 0 0 2.29 0.26 7.33E-07 1.80E-09 
M847 HT >1200 K 0 0 1.70 0.19 5.39E-07 6.13E-10 

Partially molten samples 
M804 >1300 K 6.44 2.98 1.19 0.16 3.74E-07 2.55E-08 
M847 >1300 K 23.31 2 0.93 0.10 2.92E-07 1.22E-10 

MELTS 
BASALTS MELT >1200 K       
M807 >1224 K 100 0 0.34 0.02 1.84E-07 1.51E-09 
M844 >1326 K 100 0 0.18 0.01 9.52E-08 2.96E-11 
M662 >1450 K 100 0 0.22 0.16 1.20E-07 8.73E-08 
M846 >1200 K 100 0 0.22 0.12 1.16E-07 6.47E-08 
M836 1180 K 100 0 0.28 0.02 1.51E-07 6.94E-10 
rhyolite Melt >1000 K       
M850 > 1080 K 100 0 0.31 0.03 3.05E-07 2.42E-08 
M808 >1060 K 100 0 0.35 0.03 3.47E-07 5.95E-10 
M848 >1260 K 100 0 0.39 0.03 3.91E-07 6.21E-10 
M843 > 1280 K 100 0 0.41 0.03 4.16E-07 2.36E-10 

Literature 
SOLIDS 

Olivine Xu 0 GPa LT 294 K 0 0 4.15 0.42 4.10E-06 2.05E-07 
Olivine Xu 0 GPa HT 1377 K 0 0 1.95 0.19 5.00E-07 2.50E-08 
Olivine Hof 16 AVG 300 K 0 0 6.37 0.64 2.37E-06 4.75E-08 
Olivine Hof 16 AVG >1500 K 0 0 2.76 0.28 7.01E-07 1.40E-08 
Dunite Per 06 300 K 0 0 4.22 0.42 1.57E-06 3.15E-08 

Dunite 2 Per 06 300 K 0 0 5.35 0.53 1.99E-06 3.99E-08 
Dunite Per 06 >1500 K 0 0 1.65 0.17 4.20E-07 8.40E-09 
Dunite 2 Per 06 >1500 K 0 0 2.23 0.22 5.65E-07 1.13E-08 
Dunite Beck 78 2Gpa 300 K 0 0 4.15 0.42   
Dunite Beck 78 2Gpa 300 K 0 0 5.49 0.55   
Dunite 2 GPa Dry Z19 300 K 0 0 5.21 0.26 1.71E-06 8.55E-08 
Dunite 2 GPa 0.08% wt H2O Z19 300 K 0 0 4.86 0.24 1.59E-06 7.95E-08 

Melts 
Di Hof 09 >1140 K 100 0 1.25 0.13 2.89E-07 5.79E-09 
An Hof 09 >1290 K 100 0 1.45 0.15 3.58E-07 7.16E-09 
Fk Hof 09 >1245 K 100 0 1.45 0.15 4.75E-07 9.50E-09 
Ab Hof 09 >1300 K 100 0 1.60 0.16 4.99E-07 9.99E-09 

Rhyolite/obsidian 
Ncar Ro 12 1384 K 100 0 1.53 0.15 5.17E-07 1.03E-08 
NCr Ro 12 1365 K 100 0 1.50 0.15 5.08E-07 1.02E-08 
SCE Ro 12 1464 K 100 0 1.59 0.16 5.31E-07 1.06E-08 

Literature estimates are also provided on the bottom part: “Xu” refers to polycrystalline olivine (dunite) measurements performed at ambient pressure (Xu et al., 2004). 
“Per06” refers to average values from 3 oriented (100,010,001) single crystal measurements at room pressure (Pertermann and Hofmeister, 2006) and some dunite 
values are also available in the same study. “Beck78” refers to Dunite measurements performed at 2 GPa (Beck et al., 1978). Regarding melts, literature data are taken 
from Hofmeister et al. (2009), Di: diopside, An: anorthite, Fk: orthose, Ab: albite. Finally, data from a few rhyolites Ncar, NCr and SCE are selected from Romine et al. 
(2012). When literature data are available in the form of thermal diffusivities, their conductivities are obtained using either the Cp and ρ provided in the source study or 
from our own parameters if not available (see Supplementary Materials). 
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Fig. 8. Comparison with the literature of our thermal 
diffusivities obtained our peridotite (upper panel), 
basaltic (center panel) and rhyolitic (lower panel) 
starting materials. Solids (peridotite and glasses) and 
melts are represented in thick lines and thick dashed 
line, respectively. Literature data are reported with 
thinner dashed lines (grey to black). Diopside (Di) 
glass and melt, XAlSi3O8 glass, Anorthite melt (An), 
Albite melt (Ab) and orthose melt (FK) from Hof-
meister et al., 2009, NCr Rhyolite from Romine et al., 
2012 and Enstatite glass from Hofmeister et al., 2014.   
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3) Cube model (Waff, 1974) representing cubes of solids into a melt 
matrix 

κbulk =
[
1 − F2/3]*κs (20)   

4) Archie’s law, an empirical relation developed for electrical conduc-
tivity (Watanabe and Kurita, 1993) 

κbulk = C*(1 − F)n*κs (21)  

where C and n are constants.  

5) Thermal resistors in series: 

κbulk = κs*
κm/κs

κm/κs + F(1 − κm/κs)
(22)    

6) Hashin Shtrikman lower bound (HS− ), representing insulating melt 
spheres into a conductive solid matrix: 

κbulk = κs*
F

1
/

(κm/κs) +
1− F
3κs

(23)    

7) Maxwell-Eucken relation: 

κbulk = κs*
κm + 2κs + 2F(κm − κs)

κm + 2κs − F(κm − κs)
(24)    

8) Landauer relation, based on resistors in series: 

κbulk =
1
4
*
[

κm(3F − 1)+ κs(2 − 3F)+ {(κm(3F − 1) + κs(2 − 3F) )2 + 8κsκm }
1
2

]

(25)    

9) Russel-Rayleigh relation: 

κbulk =
κs
[
κs + F2/3(κm − κs)

]

κs + (κm − κs)
(
κm

2
3 − F

) (26) 

These equations provide a different evolution of the thermal con-
ductivity with the fraction of melt (F). In Fig. S14, we present the results 
when either fixing κsolid and κmelt to the average value of our measure-
ments, or adjusting their values to minimize the misfit between the 
mixing models and our results at varying F values (Table S5). Among the 
variety of fits obtained, it appears that the effect of partial melting is 
underestimated in most of the cases. Only the thermal resistors in series 
is capable to reproduce adequately the strong curvature observed 
experimentally at low F values, as well as the end-member values of 
solid and melt conductivities. For this reason, we use series model (Eq. 
(22)) for further discussions. 

We note a lack of data points at high melt fractions, preventing to 
decipher more precisely the mixing trend. At very high temperatures, 
the experimental measurements become difficult on natural peridotite 
melting, in particular due to melt escape and chemical reactions with the 
experimental cell. Complementary data could be acquired working with 
analog system such as basalt/olivine mixture and could represent a 
further research direction. 

4.5. Thermal conductivity of partially molten peridotite: influence of 
texture 

The 3D solid/melt arrangement is known to influence significantly 
the geophysical properties of partially molten systems (Von Bargen and 
Waff, 1986; Laporte et al., 1997; Laporte and Provost, 2000; Minarik and 
Watson, 1995; Yoshino et al., 2005; Maumus et al., 2005; ten Grotenhuis 
et al., 2005; Freitas et al., 2019; Freitas and Manthilake, 2019). Their 
distribution is classically described using dihedral angle value, which 
translates the ability of a liquid to wet the grain boundaries as a 
consequence of interfacial energies. The dihedral angle decreases when 
increasing pressure, temperature, water content and decreasing silica/ 
alumina content of the melt (Yoshino et al., 2007; Mibe et al., 1998, 
1999; Laporte et al., 1997; Watson et al., 1991). Several studies with 
similar basaltic or peridotite melts (dry) have shown that basalt-like 
melts at mantle conditions have dihedral angles significantly lower 
than the interconnection threshold of 60◦, with values between 30 and 

Fig. 9. Our best model of the evolution of thermal 
diffusivity as a function of the melt fraction at high 
temperature (>1200 K), based on all available data 
sets. Solid peridotites at low and high temperature 
are represented with green and blue diamonds, 
respectively. Partially molten peridotites with 6.4% 
and 23.3% of melt (see Supplementary Text S3) are 
represented with red circles and melts (basalts and 
rhyolites) are represented with blue and pink circles. 
All the errors represented are 1 standard deviation. 
The fit represented is using a model of thermal re-
sistors in series (Eq. (22)), which fits our data set very 
well (see Fig. S14). (For interpretation of the refer-
ences to colour in this figure legend, the reader is 
referred to the web version of this article.)   
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40◦ at 2 GPa (Laporte et al., 1997; Yoshino et al., 2005, 2007). Our 
partially molten samples display a coherent texture and dihedral angles 
with these observations. Dihedral angles of 23.3◦ and 19.0◦ were 
measured from our samples containing 6.4% and 23.3% of melt, 
respectively (Fig. S15), in good agreement with previous data given that 
these mafic melts are moderately hydrous (Table S3). For each melt 
fraction, a thin layer of melt surround most of the grains, in particular 
olivines, which in 3D will result into the insulation of the solid gains 
from their surroundings (Fig. S9). This is very well visible on our low 
melt fraction sample (F = 6.4%) where the layers of melt are few mi-
crons thick (M804). Even if melt is more abundant near clinopyroxenes 
and spinel sites in M847 (F = 23.3%), the melt pockets are inter-
connected with similar thin melt layers (<10 μm) (Fig. S9). As a result, 
thermal conductivity is expected to drop brutally in the first degrees of 
melting. Still, some grain boundaries should remain un-wetted until the 
melt fraction rise significantly. For this reason, thermal conductivity 
should only stabilize at melt fraction corresponding to solid grains 
completely isolated from each other. This trend is visible in our data and 
parallel model (Figs. 9 and S14) with a strong decrease in the first 10% 
of melting highlighted by M804, the change of slope seems to occur 
around 15% and values decease more slowly in the 15–50% range as 
seen in M847, to stabilize and display near-melt values above 50%. The 
complete isolation of solids should occur at “packing” threshold, which 
is a function of the solid shapes and size distribution and is expected to 
occur between 40 and 60% of melting. Thus, the first degrees of melting 
are very crucial in the case of a wetting liquid and affecting importantly 
the thermal properties. 

4.6. Thermal conductivity of peridotite: effect of the grain size 

The modelling of thermal conductivity of peridotites and low F 
molten peridotites should also take in account the effect of grain 
boundaries thermal resistances as grain size may vary in the different 
geological contexts (from 100 μm to >1 cm), as seen in natural mete-
oritic examples, (Barrat et al., 1999; Busek, 1997; Keil, 2010; Floran 
et al., 1978). Indeed, grain boundary scattering could be important 
when the mean free paths of phonons approach the grain size. This ef-
fect, which only concerns solids and low fractions of melt, can be 
quantified with the following equation (Smith et al., 2003; Smith et al., 
2013): 

1
κpoly

=
1

κsingle
+ nRboundary (27)  

where κpoly is the thermal conductivity of the polycrystalline sample, 
κsingle the thermal conductivity of a reference single crystal (average from 
olivine data of (Hofmeister et al., 2007, Table 3), n represents the surface 
of grain boundaries along the heat flow direction per unit length, and 
Rboundary the thermal resistance of grain boundary plane. The n value 
should be almost constant with temperature (Smith et al., 2013) and is 
estimated between 4e− 4 and 7e− 3 m for our two peridotite samples via 
analyses of SEM images (grain size ranging from 25 to 140 μm, see 
Table S4 for textural parameters). We calculate Rboundary values between 
1.9e− 6 and 5.9e− 6 W/m2/K for M804 and 9.3e− 6 and 3.2e− 5 W/m2/K for 
M847. These values are compatible or slightly higher than hydrous 
polycrystalline olivine samples (Zhang et al., 2019). 

As a result, the thermal conductivities quantified in our experiments 
are underestimations of natural ones as the grain size is <100 μm, in 
experiments compared to grain sizes of 100 μm up to >1 cm typical of 
mantle peridotites and reduced meteorites (which could be relic of 
bodies interiors, from cumulates (Floran et al., 1978), enstatite chon-
drite/achondrite (Keil, 2010), diogenite (Barrat et al., 1999) to pallasite 
(Busek, 1997)). Melts and high F partially molten systems are not 
affected by such effect, thus the observed decrease of thermal conduc-
tivity at the melting temperature is probably smaller in our experiments 
than in natural cases. 

5. Implications for geodynamos on Mercury-like proto-planets 

5.1. Suitable conditions for a dynamo 

For a thermally driven dynamo to operate in a terrestrial planet, four 
conditions were found to be necessary (e.g., Monteux et al., 2011): the 
core heat flow must be at least adiabatic (1), the thermal convection 
within the core has to supply enough power to compensate the losses 
due to ohmic dissipation (2), the Reynolds magnetic number must be 
supercritical (complex turbulent convection) (3) and the mantle heat 
flow has to overcome the core heat flow needed to induce a dynamo (4). 
These conditions can be expressed in terms of heat flow balance (See 
Fig. 10 for a schematic representation) and are detailed here:  

(1) The metallic core has to convect, meaning that the heat flow out 
of the core needs to overcome the adiabatic heat flow (Stevenson 
et al., 1983). 

For this, the core thermal conductivity (κcore) is a dominant param-
eter. A large κcore value increases the heat flux along the core adiabat and 
reduces the lifetime of a thermally driven dynamo (Breuer et al., 2015). 
Several laboratory measurements suggested that the thermal conduc-
tivity of polycrystalline iron at Mercury’s core conditions is 113–125 W/ 
m/K (see Deng et al., 2013 and references therein). However, such 
values for Mercury are recently challenged with several recent studies 
proposing a much lower conductivity. In a first one, the conductivity of 
pure Fe and Fe-Si alloys is reported at 30–40 W/m/K and 35–40 W/m/K, 
respectively (Silber et al., 2019). Then, it is proposed that the thermal 
conductivity of Fe-S at the P-T conditions of Mercury’s core is as low as 
~4 W/m/K, thus 1–2 orders of magnitude lower than that of pure iron 
(Pommier et al., 2019; Manthilake et al., 2019). 

This first condition can be expressed as: 

QCMB > QAd =
κcαcgcTCMB

Cp,c
4πR2

c (28) 

To estimate this flux, we assume that TCMB is the melting temperature 
of pure iron at PCMB. This assumption gives a conservative value of the 
core heat flow in comparison with considering TICB since the core liq-
uidus is steeper that the core adiabat. We estimate the relation between 
the melting temperature of pure iron and the pressure using the 

Fig. 10. Schematic representation of the geometry and of the heat flows 
computed in our model. 
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following expression obtained by fitting the experimental results from 
Anzellini et al., 2013 with a Simon and Glatzel equation: 

Tm,Fe = 1800
(

PCMB

27.9
+ 1

)1/2.08

(29) 

Such a melting temperature typically lies between the solidus and 
liquidus of a chondritic mantle for the same pressure conditions (Mon-
teux et al., 2020 and references therein). We also assume that kc, αc and 
Cp, c are constant (see values in Table 4) and PCMB is calculated as follows 
(Monteux and Arkani-Hamed, 2014): 

PCMB = P(r = Rc)

=
2
3

πGρ2
c

(
R2

c − r2)+
2
3

πGρ2
Si

(
R2 − R2

c

)
+

4
3

πGρSiR
3
c(ρc − ρSi)

(
1
Rc

−
1
R

)

(30)    

(2) The energy supplied by thermal convection to the geodynamo has 
to compensate for the loss due to ohmic decay (Buffett, 2002). 

This imposes a condition on the core heat flow at the CMB. In fact, 
core heat flow will need to overcome a critical value. Assuming that 
dynamo is generated only by thermal convection in the core, we can 
write: 

QCMB > QAd +
4υcB

2Cp,c

0.8μcαcGρcRc
(31) 

This heat flux is estimated by considering that the characteristic 
magnetic length scale equals the radius of the core. The parameter B is 
the average strength of the magnetic field inside the core and was esti-
mated using a scaling from Christensen and Aubert, 2006: 

B = 0.9μc
1
2ρc

1
6

(
gcQB(Rc − ri)

4πRcri

)
1
3 (32) 

With QB = αcQCMB/Cp, c the buoyancy flux and ri the radius of the 
inner core. In the scaling from Christensen and Aubert (2006), the inner 
core size cannot be set to 0. On Mercury the size of the inner core is 
currently not well constrained even if recent constraints via geodetic 
analysis (Genova et al., 2018) suggest its presence and a possible 
important size (ri/Rc between 0.3 and 0.7). As we focus here on the effect 
of thermal cooling on dynamo generation (i.e. we do not consider the 
effect of compositional convection related to inner core growth), we 
consider a small inner core with ri/Rc = 0.01. The scaling law used to 
calculate the average strength of the magnetic field inside the core (Eq. 
(32)) is valid for the Earth but overestimates B in the case of thin shell 
dynamos such as the one operating within Mercury (Christensen and 

Aubert (2006)). Mariner 10 spacecraft measurements showed that 
Mercury’s magnetic field was 100 times weaker than the Earth’s one. To 
account for this discrepancy, we consider that the average strength of 
the magnetic field is 1%B obtained from Eq. (32) when solving Eq. (31). 
We also consider that υc, μc and ρc are constants (see values in Table 4). 
We note that most of the power needed to overcome the criterion related 
to Eq. (31) can be supplied by thermal core convection (i.e. criterion 
related to Eq. (28)) especially for large metallic cores.  

(3) The magnetic Reynolds number (Rem) must be supercritical in 
order to have convective motions, inducing a complex structure 
needed to carry the magnetic field lines (U. R. Christensen and 
Aubert, 2006). 

Reynolds magnetic number is calculated using Christensen and 
Aubert, 2006 formulation’s and assuming that the characteristic mag-
netic length scale is the radius of the core: 

Rem =

(
QCMBGαc

3Cp,c

)1/3Rc

υc
> 10 − 100 (33) 

The value of the critical magnetic Reynolds number (Rem,c) is usually 
constrained for models implying a large inner core. For Mercury-like 
planets, this value is less documented. Here we make the conservative 
assumption that this value ranges between 10 and 100.  

(4) The mantle heat flow has to overcome the core heat flow needed 
to generate a dynamo. 

The mantle’s Rayleigh number (Ra) conditions the efficiency of heat 
evacuation from the mantle: 

Ra =
αSiρSigΔTδSi

3

ηSiκSi
(34) 

With αSi the mantle thermal expansion coefficient, ρSi the mantle 
density, ΔT the temperature difference between the core and the surface 
of the planet, δSi the mantle thickness, ηSi the mantle viscosity,κSi the 
mantle heat diffusivity (κSi = kSi/(ρSiCp, Si)), and Cp, Si the mantle heat 
capacity. If Ra is lower than a critical value (RaC ≈ 1000), the heat is 
evacuated from the mantle by conduction and the mantle heat flow QSi 
is: 

QSi =
kSiΔT

δSi
4πR2 (35) 

Alternatively, if the Ra > RaC, the heat is evacuated from the mantle 
by convection and QSi scales with Ra1/3(Solomatov, 2007): 

QSi = 0.089
kSiΔT

δSi
4πR2Ra1/3 (36) 

In any case, for a thermally-driven dynamo to operate, QSi has to be 
larger than the core heat flow QCore. For these calculations, we consider 
here that the surface gravity is dominated by the gravity at the CMB (g =
gc). On a planet with a core over planet radius ratio (Rc/R) of ~0.5, the 
mantle is thick enough so that Ra > Rac and the heat is efficiently 
evacuated by convection. On such bodies, the dynamo is generated 
easily and should appear early in the planet history. If the heat evacu-
ation is very efficient, the planet might cool down rapidly, which can 
potentially lead to a short-lived dynamo. On a Mercury-like body with a 
large Rc/R ratio, the mantle is thin compared to the core and its Rayleigh 
number, critical criterion for thermal convection, hardly overcomes Rac. 
Hence, conduction should be the main heat evacuation process within 
the mantle of Mercury-like planets, which can limit the occurrence of an 
early thermally-driven dynamo. 

Table 4 
Typical parameter values for heat fluxes calculations displayed in Figs. 11 and 
12.  

κc Core thermal conductivity 4–40 W/m K− 1 

αc Core thermal expansion 7.7 × 10− 5 K− 1 

Cp, c Core heat capacity 800 J kg− 1 K− 1 

υc Core magnetic diffusivity 2 m2 s− 1 

μc Core magnetic permeability 4π 10− 7 H m− 1 

ρc Core density 7500 kg m− 3 

B Average magnetic field strength Eq. (3) T 
R Planet radius  m 
Rc Core radius 77% R m 
ri Inner core radius 1% Rc m 
G Gravitational constant 6.67 × 10− 11 m3 kg− 1 s− 2 

κSi Silicates thermal conductivity 4.32–1.70 W/m K− 1 

κSi Molten silicates thermal conductivity 0.18–0.41 W/m K− 1 

αSi Silicates thermal expansion 1 × 10− 5 K− 1 

Cp, Si Silicates heat capacity 1000 J kg− 1 K− 1 

Ts Surface temperature 500 K 
δSi Mantle thickness 33% R m  
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5.2. Simulation results 

We now compare the core heat flow needed to generate a dynamo 
within a Mercury-like body (with e.g. Rc/Rplanets) (Figs. 11 and 12). To 
do this, we use a maximum possible range of solid conductivities be-
tween κSi = 4.32 and 1.70 W/m/K. We consider a maximum planet 
radius R = 2440 km with a thin mantle shell to stay in temperature and 
pressure conditions equivalent to the experimental conditions detailed 
above (P ≤ 2GPa and T ≤ 1700 K). We also report the critical size of the 
protoplanet (R = 215 km) above which Rem is larger than 100 (Eq. (33)). 
The Fig. 11 shows that a solid conductive mantle is able to evacuate 
enough heat to induce a thermally driven dynamo if the planet radius is 
larger than ~215 km, regardless of the value of thermal conductivity in 
the outer core, at least up to more than 40 W/m/K. In contrast, the 
change of core conductivities from e.g. 40 W/m/K (Silber et al., 2019) to 
4 W/m/K (Manthilake et al., 2019) has a major effect on the maximum 
size of a planet that can operate a thermally driven dynamo. For a core 
conductivity κcore = 40 W/m/K, the maximum planet radius evolves 
from 1220 to 1880 km, for κSi = 1.70 and 4.32 W/m/K, respectively. 
When κcore = 4 W/m/K, the maximum planet radius is more than 2500 
km. 

We now perform the same type of calculation for a mushy mantle 
using the silicate-melt conductivity refined in this study (Tables 3 and 
4). We consider here neither a complete magma ocean that would 
evacuate the core heat very efficiently by turbulent convection (Mon-
teux et al., 2016) nor a mushy mantle with a large melt fraction (larger 
than 40–60%) which would imply a strong decrease of the bulk viscosity 

of the mantle (Picard et al., 2013). We consider here a purely conductive 
mantle where the melt fraction is smaller than 20%. Hence, if this melt 
fraction is concentrated at the core mantle boundary, the molten layer is 
thin enough to avoid its convection, while if the liquid is equally 
distributed within the mantle, we can reasonably assume that the bulk 
viscosity is weakly affected by the liquid phase and close to the viscosity 
of subsolidus silicate material. Still, the presence of melt may affect 
mantle properties. An important parameter is the fate of melts, which is 
primarily controlled by the solid-melt density contrast. The molten 
material can either be evacuated at the surface during early volcanism or 
cumulate at the lowermost mantle. For peridotites, negative melt 
buoyancy is unlikely to happen at pressures lower than 7 GPa (Sakamaki 
et al., 2006; Matsukage et al., 2005; Freitas et al., 2017). However, the 
buoyancy of melts generated from the partial melting of a body with 
composition largely different from peridotite remains uncertain. Molten 
reservoirs may be trapped at shallow depths at the end of mushy mantle 
cooling (Monteux et al., 2020) or during the last stages of fractional 
crystallization within small bodies (e.g. Frossard et al., 2019). On a 
Moon-like body, a melt layer may be trapped below an anorthositic crust 
while on a Mercury-like body, anorthite is denser than the melt and then 
may not float allowing the melt to form a late shallow magma ocean. We 
consider here that the melt has neutral buoyancy and is equally 
distributed within the planetary mantle, with the consequence that the 
mantle viscosity is primarily controlled by the solid fraction of the 
mantle. 

Due to the lower thermal conductivity of the melt compared to the 
solid mantle, the mushy mantle should limit the heat flow that can be 

Fig. 11. Heat flows as a function of the planetary radius for a fully solid planetary mantle. The black and grey lines represent the critical heat flow needed for a 
thermally driven dynamo for kc = 40 and 4 W/m/K, respectively (Conditions 1 and 2, Eq. (31)). The dark and light green lines represent the mantle heat flow in a 
conductive regime for κSi = 4.32 and 1.70 W/m/K, respectively (Eq. (35)). Green triangles represent the critical planet size at which Ra = Rac, therefore corre-
sponding to the minimum heat flow at the CMB, for mantle viscosity ranging from 1018 to 1022 Pa.s. Extrapolated values at R = RMercury = 2440 km are also 
represented with green circles for conductive heat transfers and red and pink squares for convective cases (Eq. (36)) with mantle viscosities indicated nearby. The red 
dashed line represents the critical value for Rem = 100 (Condition 3). At the left side of this line, a dynamo is unlikely. The likely zone for a planet radius capable of 
powering a dynamo is represented by the pink shaded area in case κSi = 4.32 W/m/K and κcore = 40 W/m/K. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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extracted from the core. In our calculation, we consider for simplicity 
that the entire mantle has the same conductivity as the melt. As a result, 
the range of planetary radii for which a dynamo is plausible is much 
narrower than for a fully solid mantle (Fig. 12). For a core conductivity 
of 40 W/m/K, a thermally driven dynamo can only operate for planetary 
sizes ranging between 215 and 350–570 km, depending on the value of 
κSi and for κcore = 40 W/m/K. The maximum planetary radius becomes 
1000–1500 km for a core conductivity of 4 W/m/K. Therefore, the 
melting of a Mercury-like planetary mantle could limit the establish-
ment of a magnetic field on the planet. This effect could last over 
different timescales, depending on the size of the planet and of the core, 
the initial core temperature, the fate of the melt material, etc. 

The differences obtained for fully solid (Fig. 11) and molten (Fig. 12) 
models show that the presence of melt within a “Mercury-like” planet 
mantle could result into better thermal insulation of the core, which may 
prevent the occurrence of a thermally driven dynamo. Of course, planets 
presenting mantle with supercritical Rayleigh number would not be 
affected by this effect, because mantle convection could extract enough 
heat from the core at the CMB. As a consequence, the solid mantle vis-
cosity plays a key role because (1) it controls the planet size above which 
mantle convection is likely, through the Ra value, and (2) it governs the 
efficiency of mantle heat evacuation once the critical Rayleigh number is 
overcome (see Eq. (36)). Decreasing the mantle viscosity from 1022 to 
1018 Pa.s decreases the critical planet size for mantle convection by one 
order of magnitude (from 1600 to 1900 km to 160–200 km for a solid 
mantle and from 850 to 1050 km to 80–110 km for a mushy mantle, see 
Figs. 11 and 12). The figures also show that the lower is mantle viscosity, 
the easier the planet can meet the criteria for a thermally driven dynamo 

when the mantle of the planet is convecting. We note here that 
considering the influence of melt on the bulk mantle viscosity should 
lead to a decrease of the critical Rayleigh number and as a consequence 
of the critical planetary size where heat in only evacuated by thermal 
conduction (i.e. green triangles would move to the left). However, this 
effect should be negligible for the small melt fraction considered here. 

The impact of mantle partial melting crucially depends on the melt 
quantity and its location within the mantle. Whether it is distributed in a 
mushy mantle or accumulated as a pond at a given mantle depth affects 
both, locally and globally, the mantle viscosity and the thermal diffu-
sivity. As a consequence, the dynamic regime can evolve from conduc-
tion to convection, changing the thermal outputs at the CMB and making 
the heat flux enough, or insufficient, to power a thermally-driven dy-
namo. In this framework, transient phenomena such as mantle overturns 
(Elkins-Tanton et al., 2003; Ballmer et al., 2017) implying major melt 
migration will result in a brutal change in the planet magnetic signature. 
Similarly, the chemical stratification resulting in the production of a 
crust (anorthositic, basaltic etc.) may help insulating the planet interior 
in its early history suggesting weaker but longer sustained dynamos. 

6. Conclusions 

In this study, we constrain the thermal diffusivities of silicate melts 
with a wide range of composition at high pressure and temperature 
conditions using the multi-anvil apparatus and the Angström method. 
We observed that melting induces a significant decrease in both thermal 
diffusivities and conductivities. We measure melt thermal diffusivities 
ranging from 0.18 (±0.02) W/m/k to 0.41 (±0.04) W/m/K. The 

Fig. 12. Heat flows as a function of the planetary radius for a stagnant partially molten planetary mantle. The black and grey lines represent the critical heat flow for 
a thermally driven dynamo for kc = 40 and 4 W/m/K, respectively (Conditions 1 and 2, Eq. (31)). The dark and light green lines represent the mantle heat flow for κSi 
= 0.41 and 0.18 W/m/K, respectively (Eq. (35)). Green triangles represent the critical planet size at which Ra = Rac, for mantle viscosity ranging from 1018 to 1022 

Pa.s. Extrapolated values at R = RMercury = 2440 km are also represented with green circles for conductive heat transfers and red and pink squares for convective 
cases (Eq. (36)) with viscosities indicated nearby. The red dashed line represents the critical value for Rem = 100 (Condition 3). At the left side of this line, a dynamo 
is unlikely. The likely zone for a planet radius capable of powering a dynamo is represented by the pink shaded area in case κSi = 0.41 W/m/K and κcore = 40 W/m/K. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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composition of the melt does not have a significant impact on diffusiv-
ities. We then use our results to address the thermal properties of the 
molten silicate reservoirs, and the likeliness of a thermally driven dy-
namo within a Mercury-like planets presenting a large metallic core and 
a relatively thin silicate mantle (large Rc/Rplanet). The mantle of such 
bodies is not expected to be convecting easily (Ra < Rac) leading to an 
inefficient heat evacuation and difficulty generating a dynamo 
compared to planets with a thicker mantle (where easily Ra > Rac). Our 
results illustrate that the presence of a mushy mantle above the CMB in 
such a Mercury-like planet can significantly reduce the ability of the 
mantle to evacuate the heat from the core and limit the likeliness of a 
thermally-driven dynamo. As a consequence, the fate and the lifetime of 
such a mushy reservoir can have a profound impact on the thermal 
history of Mercury-like planets. Future observations of Mercury-like 
planets accreted in orbits close to their star and the eventual detection 
of their intrinsic magnetic field would in return constrain the state of the 
mantle surrounding their metallic core. 
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6 Dynamique de refroidissement du manteau primitif ter-
restre

Le manteau silicaté constitue l’essentiel du volume de la Terre (83%) et de sa masse (66%).
Actuellement, son immense inertie thermique contrôle le lent refroidissement de la planète et
maintient la tectonique des plaques depuis au moins 2 milliards d’années et peut-être dès le
refroidissement de la surface, quelques centaines de millions d’années après la formation de la
Terre, il y a 4.54 milliards d’années. Mais ce refroidissement n’a pas toujours été aussi lent et
des épisodes de fusion globale associés à des dynamiques turbulentes ont pu avoir lieu tôt dans
l’histoire du manteau terrestre. Les causes de la tectonique des plaques qui n’a été observée
sur aucune des planètes et satellites du système solaire, restent encore largement mystérieuses
et pourraient bien être le résultat d’une dynamique complexe initiée depuis la formation du
système Terre-Lune. Cette section est largement inspirée du chapitre le l’encyclopédie ISTE
qui sera publiée prochainement (Monteux and Andrault, in press).

6.1 Le manteau au stade océan magmatique

Durant les dernières étapes d’accrétion, le manteau terrestre a probablement subi plusieurs
épisodes de fusion plus ou moins complète appelés "stade océan magmatique". En effet, la for-
mation du noyau terrestre s’est déroulée très tôt dans son évolution (entre 30 et 50 Ma) (Kleine
et al., 2002) ce qui nécessite un important taux de fusion pour accommoder une séparation
fer/silicates rapide. De plus, les données géochimiques montrent qu’une croûte a pu se former
très tôt (entre 30 et 200 Ma) comme on peut l’attendre à la surface d’un océan magmatique
(Boyet and Carlson, 2005). S’il existe un consensus sur l’existence de ces épisodes d’océans
magmatiques, de nombreuses incertitudes demeurent sur leur durée de vie, l’évolution de la
fraction de matériel fondu au cours du refroidissement, le degré de fractionnement chimique
lors de leur solidification ainsi que sur les couplages avec le noyau métallique sous-jacent.

6.1.1 Un système en convection vigoureuse

La dynamique d’un océan magmatique avec une épaisseur supérieure à 1000 km est ex-
trêmement turbulente (Solomatov, 2007). Afin de quantifier la vigueur de la convection dans
un réservoir impliquant potentiellement toute l’épaisseur du manteau, il est possible de cal-
culer le nombre de Rayleigh qui est le rapport entre le temps caractéristique de transfert de
chaleur par conduction et le temps caractéristique de transfert de chaleur par advection (voir
Eq.2) Pour entrer en convection, un reservoir de fluide doit avoir un Ra supérieur à une va-
leur critique Rac. Pour le manteau terrestre, Rac ≈ 1000. En dessous de cette valeur critique,
le refroidissement a lieu uniquement par conduction alors que pour des Ra > Rac, le trans-
fert de chaleur se fait par advection et conduction : la convection. Le nombre de Rayleigh est
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estimé dans le manteau terrestre actuel à 106 − 108 ce qui indique qu’il doit convecter. En
considérant que l’océan magmatique concerne tout le manteau et que la viscosité d’un magma
liquide est comprise enter 10−2 et 102 Pa.s, les nombres de Rayleigh obtenus sont compris
enter 1020 et 1030 (Solomatov, 2007) ce qui indique que la convection est très vigoureuse dans
cet environnement. Les tailles caractéristiques des écoulements sont ainsi d’autant plus petites
avec de petits tourbillons infra-métriques. Afin de caractériser une telle dynamique, plusieurs
approches peuvent être envisagées.

6.1.2 Modélisation d’un océan magmatique

Pour comprendre la dynamique de systèmes à très hauts nombres de Rayleigh, on peut
utiliser des modèles analogiques en laboratoire impliquant un reservoir rempli de gaz (He ou
SF6 par exemple) chauffé par le bas et refroidi par le haut (Roche, 2020). Couplées à des
modèles analytiques théoriques (Siggia, 1994), ces expériences permettent de contraindre le
refroidissement d’un fluide très turbulent et notamment de proposer des relations entre le flux
de chaleur observé en surface du réservoir (caractérisé par le nombre de Nusselt, Nu) et la
vigueur de la convection (caractérisé par le nombre de Rayleigh, Ra). Différents régimes de
convection peuvent ainsi être mis en évidence allant de turbulent (avec Nu ∝ Ra1/3) jusqu’à
des régimes ultra-turbulents (avec Nu ∝ Ra2/7) dans lesquels se trouvent probablement les
océans magmatiques (Solomatov, 2007). D’autres modèles analogiques permettent aussi de
quantifier la stabilité d’une couche de cristaux dans un réservoir en convection laminaire et
turbulente (Solomatov et al., 1993).

Une autre approche de modélisation est cette fois-ci numérique. Elle consiste à résoudre
les équations de conservation de la quantité de mouvement, de la masse et de la chaleur par un
code numérique. De nombreux modèles d’évolution uni-dimensionnels d’océan magmatiques
ont été développés (Solomatov and Stevenson, 1993; Abe, 1997; Monteux et al., 2016a) et pré-
sentent les avantages suivants : (1) ils peuvent caractériser des échelles de temps courtes et leur
résolution spatiale peut atteindre celle des longueurs caractéristiques d’un milieu en convec-
tion turbulente (2) les modèles 1D peuvent modéliser des contrastes de viscosité extrêmes tel
que ceux existants entre fraction solide et liquide dans un océan magmatique (3) il est assez
facile d’implémenter dans ces modèles des contraintes issues des données récentes de la pé-
trologie expérimentale tels que les courbes de fusion (solidus et liquidus) ou des paramètres
dont la valeur pourrait changer en fonction de la profondeur comme la densité ou la viscosité.
Cependant, si les modèles 1D calculent des profils de température moyens sur toute la pro-
fondeur du réservoir, ils ne peuvent pas caractériser d’hétérogénéités latérales de température
ou de densité. Il est donc impossible pour ces modèles de suivre l’initiation de la convection
solide qui peut se mettre en place avant même la fin de la cristallisation de l’océan magmatique
ou encore de mettre en évidence des phases d’overturn engendrées par des gradients de densité
ou de température ce qu’il est possible de faire avec des outils de modélisation numérique (2D
ou 3D (Maurice et al., 2017)). De plus, les modèles 1D ne permettant pas de calculer le champ
de vitesse, ils doivent donc faire des hypothèses fortes sur le calcul des épaisseurs des couches
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limites qui se mettent en place dans les zones où la vitesse d’écoulement diminue fortement (au
fond ou à la surface de l’océan magmatique ou à proximité des zones cristallisées et stables).

6.1.3 Profils adiabatiques

Dans un système tel que le manteau terrestre, la pression est hydrostatique et augmente
avec la profondeur. Si ce milieu est à l’équilibre, la température augmente avec la pression et
donc avec la profondeur en suivant un profil adiabatique (ou adiabat). Des hétérogénéités ther-
miques, liées par exemple au fait que le noyau soit très chaud, provoquent des instabilités dans
ce système qui peuvent rendre le gradient de température supérieur au gradient adiabatique et
se traduire par de la convection thermique. Quand cette convection est vigoureuse, le gradient
de température est légèrement supérieur au gradient adiabatique. Afin d’estimer le profil de
température dans un océan magmatique, il est donc possible de se baser sur le calcul du profil
de température adiabatique en suivant la relation :

dT

dP
=
αT

ρCp
(3)

avec T la température, P la pression, α le coefficient de dilatation thermique,Cp la capacité
thermique et ρ la masse volumique dans le manteau. Ainsi, en faisant un hypothèse sur la
température potentielle Tp qui est la température de l’adiabat à la surface de la Terre à P = 0,
il est possible de calculer au premier ordre des profils de température dans le manteau (Figure
21). Actuellement les données pétrologiques permettent d’estimer que le manteau profond
terrestre suit un adiabat avec une température potentielle d’environ 1600 K. Or ce profil de
température était probablement bien plus élevé juste après l’impact géant qui a donné naissance
au système Terre-Lune. Si l’on fait l’hypothèse que tout le manteau était fondu, la température
potentielle caractéristique du manteau post-impact était donc nécessairement supérieure à 3000
K (Figure 21).

6.1.4 Dynamique de refroidissement du manteau au stade "océan magmatique"

Suite à un impact géant, l’augmentation de température a probablement permis de faire
fondre l’intégralité du manteau terrestre. Après l’impact, le noyau était potentiellement très
chaud alors que la surface de la Terre était à une température d’équilibre pouvant dépasser les
3000 K selon les caractéristiques de l’atmosphère primitive (Lebrun et al., 2013). Rapidement
après cet impact géant, l’océan magmatique s’est donc mis à convecter afin d’évacuer sa cha-
leur interne par la surface de la Terre où la température était beaucoup plus faible alors que le
noyau était quant à lui toujours chaud. Après un refroidissement rapide à partir de la surface, la
température décroit brutalement et passe en dessous de la température du liquidus au niveau du
contact avec l’atmosphère où une croûte très fine et très instable se forme comme cela se pro-
duit à la surface d’un lac de lave. Deux couches limites thermiques extrêmement fines se sont
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FIGURE 21 – Profils de température adiabatiques à l’intérieur du manteau pour différentes
température potentielles en surface. Le solidus et liquidus (chondritique et péridotitique) sont
représentés respectivement en vert et rouge (à partir de Monteux et al. (2016a)).

mises en place (1) à la base du manteau où s’opère une contraste entre du matériau silicaté et
du matériau métallique (2) à la surface de l’océan magmatique à la frontière entre l’atmosphère
et le manteau. Ces couches limites sont associées à une discontinuité du champ de vitesse et
donc à un transfert de chaleur uniquement par conduction. Le profil de température à l’inté-
rieur de l’océan magmatique s’est ajusté rapidement sur un profil adiabatique (Figure 22). Le
refroidissement se traduit par un abaissement progressif de ce profil interne adiabatique avec
une température potentielle de plus en plus faible.

Le manteau poursuit son refroidissement global jusqu’à que le profil de température croise
le liquidus (Figure 22). Dans un modèle de manteau chondritique, ce croisement se produit
au niveau de la frontière manteau noyau et la solidification de l’océan magmatique va donc
s’établir du bas du manteau en direction de la surface (Monteux et al., 2016a). Cependant, si
le croisement se fait au milieu du manteau, deux fronts de solidification peuvent se mettre en
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FIGURE 22 – Évolution temporelle des profils de température à l’intérieur du manteau ter-
restre depuis une fusion globale (profil le plus à droite) jusqu’au profil actuel (le plus à
gauche). Le solidus et liquidus chondritiques sont illustrés respectivement en vert et rouge
. Le profil de température en bleu représente le profil à 40% de taux de fusion (i.e. 60% de
cristaux). Arrivé à ce profil, le manteau passe du stade océan magmatique au stade mush qui
est bien plus visqueux (à partir de Monteux et al. (2016a, 2020)).

place : un front qui part du milieu du manteau vers la surface et un front qui part du milieu
en direction de la frontière manteau-noyau. Dans ce cas-là, un océan magmatique peut se
retrouver isolé à la base du manteau solide (Labrosse et al., 2007).

Le refroidissement de l’océan magmatique va subir un ralentissement brutal lorsque son
profil de température va atteindre des valeurs correspondant à 40-50% de taux de fusion (i.e. un
profil de température compris entre liquidus et solidus correspondant à 50-60% de cristallisa-
tion) (Figure 22). Ce ralentissement pourrait intervenir moins d’un million d’année après l’im-
pact à l’origine du système Terre/Lune selon la viscosité du magma (Monteux et al., 2016a).
À ce moment, la viscosité du matériel augmente fortement car les cristaux commencent à
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interagir mécaniquement les uns avec les autres et à empêcher la déformation du fluide. Le
mélange magma/minéraux appelé "mush" a un comportement rhéologique proche du compor-
tement d’un solide. La fraction de matériel solide augmente jusqu’à ce qu’un seuil séparant le
régime turbulent du régime visqueux à l’état solide soit atteint (Abe, 1997). Aussitôt que ce
seuil est atteint, l’efficacité du refroidissement du manteau primitif devient limitée. Ceci a des
conséquences importantes sur l’état thermique du manteau profond mais aussi sur la capacité
de refroidissement du noyau et ainsi sur l’histoire magnétique de la Terre.

Une deuxième phase de refroidissement, beaucoup plus lente, va ainsi se mettre en place
une fois que tout le manteau se trouve à environ 40% de taux de fusion. Durant cette phase, la
viscosité de la phase solide devient critique car c’est elle qui va gouverner le taux de refroidis-
sement mais aussi les profondeurs auxquelles vont se maintenir les dernières poches de fusion
(Monteux et al., 2020).

6.2 Des océans magmatiques à la dynamique mantellique actuelle

Au cours du stade océan magmatique, le manteau terrestre primitif a subi un refroidisse-
ment global rapide jusqu’à ce que sa fraction fondue diminue jusqu’à une valeur critique φcrit
(∼ 40%) associée à une augmentation importante de sa viscosité (Solomatov, 2000; Monteux
and Arkani-Hamed, 2016). Cette étape a été suivie d’une étape de refroidissement lent qui
a provoqué une cristallisation quasi complète du manteau silicaté (Solomatov, 2000). Cette
deuxième étape de refroidissement aurait pu durer des centaines de Ma, voire quelques Ga car
sa dynamique a été gouvernée par la rhéologie du manteau solide à déformation lente, contrai-
rement à la première qui était gouvernée par la viscosité du magma (Solomatov, 2000; Ulvrová
et al., 2012; Monteux et al., 2016a, 2020).

La profondeur à laquelle la cristallisation complète est atteinte est probablement régie par
(1) la température de solidus qui contrôle la profondeur et la température de solidification,
(2) l’épaisseur de la couche limite thermique supérieure où la chaleur convective du manteau
profond est transférée à la surface par conduction, (3) le contraste de température des deux
côtés de la couche limite thermiques qui contrôle l’efficacité de l’évacuation de la chaleur et
(4) l’atmosphère primitive qui pourrait ralentir le refroidissement du manteau (Lebrun et al.,
2013; Salvador et al., 2017). Dans le régime partiellement fondu, la viscosité du manteau
solide est un paramètre clé, qui régit la dynamique du manteau et la formation des couches
limites thermiques. Aujourd’hui, la viscosité du manteau terrestre est difficile à contraindre,
en particulier dans le manteau inférieur (Cížková et al., 2012) et la valeur de la viscosité du
manteau terrestre avant l’apparition d’événements majeurs de différenciation est encore plus
hypothétique. Contraindre la valeur de cette grandeur physique est de première importance, car
la viscosité du manteau solide profond régit probablement l’initiation de processus géologiques
majeurs tels que la tectonique des plaques et la remontée de panaches mantelliques depuis la
CMB (Sleep et al., 2014; Foley et al., 2014).
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6.2.1 Taux de fusion et modèles de viscosité

La fraction de matériel fondu φmelt joue un rôle fondamental dans la viscosité du manteau
primitif (η) et donc sur sa dynamique de refroidissement. Au cours de son refroidissement,
le manteau partiellement fondu cristallise et la fraction de matériel fondu diminue. Lorsque
la fraction de matériel solide est suffisamment grande pour que les cristaux ne puissent plus
entrer en suspension dans le fluide se produit une transition rhéologique majeure pour laquelle
la viscosité augmente de plusieurs ordres de grandeur (Figure 23).

lo
g 
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ɸmelt

ɸcrit0% 100%

ηl

ηs

FIGURE 23 – Représentation schématique de l’évolution de la viscosité d’un manteau partiel-
lement fondu en fonction de la fraction solide.

Ainsi, selon le taux de fusion φmelt, plusieurs expressions pour le calcul de la viscosité du
mélange magma/cristaux peuvent être considérées :

1. φmelt = 1 : Au dessus du liquidus, le matériel mantellique se comporte comme un
liquide. Dans ce cas, la viscosité de la phase liquide ηl dépend essentiellement de sa
composition, de la température T et de la pression P . Karki and Stixrude (2010) ont
développé une approche calculatoire et expérimentale afin de contraindre la viscosité
de la phase liquide MgSiO3 à des pressions et températures compatibles avec celles du
manteau terrestre. Ils obtiennent ainsi la relation suivante :
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η = ηl = exp(−7.75 + 0.005P (GPa)− 0.00015P (GPa)2

+5000+135P (GPa)+0.23P (GPa)2

T−1000
)

(4)

Selon les estimations de Karki and Stixrude (2010), la viscosité de la phase silicatée
liquide pourrait varier entre 0.001 et 1 Pa.s. Cette viscosité augmente en fonction de la
pression et diminue avec la température.

2. φmelt = 0 : La viscosité de la fraction solide dans le manteau profond est un paramètre
difficile à contraindre que ce soit pour le manteau profond actuel (Cížková et al., 2012)
ou pour le manteau primitif même si la viscosité d’un manteau profond « à bridgma-
nite » est de plus en plus documentée (Boioli et al., 2017; Reali et al., 2019). Les deux
mécanismes principaux de déformation associés à de la convection mantellique sont
le fluage par diffusion et le fluage par dislocation. Dans le cas du fluage par diffu-
sion, la déformation est liée à de la diffusion atomique de défauts cristallins et cette
diffusion est activée thermiquement. Dans le cas du fluage par dislocation, la déforma-
tion est accommodée par des glissements le long de dislocations qui sont des lignes
d’imperfections dans la matrice cristalline. Les modèles expérimentaux et théoriques
pour calculer la viscosité s’accordent sur l’expression suivante et commune aux deux
mécanismes :

η = ηs =
1

A
exp(

E + PV

RT
), (5)

avec P la pression, R la constante des gaz (= 8.314 J K−1 mol−1) et T la tempéra-
ture absolue. A est le pré-facteur de viscosité, E est l’énergie d’activation, et V est le
volume d’activation pour le mécanisme de fluage approprié (diffusion ou dislocation).
Ces 3 paramètres (A, E et V ) peuvent être contraints dans le manteau profond actuel
par les vitesses de subduction de la lithosphère (Cížková et al., 2012). En raison de
l’absence d’anisotropie sismique dans le manteau inférieur actuel, le fluage par diffu-
sion est généralement considéré comme le mécanisme de déformation dominant dans
le manteau profond (Boioli et al., 2017; Reali et al., 2019). Au début de l’histoire de
la Terre, la température du manteau était plus élevée, et la diffusion ionique (donc le
fluage de diffusion) devrait avoir été encore plus importante dans la fraction du manteau
solide (Frost and Ashby, 1982) pour le manteau supérieur et inférieur. Par conséquent,
nous pouvons supposer que la déformation de la phase solide interconnectée se pro-
duit uniquement par fluage par diffusion. De manière intéressante, la taille des grains
intervient dans la valeur du pré-facteur de viscosité A (Monteux et al., 2020).

3. 0 < φmelt < 1 : Pour calculer la viscosité du manteau partiellement fondu, il convient
de développer un formalisme tenant compte à la fois des propriétés de la phase so-
lide et de la phase liquide. Nous détaillons ici le formalisme proposé par Lebrun et al.
(2013). Lors des dernières étapes de solidification de l’océan magmatique, la fraction
de matière solide augmente jusqu’à atteindre un seuil (φmelt = φcrit), qui sépare le
régime "liquide" du régime "solide" (Solomatov, 2007). Cette fraction critique de ma-
tériel fondu peut être estimée par des expériences de migration de matériel fondu dans
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des agrégats de matériel solide (Riley and Kohlstedt, 1991) ou par des experiences de
compression tri-axiales à hautes températures (Scott and Kohlstedt, 2006). φcrit dé-
pend de nombreux paramètres (pression, température, composition chimique, taille des
grains...). Scott and Kohlstedt (2006) ont estimé que φcrit était compris entre 0.25 et
0.3 pour une péridotite à une pression de 300 MPa et une température d’environ 1500
K. Pour un océan magmatique profond, φcrit pourrait atteindre 0.4 (Solomatov, 2000)
(Figure 23).

Pour φcrit < φmelt < 1, la fraction en cristaux reste relativement faible et le mélange
cristaux-magma se comporte comme un liquide. Ainsi la viscosité du matériau partiel-
lement fondu est fonction de la viscosité du magma fondu ηl (Roscoe, 1952) :

η =
ηl

(1− (1−φmelt

1−φcrit ))2.5
(6)

Pour 0 < φmelt < φcrit, le mélange cristaux-magma a plutôt tendance à se compor-
ter comme un solide du fait de la forte interaction entre les cristaux. Dans ce cas, la
viscosité du matériel dépend cette fois-ci de la viscosité de la phase solide ηs et peut
s’exprimer de la façon suivante :

η = ηs exp(−26φmelt) (7)

Au cours du refroidissement, dès que le seuil de fraction fondue (φmelt = φcrit) est atteint
dans la majeure partie du manteau, l’efficacité de refroidissement du manteau primitif diminue
considérablement, même si le manteau peut rester partiellement fondu à certaines profondeurs
(Monteux et al., 2016a, 2020).

6.2.2 Dynamique de refroidissement du manteau au stade "mushy"

Nous avons vu précédemment que le refroidissement d’un manteau complètement fondu
était un processus rapide qui ralentissait brutalement lorsque qu’une partie significative du
manteau passait en dessous de 40-50% de taux de fusion. Ce point critique est atteint dans
des échelles de temps comprises entre 103 et 105 ans (Abe, 1997; Monteux et al., 2016a).
Lorsque ce taux de fusion est atteint dans l’essentiel du manteau, celui-ci passe du stade "océan
magmatique" au stade "mush" (mélange de solide et de liquide) (Figure 24).

Malgré une augmentation importante de la viscosité à la suite d’une solidification significa-
tive, les nombres de Rayleigh atteints dans le manteau restent très élevés et la convection reste
vigoureuse. Les hauts nombres de Rayleigh mis en jeu lors du refroidissement rendent difficile
la caractérisation de la dynamique du manteau dans son ensemble en 2 ou 3 dimensions. Ainsi
les modèles 1D peuvent encore une fois être pertinents pour ce genre d’approche (Abe, 1997;
Lebrun et al., 2013; Monteux et al., 2016a). Les profils de température vont avoir tendance
à suivre des profils adiabatiques. Comme illustré dans la Figure 24, l’essentiel du manteau
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FIGURE 24 – Évolution temporelle de la fraction de matériel dans le manteau fondu en fonc-
tion du rayon depuis le centre de la Terre au cours du stade océan magmatique (gauche) et du
stade mush (à droite). À partir de Monteux et al. (2016a) et Monteux et al. (2020).

et notamment du manteau inférieur va se solidifier en moins de 90 Ma même si la zone en
contact avec la frontière manteau noyau (i.e. la couche limite thermique basale) peut atteindre
une température supérieure au solidus du manteau (∼ 4000 K). Dans le manteau supérieur,
les adiabats peuvent être localement supérieurs au solidus et des zones partiellement fondues
peuvent subsister.

Les modèles récents montrent que la durée de vie et les profondeurs des dernières zones
fondues dans le manteau supérieur sont fortement dépendantes des paramètres considérés pour
calculer la viscosité du manteau supérieur (voir Eq.5). Selon le profil de viscosité dans le
manteau, il est ainsi possible de maintenir deux couches partiellement fondues en profondeur :
(1) une couche située à des profondeurs comprises entre 800 et 1200 km pendant 40 à 400 Ma
et (2) une couche plus superficielle (30-50 km de profondeur) pendant plus de 500 millions
d’années (Monteux et al., 2020). En associant ces échelles de temps obtenues par des modèles
numériques à des observations géologiques, il est ainsi possible d’apporter des contraintes
sur la viscosité du manteau primitif profond, sur les paramètres utilisés pour calculer cette
viscosité (voir Eq.5) et sur certains paramètres tels que la taille des grains (Monteux et al.,
2020).

6.3 Stabilité d’une couche de cristaux dans un océan magmatique

La flottabilité de la phase fondue est de fait gouvernée par la propension qu’auront les élé-
ments plutôt lourds tels que le fer à intégrer la phase solide ou liquide (Funamori and Sato,
2010). Cette capacité peut être estimée en laboratoire dans des conditions de P/T caractéris-
tiques du manteau profond en calculant le coefficient de partage (Di) d’un élément i entre
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une phase solide silicatée (bridgmanite ou les polymorphes de l’olivine) et la phase liquide.
Si les coefficients de partage sont aujourd’hui de mieux en mieux contraints pour une large
gamme de pressions/températures, les implications géodynamiques et géochimiques de la dif-
férenciation du manteau primitif restent encore discutées. Ainsi, les travaux sur le partage du
fer à hautes pressions peuvent conduire à des interprétations différentes : Nomura et al. (2011)
suggèrent un liquide très riche en fer et plus dense que le manteau, alors que Andrault et al.
(2012) suggèrent la remontée de la phase liquide vers la surface, tout en formant un résidu
solide appauvri en éléments incompatibles en profondeur.

La différence de densité entre le solide et le liquide peut entrainer une séparation entre
les 2 phases (Caracas et al., 2019) via des processus de sédimentation de cristaux dans l’océan
magmatique. Cela peut produire une ségrégation chimique majeure entre les réservoirs géochi-
miques plus ou moins profonds que la différence de flottabilité soit positive ou négative. Les
implications géodynamiques seront très différentes selon les cas. La vigueur de la convection
s’opposera potentiellement à la sédimentation de la phase solide d’où la nécessité de modéliser
la dynamique globale de cette ségrégation. L’ascension ou la descente de la phase liquide dans
un manteau partiellement fondu pourra contribuer respectivement à du volcanisme en surface
ou à la mise en place d’un océan magmatique en base de manteau.

Au début de la solidification de l’océan magmatique, les premiers cristaux formés ont pu
se déposer en profondeur ou être efficacement mélangés par les mouvements de convection
induits par le refroidissement de l’océan magmatique. Nous avons récemment développé des
modèles numériques pour suivre l’évolution d’une fine couche de cristaux dans un océan mag-
matique (Monteux et al., 2023). Ces modèles ont caractérisé l’influence de la taille des cristaux,
de la viscosité du magma et de la différence de densité entre les cristaux et le magma. Ces mo-
dèles ont mis en évidence l’importance du nombre de Shields (Sh) qui représente le rapport
entre la contrainte tangentielle due à l’écoulement convectif et la contrainte de flottabilité liée
à la différence de densité entre les cristaux et l’océan magmatique (Solomatov et al., 1993).
Nous avons notamment contraint le nombre de Shields critique (Shc) séparant le régime où les
cristaux sédimentent au fond du réservoir et le régime où les cristaux restent en suspension.
Nos résultats montrent qu’au cours de la solidification d’un océan magmatique profond, les
cristaux sont plus facilement mis en suspension que déposés au fond de l’océan magmatique
car les mouvements de convection entrainent efficacement les cristaux malgré leur poids (Fi-
gure 25). Cette découverte tend à renforcer l’idée que la cristallisation de l’océan magmatique
s’est faite à l’équilibre plutôt que de manière fractionnée.

La solidification de l’océan magmatique a ainsi joué un rôle déterminant dans la composi-
tion chimique du manteau primitif et contraint ainsi quels types de minéraux ont pu se former
en fonction de la profondeur dans le manteau primitif. Pour mieux contraindre ce phénomène,
nous avons comparé la différence de densité entre l’océan magmatique et les cristaux solides
pour différentes compositions chimiques et la différence de densité critique à partir de laquelle
la ségrégation des cristaux est susceptible de se produire. Nos résultats montrent que la ségré-
gation de la bridgmanite, première phase minérale à se former dans l’océan magmatique, est
plus susceptible de se produire au fond d’un océan magmatique si celui-ci est enrichi en SiO2.
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FIGURE 25 – Valeur du nombre de Shields (Sh) en fonction de la viscosité de la phase continue
fondue (ηc) (ou Ra pour l’axe x supérieur). Les symboles carrés correspondent aux modèles utilisés
dans notre étude. Les symboles noirs vides représentent les cas où le régime de suspension est atteint.
Les symboles verts remplis représentent les cas où le régime de sédimentation est atteint. Les deux
régimes sont séparés par des lignes pointillées (vertes pour ηc ≤ 1, bleues pour ηc ≥ 1) illustrant le
nombre de Shields critique (Shc). À partir de Monteux et al. (2023)

6.4 Perspectives : Couplage entre le manteau primitif terrestre et la Lune

Plusieurs dizaines de millions d’années après le début de son accrétion, la Terre a subi un
impact géant qui a conduit à la formation du système Terre-Lune (Hartmann and Davis, 1975)
(voir Section 2.4). La modélisation numérique de cet impact géant a montré que cet événement
a entraîné une forte augmentation de la température et la formation d’un océan de magma pro-
fond (Nakajima and Stevenson, 2015). À la suite de cet impact catastrophique, un énorme
transfert de chaleur et une ségrégation chimique se sont produits pendant la cristallisation de
ce manteau primitif (Monteux and Arkani-Hamed, 2016). Cependant, les hétérogénéités iso-
topiques identifiées dans plusieurs éléments radiogéniques formés par des systèmes à courte
durée de vie suggèrent que le manteau terrestre n’a jamais été mélangé au point d’être homogé-
néisé (Boyet and Carlson, 2005). La préservation de telles hétérogénéités est en contradiction
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avec les événements de fusion et de mélange de grande ampleur attendus d’un impact géant
(Nakajima and Stevenson, 2015) et avec la capacité de la convection mantellique à préser-
ver des réservoirs non traités à grande échelle pendant plusieurs années Gyr. S’il existe un
consensus sur l’importance des épisodes d’océan magmatique sur l’évolution thermochimique
précoce de la Terre, des questions majeures demeurent sur l’évolution de la fraction fondue
lors du refroidissement et sur les modalités de différenciation chimique au sein d’un manteau
partiellement fondu, qui se sont probablement poursuivies des centaines de millions d’années
après l’impact géant.

Plusieurs années après l’impact, la Lune a été entièrement accrétée par les débris de la col-
lision (Kokubo and Ida, 2000). À cette époque, la Lune était beaucoup plus proche de la Terre
qu’aujourd’hui (Chen and Nimmo, 2016), ce qui a généré d’énormes forces de marée sur les
deux corps. La Lune a potentiellement commencé à se recristalliser à une distance allant de 5 à
15 rayons terrestres. Le forçage de marée induit par la présence de la Lune génère un cisaille-
ment oscillatoire caractérisé par un taux de cisaillement maximal et une fréquence de marée.
Un tel cisaillement oscillatoire peut influencer le flux convectif avec l’océan magmatique et le
processus de cristallisation (Ogilvie and Lesur, 2012).

Le but de ce projet est de répondre aux questions suivantes :

1. Quelle est l’influence de la jeune Lune sur la dynamique de refroidissement et de soli-
dification du manteau terrestre en fusion ?

2. Le chauffage hétérogène du manteau terrestre dû aux fortes interactions de marée avec
la jeune Lune pourrait-il influencer la différenciation chimique et expliquer la signature
géochimique que nous mesurons aujourd’hui ?

3. Comment la dissipation dans les intérieurs partiellement fondus de la Terre et de la
Lune primitives a-t-elle influencé leur évolution spin-orbite à long terme ?

Pour répondre à ces questions fondamentales, nous proposons de rassembler des expertises
complémentaires en physique minérale, géochimie, modélisation numérique en mécanique des
fluides, mécanique des milieux continus et mécanique céleste, à l’interface entre les sciences
de la Terre et l’astrophysique, afin de développer une approche numérique innovante et colla-
borative qui contraindra l’influence de la jeune Lune sur l’évolution thermochimique précoce
de la Terre.

La dynamique de refroidissement d’un océan de magma profond est actuellement un su-
jet très débattu (Ballmer et al., 2017; Maurice et al., 2017; Laneuville et al., 2018; Agrusta
et al., 2020). Cependant, aucune des études récentes n’a considéré le couplage mécanique
entre la ségrégation des cristaux, les effets de marées et la convection thermique turbulente
en 2D/3D tout en considérant des contraintes expérimentales réalistes et récentes relatives aux
courbes de fusion, au fractionnement chimique, aux diffusivités thermiques et aux paramètres
thermo-dynamiques. Nous proposons pour la première fois de résoudre de manière cohérente
le chauffage par les marées, l’évolution de la solidification et la différenciation chimique dans
le manteau hadéen depuis le stade de cristallisation de l’océan magmatique jusqu’à la tran-
sition archéenne. Nous combinerons les principaux résultats des deux tâches suivantes pour
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FIGURE 26 – Principe général de l’approche numérique prévue pour la modélisation thermo-orbitale
couplée du système Terre-Lune. La dissipation de marée pour un intérieur partiellement fondu sera
calculée à l’aide du code LPG-Tide (TÂCHE 1) à partir des profils thermiques, de densité et de fusion
moyens prédits par les modèles de transfert de chaleur et de matière fondue (TÂCHE 2). La puissance
dissipée calculée affectera les bilans thermique et orbital. Le changement d’orbite et de rotation du
système Terre-Lune sera calculé à l’aide des modèles d’évolution orbitale développés à l’IMCCE à
partir de la puissance dissipée totale de la Terre et de la Lune, qui à son tour modifiera le potentiel de
marée.

proposer les premiers modèles d’évolution couplés complets du système Terre-Lune pendant
l’ère Hadéenne.

Le projet DEMOTIC (Figure 26) vise à développer de nouveaux modèles numériques pour
suivre l’évolution de la température et de la solidification de la Terre. En particulier l’objec-
tif est de contraindre : (1) les effets réciproques des marées liés à la distance Lune-Terre et
(2) l’influence des marées sur l’évolution thermochimique de la Terre hadéenne, y compris le
fractionnement des éléments chimiques pendant la cristallisation de la MO. Pour la première
fois, nous allons résoudre de manière cohérente le chauffage par les marées, l’évolution de la
matière en fusion et la différenciation chimique dans le manteau Hadéen depuis le stade de
cristallisation de la MO jusqu’à la transition archéenne. Ainsi, nous comprendrons si les ma-
rées et le chauffage hétérogène du manteau terrestre dû aux fortes interactions de marée avec la
jeune Lune (1) peuvent influencer la différenciation chimique et expliquer la signature géochi-
mique que nous mesurons aujourd’hui à partir des hétérogénéités isotopiques observées dans
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la Terre profonde et (2) peuvent avoir une influence sur l’évolution orbitale e à long terme du
système Terre-Lune. Dans ce but, le projet DEMOTIC rassemblera l’expertise multidiscipli-
naire complémentaire du LMV, du LPG Nantes et de l’IMCCE, à l’interface entre les sciences
de la Terre et l’astrophysique, afin de développer une approche numérique innovante, colla-
borative et unique. Ce projet dont je suis le porteur principal vient d’obtenir un financement
INSU (Origines) et fera l’objet d’une demande de financement ANR PRC en 2024.
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Several episodes of complete melting have probably occurred during the first stages of the Earth’s 
evolution. We have developed a numerical model to monitor the thermal and melt fraction evolutions 
of a cooling and crystallizing magma ocean from an initially fully molten mantle. For this purpose, we 
numerically solve the heat equation in 1D spherical geometry, accounting for turbulent heat transfer, 
and integrating recent and strong experimental constraints from mineral physics. We have explored 
different initial magma ocean viscosities, compositions, thermal boundary layer thicknesses and initial 
core temperatures.
We show that the cooling of a thick terrestrial magma ocean is a fast process, with the entire mantle 
becoming significantly more viscous within 20 kyr. Due to the slope difference between the adiabats and 
the melting curves, the solidification of the molten mantle occurs from the bottom up. In the meantime, a 
crust forms due to the high surface radiative heat flow, the last drop of fully molten silicate is restricted 
to the upper mantle. Among the studied parameters, the magma ocean lifetime is primarily governed 
by its viscosity. Depending on the thermal boundary layer thickness at the core–mantle boundary, the 
thermal coupling between the core and magma ocean can either insulate the core during the magma 
ocean solidification and favor a hot core or drain the heat out of the core simultaneously with the cooling 
of the magma ocean. Reasonable thickness for the thermal boundary layer, however, suggests rapid core 
cooling until the core–mantle boundary temperature results in a sluggish lowermost mantle. Once the 
crystallization of the lowermost mantle becomes significant, the efficiency of the core heat loss decreases. 
Since a hotter liquidus favors crystallization at hotter temperatures, a hotter deep mantle liquidus favors 
heat retention within the core. In the context of an initially fully molten mantle, it is difficult to envision 
the formation of a basal magma ocean or to prevent a major heat depletion of the core. As a consequence, 
an Earth’s geodynamo sustained only by core cooling during 4 Gyr seems unlikely and other sources of 
motion need to be invoked.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Geochemical evidence (Touboul et al., 2012; Rizo et al., 2013)
suggests that the Earth’s mantle has experienced several episodes 
of global melting during its early evolution, leading to the for-
mation of the early continental crust and facilitating the core 
formation (Kleine et al., 2009). These episodes were probably en-
hanced by giant impacts occurring during the late stages of plan-
etary formation (Agnor et al., 1999). Although not yet clearly 
established, it is likely that these giant impacts, such as the 
one that is thought to have formed the Earth–Moon system, 
could have melted 30 to 100% of the Earth’s mantle depending 
on the impactor/target mass ratio and on the pre-impact ther-

* Corresponding author.
E-mail address: j.monteux@opgc.univ-bpclermont.fr (J. Monteux).

mal state of the target (Canup, 2012; Ćuk and Stewart, 2012;
Nakajima and Stevenson, 2015). During the cooling and the sub-
sequent crystallization of a magma ocean (MO), compatible el-
ements (e.g. Mg, Cr) were preferentially collected in the solid 
phase while the incompatible elements (e.g. Al, Na, Fe) selec-
tively partitioned into melts. In addition to temperature, the de-
gree of solid–melt fractionation is highly sensitive to a variety 
of physical parameters, including pressure (Nomura et al., 2011;
Andrault et al., 2012). Hence, characterizing the cooling of a deep 
terrestrial magma ocean and in particular the timescale and depth 
at which the last drop of melt solidifies are of first importance to 
understand the current chemical composition of the Earth’s man-
tle and the dating of its major differentiation events (Boyet and 
Carlson, 2005).

The composition and the rheology of such a magma ocean di-
rectly affect its lifetime, but remain poorly constrained (Solomatov, 
2007). The magma ocean is composed of low viscosity molten sili-

http://dx.doi.org/10.1016/j.epsl.2016.05.010
0012-821X/© 2016 Elsevier B.V. All rights reserved.
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cate material but its chemical composition remains uncertain, with 
a MgO/SiO2 ratio around those of chondritic or peridotitic compo-
sitions (Ringwood, 1966; Allègre et al., 1995; Javoy et al., 2010). 
Recent high-pressure laboratory measurements report the solidus 
and liquidus of both a chondritic and peridotitic mantle composi-
tions up to pressures that are compatible with the Earth’s lower-
most mantle conditions (Fiquet et al., 2010; Andrault et al., 2011). 
Moreover, recent shock experiments now provide important con-
straints on the thermodynamic parameters used to determine the 
adiabatic profiles in the magma ocean up to 140 GPa (Mosenfelder 
et al., 2009; Thomas et al., 2012; Thomas and Asimow, 2013). Since 
the difference between their slopes governs the depth at which 
crystallization is initiated, both the liquidus and the adiabats play 
a key role in the cooling of the magma ocean. If the adiabat had a 
steeper slope than the liquidus in the mid-mantle (Mosenfelder et 
al., 2007; Stixrude et al., 2009), solidification would start at mid-
mantle depth. In this case, a lowermost magma ocean would cool 
and solidify much more slowly because of the thermal blanketing 
of the overlying solid mantle (Labrosse et al., 2007). However, if 
the mantle liquidus had a steeper slope than the adiabat through 
the whole mantle (Thomas et al., 2012), solidification would start 
from the CMB thus reducing the likeliness of a basal magma ocean, 
unless invoking an enrichment in dense incompatible elements in 
the residual liquid. In any case, the important dynamical change 
does not occur when the adiabat crosses the liquidus, because the 
mantle keeps its liquid behavior, but rather when the degree of 
partial melting decreases below a critical value from which the 
mantle behaves as a solid. Therefore, the recent determination of 
melting curves and elastic parameters of silicate melts up to core–
mantle boundary (CMB) conditions offers a great opportunity to 
improve our knowledge of the cooling dynamics of a deep terres-
trial magma ocean.

The magma oceans such as the one generated by the Moon-
forming impact participated to the core-formation process. The 
early thermal state of the core remains poorly constrained. It re-
sults from the contribution of the accretionary processes (Safronov, 
1978; Kaula, 1979), including giant impact (Tonks and Melosh, 
1992) and radiogenic heating (Yoshino et al., 2003) as well as 
the conversion of potential energy into heat via viscous dissipa-
tion during the metal/silicate separation (Ke and Solomatov, 2009;
Monteux et al., 2009; Ricard et al., 2009; Samuel et al., 2010). The 
combined processes leading to core formation can yield a wide 
range of possible early thermal states, depending on the nature 
and timescale of core formation processes. The core could initially 
have had a temperature close to the deep mantle temperature 
if thermal equilibration was efficient. Alternatively, it could have 
been hotter than the mantle if the gravitational potential energy 
released during core formation was largely retained within the 
core itself, a situation which would be followed by a strong heat-
ing of the lowermost mantle from this superheated core (Samuel et 
al., 2010). In turn, the thermo-mechanical properties of the magma 
ocean can have a strong influence on the early evolution of the 
heat repartition between the core and the mantle. A key question 
is to determine how much a deep magma ocean can enhance core 
cooling. This can have important consequences on the duration and 
the generation of the Earth’s dynamo (Monteux et al., 2011).

The low magma ocean viscosities resulting from the hot early 
temperatures imply that the cooling of such a deep molten mantle 
was highly turbulent (Solomatov, 2007). Studies of the early mantle 
have either characterized the cooling of a magma ocean restricted 
to the first 1000 km (Abe, 1997) or did not consider the presence 
of a molten layer just above the core–mantle boundary, and its ef-
fect of the CMB heat flow (Nakagawa and Tackley, 2014). However, 
the hypothesis of an early largely molten mantle combined with 
the determination of solidus/liquidus and thermodynamical prop-
erties of silicate melts up to 140 GPa now allow a more accurate 

characterization of the cooling of a deep terrestrial magma ocean 
and the thermal coupling with its underlying core. The aim of this 
work is to constrain the lifetime of a deep magma ocean and to 
determine the pressure at which the magma ocean crystallization 
finished. To achieve these goals, we have developed a numerical 
model to characterize the early evolution of (i) the temperature 
and melt fraction of an initially fully molten isochemical mantle 
and (ii) the temperature of the core. We incorporate in our mod-
els recent and strong experimental constraints on the solidus and 
liquidus profiles and on the thermodynamical properties of silicate 
melts up to ∼140 GPa. We explore different core temperatures, 
magma ocean compositions and viscosities.

2. Convective cooling of the magma ocean

Miller et al. (1991) characterized the cooling and the subse-
quent crystallization of a magma ocean with a chondritic composi-
tion as a sequence of isentropes with decreasing potential temper-
ature. Later on, Abe (1997) investigated the thermal evolution of 
magma ocean using a one-dimensional heat transfer model. How-
ever, these studies were restricted to the first 1000 km and did 
not integrate the mutual influence of the magma ocean and its 
underlying material on the cooling. Labrosse et al. (2007) studied 
the cooling of a stable dense molten layer above the CMB overlaid 
by a solid mantle. In their model they consider the crystallization 
of a single-component (forsterite) magma ocean assuming a so-
lidification proceeding from the top to the bottom according to 
Mosenfelder et al. (2007). More recently, Nakagawa and Tackley
(2014) characterized the coupled thermal evolution of Earth’s early 
mantle and core considering a 2900 km thick viscous mantle but 
ignoring the potential presence of a molten layer just above the 
core–mantle boundary, and its effect of the CMB heat flow. Here, 
we model the secular cooling of an initially fully molten magma 
ocean by convective transport of heat in a 1-D spherically symmet-
ric geometry. We assume a multicomponent chemically homoge-
neous magma ocean made of a combination of forsterite, enstatite, 
fayalite, anorthite and diopside. In the following sections, we de-
scribe the model setup and equations.

2.1. Physical model for planetary thermal evolution

We model the thermal evolution of a 2900 km thick iso-
chemical silicate mantle overlying an iron core by solving the con-
servation of energy in a one-dimensional, spherically symmetric 
domain (with a radius ranging from 3500 to 6400 km):

ρC p
∂T

∂t
= ∇.(k∇T ), (1)

with ρ the density, C p the mantle heat capacity, T the tempera-
ture, t the time and k the thermal conductivity. Among the heat 
sources that have potentially delivered the energy required for 
significant melting in the early Earth, the decay of short-lived ra-
dioactive isotopes such as 26Al and 60Fe have probably played a 
major role especially for 10 to 100 km size objects (Yoshino et 
al., 2003). However, their half-life times (0.73 My and 1.5 My re-
spectively) (Carlson and Lugmair, 2000) are much shorter than the 
time at which the Moon forming impact is supposed to have oc-
curred (between 30 and 100 Myrs after the formation of the first 
solids of the Solar System) (Kleine and Rudge, 2011). Concerning 
the long-lived radioactive elements such as 40K, Th or U, their 
concentrations were certainly significant at the time of the Moon-
forming impact, but their heat production rates are much smaller. 
Hence the contribution form the long-lived radio-active elements 
during the magma ocean lifetime is negligible. Thus, we can rea-
sonably neglect radiogenic heating in our models.
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Thermal energy is transferred by convection in the region 
where the temperature gradient is steeper than the adiabatic tem-
perature gradient, or by conduction elsewhere. To account for the 
heat transfer within a vigorously convecting magma ocean, in 
Eq. (1), the thermal conductivity k is the sum of the intrinsic ther-
mal conductivity kc and an effective conductivity due to thermal 
convection kv . Following Neumann et al. (2014), the latter is esti-
mated as follows:

kv = Fconv L/�T , (2)

where L is the thickness of the magma ocean at time t , Fconv is the 
convective heat flux at radius r and time t and �T is the difference 
between the temperature profile and the adiabatic profile Tad with 
a potential temperature corresponding to the temperature of the 
surface of the magma ocean.

At radius r, the convective heat flux Fconv depends on the local 
Rayleigh number Ra:

Ra = αgC pρ
2�T L3

kcη
, (3)

where α is the thermal expansion coefficient of the magma ocean, 
g is the gravitational acceleration assumed to be constant through 
the whole mantle and η is the local dynamic viscosity.

In the context of an initially fully molten mantle, the convective 
velocities are estimated to u0 ∼ 10 m/s (Solomatov, 2007) lead-
ing to Reynolds number values (Re = ρu0L/η) in the order of 109

(with η = 100 Pa s and ρ = 4000 kg m−3) and, hence, to highly 
turbulent convective cooling. The low magma ocean viscosities in-
duce Rayleigh numbers as large as 1030 (Solomatov, 2007). In such 
a context, two regimes arise depending on Ra (Solomatov, 2007;
Neumann et al., 2014): the “soft-turbulent” regime (if Ra < 1019) 
where

Fconv = 0.089
kc�T

L
Ra1/3, (4)

and the “hard-turbulent” regime (if Ra ≥ 1019) where

Fconv = 0.22
kc�T

L
Ra2/7 Pr−1/7λ−3/7, (5)

where Pr is the local Prandtl number (= C pη/kc) and λ is the 
aspect ratio for the mean flow. We assume that λ = 1 and that 
rotation does not have any significant effect on the heat flow 
(Solomatov, 2007).

Depending on their ability to migrate either towards the solid 
phase (compatible) or towards the liquid phase (incompatible), 
the relative abundance of some chemical elements can potentially 
modify the buoyancy of both the liquid and solid phases during 
the crystallization of a magma ocean. This chemical fractionation 
process could be enhanced by the fractional crystallization of the 
magma ocean at least in the upper mantle (Solomatov, 2007) and 
would lead to a liquid residual phase that is more or less buoy-
ant than the solid phase. A dense liquid phase could favor a 
basal magma ocean (Labrosse et al., 2007) or large scale cumu-
late overturns (Elkins-Tanton et al., 2003, 2005) while a dense solid 
phase would enhance volcanic activity (Moyen and Martin, 2012;
Martin et al., 2014). However, the values of the partition coef-
ficients at high pressures of the elements that have a key con-
tribution in the density of each phase (e.g. Fe) are still debated 
(Andrault et al., 2012). In addition, crystals may also gravitationally 
separate with the dense cumulates sinking and the lighter ones 
floating toward the surface leading to a supplementary segrega-
tion process. In a highly turbulent environment such as a thick 
magma ocean, the vigor of the convection probably prevents from 
any chemical segregation especially during the early stages of the 
magma ocean solidification. Indeed, Tonks and Melosh (1990) have 

shown that the Rayleigh number for a planetary scale magma 
ocean was so high that crystals would remain entrained in the 
magma which would effectively preclude crystal separation. There-
fore, we do not consider any spatial variation in the chemical com-
position and we currently consider neither the mass flux of melt 
owing to gravitational separation nor the mass flux of melt owing 
to convective mixing.

Viscosity is strongly dependent on the local melt fraction φ, 
which is calculated as follows:

φ = T − Tsol

Tliq − Tsol
, (6)

where Tliq and Tsol are the liquidus and solidus temperatures, re-
spectively. Following Abe (1997) the viscosity of partially molten 
silicates η varies between a fully molten end-member ηm (as-
sumed to be constant) and a solid end-member ηs that is tem-
perature dependent:

η = M I N

[
(1 − φ)ρmηs + φρsηm

(1 − φ)ρm + φρs
,

ηm

{
(1 − φ)ρm + φρs

(1 − A)(1 − φ)ρm + φρs

}2.5

,1021

]
, (7)

where ρm is the density of the molten material, ρs is the den-
sity of the solid material and A = 1.67 (Abe, 1997). When the 
temperature, T , is lower than the solidus temperature of mantle, 
the viscosity of the solid mantle ηs is estimated as follows (Abe, 
1997):

ηs = ηs,0 exp

(
B

Tliq

T

)
. (8)

We used ηs,0 = 256 Pa s, and B = 25.17 based on the olivine rhe-
ology (Karato and Wu, 1993; Abe, 1997). In the above equation, 
as for an Arrhenius relation, the viscosity of the solid mantle in-
creases with the pressure. Assuming an adiabatic temperature pro-
file with a potential temperature of 1600 K (Tackley, 2012) leads 
to a viscosity value of ∼1023 Pa s in the lowermost mantle com-
patible with estimates of the present-day mantle viscosity profiles 
(Čížková et al., 2012). Considering a relationship that involves the 
solidus rather than the liquidus in Eq. (8) would not affect our 
results since both the liquidus and the solidus used in our mod-
els have a similar trend. Since we consider here the evolution 
of a fully molten to partially molten magma ocean, the cooling 
timescale of the magma ocean is mainly governed by ηm and is 
weakly dependent on ηs as we shall see later.

A strong increase in viscosity occurs when the melt fraction 
equals 40% (Abe, 1997). Hence, when the melt fraction approaches 
this critical value, the presence of crystals drastically reduces the 
efficiency of the magma ocean cooling. In our models, the man-
tle is considered as part of the magma ocean as long as its melt 
fraction is larger than 50% (Neumann et al., 2014) and we stop our 
simulations when the thickness of the magma ocean drop below 
100 km.

The pressure profile P is obtained fitting the PREM model 
(Dziewonski and Anderson, 1981) with a quadratic function of the 
radius r and is assumed to remain constant with time:

P = 4.0074 × 1011 − 91862r + 0.0045483r2. (9)

2.2. Melting curves and adiabats

Due to the uncertainties related to the chemical composition of 
the magma ocean, we consider in our study two models for melt-
ing curves and elastic parameters: the F-peridotic model and the 
A-chondritic model. We describe these two models in the follow-
ing sections.
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2.2.1. Melting curves
The solidus and liquidus play a major role in the early thermal 

evolution of the magma ocean. Recent laboratory experiments now 
constrain the liquidus and solidus of mantle-like material up to 
pressures compatible with the CMB conditions (Fiquet et al., 2010;
Andrault et al., 2011). However, the differences between these two 
studies, in particular the liquidus temperatures, appear too large 
to be solely due to the difference in chemical compositions be-
tween the two types of mantle materials. Regardless of the con-
troversy, we performed calculations using the melting curves from 
both reports, leading to a F-peridotitic model (Fiquet et al., 2010)
and a A-chondritic model (Andrault et al., 2011). The solidus and 
liquidus profiles are obtained fitting experimental results with a 
modified Simon and Glatzel equation (Simon and Glatzel, 1929). 
For pressures below P = 20 GPa, we use experimentally deter-
mined solidus and liquidus temperatures of chondritic mantle from 
Herzberg and Zhang (1996):

Tsol = 1661.2

(
P

1.336 × 109
+ 1

)(1/7.437)

, (10)

Tliq = 1982.1

(
P

6.594 × 109
+ 1

)(1/5.374)

, (11)

with Tliq is the liquidus temperature and Tsol the solidus tempera-
ture.

Since the difference between the F-peridotitic and A-chondritic 
solidus for pressures larger than P = 20 GPa is not large, we use 
the experimentally determined A-chondritic solidus from Andrault 
et al. (2011):

Tsol = 2081.8

(
P

101.69 × 109
+ 1

)(1/1.226)

. (12)

For pressures above 20 GPa, the difference between the F-
peridotitic and the A-chondritic liquidus is more important. We 
use the following expression

Tliq = c1

(
P

c2
+ 1

)(1/c3)

, (13)

with (c1 = 78.74, c2 = 4.054 × 106, c3 = 2.44) for F-peridotitic 
liquidus (Fiquet et al., 2010) and (c1 = 2006.8, c2 = 34.65 × 109, 
c3 = 1.844) for A-chondritic liquidus (Andrault et al., 2011).

2.2.2. Thermodynamical parameters
The thermodynamical parameters for the molten magma ocean 

are closely related to its chemical composition. Volume and elas-
tic parameters of silicate liquids has been recently characterized 
up to 140 GPa using shock compression experiments (Mosenfelder 
et al., 2007, 2009; Thomas et al., 2012; Thomas and Asimow, 
2013). We assume here two multicomponent systems for (i) a 
A-chondritic composition (62% enstatite + 24% forsterite + 8% 
fayalite + 4% anorthite + 2% diopside) and (ii) a F-peridotitic com-
position (33% enstatite + 56% forsterite + 7% fayalite + 3% anor-
thite + 0.7% diopside). Using fourth-order Birch–Murnaghan/Mie–
Grüneisen equation of state fits for molten silicate liquids from 
Thomas and Asimow (2013), we obtain the melt density ρm , the 
volumetric thermal expansion α as a function of pressure as well 
as the specific heat C p of the molten material for these two mul-
ticomponent assemblages. The density of the solid phase is then 
calculated as:

ρs = ρm + �ρ, (14)

with �ρ the density difference between solid and liquid (see Ta-
bles 1 and 2 for values).

Table 1
Constant and fixed parameter values for numerical models.

Earth radius R 6370 km
Core radius Rcore 3470 km
Mantle thickness R − Rcore 2900 km

Mantle properties
Solid density ρs = ρm + �ρ
Density contrast �ρ/ρ 1.5% (Tosi et al., 2013)
Specific enthalpy change �H 4 × 105 J/kg (Ghosh and McSween, 1998)
Viscosity of melt phase ηm 1–104 Pa s
Bottom TBL thickness eT BL 10−3–103 m

Core properties
Density ρF e 10 000 kg m−3

Heat capacity C p,F e 800 J kg−1 K−1

For a zone of partial melting, the density ρ ′ , the coefficient of 
volumetric thermal expansion α′ and the specific heat C ′

p are given 
as follows (Solomatov, 2007):

1

ρ ′ = 1 − φ

ρs
+ φ

ρm
, (15)

α′ = α + �ρ

ρ(Tliq − Tsol)
, (16)

C ′
p = C p + �H

Tliq − Tsol
, (17)

where �H is the latent heat released during solidification.

2.2.3. Adiabats
In vigorously convecting systems such as magma oceans, 

the temperature distribution is nearly adiabatic and isentropic 
(Solomatov, 2007). In one-phase systems, such as a completely 
molten or a completely solid layer, the equation for an adiabat 
is(

∂T

∂r

)
S
= −αg

C p
T . (18)

In two-phase systems, the effects of phase changes need to be con-
sidered (Solomatov, 2007). The equation for such adiabat is given 
by:(

∂T

∂r

)
S
= −α′g

C ′
p

T . (19)

This leads to a two-phase adiabat that is steeper than the 
purely liquid or solid one-phase adiabats (Solomatov, 2007). The 
adiabatic temperature profiles are calculated by numerical inte-
gration of Eq. (18) and Eq. (19) using a fourth-order Runge–Kutta 
method (Press et al., 1993). These adiabatic temperature profiles 
are used to calculate at each depth and, when super-adiabatic, the 
temperature difference �T from Eq. (3). The liquidus and solidus 
profiles as well as the adiabatic profiles obtained from Eq. (18)
for temperatures ranging between 1400 and 4000 K are shown 
in Fig. 1. We start our models assuming an adiabatic temperature 
profile with a potential surface temperature T p = 3200 K.

2.3. Boundary conditions

Large impacts can generate a rock vapor atmosphere that can 
last for some years until its energy is radiated to space (Svetsov, 
2005). The presence of an atmosphere is expected to slow down 
the radiation of heat to space (Hamano et al., 2013; Lebrun et al., 
2013). However, most of the pre-impact atmosphere is likely to be 
eroded after a giant impact (Shuvalov, 2009). Thus, in our models, 
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Table 2
Variable and non-dimensional parameter values for numerical models.

Melt density ρm A-model: 2684–5274 kg m−3 Computed from Thomas and Asimow (2013)
F-model: 2679 − 5378 kg m−3

Heat capacity C p A-model: 1742 J kg−1 K−1 Computed from Thomas and Asimow (2013)
F-model: 1800 J kg−1 K−1

Thermal expansion coefficient α A-model: 1.3 × 10−5–7.9 × 10−5 K−1 Computed from Thomas and Asimow (2013)
F-model: 2 × 10−5–9.6 × 10−5 K−1

Viscosity of solid phase ηs From Eq. (8) with ηs,0 = 256 Pa s and B = 25.17
Viscosity of the magma ocean η 1–1021 Pa s From Eq. (7)
Total conductivity k 5–107 W m−1 K−1 = kc + kv

Rayleigh number Ra at t = 0: 1 × 1027–3 × 1027 Computed from Eq. (3)
Prandtl number Pr 350–3.6 × 1024 = C pη/kc

Reynolds number Re at t = 0: Re ∼ 109 From Solomatov (2007)

Fig. 1. Adiabats (with T p ranging between 1400 and 4000 K) computed for the A-chondritic model (left) and the F-peridotitic model (right). The corresponding solidus and 
liquidus are represented in green and red respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this 
article.)

we neglect the effect of thermal blanketing, and impose a radiative 
heat flux boundary condition at the surface:

Fsur f = σ
(

T 4
sur f − T 4

eq

)
, (20)

with Tsur f the temperature at the surface of the MO, σ the Stefan–
Boltzman constant and Teq = 273 K the expected equilibrium sur-
face temperature.

At the base of the silicate mantle, core–mantle thermal cou-
pling is accounted for via a conductive heat flux imposed at the 
core–mantle boundary (CMB):

Fcore = kc(T core − T mantle
C M B )

eT BL
, (21)

where T core is the average core temperature at the CMB (i.e. we 
neglect the thermal boundary layer within the core) and T mantle

C M B
is the mantle temperature right above the CMB. eT BL is the thick-
ness of the thermal boundary layer at the bottom of the mantle 
where the heat is extracted from the core by conduction. T mantle

C M B is 
obtained solving Eq. (1) while T core is obtained from:

V coreρF eC p,F e
dT core

dt
= Score Fcore, (22)

where V core is the core volume, Score is the core surface, ρF e is 
the core density, C p,F e is the core heat capacity and Fcore is the 
heat flux through the CMB. This formulation allows to follow the 
evolution of core temperature as a function of time, based on the 
CMB heat flux.

2.4. Numerical model

Eq. (1) is discretized using a semi-implicit predictor–corrector 
Finite Difference scheme, of second-order in both space and time 

Fig. 2. Temperature evolution from an initially adiabatic temperature profile with 
T p = 3200 K and T core

0 = 5000 K. The liquidus and solidus used in our models are 
those obtained for the A-chondritic model and are represented respectively with red 
and green curves. In this model eT BL = 1 m and ηm = 100 Pa s. (For interpretation 
of the references to color in this figure legend, the reader is referred to the web 
version of this article.)

(Press et al., 1993). Our scheme was successfully benchmarked 
against steady and unsteady analytical solutions for diffusion prob-
lems (Crank, 1975). The mantle is discretized using n = 2900
equally spaced grid points resulting in a constant spatial resolution 
�r = 1 km. Non-linear effects are handled via a fixed-point/pi-
card iteration procedure. The variable time step is determined as 
�t = min(�r2/κ), where κ(r) = k/(ρCp) is the effective diffusiv-
ity.
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Fig. 3. Left panel: Melt fraction evolution from an initially completely molten magma ocean and corresponding to the case illustrated in Fig. 2. A melt fraction of 0.4 is a 
major discontinuity for the magma ocean viscosity (see text). Right panel: same with a F-peridotitic model ant T core

0 = 7000 K.

Fig. 4. Left panel: Time evolution of the magma ocean thickness (where the melt fraction is larger than 50%) for different initial core temperatures T core
0 and different 

initial compositions (with eT BL = 1 m and ηm = 100 Pa s). Right panel: Time evolution of the core temperature for different initial core temperatures and different initial 
compositions (with eT BL = 1 m, ηm = 100 Pa s). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3. Results

3.1. Thermal evolution of a deep magma ocean

We follow the thermal evolution of a deep magma ocean with 
an initially adiabatic temperature profile with T p = 3200 K. Before 
we study the effect of each magma ocean parameter, we consider 
the following model as a reference case: a A-chondritic model, a 
1 m thick bottom thermal boundary layer (eT BL ), a melt viscos-
ity value of ηm = 100 Pa s and an initial core temperature T core

0 =
5000 K. Fig. 2 shows that the temperature rapidly decreases from 
the surface where heat is efficiently removed by radiative cool-
ing even if a thin solid crust is formed within this upper thermal 
boundary layer. In the deepest part of the mantle, the temperature 
profile remains adiabatic but the cooling is slower. After 5000 yr, 
solidification occurs from the CMB where the liquidus is steeper 
than the adiabatic profile. As cooling proceeds, the melt fraction 
decreases and the last parcel with 100% melt starts to solidify in 
the upper mantle (see Fig. 3, left). Finally, the whole magma ocean 
drops below a 50% melt value in tM O ∼ 150 kyr with tM O being 
the magma ocean lifetime. This time ranges between the two char-
acteristic timescales mentioned in Solomatov (2000): 103 yr when 
crystallization starts from the bottom and 108 yr when crystalliza-
tion of the last drop of melt occurs in the shallow magma ocean. 
Clearly, our magma ocean lifetime is much shorter than the cool-
ing timescale of ∼4 Gyr proposed by Labrosse et al. (2007). This 
is due to the fact that, in our model, the solidification occurs from 

the bottom-up which prevents our magma ocean from being over-
laid by a thick insulating solid mantle. In Abe (1997), the magma 
ocean was restricted to a 1000 km-deep domain and the melt-
ing curves were steeper than the one used in our model. Hence, 
within 150 kyr, most of the mantle temperature profile computed 
from Abe (1997) is well below the solidus.

We monitored the thickness of the magma ocean (i.e. the thick-
ness of the material having a melt fraction larger than 50%) as a 
function of time. Fig. 4 (left, black line) shows that after a short 
period (∼20 kyr) where the mantle remains mostly molten, the 
thickness of the magma ocean rapidly decreases from 2900 km to 
200 km, with a change of slope for a thickness of ∼ 2000 km for 
the A-chondritic model. At the change of slope, the melt fraction 
reaches the critical value of 40% in the lowermost mantle, which 
induces an abrupt increase of its viscosity. Then the melt fraction 
progressively decreases at all mantle depths until we stop our sim-
ulations when the magma ocean thickness drops below 100 km. 
Fig. 4 (right, black line) shows the core temperature as a function 
of time for our reference case. In this model, the core tempera-
ture decreases monotonically from its initial value of 5000 K to a 
value of 4430 K, which corresponds to a melt fraction φ ∼ 40% at 
P = 140 GPa (i.e. when the abrupt change in viscosity occurs).

We monitored the time evolution of the heat flow coming at 
the CMB from the core Fcore and the heat loss at the surface 
Fsur f (Fig. 5, a). During the first 20 kyr, the heat flow at the 
CMB rapidly increases from ∼1016 to a nearly constant value of 
∼1017 W. In the meantime the surface heat flow decreases from 
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Fig. 5. (a): Time evolution of the CMB (black) and surface (red) heat flows for a A-chondritic model (assuming eT BL = 1 m, ηm = 100 Pa s and T core
0 = 5000 K except for the 

black dashed line where T core
0 = 7000 K). (b): Same with eT BL = 1000 m. (c): Same with eT BL = 100 mm. (d): Same with eT BL = 1 mm. In all these models, the magma 

ocean lifetimes (time at which the plots ends up) are very close. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 
of this article.)

∼1019 (in agreement with the value proposed by Solomatov, 2000) 
to ∼1017 W. Then, both the surface and the core heat flows de-
crease down to a value of ∼1016 W until the end of the magma 
ocean stage (within tM O = 150 kyr).

3.2. Influence initial of core temperature

We monitored the influence of the initial core temperature on 
the cooling of the deep magma ocean considering two values: 
(1) T core

0 = 5000 K, which is equal to the temperature at the bot-
tom of the magma ocean for T p = 3200 K in the A-chondritic 
model and (2) T core

0 = 7000 K, which corresponds to a core sig-
nificantly hotter than the mantle. The comparison of the black and 
green curves in Fig. 4 (left) shows that the initial temperature has 
a negligible influence on the evolution of the magma ocean thick-
ness as well as on its cooling timescale. When T core

0 = 7000 K, the 
initial core heat flow is large (∼1018 W) (Fig. 5, a) because of the 
initial temperature contrast (= 2000 K) with the lowermost man-
tle. Then the heat flow decreases as a consequence of both the 
progressive solidification of the overlying mantle and the core heat 
depletion. When T core

0 = 5000 K, the initial CMB heat flow is much 
smaller than when T core

0 = 7000 K, but it increases rapidly due to 
rapid cooling of the lowermost mantle. In both cases, the heat flow 
decreases when the lowermost mantle has cooled sufficiently to 
reach the critical melt fraction of 40%. A significantly hotter initial 
core leads to an increase of the core heat flow, by a factor of 3 be-
tween 5000 K and 7000 K (Fig. 5, a). However, this increase of the 
initial core temperature, which should lead to an increase of the 

surface heat flow, is not visible on the surface heat flow evolution 
because of the stronger efficiency of the surface cooling.

Also, a core initially 2000 K hotter than the lowermost mantle 
ends up 170 K hotter at the end of the MO stage (Fig. 4, right). 
When T core

0 = 7000 K the final core temperature is T core = 4600 K
which is slightly larger than the temperature at which the melt 
fraction of the lowermost mantle reaches the 40% critical value in 
the A-chondritic model.

3.3. A-chondritic vs. F-peridotitic model

Here we compare the evolutions of temperature and melt frac-
tion between the A-chondritic and F-peridotitic models (using the 
corresponding liquidus and thermodynamical parameters). We fo-
cus on cases where T core

0 = 7000 K (with T core
0 = 5000 K, the core 

temperature would be lower than the liquidus for the F-peridotitic 
model at the CMB pressure). Fig. 4 (left) shows that for an initial 
core temperature T core

0 = 7000 K, the magma ocean thickness de-
creases more rapidly in the F-peridotitic model (red curve) than 
in the A-chondritic model (green curve). This is the direct conse-
quence of a liquidus being significantly higher for a F-peridotitic 
model than for a A-chondritic model (Fig. 1). Hence, during the 
cooling of an initial fully molten magma ocean, the onset of mantle 
crystallization occurs earlier and the melt fraction decreases more 
rapidly in the F-peridotitic case (Fig. 3, right). The comparison of 
the A-chondritic and the F-peridotitic models shows a peak of the 
melt faction in the latter case occurring at a depth of ∼600 km. 
This corresponds to the important slope change in the F-peridotitic 
liquidus that occurs at 20 GPa (see Fig. 1, right). Since the melt 
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fraction is a strong function of the liquidus, this discontinuity hap-
pens to affect the precise depth at which the last drop of melt 
should solidify. However, the last part to solidify should still be lo-
cated in the shallow mantle, regardless the shape of the liquidus in 
this region. In addition, the magma ocean lifetime tM O appears to 
be weakly affected by the choice of the model and ranges between 
147 kyr (in the A-chondritic case) to 171 kyr (in the F-peridotitic 
case).

Still, the F-peridotitic and A-chondritic models show a signifi-
cant difference on the evolution of the core temperature (Fig. 4, 
right). For both cases, the core temperature decreases asymptoti-
cally from its initial value to a value that ranges between 4600 K 
(A-chondritic case) and 4860 K (F-peridotitic) in about 0.15 Myr. 
Since the lowermost mantle solidifies more rapidly when consid-
ering a hotter liquidus, a F-peridotitic model for the magma ocean 
helps to retain some heat in the core. For both cases, the final core 
temperature is 100 to 150 K larger than the temperature at which 
the melt fraction of the lowermost mantle reaches the 40% critical 
value.

3.4. Influence of the bottom thermal boundary layer

The thickness of the bottom thermal boundary layer eT BL gov-
erns both the cooling rate of the core and the energy supplied to 
the magma ocean (Eq. (21)). In a hard-turbulent context, this thick-
ness is difficult to determine from laboratory experiments and only 
theoretical models can constrain this parameter (Spiegel, 1971). 
Therefore, a rough estimation of eT BL can be obtained for Ra ∼
1020 based on the Nusselt number calculation: Nu ∼ (RaPr)1/2

(Spiegel, 1971). Considering that Nu ∼ L/eT BL , we obtain eT BL ∼
L(RaPr)−1/2. In our magma ocean context and assuming that the 
scaling law is still valid at Rayleigh numbers up to 1030, this corre-
sponds to a value eT BL ∼ 10−6 m. This thickness is extremely thin, 
however, it is compatible with previous reports (Solomatov, 2007;
Lebrun et al., 2013). As a first attempt to understand the influence 
of bottom thermal boundary layer in the magma ocean cooling 
dynamics, we performed various calculations with eT BL fixed and 
ranging from 1 mm to 1 km. The lower range values can be seen 
as unrealistic in comparison with, for example, the core topogra-
phy. However, the wide range of values considered for eT BL allows 
a better illustration of its influence on the magma ocean cooling 
timescales.

We find that the magma ocean lifetime does not depend largely 
on eT BL and its value remains close to 150 kyr for the whole range 
of eT BL values assumed here. Fig. 5 shows the CMB and the sur-
face heat flows for four different values of eT BL . For eT BL = 1000 m
(Fig. 5, b), the surface heat flow is several orders of magnitude 
larger than the core heat flow and the thermal coupling between 
these two reservoirs is inefficient. For values of thermal bound-
ary layer thicknesses below 1 m (Fig. 5, c and d), the heat flows 
become comparable and the thermal coupling between the core 
and the molten overlying mantle becomes efficient. Ideally, eT BL

should be an adjustable parameter in our calculation, related to 
the effective value of the Rayleigh number. However, this would 
result in extremely small eT BL values of the order of 10−6 m. We 
show in Fig. 5 that decreasing the value of eT BL from 100 mm to a 
value of 1 mm does influence neither the shape of the surface heat 
flow nor the magma ocean lifetime (Fig. 5, c and d). In that cases, 
the core heat flow rapidly reaches a maximal value and decreases 
within the first 20 kyr, which corresponds to the time needed by 
the melt fraction of the bottom of the magma ocean to reach the 
critical value of 40% (Fig. 6). During this brief period of time, al-
though heat is efficiently removed from the core (Fig. 6), the CMB 
heat flow remains considerably smaller that the surface heat loss. 
This is the reason why eT BL does not significantly influence the 
magma ocean lifetime. Hence, decreasing eT BL to a smaller value 

Fig. 6. Time evolution of the core temperature for different thicknesses of the bot-
tom thermal boundary layer (assuming a A-chondritic model, ηm = 100 Pa s and 
T core

0 = 5000 K).

(i.e. eT BL << 10−6 m) as suggested by our theoretical estimation 
of the TBL thickness or to relate eT BL to the Rayleigh number that 
is initially extremely high should not influence the results of our 
study.

Such a behavior is confirmed by the time evolution of T core , 
which is a strong function of eT BL (Fig. 6). As long as eT BL is 
larger than 100 m, the initial core heat is efficiently retained and 
the core cooling is not influenced by the cooling of the overlying 
magma ocean. However, for eT BL ≤ 100 m the thermal coupling 
between the core and the MO becomes important. For eT BL < 1 m, 
the core rapidly cools down to ∼4400 K, which corresponds to the 
temperature where the lowermost mantle reaches the critical melt 
fraction value of 40%. Then the core cooling efficiency strongly de-
creases as the lowermost mantle is becoming much more viscous. 
Finally, the core temperature ends up at a temperature of ∼4370 K
for eT BL values ranging between 1 mm to 10 cm.

3.5. Influence of the magma ocean viscosity

Measurements (Liebske et al., 2005) and ab initio calculations 
(Karki and Stixrude, 2010) estimate that the dynamic viscosity ηm
of peridotitic melt is in the range 10−2–10−1 Pa s. At low degrees 
of partial melting of a peridotite, the viscosity of the generated liq-
uid can eventually increase up to 100 Pa s (Kushiro, 1986). The vis-
cosity of molten mafic silicate should range between 10−2–102 Pa s
(Rubie et al., 2003). To take into account the effect of this uncer-
tainty on the magma ocean lifetime, we perform numerical sim-
ulations considering that the fully molten magma ocean viscosity 
ηm ranges between 10−2–102 Pa s.

Dimensional analysis of Eq. (1) indicates that tM O is inversely 
proportional to Fconv . In the hard turbulent regime relevant to a 
thick MO context this term scales as η−3/7

m . Consequently, the life-
time of a magma ocean should scale as η3/7

m . This is confirmed by 
our numerical results (Fig. 7), and consistent with previous work 
(Solomatov, 2007):

tM O (Myr) = 0.018 η
3/7
m . (23)

Most importantly, for realistic viscosities of the fully molten early 
mantle, the melt fraction drops below 50% at all mantle depths in 
less than 1 Myr. For the lower range of ηm , this characteristic time 
scale can decrease down to several kyrs, rather than 1 Myr.

4. Conclusion

The cooling of a thick terrestrial magma ocean is a fast process. 
The magma ocean lifetime is principally governed by its viscosity 
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Fig. 7. Magma ocean lifetime as a function of the magma ocean viscosity ηm (as-
suming a A-chondritic model, eT BL = 1 m and T core

0 = 5000 K).

and, for the mid range of realistic viscosities, the magma ocean 
reaches a 50% melt fraction at all mantle depths within 20 kyr. 
Depending on the thermal boundary layer at the CMB, the thermal 
coupling between the core and MO can either insulate the core 
during the MO solidification and favor a hot core (for thick TBL), or 
drain the heat out of the core. However, as suggested by theoretical 
calculations, an extremely thin thermal boundary layer in an ultra-
turbulent environment implies that much of the heat is removed 
from the core during the cooling of the overlying mantle. In this 
context, our F-peridotitic model (with a higher liquidus) is more 
willing to retain the core heat than our A-chondritic model, yield-
ing a difference of temperature of ∼170 K after the magma ocean 
has crystallized. In addition, the final core temperature increases 
by a couple hundred degrees as its early temperature increases. 
However, for all cases, the average core temperature at the CMB 
(T core) ends up close to the 40% melt fraction temperature of the 
silicate magma ocean: ±100 K depending on the initial core tem-
perature and on the thickness of the bottom thermal boundary 
layer.

In contrast with previous reports (Labrosse et al., 2007), our 
model shows that the crystallization occurs relatively rapidly at 
the CMB and, after some crystallization has proceeded, the high-
est amount of partial melting is found at intermediate depth be-
tween the surface and the CMB (see Fig. 3). One could argue 
that this result is dictated by the fact that our calculation ne-
glects the possible effects of chemical segregation during mantle 
cooling. On the contrary, we believe that the segregation of a 
melt above the core mantle boundary would not help to retain 
heat in the core (Labrosse, 2015; Davies et al., 2015). A melt that 
would accumulate just above the CMB by gravitational segrega-
tion would be depleted in refractory elements, thus with a liquidus 
lower than the rest of the mantle. The temperature at which this 
part of the mantle becomes viscous (at 40% of partial melting) 
would be lowered and thus the core heat would escape more eas-
ily in the presence of a basal magma ocean (Ulvrová et al., 2012;
Nakagawa and Tackley, 2014), in agreement with our results dis-
played in Fig. 4.

These results have important consequences for the magnetic 
history of the Earth. Indeed, if at some point, a full magma ocean 
has existed on the Earth, it is likely that most of the core heat 
has been removed rapidly. In less than 1 Myr, a tremendous heat 
flow may have lead to a significant decrease of the core temper-
ature until it reached a value that is close or slightly above the 
temperature at which the melt fraction of the lowermost mantle 
reaches the 40% critical value (i.e. ∼4400 K). Assuming that the 
Earth–Moon system was formed by a giant impact 100 Myrs af-
ter the first solids of the Solar System (Kleine and Rudge, 2011), 

and that this giant impact has completely molten the Earth’s man-
tle (Nakajima and Stevenson, 2015), it is difficult to envision that a 
large amount of heat could be retained in the core to sustain the 
geomagnetic field by thermal convection for several Gyr (Andrault 
et al., 2016), in contrast with the proposition of the most recent 
reports (Labrosse, 2015; Davies et al., 2015).

Finally, we acknowledge that our current model neglects the 
effect of vertical chemical segregation. While this effect is un-
likely to dominate the dynamics in a highly turbulent magma 
ocean (Tonks and Melosh, 1990), it could become more impor-
tant when the degree of partial melting becomes close or lower 
than ∼40% (i.e. when viscosity increases). At this point, the knowl-
edge of the density contrast between the solid at the liquidus (the 
first crystal to form) and the ambient liquid becomes of major 
importance. Whether the melt sinks, or floats has important rami-
fications for understanding the first steps in the dynamic modeling 
of the Earth’s differentiation. In the near future, a modeling effort 
to integrate the compositional contribution in the buoyancy calcu-
lation between liquid and solid will constitute an important step 
forward towards the understanding of the earliest stages of Earth’s 
evolution.
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S U M M A R Y
In its early evolution, the Earth mantle likely experienced several episodes of complete melting
enhanced by giant impact heating, short-lived radionuclides heating and viscous dissipation
during the metal/silicate separation. After a first stage of rapid and significant crystallization
(Magma Ocean stage), the mantle cooling is slowed down due to the rheological transition,
which occurs at a critical melt fraction of 40–50%. This transition first occurs in the lowermost
mantle, before the mushy zone migrates toward the Earth’s surface with further mantle cooling.
Thick thermal boundary layers form above and below this reservoir. We have developed
numerical models to monitor the thermal evolution of a cooling and crystallizing deep mushy
mantle. For this purpose, we use a 1-D approach in spherical geometry accounting for turbulent
convective heat transfer and integrating recent and solid experimental constraints from mineral
physics. Our results show that the last stages of the mushy mantle solidification occur in two
separate mantle layers. The lifetime and depth of each layer are strongly dependent on the
considered viscosity model and in particular on the viscosity contrast between the solid upper
and lower mantle. In any case, the full solidification should occur at the Hadean–Eoarchean
boundary 500–800 Myr after Earth’s formation. The persistence of molten reservoirs during
the Hadean may favor the absence of early reliefs at that time and maintain isolation of the
early crust from the underlying mantle dynamics.

Key words: Numerical modelling; Heat flow; Rheology: Mantle; Dynamics: convection
currents, and mantle plumes; Heat generation and transport.

1 . I N T RO D U C T I O N

After the giant impact which led to the formation of the Earth–
Moon system, the Earth’s mantle was likely completely molten
(e.g. Nakajima & Stevenson 2015). During the subsequent Magma
Ocean (MO) stage, the Earth’s early mantle undergone a rapid
global cooling until its melt fraction decrease to a critical value ϕc

(≈40%) associated with a major increase of its viscosity (Solomatov
2007; Monteux et al. 2016). This step was followed by a slow
cooling stage that triggered a complete crystallization of the silicate
mantle (Solomatov 2007). This second cooling stage could have
lasted hundreds of Ma, or even a couple of Ga as its dynamics was
governed by the rheology of the slowly deforming solid-like mantle,
in contrast to the first one which was driven by the magma viscosity
(Solomatov 2007; Ulvrová et al. 2012; Monteux et al. 2016).

Recent experimental results have shown that the upper man-
tle solidus is at lower temperature than previously expected for a
chondritic composition (Andrault et al. 2018). According to this
study, such a solidus associated with a hotter earlier mantle would
enable the presence of a deep and persistent molten layer in the

Archean mantle. The progressive solidification of this melt layer
could have enhanced the mechanical coupling between the litho-
sphere and the asthenosphere. Such a change might explain the
transition from surface dynamics dominated by a stagnant lid to
modern plate tectonics with deep-slab subductions. Assuming that
the intersect between the mantle solidus and an adiabat tempera-
ture profile with a potential surface temperature corresponding to a
surface melt fraction of ϕc ≈ 40% could constrain the depth of the
bottom of the remaining partially molten layer, Solomatov ( 2007)
obtained a depth ≈300 km. In the case of bottom-up solidification
of a mushy mantle, the depth of the last remaining partially molten
layer should, hence, be smaller than 300 km and the full mantle
crystallization should occur within ≈1 Ga (Sleep et al. 2014).

The depth at which the full crystallization is reached is likely gov-
erned by (1) the solidus temperature which controls the depth and
temperature of solidification, (2) the thickness of the top thermal
boundary layer (TBL), where heat convecting from the deep mantle
is transferred to the surface by conduction and (3) the temperature
contrast on both sides of the TBL which controls the efficiency
of heat evacuation. In the mushy regime, the mantle viscosity is a

C© The Author(s) 2020. Published by Oxford University Press on behalf of The Royal Astronomical Society. 1165
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key parameter, which governs mantle dynamics and the formation
of TBLs. This day viscosity of the Earth’s mantle is difficult to
constrain, particularly in the lower mantle (Čı́žková et al. 2012),
and the value of the viscosity of the Earth’s early mantle prior to
the occurrence of major differentiation events is even more hypo-
thetical. Constraining the value of this physical quantity is of first
importance, since deep mantle viscosity likely governs the initia-
tion of major geological features, such as plate tectonics and mantle
plumes (Sleep 2014; Foley et al. 2014).

We have developed a numerical model to monitor the cooling, and
crystallization of an isochemical mantle, starting from a partially
molten stage. We aim to characterize the influence of the viscosity
of the solid early mantle on its cooling dynamics. In particular, we
tested the impact of variation in activation energy and the viscosity
prefactor, as well as monitored the cooling and crystallization pro-
cesses to determine the solidification timescales and the depths at
which the last melt fraction solidifies.

2 . M O D E L

We considered the cooling of a partially molten magma ocean with
an initial depth of 2900 km, which we modelled using a thermal
evolution described below.

2.1 Thermal evolution model

2.1.1 Heat transfer model

We used a 1-D spherical approach (e.g. Abe 1997; Laneuville et al.
2018) accounting for turbulent convective heat transfer (e.g. Abe
1997; Monteux et al. 2016; Bower et al. 2018). This approach is
relevant for the ranges of low viscosities and high Rayleigh num-
bers expected within a partially molten planetary mantle which are
difficult to numerically resolve in 2-D and 3-D spatial domains.
Indeed, even if Ra numbers are lower during the mushy stage than
during the magma ocean stage, Ra numbers are still too high (up
to 1030) to correctly solve the TBLs in such a dynamic reservoir.
Moreover, molten reservoirs may survive during the early thermal
evolution of the mushy mantle. In these regions, the melt fraction
can reach values larger than 40% with very low associated viscosity
of the mushy material, making the local Rayleigh number too high
for 2-D or 3-D computational domains.

Our numerical model solves the following heat equation:

ρCp
∂T

∂t
= ∇. (k∇T ) + ρH, (1)

where ρ is the density, Cp is the heat capacity, T is the tempera-
ture and H is the heat production from radiogenic sources. k is an
‘effective’ conductivity defined as:

k = kc + kv, (2)

with kv the effective conductivity relative to thermal convection of
the mushy material is:

kv = Fconv L

�T
, (3)

Fconv is the convective heat flux accounting for thermal buoyancy,
L is the thickness of the Earth’s mantle and kc the intrinsic thermal
conductivity of the material (kc = 5 W.m−1.K−1).

For mantle convection to occur, the temperature gradient must be
larger than the adiabatic gradient:(

dT

dr

)
S

= −αgT

Cp
. (4)

When the temperature gradient is subadiabatic, the mantle heat is
transported only by conduction, and k = kc. When the temperature
gradient is superadiabatic, the mantle is convecting. The convective
heat flux Fconv depends on the local Rayleigh number Ra:

Ra = αgCpρ
2�T L3

kcη
, (5)

where α is the thermal expansion coefficient of the mushy material,
g is the gravitational acceleration assumed to be constant through
the whole mantle and η is the local dynamic viscosity. In eq. (5),
kc is constant, Cp is a function of the melt fraction, α and ρ vary
with depth and melt fraction. η varies with depth, temperature and
melt fraction. �T is the thermal driving force for the convection,
therefore the temperature difference between the surface and the
core–mantle boundary (CMB) minored by the increase of tempera-
ture along the mantle adiabat. Mantle dynamics and cooling is also
governed by the Prandtl number, Pr:

Pr = ηCp

kc
, (6)

which is the ratio of the momentum diffusivity over the thermal
diffusivity. Pr is calculated at each depth using the local viscosity
value η. Depending on the values of Pr and Ra, two flow regimes
arise and as a consequence two convective heat fluxes:

(1) a soft turbulent regime where the corresponding convective
heat flux is (Solomatov 2007; Monteux et al. 2016):

Fconv = 0.089kc�T Ra1/3

L
if Ra < 108 Pr 5/3; (7a)

(2) and a hard turbulent regime (following Solomatov 2007;
Monteux et al. 2016) where:

Fconv = 0.22kc�T Ra2/7 Pr−1/7

L
if Ra > 108 Pr 5/3. (7b)

In our numerical model, we compare the temperature gradient
to the adiabatic gradient. If the temperature gradient is larger, kv is
calculated according to eq. (3). If the temperature gradient is lower,
k = kc .

2.1.2 Boundary and initial conditions

The large impacts, radiogenic heating and the energy dissipated
during metal-silicate separation control the early thermal state of
the core. The core temperature at the end of the magma ocean stage
is governed by the heat accumulated in this reservoir during its
formation but also by the efficiency of the magma ocean to retain
heat within the core by forming thick TBLs (Monteux et al. 2016).
The core heat flow at the CMB can be expressed as:

Fcore = kc

(
T core − T mantle

CMB

)
δTBL,bot

, (8)

where T core is the average core temperature just below the CMB
(i.e. here, a TBL within the core is not considered) and T mantle

CMB is the
mantle temperature above the CMB. δTBL,bot is the thickness of the
TBL at the bottom of the mantle where the heat is extracted from the
core by conduction. T mantle

CMB is calculated form eq. (1) whereas Tcore
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is obtained by the integration of the following differential equation:

VcoreρFeCp,Fe
dT core

dt
= Score Fcore, (9)

where Vcore is the core volume, Score is the core surface, ρFe is the
core density, Cp,Fe is the core heat capacity. This formulation does
not consider the increase in adiabatic temperature within the core
but allows following the evolution of core temperature right below
the CMB as a function of time, based on the CMB heat flux. The
error associated with this simplification (which in the case of an
Earth-like body would amount to less than 10%) is small compared
to uncertainties in other model parameters.

The efficiency of mantle cooling also depends on the heat transfer
at the surface. During the magma ocean cooling, heat is efficiently
radiated toward space, but the formation of a primitive atmosphere
may significantly slow down the cooling. With a primitive atmo-
sphere composed of 300 bars H2O and 100 bars CO2 overlaying
the magma ocean, Lebrun et al. (2013) estimated that the surface
temperature remains constant throughout the entire duration of the
mushy stage at Tsurf ≈ 500 K. Sleep et al. (2014) also showed that
the surface temperature during the mushy stage was maintained
at ≈500 K for 1000 bars and 100 bars atmospheres in equilibrium
with bulk silicated magmas.

2.1.3 TBLs parametrization

Monteux et al. (2016) showed that the initial core heat can only be
efficiently retained within the core when the bottom TBL thickness
(δTBL,bot) is larger than ≈100 m. For δTBL,bot<100 m the thermal cou-
pling between the core and the MO is important and the core’s heat
is efficiently transferred to the mantle during the short timescales
of the MO cooling. For δTBL,bot<1 m, the core rapidly cools down
to ≈4400 K, which corresponds to the core-mantle boundary tem-
perature at a critical melt fraction ϕ = ϕcrit. Actually, the thicknesses
of both the bottom and top TBL are governed by the cooling dy-
namics of the mantle (Solomatov 1995). The formation of a TBL
is induced by the velocity field decrease close to the boundary. In
1-D models, the TBL cannot form numerically by themselves be-
cause the velocity field is not calculated and, hence, it has to be
parametrized. Moreover, as we consider a compressible fluid with
properties changing with depth, the top and bottom TBL do not have
the same thicknesses. In our models, we consider that the thermal
boundary thickness scale as (Grott & Breuer 2008):

δTBL = L

(
Racrit

Ra

)1/3

, (10)

with Racrit = 450 (Choblet & Sotin 2000) and Ra is the Rayleigh
number value calculated using eq. (5) and the characteristic param-
eters corresponding to either the top or the bottom of the magma
ocean, for upper and lower TBL, respectively. It results in a TBL
thicker at the top of the mantle, than at the bottom of the mantle.
Strictly, the value of Racrit should be different when considering
the upper or lower TBL (Thiriet et al. 2019). The value of 450 is
adapted for the upper mantle. For the lower mantle, it should be ex-
pressed as a function of the internal Rayleigh number (Deschamps
& Sotin 2000). We have implemented such a parametrization in our
models. Our numerical tests (not shown here) show that the bottom
TBL thickness derived from Deschamps & Sotin (2000) leads to
a decrease of the bottom TBL thickness, but does not change sig-
nificantly the solidification depth and time scales. Hence, we used
Racrit = 450 for both top and bottom TBL calculations. Within the
TBLs, the heat is transferred by conduction and, again, k = kc. In

all the models presented here, the TBL thickness has a thickness
larger than 10 km, therefore given our 1-km grid spacing, at least
10 gridpoints are used to identify and characterize the heat transfer
in the TBL.

2.2 Geochemical model and derived parameters

Despite the difficulty to characterize the chemical composition of
the Earth’s early mantle, a consensus has emerged that Earth’s man-
tle should be of chondritic composition (e.g. Mc Donough & Sun
1995; Javoy et al. 2010; Palme & O’Neill 2014). Still, chondrites
present a large diversity in major, minor and trace element composi-
tions. According to several isotopic tracers, Earth has accreted from
a large majority of building blocks typical of high-enstatite chon-
drites (EH, Javoy et al. 2010). Then, late-accretion processes and
core–mantle differentiation (Rubie et al. 2011) have induced a drift
of the bulk mantle composition to an MgO-enriched composition,
compared to EH (e.g. Mc Donough & Sun 1995; Palme & O’Neill
2014). In the following section, we detail our chemical model for
the mushy mantle following the magma ocean stage.

2.2.1 Radiogenic heating

Short timescales inferred for the duration of the magma ocean stage
appear comparable to the timescales for the decay of short-lived
radionuclides such as 26Al. However, large bodies such as the proto-
Earth, or the Theia Earth’s impactor, appeared only much later,
from the accretion of pre-differentiated planetesimals. Therefore,
only the long-lived radiogenic elements, such as 238U, 235U, 232Th
and 40K can provide heat at the long time scale corresponding to
the cooling of the mushy mantle. In our models, we consider the
radiogenic heating from these radionuclides in eq. (1) assuming that
the abundance of these elements in the primitive mantle is similar
to the concentration in EH-chondrites (Javoy 1999). The radiogenic
heat production rate is computed as:

H = 	 Ai [i] Hi exp (−λi (t − t0)) , (11)

where the meaning of Ai , Ei , Hi , λi is detailed in Table 1.

2.2.2 Solidus and liquidus temperatures

The chemical composition of the mantle governs its melting proper-
ties, based on its solidus and liquidus profiles. The latter plays a ma-
jor role in the early thermal evolution of the magma ocean, because it
defines the temperature and the depth at which crystallization starts.
Laboratory experiments have constrained the liquidus and solidus
of mantle-like material up to pressures compatible with the CMB
conditions (Fiquet et al. 2010; Andrault et al. 2011). We performed
calculations using the melting curves derived from chondritic-type
mantle composition from Andrault et al. (2011, Fig. 1). The experi-
mental solidus and liquidus profiles are fitted with a modified Simon
and Glatzel equation (Simon & Glatzel 1929). For pressures P be-
low 24 GPa, we use solidus and liquidus temperatures of chondritic
mantle reported from Andrault et al. (2018):

Tsol = 1373.

(
P

0.82 × 109
+ 1

)(1/6.94)

, (12a)

Tliq = 1983.4

(
P

6.48 × 109
+ 1

)(1/5.35)

. (12b)
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Table 1. Radiogenic heat sources and characteristics (from Javoy 1999).

Isotope/element Half-life Heat production Natural Present-day
(λi ) (yr) per unit mass of Abundance concentrations

isotope (Ai ) (%) ([i]) (ppm wt.)
(Hi ) (W kg−1)

238U 4.46 × 109 9.17 × 10−5 99.28
235U 7.04 × 108 5.75 × 10−4 0.72
U 0.20
232Th 1.4 × 1011 2.56 × 10−5 100
Th 0.069
40K 1.26 × 109 2.97 × 10−5 0.0117
K 270

Figure 1. Solidus (green) and liquidus (red) (computed from eq. 12) as a
function of the Earth’s radius. Black solid lines show adiabatic temperature
profiles (computed from eqs 4 and 18) with three different potential temper-
atures (1600, 1750 and 2000 K). Note that these three temperature profiles
are arbitrary and do not result from our numerical model. The blue dashed
line separates the upper and lower mantle. The dashed lines correspond to
the hypothetic conductive temperature profiles in the top thermal boundary
layer (i.e. recalculated at each step of our modelling procedure). The two
ellipsoids illustrate critical points where deep and shallow last molten layers
should solidify (SML, shallow mantle layer and DML, deep mantle layer).

For pressures larger than P = 24 GPa, we use results from An-
drault et al. (2011):

Tsol = 1334.5

(
P

9.63 × 109
+ 1

)(1/2.41)

, (12c)

Tliq = 1862.

(
P

21.15 × 109
+ 1

)(1/2.15)

. (12d)

Mantle solidification may induce some chemical fractionation.
In such case, the melting curves may evolve (Andrault et al. 2017).
Major changes concern the liquidus temperature, which increases
with the MgSiO3-content in the mantle. On the other hand, the man-
tle’s solidus is almost independent of composition. These effects are
not accounted in our study, because there is an insufficient knowl-
edge on melting properties as a function of pressure, temperature
and mantle composition.

2.2.3 Thermodynamic parameters

Thermodynamic parameters of the magma ocean depend of its
chemical composition. Volumetric and elastic parameters of silicate
liquids have been characterized up to a pressure of 140 GPa using
shock compression experiments (Mosenfelder et al. 2007, 2009;

Thomas et al. 2012; Thomas & Asimow 2013). Here we assume a
multicomponent system with a chondritic-type composition (62%
enstatite + 24% forsterite + 8% fayalite + 4% anorthite + 2% diop-
side). Using fourth-order Birch-Murnaghan/Mie-Grüneisen equa-
tion of state fits for molten silicate liquids from Thomas & Asimow
(2013), we obtain the melt density ρm, the volumetric thermal ex-
pansion α as a function of pressure as well as the specific heat Cp of
the molten material for a chondritic multicomponent assemblage.
The density of the solid phase is then calculated as:

ρs = ρm + �ρ, (13)

with �ρ being the density difference between solid and liquid
phases which is fixed to 64 kg m−3 (Monteux et al. 2016).

For a partially molten material, the density ρ ′, the coefficient of
volumetric thermal expansion α′ and the specific heat C′

p are given
as follows (Solomatov 2007):

1

ρ ′ = 1 − ϕ

ρs
+ ϕ

ρm
, (14)

α′ = α + �ρ

ρ
(
Tliq − Tsol

) , (15)

C ′
p = Cp + �H

Tliq − Tsol
, (16)

where �H is the latent heat released during solidification, and ϕ is
the melt fraction:

ϕ = T − Tsol

Tliq − Tsol
. (17)

2.2.4 Adiabats

In vigorously convecting systems such as magma oceans, the tem-
perature distribution is nearly adiabatic (Solomatov 2007). For one-
phase systems, such as a completely molten or a completely solid
layer, eq. (4) gives the equation for an adiabat. In two-phase systems
(liquid + solid), the effects of phase changes need to be considered
(Solomatov 2007). The equation for such adiabat follows:(

dT

dr

)
S

= −α′gT

C ′
p

. (18)

This results in an increase of the adiabat gradient at depth where
the two phases coexist, compared to the purely liquid or solid one-
phase adiabats (Solomatov 2007). Fig. 1 compares three adiabatic
temperature profiles and the melting curves used in our study. The
adiabatic temperature profiles are calculated by numerical integra-
tion of eqs (4) and (18) using a fourth-order Runge–Kutta method
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(Press et al. 1993). These adiabatic temperature profiles are used to
calculate at each depth, and when it is super-adiabatic, the temper-
ature difference �T from eq. (5).

2.2.5 Assumptions

During the solidification of the early mantle (i.e. the magma ocean
and mushy mantle stages) chemical fractionation may occur be-
tween compatible and incompatible elements that partition pref-
erentially into solid and liquid phases, respectively. Initially, the
bridgmanite grains are denser than the liquid and they could fall
toward the core–mantle boundary. Then, after a significant frac-
tion of the MO is crystallized, the liquid could become denser as
iron is a relatively incompatible element in mantle minerals. This
could produce late mantle overturns (e.g. Boukaré et al. 2015). Such
chemical differentiations could also induce heterogeneous distribu-
tion of radiogenic elements due to their incompatible behaviour.
Still, the early chemical fractionation of the Earth’s mantle history
remains debated, based on contradictory geodynamical (Solomatov
2000) and geochemical (Mc Donough & Sun 1995; Boyet & Carl-
son 2005; Palme & O’Neill 2014) arguments. Therefore, we do not
consider chemical differentiation in the solidifying mushy mantle
in this study. Hence, melting curves, density and concentration of
radiogenic elements are considered unchanged along the cooling
process.

2.3 Viscosity model

Viscosity governs mantle cooling dynamics, which is strongly de-
pendent on the melt fraction ϕ. In our study we consider that ϕ

is a linear function of the temperature difference between the liq-
uidus and the solidus (eq. 17). In the following section, we detail
the parametrization used to compute the viscosity in our numerical
models.

2.3.1 Liquid fraction viscosity (ϕ = 1)

During the cooling of a mushy mantle, the melt fraction globally de-
creases; however, locally, mantle layers may remain largely molten
for a long period of time. Therefore, a mushy mantle may locally
be extremely turbulent because of the low viscosity of the molten
mantle material (Cochain et al. 2017). For the fully molten mantle
(i.e. when ϕ = 1), we consider that its viscosity is equal to the
viscosity reported for liquid MgSiO3 (Karki & Stixrude 2010):

η = ηl = exp
(−7.75 + 0.005P(GPa) − 0.00015P(GPa)2

+5000 + 135P(GPa) + 0.23P(GPa)2

T − 1000

)
. (19a)

2.3.2 Solid fraction viscosity (ϕ = 0)

The viscosity of the solid fraction within the early Earth’s deep
mantle is a key parameter, which governs its cooling efficiency
during the mushy stage. However, such a quantity is poorly con-
strained for a chondritic mantle. Instead, the viscosity of a deep
‘bridgmanite-bearing’ mantle has become increasingly documented
(e.g. Boioli et al. 2017; Reali et al. 2019). Due to the absence of
seismic anisotropy in the current lower mantle, diffusion creep was
generally considered to be the dominant deformation mechanism at
these depths (e.g. Karato & Li 1992), however, recent results ad-
vocate for diffusion-driven pure dislocation climb creep as a main

deformation mechanism for bridgmanite (e.g. Boioli et al. 2017;
Reali et al. 2019). During the early Earth’s history, the mantle tem-
peratures were hotter, and ionic diffusion (thus diffusion creep) is
expected to have been even more important in the solid mantle frac-
tion (e.g. Frost & Ashby 1982) for both upper and lower mantle.
Therefore, we assume here that the deformation of the intercon-
nected solid phase occurs via diffusion creep only. We neglect the
possible effect of polymineralic aggregates as one phase is expected
to be volumetrically abundant (olivine or bridgmanite in the upper
or lower mantle, respectively, see Ji et al. 2001; Huet et al. 2014).
Hence for ϕ = 0:

η = ηs = 1

Adiff
exp

(
Ediff + PVdiff

RT

)
, (19b)

with P the pressure, R the gas constant (= 8.314 J K−1 mol−1) and
T the absolute temperature. Adiff is the viscosity pre-factor, which
includes grain-size sensitivity. Here the grain size is kept constant,
as well as the grain size exponent (i.e. equals to 3). Ediff is the
activation energy, and Vdiff is the activation volume for diffusion
creep.

In addition, we considered Ediff, Vdiff and Adiff values based on
two requirements: (1) the values of the rheological parameters must
be compatible with those derived from experiments (e.g. Hirth &
Kohlstedt 2003 for dry olivine/upper mantle, and Xu et al. 2011 for
the bridgmanite/lower mantle), (2) the calculated viscosity profile
corresponding to a realistic present-day Earth mantle geotherm [for
an adiabatic temperature profile with Tp = 1600 K (Tackley 2012)
and references therein] and a PREM pressure profile in eq. (19b),
must be compatible with viscosity profiles constrained by geoid
and postglacial rebound [see Čı́žková et al. (2012) and references
therein, Fig. 2 and Table 2].

In our calculations, we also investigate the potential role of the
upper mantle, which presents a different mineralogy and, therefore,
distinct rheological properties. For the sake of simplicity, we did not
implement a transition zone (composed of wadsleyite (410–520 km)
and ringwoodite (520–660 km). The mineralogical transition from
olivine to bridgmanite significantly increases the viscosity of the
mantle, which in turn could affect the ability of the mantle to lose
its primordial heat. The rheological parameters for the upper mantle
(whenever considered) are listed in Table 2.

2.3.2 Viscosity of the partially molten mantle (0≤ϕ≤1)

During the solidification of the mushy mantle, the fraction of solid
material increases until reaching a threshold (ϕ = ϕcrit), which
separates the turbulent regime from viscous regime (Solomatov
2015). For ϕcrit <ϕ<1, the viscosity of the highly molten material
scales with the viscosity of the molten mantle ηl (Roscoe 1952):

η = ηl(
1 −

(
1−ϕ

1−ϕcrit

))2.5
. (19c)

As soon as the melt fraction threshold is reached at any mantle
depth, the cooling efficiency of the primitive mantle significantly
reduces, even if the mantle remains partially molten at other depths
(Monteux et al. 2016). In a mushy mantle context where most of
the material is solid, the viscosity is still strongly influenced by
the fraction of the molten material ϕ. For 0<ϕ< ϕcrit the partially
molten viscosity scales with the solid mantle viscosity ηs :

η = ηs exp (−αnϕ) , (19d)
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Figure 2. The different mantle viscosity profiles considered in our models for the solid phase, computed using eq. (19b). Upper panels, Ediff = 200 kJ mol−1

(with reference case highlighted in yellow) and lower panels Ediff = 300 kJ mol−1. Grey domain viscosity models from geoid inversion and post-glacial
rebound [Čı́žková et al. (2012) and references therein]. Left-hand frame: no viscous dichotomy between the upper and lower mantle is considered. Right-hand
frame: when a different upper mantle is considered. We performed calculations for Adiff and Vdiff ranging from 2 × 10−17 to 2 × 10−13 Pa−1s−1 and 10−6 to
2 × 10−6 Pa−1s−1, respectively (Table 2). In the B-frame, we have also studied the influence of the upper mantle viscosity with Adiff ranging from 6 × 10−10

to 6 × 10−9 Pa−1s−1. The viscosity profiles (red, green and blue lines) are calculated considering an adiabatic temperature profile with Tp = 1600 K from the
surface of the Earth to the CMB, thus neglecting the presence of top and bottom boundary layers for the figure readability.

Table 2. Values used in eq. (19b) to calculate the solid mantle viscosity.

Lower ‘bridgmanite-like’ mantle rheology:

Adiff Pre-exponential parameter for diffusion
creep

2 × 10−17 to 2 × 10−13 Pa−1s−1

Ediff Activation energy for diffusion creep 200 (Čı́žková et al. 2012) kJ mol−1

300 (Xu et al. 2011)
Vdiff Activation volume for diffusion creep 1 × 10−6 to 2 × 10−6 m3 mol−1

Upper mantle rheology (dry olivine, grain size = 15 μm):

Adiff Pre-exponential parameter for diffusion
creep

6 × 10−9 to 6 × 10−10 Pa−1s−1

Ediff Activation energy for diffusion creep 375 (Hirth & Kohlstedt 2003) kJ mol−1

Vdiff Activation volume for diffusion creep 2.5 × 10−6 (Hirth & Kohlstedt 2003) m3 mol−1

with αn the coefficient in melt fraction-dependent viscosity. The lat-
ter equals 26 for deformation via olivine diffusion creep mechanism
under anhydrous conditions (Mei et al. 2002).

2.4 Numerical model

We model the thermal evolution of a 2900-km-thick isochemical sil-
icate mantle overlying an iron core by solving for the conservation of
energy (eq. 1) in a 1-D, spherically symmetric domain (with a radius

ranging from 3500 to 6400 km). To this end, we used a modified ver-
sion of the numerical model developed in Monteux et al. (2016). Eq.
(1) is discretized using a semi-implicit predictor–corrector Finite
Difference scheme, of second-order in both space and time (Press
et al. 1993). Our numerical scheme was successfully benchmarked
against steady and unsteady analytical solutions for diffusion prob-
lems (Crank 1975). We have also successfully benchmarked our
physical model with 3-D spherical calculations at both steady and
transient states from the models developed by Wagner et al. (2019)
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Table 3. Parameter values used to calculate the viscosity of the lower mantle. Viscosity layering means that we
consider an upper mantle in our model.

Series # Viscosity layering Ediff (kJ mol−1) Vdiff (m3 mol−1) Adiff (Pa−1 s−1)

1 No 200 1 × 10−6–2 × 10−6 2 × 10−17–1 × 10−15

2 Yes 200 1 × 10−6–2 × 10−6 2 × 10−17–1 × 10−15

3 No 300 1 × 10−6–2 × 10−6 5 × 10−15–2 × 10−13

4 Yes 300 1 × 10−6–2 × 10−6 5 × 10−15–2 × 10−13

considering a relatively lower Ra number and a smaller viscosity
contrast (see the Appendix). The mantle is discretized using 2900
equally spaced gridpoints resulting in a constant spatial resolution
δr = 1 km. The variable time step is set as δt = min(δr2/κ(r)), where
κ(r) = k/(ρCp) is the effective diffusivity. The boundary conditions
in our models are those described in Section 2.1.2: isothermal at
the surface with Tsurf = 500 K and variable heat flux accounting for
heat transfer between the core and the mantle at the CMB. In all
our models, the core temperature below and just above the CMB
are initialized to the same value (T0,core = 4370 K).

3 . R E S U LT S : C O O L I N G A N D
S O L I D I F I C AT I O N DY NA M I C S

3.1 A reference case

We followed the thermal evolution of a deep mushy ocean with an
initial temperature profile corresponding to a melt fraction of 40%

throughout the whole mantle. As a reference case, we considered
the chondritic-type mantle from Series 1 with Adiff = 10−15 Pa−1s−1

and Vdiff = 10−6 m3 mol−1 through the whole mantle (see Table 3).
This reference case represents a lower bound in terms of viscosity
(Fig. 2). The temperature initially decreases rapidly from the surface
where heat is efficiently extracted by conductive cooling, and where
a thin TBL initially forms (Fig. 3). In the deepest part of the man-
tle, the temperature profile bends towards an adiabatic temperature
profile, which is more vertical than the solidus profile. As a con-
sequence, the solidification front starts from the lowermost mantle.
After 100 Myr, most of the lower mantle temperatures lie below the
solidus, nevertheless two molten reservoirs remain (named hereafter
SML and DML). Fig. 3 (bottom panels) shows that 270 Myr after
the beginning of our simulation, the deeper one (DML) is located
at a depth centred at 650 km, and the depth of shallower one (SML)
ranges between 20 and 60 km. Full solidification of DML occurs
prior to that of SML. Finally, after 900 Myr of cooling, the entire
temperature profile is below the solidus, but remains super adiabatic,

Figure 3. Upper panels: temperature time evolution as a function of depth. Lower panels: melt fraction time evolution as a function of depth. In this reference
case (Series 1, Adiff = 10−15 Pa−1 s−1 and Vdiff = 10−6 m3 mol−1), no dichotomy in the viscosity model is considered between the upper and lower mantle.
The blue dashed line separates the upper and lower mantle. The right-hand panels represent close-up views of the left-hand panels. When t > 90 Myr, the
partially molten layer is separated in 2 layers: SML and DML.
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Figure 4. Thickness of the top (circles) and bottom (squares) thermal boundary layer when the mushy mantle is fully solidified as a function of Adiff and Ediff

(i.e. Ediff = 200 kJ mol−1 for top figures or Ediff = 300 kJ mol−1 for bottom figures). The A, B, C, D panels correspond to Series 1, 2, 3, 4, respectively
(see Tables 2 and 3 for complete set of parameter values). The cases with Vdiff = 10−6 m3 mol−1 are illustrated with red (bottom TBL) and black (top TBL)
symbols and cases with Vdiff = 2 × 10−6 m3 mol−1 are illustrated with green symbols. Dashed lines represent power law fits to the thermal evolution data
points.

especially in the mid-top mantle. This solidification timescale is in
good agreement with the timescale proposed by Solomatov (2000),
where the complete crystallization of the shallow early mantle could
last more than 108 yr.

3.2 Influence of the viscosity parameters on the mushy
mantle solidification

3.2.1 TBL thicknesses

From the initial thermal state, two TBLs rapidly form above and
below the convecting portion of the mantle. Upon cooling, the
Rayleigh number within the convecting mantle decreases and the
two boundary layers thicken following the scaling used in eq. (10).
Therefore, the thickness of the boundary layers scales with Ra−1/3

and as a consequence scales with η1/3 and A−1/3
diff . In Fig. 4, we plot-

ted both the bottom (red) and top (black) boundary layer thicknesses
at the end of the mushy stage (i.e. as soon as the mantle reaches
complete solidification) as a function of the viscosity exponential
pre-factor (Adiff) and for two different values of the activation en-
ergy (Ediff) and activation volume (Vdiff). Our results show that the

evolution of the TBL thickness is strongly dependent on the value
of the activation energy (Ediff = 200 or 300 kJ mol−1) and on Adiff

as illustrated in Fig. 4. For Series 1 (Fig. 4a), both the top and bot-
tom boundary layer thicknesses scale with A−0.27

diff , which is close to
the theoretical scaling of A−1/3

diff for an entirely solid mantle. This
indicates that the viscosity of the solid mantle governs the thickness
of the two TBL. At the end of the mushy stage, the top boundary
layer thickness ranges between 80 and 250 km, whereas the bottom
boundary layer thickness ranges between 45 and 140 km. For Series
3 (Fig. 4c), the behaviour of the bottom TBL thickness is similar to
the Series 1 cases. The bottom TBL thickness decreases as A−0.26

diff

with corresponding values ranging from ≈40 to ≈100 km, and the
top TBL thickness decreases as A−0.27

diff , with corresponding values
ranging from ≈60 to ≈160 km.

When an upper mantle is considered (Figs 4b and d), the influence
of the lower mantle viscosity on both the top and bottom TBL thick-
nesses vanishes. The bottom TBL thickness decreases as A−0.084

diff for
Series 2 and as A−0.11

diff for Series 4. For both values of Ediff we used
for the lower mantle viscosity, the top TBL thickness decreases to
a value of ≈60 km at the end of the mushy stage, independently of
the value of Ediff.
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Figure 5. Depth at which the last layers of partially molten material solidify as a function of Adiff. Open symbols represent the solidification depth of the
upper molten layer (SML) whereas solid symbols illustrate the solidification depth of the lower molten layer (DML) (See also Figs 3c and d). The a, b, c, d
panels correspond to Series 1, 2, 3, 4, respectively (see Tables 2 and 3 for parameter values). The cases with V diff = 10−6 m3 mol−1 are in black symbols
and cases with Vdiff = 2 × 10−6 m3 mol−1 are in green symbols. Dashed and dotted lines represent power law fits of the numerical data for SML and DML,
respectively.

Also, the top TBL thickness is weakly dependent on the value of
Vdiff, as shown in Fig. 4. However, this parameter strongly influences
the bottom TBL thickness. Indeed, increasing Vdiff from 1 × 10−6

to 2 × 10−6 m3 mol−1 results into a viscosity increase by at least
a factor 2 to 3 for both Ediff = 200 kJ mol−1 and Ediff = 300 kJ
mol−1 cases, and for cases considering an upper mantle and its
influence in rheology or not. This result illustrates the influence of
Vdiff on the viscosity, and can be understood when comparing the
red and green viscosity profiles from Fig. 2. As the value of Vdiff

governs how the viscosity increases with depth from a reference
value, increasing Vdiff does not change significantly the viscosity
close to the Earth’s surface. However, increasing Vdiff increases
significantly the viscosity in the lowermost mantle, leading to a
significant thickening of the TBL above the core mantle-boundary.
In our models, right after the solidification of the molten layers
(SML and DML), the viscosity above the bottom TBL for cases
with Vdiff = 2 × 10−6 m3 mol−1 is larger than the viscosity above
the bottom TBL for Vdiff = 1 × 10−6 m3 mol−1 by a factor 10–30.
This important increase in the lower mantle viscosity explains the
increase in TBL thickness illustrated in Fig. 4 for our range of Vdiff

values as the TBL scales with η1/3.

3.2.2 Depth of final melt layer

During the cooling and the solidification of the mushy mantle, the
melt fraction decreases from a global value of 0.4 to 0 (Figs 3c
and d). Depending on the solid viscosity parameters used for the
early mushy mantle, two layers can remain molten before full so-
lidification: a deep one (DML) and a shallower one (SML, see also
Fig. 3). The depths at which the two last layers of melt solidify
as a function of Adiff for two different values of Ediff and Vdiff is
reported in Fig. 5. This figure shows that the crystallization mech-
anism strongly depends on the presence of a viscosity dichotomy
between the upper and lower mantle. When no dichotomy is con-
sidered (Figs 5a and c), the behaviour is similar for Ediff = 200 kJ
mol−1 and Ediff = 300 kJ mol−1. For both Ediff values, the solid-
ification depth of the upper molten layer (SML) decreases as the
viscosity decreases (scaling with A−0.25

diff and A−0.35
diff , respectively)

whereas the solidification depth of the deep molten layer (DML)
is constant and equals 660 km (i.e. the depth of the transition be-
tween the upper and lower mantle). In the later case, the transition
is not the consequence of rheological properties but is related to
the change of the solidus slope (eqs (12a) and (12c) and Fig. 3),
which is steeper in the lower mantle than in the upper mantle. These
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Figure 6. Duration for full solidification of the mushy mantle (initially with ϕ = 0.4). Open symbols represent the solidification time of the upper molten layer
(SML) whereas solid symbols illustrate the solidification time of the lower molten layer (DML). The a, b, c, d panels correspond to Series 1, 2, 3, 4, respectively
(see Tables 2 and 3 for parameter values). The cases with Vdiff = 10−6 m3 mol−1 are illustrated with black symbols and cases with Vdiff = 2 × 10−6 m3 mol−1

are illustrated with green symbols. Dashed and dotted lines represent power law fits of the numerical data for SML and DML, respectively.

changes in the melting properties with depth coupled with the slope
of the temperature profile computed from our models explain this
particular behaviour. In these cases, the depth of the deep molten
layer is insensitive to the value of the viscosity parameters.

However, a mineralogical dichotomy between the upper and lower
mantle is likely to appear rapidly during the solidification of the
mushy mantle, due to the high-pressure polymorphism. When con-
sidering rheologically distinct upper and lower mantles (Figs 5b and
d), the solidification depth of the deep molten layer is no longer tied
to a depth of 660 km, but now depends on the viscosity of the lower
mantle. The depth at which DML solidifies decreases when Adiff in-
creases (i.e. when the lower mantle viscosity decreases) and scales
with A−(0.06−0.1)

diff (Figs 5b and d). This results in a deep solidification
stage occurring at depth decreasing from 1250 to 800 km when Adiff

increases within the range envisioned in our study (i.e. when the
deep mantle viscosity decreases). In contrast, the depth of final up-
per molten layer SML remains nearly constant (≈30–50 km) for the
whole range of lower mantle viscosities considered in Fig. 5. This
illustrates the fact that the depth at which the last upper layer of melt
solidifies is not governed by the viscosity of the lower mantle but
rather by the rheological properties of the upper mantle (we tested
this hypothesis in Section 3.2.4).

3.2.3 Mushy stage timescale

The influence of Adiff on the time required to fully solidify a par-
tially molten mantle and for two different values of Ediff and Vdiff

is reported in Fig. 6. A quick inspection of eq. (1) indicates that
this solidification timescale should be inversely proportional to the
convective heat flux Fconv. In the hard-turbulent regime, this term
scales as η−3/7 whereas in the soft-turbulent regime, this term scales
as η−1/3. The eq. (19b) implies that an increase of either Ediff or Vdiff

yields an increase of the viscosity. On the contrary, an increase of
Adiff yields a decrease of the solid viscosity at given P and T con-
ditions scaling with A−1

diff . Consequently, if the viscosity of its solid
fraction governs the characteristic solidification timescale, this time
should scale as A−n

diff with n ranging between 1/3 and 3/7. This is
confirmed by our numerical results (Figs 6a and c). The time re-
quired for the upper molten layer (SML) to fully solidify scales with
A−0.39

diff for Series 1 (Fig. 6a) and with A−0.29
diff for Series 3 (Fig. 6c).

For the lower molten layer (DML), the influence of mantle viscosity
is even stronger and the time required for DML to fully solidify
scales with A−0.55

diff for Series 1 (Fig. 6A) and with A−0.49
diff for Series

3 (Fig. 6c).
When no upper/lower mantle dichotomy is considered, the du-

ration of the complete mushy mantle solidification ranges between
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Figure 7. TBL thickness (a), depth at which the last layers (upper and lower) of partially molten material solidify (b) and time to fully solidify the last layers
(upper and lower) of partially molten (c) as a function of the value of Adiff in the upper mantle. In these figures, Adiff = 10−15 Pa−1s−1, Ediff = 200 kJ mol−1

and Vdiff = 10−6 m3 mol−1 in the lower mantle whereas Ediff = 375 kJ mol−1 and Vdiff = 2.5 × 10−6 m3 mol−1 in the upper mantle. Open symbols represent
the solidification time of the upper molten layer (SML) whereas solid symbols illustrate the solidification time of the lower molten layer (DML). Dashed and
dotted lines represent power law fits of the numerical data for SML and DML, respectively.

900 Myr and 4.4 Gyr for Series 1 (Fig. 6a). For Series 3 (Fig. 6c), the
solidification duration ranges between 1.6 and 4.6 Gyr. Our results
also show that the solidification of the deeper DML occurs prior to
that of the shallower SML, with times ranging between 375 Myr and
3.2 Gyr for Ediff = 200 kJ mol−1 or between 590 Myr and 3.7 Gyr
for Ediff = 300 kJ mol−1. Fig. 6 also shows that our solidification
timescale is nearly insensitive to the value of Vdiff.

When considering an upper mantle rheologically different from
the lower mantle (Figs 6b and d), several changes occur, compared
to models without viscous dichotomy. The solidification timescale
for the upper molten layer (SML) is less affected by changes in the
value of Adiff than DML. Thus, the time required to fully solidify
the whole mantle (SML and DML) exhibits a narrower range of
values (between 460 and 770 Myr for Series 2 and between 570
and 700 Myr for Series 4). On the contrary, the solidification time
of the deeper molten layer DML strongly depends on the viscosity
of the lower mantle and scales with A−0.57

diff for Series 2 and with
A−0.4

diff for Series 4. Again, the solidification time of DML is faster
than SML (between 37 and 365 Myr for Series 2 or between 76 and
322 Myr for Series 4). Our results suggest that the solidification of
the SML (i.e. the final episode of solidification of the early mantle in
our models) is weakly sensitive to the viscosity of the lower mantle
but is mostly governed by the viscosity of the upper mantle. On
the other hand, the solidification time of the DML is in comparison
faster, and the viscosity of the lower mantle governs the time delay.
This is certainly related to the relatively low upper mantle viscosity
used in this calculation (see Fig. 2).

3.2.4 Influence of the upper mantle viscosity

We then investigated the influence of the upper mantle viscosity on
the characteristic time and length scales of mushy terrestrial mantle
crystallization. Thus we considered the reference case detailed in
Fig. 3 with a dichotomy in the viscosity between the upper and lower
mantle. In this section, we consider constant values for Adiff, Ediff

and Vdiff for the lower mantle, and we used three different values for
Adiff for the upper mantle ranging between 6 × 10−10 and 6 × 10−9

Pa−1s−1.
The results given in Fig. 7 show that the viscosity of the upper

mantle influences both the shallow characteristic time and length
scales. We recall here that increasing the value of Adiff results in
a viscosity decrease. Fig. 7(a) shows that both the top and the
bottom TBL thicknesses now decrease when Adiff in the upper mantle
increases. The top TBL is more sensitive to variations in the Adiff

values in the upper mantle than the bottom TBL (power exponent
–0.19 compared to –0.9 in top and bottom TBL, respectively). In
Fig. 7(b), the results show that the depth at which the shallow
molten layer SML solidifies decreases with A−0.22

diff , whereas the
depth at which the deep molten layer DML solidifies increases with
A0.14

diff . This means that decreasing the upper mantle viscosity (i.e.
increasing Adiff in the upper mantle) favors a deeper solidification
of DML, while favoring the solidification of SML closer to the
surface. Finally, results from Fig. 7(c) shows that both the time at
which SML and DML solidify decrease when increasing Adiff in the
upper mantle. Interestingly, the viscosity of the upper mantle has a
stronger influence on the solidification time for the DML than on
the shallow SML (power exponent –0.4 compared to –0.22). Hence,
by controlling the heat loss in the shallower part of the early Earth,
the upper mantle viscosity strongly influences the characteristic
solidification time and length scales.

Figs 5(b), (d) and 6(b), (d) show that, when a dichotomy in
viscosity is considered, the depth and solidification time of the
shallow molten layer are weakly dependent on the viscosity of the
deep mantle. However, Fig. 7 illustrates that the viscosity of the
upper mantle plays a key role on the time and depth of solidification
of the shallow molten layer and is more important than the influence
of the lower mantle on this time. Concerning the DML, a decrease
of either upper or lower mantle viscosity leads to a decrease of
the solidification time of this layer. Nevertheless, this time is more
influenced by the viscosity of the deep mantle than by the viscosity
of the upper mantle (power exponent –0.57 compared to –0.4). An
interesting behaviour arises from the depth at which the deep molten
layer DML solidifies. Indeed, Figs 5(b)–(d) shows that this depth
decreases when Adiff in the lower mantle increases (i.e. when the
viscosity decreases) for a fixed value of Adiff in the upper mantle. On
the contrary, the depth at which DML solidifies increases when Adiff

in the upper mantle increases for a fixed value of Adiff in the lower
mantle. Our results show that the rheological parameters of both the
upper and lower mantle govern the deep processes of solidification
in the lower mantle, whereas the shallower solidification processes
are governed only by the properties of the upper mantle.

3.2.5 Summary

We have developed a numerical approach to constrain the charac-
teristic depth and time of solidification of a mushy mantle. We have
identified two persistent molten layers (SML) and (DML). We show
that the cooling and solidification dynamics are very sensitive to the
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Rayleigh number that increases with decreasing viscosity. Hence,
an increase of the pre-exponential factor Adiff (i.e. a decrease of the
viscosity) systematically leads to a decrease of the TBL thicknesses
(in agreement with eq. 10) and as a consequence to the depth of so-
lidification of the last layer of molten material. As higher Ra values
lead to a more efficient cooling of the early mantle, the timescale
of complete solidification of the mantle also decreases with de-
creasing Adiff. Within a moderately convecting viscous mantle, the
TBL thickness and the cooling timescale are expected to scale with
Ra−1/3 while within a turbulent reservoir they are expected to scale
with Ra−2/7. In our models were important changes in the param-
eters occur with temperature, pressure and melt fraction, the value
of the exponent in the power law is slightly different (from –0.25 to
–0.55 when no viscous dichotomy is considered) but the behaviour
is similar.

We have characterized the influence of the solid mantle viscosity
with or without a rheological contrast between the upper and lower
mantle. Our parametrical study shows that the viscosity of the deep
mantle influences the solidification of the DML. This result is not
surprising since the bottom TBL thickness is related to the viscosity
of the deep material. Hence, one can expect that the solidification
characteristics (depth and time scales) of the DML to be strongly
influenced by the values of Adiff in the lower mantle. Our results
show that the same reasoning can be applied to the solidification
characteristics of the SML that is governed by the values of Adiff in
the upper mantle.

Our results show that the viscosity of the upper mantle affects
the DML solidification characteristics. This feature illustrates that
the upper mantle governs the global mantle dynamics by acting as
a thermal blanket that reduces the efficiency of heat loss. Hence, a
decrease in the upper mantle viscosity leads to an increase of the
surface heat flux, to a more vigorous internal convection associated
with a thinner bottom TBL (Fig. 7a), and to a more rapid solid-
ification (Fig. 7c). Conversely, the viscosity of the lower mantle
does not influence significantly the SML solidification character-
istics (Figs 4–6, right-hand panels). Again, this illustrates that the
viscosity of the upper mantle mostly controls the cooling and solid-
ification dynamics. A low viscosity lower mantle enhances the heat
transfer from the core toward the mantle but the mantle heat loss is
limited by the viscous properties of the upper mantle.

4 . D I S C U S S I O N

4.1 Geological constraints

A mineralogical dichotomy and a subsequent transition of the vis-
cous behaviour between the upper and lower mantle are likely to
appear rapidly during the solidification of the mushy mantle. In the
following discussion we only consider the results from the models
that account for a viscous dichotomy between the upper and lower
mantle (i.e. left-hand column, b and d graphics in Figs 4–6). Our
model results show that the top melt layer (SML) crystallizes at
the Hadean-Eoarchean boundary (500–800 Myr after Earth’s for-
mation; Fig. 6), regardless of the model, and the crystallization
proceeds at relatively shallow depths of 35–45 km (Fig. 5). On the
contrary, the bottom melt layer (DML) crystallizes at deeper lev-
els (800–1000 km; Fig. 5) and earlier (40–400 Myr after Earth’s
formation; Fig. 6). If the upper mantle viscosity is considered sep-
arately, these time and depth estimates are only slightly decreased
or increased (Fig. 7).

The presence of molten material and the resulting rheologi-
cal weakening may have profound effect on the evolution of the
early crust, on its ability to deform and on how orogens develop
(Sawyer et al. 2011). The persistence of a melt layer at shallow
depth during the Hadean and its final crystallization around the
Hadean–Eoarchean boundary could prevent the formation of el-
evated orogenic formations due to fast isostatic compensation of
any created reliefs and development of large-scale tectonic fault
and shear-zones. The absence of reliefs would, in turn, result in a
water-world with most of the Earth being covered by shallow water.
Major faults and shear-zones could represent pathways for liquid
water to penetrate to lower crustal levels and, in turn, induce intense
hydrothermal activity. In addition, this weak layer at the depth of
the lower crust could possibly isolate the crust from the underlying
mantle. Doglioni et al. (2011) proposed that a stable partial melt
layer between the asthenosphere and the lithosphere could induce an
effective viscous decoupling between the two layers and explain the
lifetime of cratonic roots. At the Hadean–Eoarchean, the viscous
coupling between the mantle and the crust could have induced the
beginning of large-scale Hadean crust reworking and the formation
of stable Archean crustal blocks. The persistence of SML could,
hence, account for the absence of Hadean crustal fragments in geo-
logical record and at the beginning of the Archean geological record.
They are solid outputs from our geodynamic models and, therefore,
they should have affected the dynamics of our planet early in its
history. Hence, linking the timing of major differentiation events
in the geological record with SML and DML crystallization could
help understanding early shallow processes.

Little is known about the Hadean period since we do not have
the rock record at the Hadean–Eoarchean boundary (e.g. Good-
win 1996; Guitreau et al. 2012). Yet, some detrital zircon crystals,
formed during the Hadean, survived until today. They offer a win-
dow into the Earth’s infancy (e.g. Froude et al. 1983; Cavosie et al.
2019). In addition, relics of global chemical fractionation that oc-
curred during the Hadean are recorded by extinct radionuclides,
such as 142Nd and 182W (e.g. Boyet et al. 2003; Touboul et al.
2012). The 182Hf-182W system operated during the first 50 Myr
after Solar System formation, and it is, hence, unlikely to have
recorded processes depicted in our model. In contrast, the lifetime
of 146Sm-142Nd system matches very well the timescale for DML
crystallization and is, hence, very appropriate to help constrain the
physical parameters of our models. Interestingly, most 142Nd sig-
natures point to major differentiation event(s) of the Earth around
4.3–4.4 Ga (i.e. 150–250 Ma after the Earth’s formation, e.g. Saji
et al. 2018, and references therein, Guitreau et al. 2019), also con-
sistent with detrital zircon ages (e.g. Cavosie et al. 2019). On the
other hand, the disappearance of SML would correspond to the start
of the rock record (i.e. preservation of stable crustal blocks) between
4.0 and 3.8 Ga.

Considering that the SML crystallization is correlated with the
end of major resurfacing on Earth, the comparison with Venus is
quite appealing. Based on the crater population, it was suggested that
the surface of Venus seems uniformly young. With absence of plate
tectonics, this observation suggested that catastrophic resurfacing
occurs episodically on Venus (Phillips & Hansen 1998; Harris &
Bédard 2014; Smrekar et al. 2018). The available geodynamic mod-
els point out the importance of radioactive heating in the Venusian
mantle which, correlated to the presence of a rigid stagnant lid,
could have resulted in an increase of the mantle potential tempera-
ture with geological time, especially in the first 1–2 Ga (O’Rourke
& Korenaga 2012; Tosi et al. 2017). The mantle potential temper-
ature could still be today above 1800 K on Venus, thus at a similar
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Figure 8. For the lower mantle, range of Adiff values considered in our study for (left-hand panel) Ediff = 200 kJ mol−1 and (right-hand panel) Ediff = 300 kJ
mol−1. The grey domain marks dislocation creep regime, below is diffusion creep regime. The white domains represent Adiff values not considered in our study.
The red dashed domains on the colour bar represent the values derived from the geological constraints.

level than it was early in the Earth’s history (e.g. Herzberg et al.
2010). A logical conclusion is that partial melting still takes place
today at shallow depths in the Venusian mantle.

4.2 Refinement of mantle’s rheological parameters

Following the idea that SML and DML final crystallization cor-
respond to identified Hadean geological events on Earth, the ex-
act timing of these events can help refine most realistic values of
Adiff, Ediff and Vdiff. In our models, the upper mantle viscosity does
not significantly influence the solidification time of the last global
molten layers, and should not strongly affect the timing of the geo-
logical events discussed above. We cannot estimate the best pair of
Ediff and Vdiff, since Vdiff has very little influence on the timing of
crystallization of SML and DML. Nevertheless, we can propose a
couple of solutions for fixed values of Ediff. SML crystallization is
essentially insensitive to Adiff values and we, hence, cannot use it to
estimate Adiff values. On the other hand, the crystallization of DML
is sensitive to Adiff values. In order to explain the ages of 4.3–4.4 Ga
inferred form 142Nd signatures, the lower mantle Adiff values should
range between 3 × 10−17 and 7 × 10−17 Pa−1s−1 for Series 2, and
7 × 10−15 Pa−1s−1 to 2 × 10−14 for Series 4. Assuming that SML
accounts for the start of the geological record (i.e. preservation of
stable crustal blocks) between 4.0 and 3.8 Ga, the upper-mantle Adiff

values should range between 1 × 10−9 and 4 × 10−9 Pa−1s−1. These
ranges of values obtained for Adiff in the lower and upper mantle are
pretty narrow given that reference viscosities are generally unknown
to multiple orders of magnitude. Moreover, the values inferred for
both the lower and the upper mantle are within the range of those
proposed for the mantle (Čı́žková et al. 2012).

4.3 Chemical weakening and grain size

Among the parameters used to compute the solid-state mantle vis-
cosity the pre-exponential factor exhibits a large range of plausible
values (typically two orders of magnitude). While Adiff is called the
material constant, its variability expresses the grain size sensitivity
and the potential influence of chemical weakening. For olivine, this
influence has been experimentally characterized for hydrogen at
crustal and upper mantle pressures (e.g. Mackwell et al. 1985; Mei
& Kohlstedt 2000a, b, Demouchy et al. 2012; Girard et al. 2013;
Tielke et al. 2017), for iron (Zhao et al. 2009; Hansen et al. 2012),

and for titanium, (Faul et al. 2016). It can be expressed as:

1

Adi f f
= 2

(
A A′

CW
′

μ

)−1(
b

d

)−3

, (20)

where A is thus a material constant (A = 8.17 × 1015 s−1), μ is
the shear modulus (μ = 80 GPa), b is the magnitude of the Burg-
ers vector (b = 0.55 × 10−9 m) and d is the grain size (Karato
& Wu 1993). A′

CW is a dimensionless parameter characterizing the
influence of the potential chemical weakening due to the incorpo-
ration of, for example Al3+, Fe2+/3+, Ti4+ in mantle minerals. A′

CW

can be envisioned as a stress factor in the sense that an increase
of its value leads to an increase of Adiff and, as a consequence, to
a viscosity decrease. Note that hydrogen is expected to have only
very minor to negligible effect on lower mantle properties, since
hydrogen can barely be embedded in bridgmanite as a point defects
(Bolfan-Cavanova, Keppler & Rubie 2003) and since the hydrogen
solubility in periclase remains very limited (Bolfan-Casanova et al.
2002, see Bolfan-Casanova 2005, for a review). Therefore, ‘water’
weakening in the lower mantle is discarded in this study.

In our models, we have considered different values for Adiff rang-
ing between 2 × 10−17 Pa−1s−1 and 10−15 Pa−1s−1 for Ediff = 200 kJ
mol−1 and between 5 × 10−15 Pa−1s−1 and 2 × 10−13 Pa−1s−1 for
Ediff = 300 kJ mol−1. According to eq. (20), each value of Adiff

corresponds to a set of values for the pair d and A′
CW . In Fig. 8,

we plotted Adiff as a function of d and A′
CW . From Fig. 8, we can

estimate the range of plausible values for d and A′
CW corresponding

to the values of Adiff considered in our models. The transition from
diffusion to dislocation creep is expected to occur for d larger than
100 μm in the lower mantle (Boioli et al. 2017). Considering only a
domain where the diffusion creep scaling applies, Fig. 8 illustrates
that d ranges between 10 and 100 μm for Ediff = 200 kJ mol−1

and between 1 and 100 μm for Ediff = 300 kJ mol−1. In the mean
time, A′

CW ranges between 10−7 and 10−4 for Ediff = 200 kJ mol−1

and between 10−7 and 10−2 for Ediff = 300 kJ mol−1. Fig. 8 shows
that when increasing the grain size by a factor 10, the stress factor
associated to chemical weakening has to be increased by a factor
1000 to maintain a constant pre-exponential factor Adiff.

Our arguments developed in previous sections suggest the follow-
ing range for Adiff values within the lower mantle: between 3 × 10−17

and 7 × 10−17 Pa−1s−1 for Ediff = 200 kJ mol−1, and between
7 × 10−15 Pa−1s−1 and 2 × 10−14 Pa−1s−1 for Ediff = 300 kJ mol−1,
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based on the comparison between our models and geological fea-
tures. When reporting these two ranges of values in Fig. 8, we illus-
trate that these values correspond to the material colored within the
red dashed box. Using eq. (20), we can relate our preferred values
for Adiff and the grain size that prevailed in the deep mantle during
this period. Hence we can constrain d between 30 and 100 μm when
Ediff = 200 kJ mol−1 and between 3 and 100 μm when Ediff = 300 kJ
mol−1. In the meantime, from our models, the dimensionless param-
eter characterizing the influence of the chemical weakening A′

CW

would range between 10−7 and 10−5 when Ediff = 200 kJ mol−1 and
between 10−7 and 10−3 when Ediff = 300 kJ mol−1. Therefore, con-
straining the Ediff values in the deep mantle from geological features
could help to reduce the range of potential stress factor related to
chemical weakening and grain size within the deep mantle.

4.4 Model limitations

1-D models are appropriate to characterize the first order cooling
and solidification dynamics of a compressible mushy mantle where
viscosity contrasts between solid mantle and magmas can reach
up to 20 orders of magnitude. However, we acknowledge that the
timescales for SML and DML crystallization may be affected by 3-
D lateral variations. The early geotherms obtained from our models
can be implemented in geometrically more realistic models devel-
oped to characterize the global geodynamic regime that operated
prior to the onset of modern plate tectonics (Rozel et al. 2017;
Agrusta et al. 2018).

The surface temperature and the ability of the top boundary layer
to facilitate the heat loss are key parameters that also control the
cooling dynamics of the mushy mantle. In our study we have as-
sumed that the surface temperature was constant (=500 K) accord-
ing to Lebrun et al. (2013) and Sleep et al. (2014). However, this
surface temperature may be overestimated, as the dissolution of CO2

in the condensed water is not accounted. In addition, depending on
the buoyancy of the residual melt, partial melting in the shallow melt
layer is likely to rise towards the surface through magma conduits
and cool the interior efficiently by volcanic heat transport (Ricard
et al. 2014; Kankanamge & Moore 2019). Both these shallow pro-
cesses may enhance the heat evacuation and affect the timescales
and depths obtained in our study.

The chemical differentiation that is not accounted in our models
could affect the results obtained from our models by different ways.

(1) The vertical chemical segregation due to compati-
ble/incompatible elements separation could be an important feature
during this early cooling event (Ballmer et al. 2017) and could delay
the solidification. Such a vertical segregation depends on the possi-
ble occurrence of gravitational fractionation of the Fe-enriched melt
and the solid in a turbulent magma ocean.

(2) Considering a chemical differentiation between compati-
ble/incompatible elements would also affect the partitioning of ra-
diogenic heat producing elements. Indeed, K, Th and U are incom-
patible elements which will accumulate preferentially in the molten
reservoirs. Hence the chemical segregation is likely to affect the
heat partitioning within the mantle and as a consequence its cooling
dynamics.

(3) During the chemical segregation, the composition of the
molten phase will evolve towards an enrichment in incompatible
elements. This chemical evolution will affect the melting curves
(Andrault et al. 2017)

5 . C O N C LU S I O N

We have performed 1-D numerical simulations to monitor the tem-
perature and melt fraction evolutions of an initially 40% molten
early mantle. In our models, we have implemented recent and solid
experimental constraints from mineral physics. We have considered
a range of solid fraction viscosity compatible with the knowledge
of the current lowermost mantle viscosity. Our models illustrate the
influence of the solid mantle fraction viscosity on the cooling of
a deep mushy mantle, and in particular on the characteristic time
and depth at which complete solidification is achieved. Considering
that deformation occurs via diffusion creep, the cooling dynamics
is mainly governed by the pre-exponential factor Adiff. Our mod-
els highlight two molten layers (SML and DML) whose complete
crystallization are separated both in time and space: DML solidi-
fying earlier (between 40 and 400 Ma) and deeper (between 800
and 1200 km) than SML, whose solidification occurs during the
first 400–800 Ma, and at depth ranging between 30 and 50 km. The
viscosity of the upper mantle plays a key role on the time and depth
of solidification of the shallow SML, whereas the viscosity of the
deep mantle governs the duration of DML solidification.

The solidification timescales derived from our models suggest
a full crystallization of the early mantle at the Hadean-Eoarchean
boundary. A shallow molten layer stable during 150–250 Ma after
the Earth’s formation could favor the absence of early reliefs and
isolate the early crust from the underlying mantle dynamics. We
associate the crystallization of SML and DML to major events in
the geological record. Then, we use the timing of these records to re-
fine a preferred set of parameters defining the mantle viscosity. Our
models favor the highest values of the range of deep mantle viscosi-
ties derived from geoid inversion and post-glacial rebound (Čı́žková
et al. 2012, and references therein). From our preferred viscosity
models, our study suggests a 3–100 μm range for grain size and a
chemical weakening parameter ranging between 10−7 and 10−3. Our
1-D approach is relevant when characterizing a fully mushy early
mantle where large viscosity contrasts associated to large Rayleigh
numbers can persist during the whole solidification of the reservoir.
The temperature profiles and the TBLs characteristics inferred from
our study can easily be incorporated in thermochemical evolution
models of a solid terrestrial mantle.
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A P P E N D I X : N U M E R I C A L B E N C H M A R K
O F T H E E N E RG Y B A L A N C E E Q UAT I O N

We validated our numerical approach by benchmarking our model
with the analytical non-steady state diffusion problem (eq 6.18 in
the section 6. Diffusion in a sphere from Crank 1975) and obtained
a relative error below 10−7. We also benchmarked our physical ap-
proach by comparing our model with those developed for modeling
convection in rocky planets from Wagner et al. (2019). In particular,
we considered the same setting used to obtain their Fig. 8(a) where
they Ra = 107 and they impose a viscosity contrast of 100 between
the top and the bottom of the mantle. This comparison is illustrated
in Fig. A1.

Figure A1. Comparison of the temperature profiles obtained by Wagner
et al. 2019 (Fig. 8a from their study) (black dots, red dashed line and solid
blue line) and the temperature profile obtained from our 1-D model with the
same parametrization (Ra = 107 and a viscosity contrast of 100).
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Fig. A1 shows that our results reasonably agree with spherical cal-
culations displayed in the study quoted above, which confirms that
our approach can reproduce the thermal evolution in non-symmetric
spherical geometry. Moreover, Fig. A1 shows that our results are
in agreement with the 1-D (Mixing Length Theory) approach and
the evolutions computed in spherical geometry by Wagner et al.
(2019). Differences between our approach and the MLT approach
by Wagner et al. (2019) are due to different parametrization de-
tails. Moreover, as we impose a conductive heat flux within the two

TBLs, it leads to a change in the temperature profile between the
convective mantle, and the conductive TBL that is less smooth than
in the models from Wagner et al. (2019). In the two TBL, the error
between our models and the models from Wagner et al. (2019) can
reach ≈20% while in the central parts of the mushy mantle, the
error is less than 5%. However, for larger values of Ra numbers that
are more relevant to our study, the TBL are considerably thinner,
therefore these differences are expected to vanish.
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1. Introduction
During its early history, the Earth experienced several episodes during which a significant volume fraction of its 
mantle was molten. These melting events were enhanced by radiogenic heating (Yoshino et al., 2003), viscous 
dissipation during core formation (Monteux et al., 2009; Samuel et al., 2010) and kinetic energy converted into 
heat during large impacts (Tonks & Melosh, 1993). The giant impact leading to the Earth/Moon system could 
even have resulted in complete melting of the Earth mantle (Nakajima & Stevenson, 2015) and the subsequent 
formation of a nearly 3,000 km-thick magma ocean.

Extremely vigorous convection is likely to occur within such a molten reservoir (Monteux et  al.,  2016; V. 
Solomatov, 2015). The variations in temperature are strong enough to generate significant natural convective 
flows. Moreover the potentially large thickness of a molten-silicate reservoir coupled with low viscosity material 
(Karki & Stixrude, 2010; Xie et al., 2021) leads to Rayleigh numbers (comparing advective and diffusive times-
cales) ranging from 10 20 to 10 30 (Patočka et al., 2020) compared to the current Rayleigh number of the Earth's 
mantle of 10 6–10 8 (Ricard, 2007). The cooling and solidification dynamics are difficult to monitor within such 

Abstract The vigor of the thermal convection in a terrestrial magma ocean tends to prevent the 
sedimentation of the solid grains. Understanding of the overall dynamical behavior of this solid phase 
segregation is required to anticipate the solidification mechanisms in the early Earth mantle. We develop 
numerical models to monitor the crystal fraction evolution of a convecting magmatic reservoir. Our models 
show that the ability of the crystal fraction to disperse or sediment within the domain strongly depends on 
the crystal size, the density difference and the magma viscosity. Our models show that the critical value of 
the convection/buoyancy stress ratio separating sedimentation/suspension regimes can be smaller than 0.1. 
Hence, during the early crystallization of a magma ocean, suspension should be the dominant process. We then 
investigate the possibility of bridgmanite segregation by comparing the density difference between the MO and 
the solid crystals for different compositions and the critical density contrast above which crystal segregation is 
likely to occur. We define the relevant set of parameters; including the P-V-T equations of state of coexisting 
melt and bridgmanite in the mushy MO. We observe that bridgmanite grains are unlikely to segregate in a 
mantle of pyrolite composition. However, bridgmanite segregation is more likely to occur at the bottom of a 
MO enriched in SiO2, compared to pyrolite. When a solidifying layer contains 60% of bridgmanite and 40% of 
melt, we observe a significant SiO2 enrichment with increasing mantle depth in a primitive mantle compatible 
with seismic and geochemical observations.

Plain Language Summary Following the giant impact that formed the Earth-Moon system, the 
Earth's mantle probably underwent a major melting episode forming a magma ocean several hundred kilometers 
thick. During the solidification of this magma ocean, the first crystals either settled at depth or were efficiently 
mixed with the magma. This process played a determining role in the chemical composition of the early mantle. 
We have developed numerical models to monitor the evolution of a thin layer of crystals in a magma ocean. 
Our models characterize the influence of crystal size, magma viscosity and density difference between crystals 
and magma. Our models support efficient mixing of crystals in the magma ocean. However, in some settings 
such as a SiO2-rich magma ocean, bridgmanite grains may separate from the magma and form a solid layer at 
the base of the Earth's mantle early during cooling. This process may generate SiO2 enrichment with depth in 
agreement with seismic and geochemical observations.
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an environment. However, recent numerical models agree on the characteristic cooling timescales that can be 
constrained to several thousands of years (Lebrun et al., 2013; Monteux et al., 2016).

The study of particle sedimentation in vigorously convecting fluids and, by extension, the study of crystal behav-
ior in convecting magmas is a highly debated subject in both fluid dynamics (Lavorel & Le Bars, 2009) and 
Earth Sciences (Jaupart & Tait, 1995). A large number of studies have investigated crystal settling in magma 
chambers using laboratory experiments (Martin & Nokes, 1988; Sturtz et al., 2021), numerical modeling (Höink 
et  al.,  2005; Verhoeven & Schmalzl,  2009) or both (Weinstein et  al.,  1988). All these studies point out the 
importance of particle deposition and the subsequent differentiation mechanisms that might occur within large 
plutonic reservoirs. In magma oceans, the physical context is quite different, with potentially more vigorous 
convection involving much thicker reservoirs. Recent numerical models from Patočka et al. (2020) constrained 
the settling of inertial particles in turbulent Rayleigh-Bénard convection without taking into consideration the 
re-entrainment process. In particular, Patočka et al. (2020) identified different settling regimes and derived char-
acteristic residence timescales. For their range of particle sizes and densities, their results show that the settling 
should be rapid, much shorter than the typical timescales for the solidification of a whole-mantle terrestrial 
magma ocean, thus supporting the idea of fully fractional crystallization. However, using analog models, V. S. 
Solomatov et al. (1993) introduced the conditions for particle re-entrainment after sedimentation at the bottom of 
a convecting reservoir. At sufficiently high Rayleigh numbers, their models illustrate that the particles might be 
re-entrained by the viscous stress produced by thermal plumes, emphasizing that entrainment of crystals cumu-
lated in dunes was likely at the bottom of magma oceans. Such a re-entrainment process could therefore favor 
equilibrium crystallization. More recent laboratory experiments from Lavorel & Le Bars (2009) confirmed the 
findings of V. S. Solomatov et al. (1993) and characterized the influence of the density ratio between fluid and 
crystals and the temperature difference driving thermal convection.

Several parameters likely influence the settling dynamics: (a) the density difference between the settling crystal 
and the surrounding convecting magma ocean, (b) the crystal size, which is strongly dependent on the magma 
ocean cooling rate, and (c) the viscosity of the magma ocean whose value may span several orders of magnitude 
depending on the pressure/temperature conditions within the early magma ocean. Recently, Caracas et al. (2019) 
proposed that the accumulation of crystals might occur near the depth of neutral buoyancy between crystals and 
the coexisting melt. They determined this neutral buoyancy depth for different values of iron partition coefficients 
between melt and solid fractions. They showed that the crystals can cumulate and form a mushy layer within the 
magma ocean, thus separating a shallow MO from a basal MO. Here, we monitor the stability of a thin mushy 
layer cumulated within a magma ocean. We evaluate the effects of grain size, density difference between crystals 
and the surrounding magma ocean, and viscosity values for the magma ocean derived from petrological exper-
iments. The main purpose of our models is to determine if the crystal layer is sedimented at the bottom of the 
reservoir or is efficiently mixed into the convective reservoir.

The hypothesis of a fully molten mantle is difficult to reconcile with geochemical data and the need for hidden 
reservoirs (Boyet & Carlson, 2005). However, the cooling and solidification processes occurring within large 
partially molten silicate reservoirs may lead to significant chemical differentiation events and thus to chemical 
segregation. The depth at which solidification initiates is governed by the intersection between the early geotherm 
and the melting curves (Caracas et al., 2019) proposed that crystal settling would occur toward neutral buoyancy 
depths where crystals are paradoxically more easily entrained by the convective flow. Both chemical composi-
tion and temperature contribute to the buoyancy of a crystal layer within a convecting reservoir. The chemical 
differentiation that happens following a large melting event is strongly related to the ability of the crystal fraction 
to sink or float within the convective reservoir. This ability is itself governed by the ability of the crystallized 
minerals to integrate heavy elements such as Fe into their structure (Andrault et al., 2012; Nomura et al., 2011). 
Depending on the crystal buoyancy relative to the molten magma, different scenarios may involve either a bottom 
up solidification (Monteux et al., 2016) or a mid-mantle solidification, in which case a basal magma ocean would 
be possible (Labrosse et al., 2007). In our study, we discuss the implications of our model on the mechanism of 
magma ocean solidification after a major Moon-forming impact on an Earth-like planet.

In this study, we have developed a numerical model to monitor the cooling, segregation and chemical evolution 
of the early Earth mantle. Our study is laid out as follows. In Section 2, we present our physical and numerical 
models. In Section 3, we present the main numerical results from our systematic parametric study emphasizing 
the influence of melt viscosity, crystal size and density difference between crystals and melt. Section 4 details a 
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criterion for the stability of a crystallizing layer. Finally, Section 5 describes 
the evolution of mushy material in the context of progressive magma ocean 
crystallization. The results and conclusion are presented in Section 6.

2. Physical and Numerical Models
2.1. Governing Equations

We monitored the stability of a horizontal mushy layer composed of solid 
crystals within an initially convecting fully molten magma reservoir. For 
this purpose, we used the Euler-Euler model which is an accurate dispersed 
multiphase flow model describing both the crystal and liquid phases. We 
defined two non-miscible phases in our models: the continuous phase 
(subscript c) to represent the liquid magma ocean and the dispersed phase 
(subscript d) that represents the crystal phase. Both phases behaved as 
Newtonian and incompressible fluids. The local volume fraction of the fluid 
continuous phase ϕc and the dispersed solid phase ϕd were the local average 
volume of melt and crystals respectively (ϕc = 1 − ϕd).

The dynamic and thermal evolution of the mushy layer and ambient liquid 
are governed by the Navier-Stokes and heat transfer equations. We initially 

solved the equations for the continuous phase heat in 2D rectangular geometry using the Rayleigh-Bénard system. 
Once it reached a steady state, we solved the dynamic evolution of the mushy layer within the convective reser-
voir. The Euler-Euler flow model defines one set of Navier-Stokes equations for each phase:

•  Mass conservation is represented by the continuity equations (Crowe et al., 1998):

𝜕𝜕𝜕𝜕𝑑𝑑

𝜕𝜕𝜕𝜕
+ ∇.(𝜕𝜕𝑑𝑑𝒖𝒖𝒅𝒅) = 0 (1)

∇.((1 − 𝜙𝜙𝑑𝑑)𝒖𝒖𝒄𝒄 + 𝜙𝜙𝑑𝑑𝒖𝒖𝒅𝒅) = 0, (2)

with ud and uc representing the dispersed phase and the continuous phase fluid velocity vector respectively 
(m.s −1). We assumed that the mass transfer between the two phases was zero. In our study, we did not consider 
either solidification or melting processes but choose to develop a parametric study (see Section 3) in which the 
parameters such as particle volume fraction, density contrast and particle radii vary within a range of values 
compatible with particle sedimentation for magma ocean conditions.

•  Conservation of momentum is represented by the Navier-Stokes equations. These equations represent a 
balance between the inertial, pressure, viscous, gravitational and drag forces. In the case of an incompressible 
Newtonian fluid, this yields

𝜌𝜌𝑐𝑐𝑐0

(

𝜕𝜕𝒖𝒖𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝒖𝒖𝑐𝑐 .∇𝒖𝒖𝑐𝑐

)

= 𝛁𝛁.
[

−𝑃𝑃𝑰𝑰 + 𝜂𝜂𝑐𝑐
(

∇𝒖𝒖𝑐𝑐 + (∇𝒖𝒖𝑐𝑐)
𝑇𝑇
)]

+ 𝜌𝜌𝑐𝑐𝒈𝒈 +
𝑭𝑭𝒎𝒎𝑐𝒄𝒄

𝜙𝜙𝑐𝑐

 (3)

𝜌𝜌𝑑𝑑𝑑0

(

𝜕𝜕𝒖𝒖𝑑𝑑

𝜕𝜕𝜕𝜕
+ 𝒖𝒖𝑑𝑑 .∇𝒖𝒖𝑑𝑑

)

= 𝛁𝛁.
[

−𝑃𝑃𝑰𝑰 + 𝜂𝜂𝑑𝑑
(

∇𝒖𝒖𝑑𝑑 + (∇𝒖𝒖𝑑𝑑)
𝑇𝑇
)]

+ 𝜌𝜌𝑑𝑑𝒈𝒈 +
𝑭𝑭𝒎𝒎𝑑𝒅𝒅

𝜙𝜙𝑑𝑑

 (4)

with ρc,0 the reference melt density, ρd,0 the reference solid phase density (see Table 1 for values), ρc the melt 
density (kg.m −3), ρd the solid phase density, ηc the melt viscosity (Pa.s), ηd the solid phase viscosity (Pa.s), t 
the time (s), P the fluid pressure (Pa), g the gravitational acceleration (m.s −2) and I the identity matrix. Fm,c 
and Fm,d are the drag forces (N/m 3).

•  Heat conservation: Assuming an incompressible fluid with no viscous dissipation and no internal heat sources, 
the internal energy balance can be written as

𝜌𝜌𝑐𝑐𝑐0𝐶𝐶𝑝𝑝

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+ 𝒖𝒖.∇𝜕𝜕

]

+ 𝛁𝛁.[−𝑘𝑘𝛁𝛁𝜕𝜕 ] = 0 (5)

with Cp the heat capacity at constant pressure (J.kg −1.K −1), T the fluid temperature (K), u the fluid velocity 
vector (m.s −1), k the thermal conductivity (W.m −1.K −1). No heat source was considered in our models (e.g., 

Table 1 
Symbol Definitions and Values of the Physical Parameters Used in This 
Study

Symbol Value or range

Magma ocean density ρc,0 3,000 kg/m 3

Crystals density ρd,0 ρc,0 + Δρ

Density difference Δρ 5–100 kg/m 3

Magma ocean viscosity ηc 0.1–10 Pa.s

Crystal diameter Dd 10 −4–10 −3 m

Heat capacity Cp 1,000 J.kg −1.K −1

Thermal conductivity k 5 W.m −1.K −1

Thermal diffusivity κ = k/(ρc,0Cp) 1.7 × 10 −6 m 2.s −1

Thermal expansion coefficient α 10 −5 K −1

Reference temperature T0 4,000 K

Temperature difference ΔT 100 K

361



Journal of Geophysical Research: Planets

MONTEUX ET AL.

10.1029/2023JE007805

4 of 24

radiogenic, tidal or latent heat). For simplicity, we assigned the same heat capacities and thermal conductivi-
ties for both the continuous and dispersed phases.

For each fluid parcel, the viscosity ranges between the viscosity of the fully molten phase ηc, which is imposed 
for each simulation (see Table 1 for values), and the mixture viscosity η, which depends on the dispersed solid 
phase volume fraction ϕd. In our magma ocean context, it is the liquid phase viscosity that governs the flow 
(Monteux et al., 2016), and the solid phase viscosity is not used in our calculations. For the mixture, we applied 
a Krieger-type dynamic viscosity which is appropriate for monitoring dispersed phases:

𝜂𝜂 = 𝜂𝜂𝑐𝑐

(

1 −𝑀𝑀𝑀𝑀𝑀𝑀

(

𝜙𝜙𝑑𝑑

𝜙𝜙𝑑𝑑𝑑max

𝑑 0.999

))−2.5𝜙𝜙𝑑𝑑𝑑max

 (6)

where ϕd, max is the maximum packing concentration. ϕd, max depends on the geometry of the crystals within the 
system and on the shear rate. For mono-dispersed systems with spheres and low shear rates, ϕd, max ranges between 
0.5 and 0.7 (Dörr et al., 2013). In our models ϕd, max was set to 0.6 which is the critical packing crystal fraction at 
which it becomes rheologically impossible for a magma to erupt (Marsh, 1981). In our calculations, there is no 
requirement for ϕd to remain between 0 and ϕd, max. The maximum value ϕd, max was only used in the expression of 
the viscosity (Equation 6), which controls the behavior of the flow. When ϕd ≥ ϕd, max, the solid viscosity should 
govern the flow (e.g., Monteux et al., 2020) instead of the liquid viscosity. Hence the viscosity calculation in 
Equation 6 should account for this discrepancy. Since the cases of our study fall mainly around the suspension/
sedimentation criteria, the crystal fraction never overcome maximum packing concentration.

The drag force acts in opposition to the relative motion of the crystals in the surrounding magma. It is governed 
by the particle shape and the relative Reynolds number (comparing inertial and viscous forces). In reality the 
crystal shapes are various and complex. To compute the drag force Fm, we considered the Schiller-Naumann 
drag model, a widely used model in the multiphase flow literature that is particularly relevant for dispersed rigid 
spheres and for the range of Reynolds number values in our study (lower than 10 4) (Ibrahim & Meguid, 2020; 
Schiller & Naumann, 1935). Fm is defined as:

𝑭𝑭𝒎𝒎,𝒄𝒄 = −𝑭𝑭𝒎𝒎,𝒅𝒅 = 𝛽𝛽(𝒖𝒖𝒅𝒅 − 𝒖𝒖𝒄𝒄) (7)

with β the momentum transfer coefficient (in kg m −3 s −1) between fluid and solid particles (Ibrahim & Meguid, 2020)

𝛽𝛽 =
3

4

𝜌𝜌𝑐𝑐𝑐0𝜙𝜙𝑑𝑑𝐶𝐶𝐷𝐷(𝒖𝒖𝒅𝒅 − 𝒖𝒖𝒄𝒄)

𝐷𝐷𝑑𝑑

 (8)

Dd is the particle diameter (m) and CD is the drag coefficient for a single particle. For Re < 1,000 (Schiller & 
Naumann, 1935):

𝐶𝐶𝐷𝐷 =
24

(

1 + 0.15𝑅𝑅𝑅𝑅0.687
)

𝑅𝑅𝑅𝑅
 (9)

For Re > 1,000, CD = 0.44 (Wen & Yu, 1966).

The density of the magma ocean varies linearly with temperature in the buoyancy term of the momentum equa-
tion following the Boussinesq approximation. The density calculation accounts for the contrast relating to the 
thermal effects and the phase influence. It was calculated as follows:

𝜌𝜌𝑐𝑐 = 𝜌𝜌𝑐𝑐𝑐0(1 − 𝛼𝛼(𝑇𝑇 − 𝑇𝑇0)) (10)

where T0 is the reference temperature (in K) and α is the thermal expansion coefficient (K −1). The initial reference 
temperature for the reservoir is highly influenced by the full thermal history of the early Earth as well as its depth 
within the Earth mantle. Here we fixed T0 = 4000 K. The particle density was calculated as:

𝜌𝜌𝑑𝑑 = 𝜌𝜌𝑐𝑐 + Δ𝜌𝜌 (11)

with Δρ the intrinsic density difference between the molten silicates and the solid crystals.

For the dynamics, we used free-slip boundary conditions at all the system boundaries for both the dispersed and 
continuous phases. Considering free-slip boundary conditions at the bottom of the reservoir favors re-suspension 
compared to cases with no-slip boundary conditions. We fixed the temperature to 4100 K at the bottom boundary 
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and to 4000 K at the top boundary (i.e., ΔT = 100 K), with no flux conditions 
at lateral boundaries.

2.2. Non Dimensional Parameters

Before considering the stability of a crystal layer within the molten reservoir, 
we first solved only the equations relating to thermal convection within the 
reservoir. In our geophysical investigation, the least constrained parameter 
was the magma ocean viscosity, which ranges widely in value. Here we used 
viscosities for the continuous phase (ηc,0) ranging between 0.1 and 10 Pa.s 
(Karki & Stixrude,  2010; Xie et  al.,  2021). The convection flow induced 
within the magma ocean was characterized by the thermal Rayleigh number 
(Ra) describing the vigor of convection as a consequence of basal heating:

𝑅𝑅𝑅𝑅 =
𝛼𝛼𝛼𝛼𝑐𝑐𝑐0𝑔𝑔Δ𝑇𝑇𝑇𝑇

3

𝜂𝜂𝑐𝑐𝜅𝜅
 (12)

with κ the heat diffusivity of the convective fluid (see Table 1 for value) and 
H the thickness of the reservoir in our models. We used a reservoir thickness 
H = 1 m which led to Ra values ranging between 1.8 × 10 6 and 1.8 × 10 8. In 
reality, the magma ocean is likely to involve the full thickness of the Earth's 
early mantle (i.e., a thickness of 2,900 km). In these conditions the Rayleigh 
number could reach values as high as 10 30 and the associated dynamics 
would be extremely turbulent, playing a role on all scales down that of the 
crystals (V. S. Solomatov, 2000). However, crystal settling is likely to occur 

close to mechanical boundaries (CMB or solidified wall) where the velocity is lower than in the middle of the 
magma ocean. Hence our choice of parameters is relevant for monitoring the crystal settling at the bottom of a 
cooling magma ocean.

From our purely thermally convective models, we monitored the surface heat flux F which is proportional to 
the average value of the temperature gradient at the surface of the reservoir. We obtained F as a function of time 
for the range of Ra values considered in our study. We stopped our thermally convective simulations once the 
surface heat flux had converged to a constant value and used this value to calculate the corresponding Nusselt 
number  Nu:

𝑁𝑁𝑁𝑁 =
𝐻𝐻𝐻𝐻

𝑘𝑘Δ𝑇𝑇
 (13)

Figure 1 shows the Nu-Ra relation obtained from our models and compares our numerical results with the scal-
ings obtained from Turcotte and Schubert (1982) and Wolstencroft et al. (2009). Our results show an agreement 
with these two scalings and we obtain Nu = 0.14Ra 0.34. For each Ra value used in our models, we obtained a 
velocity field for the continuous phase and a temperature field that were used as the initial temperature and 
velocity fields for the Euler-Euler model when we investigated the stability of a thin mushy layer with different 
characteristics (Dd and Δρ). The initial velocity field for the dispersed phase used in the Euler-Euler model is null.

2.3. Numerical Model

We used the commercial software COMSOL Multiphysics (version 5.4) that has been previously validated for 
two phase flow applications (Qaddah et al. (2019, 2020)). Equations 1–5 were solved using the multiphase-flow 
tool-suite of COMSOL Multiphysics 5.4 (Computational Fluid Dynamics and Heat transfer modules) (For more 
informations see the Code Availability section). We used a 2D domain with a thickness H and a width of 4H 
(see Figure 2). Applying the model to a 2D geometry involves making assumptions, which may lead to discrep-
ancies when compared with 3D models (e.g., V. S. Solomatov et al., 1993). The difference between 2D and 3D 
Rayleigh-Bénard simulations varies with the Prandtl number (Pr) which is the ratio between the momentum and the 
thermal diffusivities. For the range of Ra values used in our study, the Nu − Ra and the Nu − Pr scalings are similar 
for Pr values larger than 1 but differ when Pr values are close to 1 (van der Poel et al., 2013). In our simulations, 
the Prandtl numbers were much greater than 1 which makes our 2D models a reliable means of characterizing the 

Figure 1. Nusselt number as a function of the Rayleigh number during 
the first phase where only thermal convection is considered (no settling 
of particles). Results from our models are shown by black circles. For 
comparison, we plot the scaling laws proposed by Wolstencroft et al. (2009) 
and Turcotte and Schubert (1982) with blue and green dashed lines 
respectively. The red dashed line represents the result from a power-law fit of 
our numerical results. Corresponding scaling laws are detailed in the legend of 
the figure.
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 particle sinking dynamics in a thermally convecting reservoir. The compu-
tational cost of 2D models being significantly lower than for 3D models, we 
considered a 2D Cartesian geometry in our models as a first step toward more 
realistic models (Patočka et  al.,  2020). 3D models can be developed with 
COMSOL Multiphysics and will be the subject of a future study.

As a first attempt to characterize the stability of a thin newly formed mushy 
layer within a convective magma ocean, we arbitrarily considered that the 
thickness of this mushy layer was h = H/10. The mush thickness was set as a 
constant in all our models. Within the mushy layer, the crystals were consid-
ered as spheres with a fixed diameter Dd. In our models, this diameter ranges 
between 10 −4 and 10 −3 m. The initial volume fraction of crystal ϕd,0 was also 
set to a constant value (ϕd,0 = 0.1).

The COMSOL Multiphysics software applies a finite-element method to a 
grid mesh to solve the set of equations (Equations  1–5). In order to study 
the sensitivity analysis of mesh size on the main results of this paper, we 
ran several models varying the size of the mesh (between 1.6 and 50 mm). 
In these resolution tests we looked at the overturn of a mushy layer with 

h = H/10, ϕd,0 = 0.5, ηc = 10 Pa.s (i.e., Ra = 1.8 × 10 6) and Δρ = 30 kg.m −3. Figure 3 shows the average value 
ϕd,average along a horizontal profile located at the bottom of the reservoir at t = 600 s when the mushy layer is fully 
sedimented. ϕd,average increases with decrease in the mesh size from 0.05 to 0.01 m. However, below a mesh size 
value of 0.01 m, ϕd,average converges to a constant value of 0.45. In order to save computational time, we used a 
mesh size of 0.008 which gave an error of 7.7% relative to the converged value obtained for the smallest mesh size. 
In addition, for the most vigorously convective contexts, we decreased the size of the mesh by a factor of two either 
in the lowermost part of the reservoir where crystal-rich patches are likely to settle or within the whole reservoir. 
Therefore, the calculation domain was composed of 100,000–180,000 mesh elements. We list the details of our 
models in Table 2. Each run presented in this study represents (for the Euler-Euler flow model only) 12–72 hr 
computation time on a bi-processor, 8-cores, 3.2-GHz workstation.

2.4. Reference Case

In this subsection, we detail the case corresponding to simulation no. 47 in 
Table 2. For this reference case, we used Ra = 4.4 × 10 6 (corresponding to 
ηc = 4 Pa.s), Δρ = 50 kg.m −3 (Δρ/ρc,0 = 1.7%) and Dd = 10 −3 m. Figure 4 
illustrates the thermal and dynamic time evolutions of the convective magma 
ocean and the mushy crystal layer. Because of negative buoyancy, the crystal 
layer sinks rapidly. Figure 4 shows that a rapid overturn occurs concentrating 
the crystals in the lower part of the reservoir during the first hundreds of 
seconds after the formation of the layer. First, the crystal fraction is diluted 
in the lower reservoir. Then it starts to separate out into patches in which the 
concentration is much higher than the initial concentration. This early stage 
limits the heat transfer from the bottom surface to the reservoir, leading to a 
transient cooling of the magma.

To monitor the evolution of the average concentration C (particles/m 3) of 
crystals in the upper mid reservoir for the reference case, we defined:

𝑒𝑒 =
∫

𝐻𝐻

𝐻𝐻∕2
∫

4𝐻𝐻

0
𝐶𝐶d𝑥𝑥d𝑧𝑧

∫
𝐻𝐻

0
∫

4𝐻𝐻

0
𝐶𝐶d𝑥𝑥d𝑧𝑧

 (14)

Höink et  al.  (2005) refers to this parameter as the relative entrainment. 
Figure 5 illustrates the time evolution of e for our reference case and shows 
that for a period of 2,000 s, the upper reservoir is depleted in crystals. After 
nearly 10,000 s, large hot plumes form at the bottom of the reservoir (see 
Figure 4) and transport the crystals up to the upper reservoir. Hence the crys-
tal concentration in the upper reservoir increases. This second phase lead to 

Figure 3. Dispersed fraction averaged along an horizontal profile at the 
bottom of the computational domain as a function of the mesh size. In these 
models, h = H/10, ϕd,0 = 0.5, ηc = 10 Pa.s, and Δρ = 30 kg.m −3. The red 
dashed line represents the asymptotic value at which ϕd,average converges for 
high-resolution (i.e., small mesh size) models.

Figure 2. Schematic representation of the computational domain of our study. 
The blue material represents the continuous phase (molten silicates) and the 
green material represents the initially mixed continuous and dispersed phases. 
A zoomed view is illustrated in the top-right panel.
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efficient mixing of the whole reservoir and the crystal concentration returns 
to its initial value, with slight oscillations. Figure  5 shows that the initial 
concentration in the upper reservoir is slightly higher than its theoretical 
value of 0.01. This is due to the mesh properties that encompass a larger 
volume of crystal leading to an initial value of e = 0.0105.

3. Parametric Study
In the following section, we look at the influence of the density difference 
between the crystals and the magma, the crystal size, and the magma viscos-
ity on the settling dynamics within a convecting magma ocean.

3.1. Influence of the Density Difference Δρ

During the solidification of the magma ocean, the density of the crystal phase 
varies relative to the molten phase based on its ability to integrate dense chemi-
cal elements into its structure. Within the fully molten mantle, the first crystal to 
form is bridgmanite. This first crystal is Fe-poor, and achieves neutral chemical 
buoyancy close to the core mantle boundary (Caracas et al., 2019). The relative 
Fe content then increases in the melt, potentially leading to the formation of 
a basal magma ocean overlain by a thick layer of bridgmanite. The level of 
neutral buoyancy moves toward the shallow mantle as solidification proceeds 
(Boukaré et  al.,  2015; Caracas et  al.,  2019; V. S. Solomatov,  2000). This 
scenario could lead to fractional crystallization of the early mantle (Patočka 
et al., 2020). However, if re-entrainment enhanced by vigorous convection is 
taken into account, crystal dispersion might be an efficient process that would 
favor batch (or equilibrium) crystallization of the early mantle (V. S. Solomatov 
et  al.,  1993). The melt-crystal density crossover in both these scenarios is 
discussed by Caracas et al. (2019). Here, we monitor the influence of the chem-
ical density difference on the settling dynamics considering relatively small 
chemical density differences (10 − 100 kg.m −3), such as are relevant during 
the early stages of mantle solidification. The chemical density difference is 
fixed in each simulation and is superimposed onto the thermal density differ-
ence which can evolve during cooling. We note that in our models, the density 
difference related to temperature differences (αρΔT  =  3  kg.m −3) is smaller 
than the density difference between the magma and the crystals.

In Figure 6, we illustrate the reference case presented in Figure 4, but in which the 
density difference has been increased from Δρ = 50 kg.m −3 to Δρ = 100 kg.m −3. 
As already illustrated in Figures 4 and 6 show that because of negative buoy-
ancy, the crystal layer sinks rapidly. After this fast settling at the bottom of the 
reservoir, particle entrainment occurs from the dunes (10,000 s after initiation 
of the settling). However, because of a larger density difference between the 
dispersed phase and the continuous phase, efficient mixing does not occur in 
this case. Particle entrainment dwindles until the layer is fully sedimented at the 
bottom of the reservoir (28,000 s after initiation of the settling). Again, the sedi-
mented layer acts as an insulating layer by limiting heat transfer from the bottom 
of the reservoir. As a consequence, the mean temperature is significantly lower 
due to this insulating layer at the bottom when full sedimentation is achieved.

Figure  5 compares the time evolution of the concentration of particles in 
the upper part of the reservoir for the two density differences illustrated in 
Figures 4 and 6. Throughout the simulation, the particle concentration for 
Δρ = 50 kg.m −3 remains higher than the concentration for Δρ = 100 kg.m −3. 
This feature is in agreement with Lavorel and Le Bars  (2009) who moni-
tored the relative number of particles in suspension as a function of the fluid/

Table 2 
Parameters for All Simulations Used in This Study

ηc(Pa.s) Ra Dd (m) Δρ (kg/m 3) Sh

#1 0.1 1.8 × 10 8 10 –4 5 4.16

#2 0.1 1.8 × 10 8 10 –4 10 2.08

#3 0.1 1.8 × 10 8 10 –4 20 1.04

#4 0.1 1.8 × 10 8 10 –4 30 0.69

#5 0.1 1.8 × 10 8 10 –4 40 0.52

#6 0.1 1.8 × 10 8 10 –4 50 0.42

#7 0.1 1.8 × 10 8 10 –3 5 0.41

#8 0.1 1.8 × 10 8 10 –3 10 0.2

#9 0.1 1.8 × 10 8 10 –3 20 0.1

#10 0.1 1.8 × 10 8 10 –3 30 0.07

#11 0.1 1.8 × 10 8 10 –3 40 0.052

#12 0.1 1.8 × 10 8 10 –3 50 0.042

#13 0.1 1.8 × 10 8 10 –3 80 0.026

#14 0.1 1.8 × 10 8 10 –3 100 0.02

#15 0.2 9. × 10 7 10 –3 50 0.052

#16 0.2 9. × 10 7 10 –3 60 0.044

#17 0.4 4.4 × 10 7 10 –3 5 0.65

#18 0.4 4.4 × 10 7 10 –3 10 0.33

#19 0.4 4.4 × 10 7 10 –3 20 0.16

#20 0.4 4.4 × 10 7 10 –3 30 0.11

#21 0.4 4.4 × 10 7 10 –3 40 0.082

#22 0.4 4.4 × 10 7 10 –3 50 0.065

#23 0.7 3. × 10 7 10 –3 40 0.1

#24 0.7 3. × 10 7 10 –3 50 0.081

#25 1. 1.8 × 10 7 10 –4 5 8.9

#26 1. 1.8 × 10 7 10 –4 10 4.45

#27 1. 1.8 × 10 7 10 –4 20 2.22

#28 1. 1.8 × 10 7 10 –4 30 1.48

#29 1. 1.8 × 10 7 10 –4 40 1.1

#30 1. 1.8 × 10 7 10 –4 50 0.089

#31 1. 1.8 × 10 7 10 –3 10 0.44

#32 1. 1.8 × 10 7 10 –3 20 0.22

#33 1. 1.8 × 10 7 10 –3 30 0.148

#34 1. 1.8 × 10 7 10 –3 35 0.127

#35 1. 1.8 × 10 7 10 –3 40 0.111

#36 1. 1.8 × 10 7 10 –3 50 0.09

#37 1. 1.8 × 10 7 10 –3 100 0.044

#38 4. 4.4 × 10 6 10 –4 50 1.4

#39 4. 4.4 × 10 6 3 × 10 −4 50 0.47

#40 4. 4.4 × 10 6 6 × 10 −4 50 0.23

#41 4. 4.4 × 10 6 10 –3 50 0.14

#42 4. 4.4 × 10 6 10 –3 70 0.1

#43 4. 4.4 × 10 6 10 –3 80 0.0875
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particle density difference during the first 1,000 s from a starting scenario of 
uniform distribution within the reservoir. Figure 5 also shows that increas-
ing the density difference decreases both the minimum value of the particle 
concentration in the upper reservoir and the time taken to reach this minimum.

3.2. Influence of the Crystal Size

Upon solidifying, crystals form following the nucleation and growth mecha-
nisms (V. Solomatov, 2015). The crystal size reached at equilibrium depends on 
the nature of the mineral and on the cooling rate within the convecting reservoir. 
The grain size ranges between 10 −4 and 10 −3 m in typical magma ocean condi-
tions (V. Solomatov, 2015). Here, we monitor the influence of the crystal size 
in our models. It was not possible for us to consider grain sizes larger than our 
grid mesh size (8 × 10 −3 m). Indeed, when the mesh size and crystal size are 
similar, the Euler-Euler description is no longer relevant because (a) the solid 
fraction ϕd as a smooth local average of the volume fraction of the solid phase 
becomes ill-defined at the scale of the crystal size, and (b) given that the crystals 
are of comparable size to the flow features, taking their shape into consideration 
becomes important for solving the flow itself. Hence, we compare the reference 
case (with Dd = 10 −3 m) to cases with smaller sizes (down to Dd = 10 −4 m).

Figure 7 shows the time evolution of the crystal fraction in the upper part of 
the reservoir for the four particle diameters Dd considered. It shows that for 
the range of crystal sizes considered (10 −4 ≤ Dd ≤ 10 −3 m), the time needed 
for the relative entrainment e to reach its minimum value is very little affected 
the particle diameter Dd and typically ranges between 305 and 315 s. More-
over the final behavior of the reservoir in terms of sedimentation/suspension 
is not dependent on the crystal size for the range of sizes considered here. 
For our range of particle diameters and in the range of controlling parame-
ters corresponding to the suspension regime, the overturn process is rapidly 
followed by a suspension regime in which the particles are efficiently mixed 
within the convecting reservoir.

3.3. Influence of the Viscosity

The viscosity of the molten phase (ηc) is a key parameter governing the cooling dynamics of the magma ocean 
and in particular the solidification timescale (Monteux et al., 2016). According to Karki and Stixrude (2010), 
ηc for anhydrous MgSiO3 melt may decrease down to 0.048 Pa.s at mid-mantle conditions (P = 70 GPa and 
T = 4000 K along the magma ocean adiabat). For molten peridotite, Xie et al. (2021) obtained a viscosity rang-
ing between 0.017 and 0.038 Pa.s. It should be noted that vertical velocities are low and the flow is much less 
turbulent adjacent to horizontal solid boundaries rather than in the center of a deep convecting magma ocean 
(Elkins-Tanton, 2012). In the context of this study (i.e., close to solid boundaries), the flow is laminar. Hence the 
characteristic Reynolds number has to be maintained below a value of ∼10 3 and the range of viscosity values in 
our models must be chosen accordingly. To maintain laminar flow, we consider 0.1 ≤ ηc ≤ 10 Pa.s.

The initial conditions for the continuous phase velocity and temperature fields change as a function of the viscos-
ity. To ensure that the differences we observe between the various viscosity values are not due to differences in 
the initial conditions, we ran each model for a fixed viscosity value with different time values corresponding to 
different initial conditions. Figure 8 shows that the continuous phase viscosity governs the ability of the solid 
phase to mix or settle at the bottom of the reservoir. What is interesting is non linearity of this process. In Figure 8 
we can see that for the lowest viscosity, the crystal layer rapidly mixes with the convecting reservoir. However, for 
0.4 ≤ ηc ≤ 1, the rapid overturn process is not followed by a mixing process, and the final concentration within 
the upper part of the reservoir does not reach the value typical of efficient mixing. Finally, for ηc > 1 Pa.s, the 
overturn process is followed by a vigorous mixing process similarly to the case with ηc = 0.1 Pa.s. Figure 8 shows 
that the molten phase viscosity also governs the timing of the early overturn (i.e., the time needed for the particle 
concentration in the upper part of the reservoir to reach the minimal value). This overturn time increases from 
nearly 40 s (for ηc = 0.1 Pa.s) up to 2,000 s (for ηc = 10 Pa.s).

Table 2 
Continued

ηc(Pa.s) Ra Dd (m) Δρ (kg/m 3) Sh

#44 4. 4.4 × 10 6 10 –3 100 0.07

#45 10 1.8 × 10 6 10 –4 5 19

#46 10 1.8 × 10 6 10 –4 10 9.51

#47 10 1.8 × 10 6 10 –4 20 4.76

#48 10 1.8 × 10 6 10 –4 30 3.17

#49 10 1.8 × 10 6 10 –4 40 2.37

#50 10 1.8 × 10 6 10 –4 50 1.9

#51 10 1.8 × 10 6 10 –4 100 0.95

#52 10 1.8 × 10 6 10 –3 5 1.9

#53 10 1.8 × 10 6 10 –3 10 0.95

#54 10 1.8 × 10 6 10 –3 20 0.47

#55 10 1.8 × 10 6 10 –3 30 0.31

#56 10 1.8 × 10 6 10 –3 40 0.24

#57 10 1.8 × 10 6 10 –3 50 0.19

#58 10 1.8 × 10 6 10 –3 70 0.136

#59 10 1.8 × 10 6 10 –3 100 0.095

#60 10 1.8 × 10 6 10 –3 125 0.076

#61 10 1.8 × 10 6 10 –3 200 0.048

Note. We calculate the Sh value from Equation 15 by combining Equations 12 
and 13 and the expression Nu = 0.14Ra 0.34 obtained from Figure 1 to compute 
the heat flow F.
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4. A Criterion for the Stability of a Crystallizing Layer
We have illustrated the separate influences of the density difference between 
crystals and melt, grain size and melt viscosity on the behavior of a crystal-
lizing layer within a magma ocean. We now look at the ability of the flow 
generated by convection within the magma ocean to initiate movement and 
suspension of sedimented crystals and to lead to efficient mixing within the 
magma ocean. We introduce the Shields number Sh which is the ratio of the 
tangential stress from convective flow over the buoyancy stress relative to 
the density difference between the  crystals and the melt (V. S. Solomatov 
et al., 1993):

𝑆𝑆𝑆 =

(

𝜂𝜂𝑐𝑐𝛼𝛼𝛼𝛼𝛼𝛼

𝐶𝐶𝑝𝑝

)1∕2
1

Δ𝜌𝜌𝛼𝛼𝜌𝜌𝑑𝑑

 (15)

Large Sh values favor a suspension regime while small Sh values favor a sedi-
mentation regime. The two regimes are separated by a critical Shields number 
value Shc. From their analog experiments, V. S. Solomatov et al. (1993) esti-
mated a critical value Shc = 0.1 − 0.2. We have run a total of 61 numerical 
models (see Table 2 for values) with different sets of Dd, Δρ, and ηc whose 
value ranges are given in Table  1. Each model corresponds to an Sh value 

Figure 4. Time evolution (from top to bottom) of the dispersed volume concentration (left) and the temperature (right) for 
the reference case (with Ra = 4.4 × 10 6 (corresponding to ηc = 4 Pa.s), Δρ = 50 kg.m −3, and Dd = 10 −3m).

Figure 5. Time evolution of the particles concentration in the upper part 
of the reservoir with Ra = 4.4 × 10 6 (corresponding to ηc = 4 Pa.s) and 
Dd = 10 −3 m. The red line illustrates the case where Δρ = 50 kg.m −3 and the 
green line the case where Δρ = 100 kg.m −3. Vertical dashed lines illustrate the 
time when the minimum value of e is obtained.
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calculated using a combination of Equations  12 and  13 and the expression 
Nu = 0.14Ra 0.34 obtained from Figure 1 to compute the heat flow F (see Table 2 
for values). Monitoring the concentration of grains in the upper reservoir (e(t)) 
in each model makes it possible to determine whether the models end up in the 
suspension or sedimentation regime.

In Figure 9, we illustrate the Sh values as a function of the molten phase viscos-
ity ηc. Two regimes are considered: one in which the grain concentration in 
the upper part of the reservoir (e) does not return to its initial value, known as 
the sedimentation regime; another one in which the grain concentration in the 
upper part of the reservoir does return to its initial value, known as the suspen-
sion regime. As shown in Figure 8, some cases may end up in an intermedi-
ate zone where the final concentration is 0.005 < e < 0.01. We consider that 
these intermediate cases fall into the sedimentation regime. Sedimentation and 
suspension regimes are separated by the critical Shields number value (Shc).

According to Figure 9, the Shc value is a non-linear function of the contin-
uous molten phase viscosity. For ηc > 1, Shc seems to be constant and inde-
pendent of the ηc value. However, when ηc < 1, the Shc value decreases with 
decreasing viscosity values following 𝐴𝐴 Sh𝑐𝑐 = 0.1𝜂𝜂𝑐𝑐

0.45 . As a consequence Shc 
is not influenced by the increase in Rayleigh number up to Ra = 1.8 × 10 7. 
For Ra values higher than 1.8 × 10 7 the increase in kinetic energy induced by 
the vigorous convection in the system results in the following decrease in Shc:

Figure 6. Time evolution (from top to bottom) of the dispersed volume concentration (left) and the temperature (right) for 
the case with Ra = 4.4 × 10 6 (corresponding to ηc = 4 Pa.s), Δρ = 100 kg.m −3, and Dd = 10 −3 m.

Figure 7. Time evolution of the particle concentration in the upper part 
of the reservoir with Ra = 4.4 × 10 6 (corresponding to ηc = 4 Pa.s) and 
Δρ = 50 kg.m −3. The red line illustrates the case with Dd = 10 −3 m, the green 
line the case with Dd = 10 −4 m, the blue line the case with Dd = 3 × 10 −4 m 
and the orange line the case with Dd = 6 × 10 −4 m. Vertical dashed lines 
illustrate the time when the minimum value of e is obtained.
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Figure 8. Time evolution of the particles concentration in the upper part of the reservoir with Δρ = 50 kg.m −3 and 
Dd = 10 −3 m. The different color lines illustrate cases with different viscosities for the continuous phase ranging from 0.1 to 
10 Pa.s. Vertical dashed lines illustrate the time when the minimum value of e is obtained. Note that we tested the case with 
ηc = 0.1 Pa.s with two different meshes (6 and 8 mm mesh) and the difference between the two curves is not significant.

Figure 9. Shields number value (Sh) as a function of the molten continuous phase viscosity (ηc) (or Ra for the top x-axis). 
Square symbols correspond to the models run in this study (see Table 2 for values). Empty black symbols represent cases 
where the suspension regime is reached. Filled green symbols represent cases where the sedimentation regime is reached. The 
two regimes are separated by dashed lines (green for ηc ≤ 1, blue for ηc ≥ 1) illustrating the critical Shields number (Shc). Red 
symbols and the red dotted line illustrate the values for the cases represented in Figures 5, 7, and 8 respectively. We calculate 
the Sh values by combining Equations 12 and 13 and the expression Nu = 0.14Ra 0.34 obtained from Figure 1 to compute the 
heat flow F within Equation 15.
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𝑆𝑆𝑆𝑐𝑐 = 184.𝑅𝑅𝑅𝑅−0.45 (16)

The non-linear dependence of Shc on viscosity explains why the crystal settling behavior can vary back and 
forth between sedimentation and suspension regimes when the viscosity increases, as shown with a dotted 
red line in Figure 9, which shows the path followed by the models detailed in Figure 8. Moreover, Figure 9 
shows that Shc is smaller than the range of values proposed by V. S. Solomatov et al. (1993) (0.1 − 0.2). This 
feature is particularly visible for the lowest range of viscosities used in our models. For a magma ocean viscosity 
value of 0.1 Pa.s, the Shc value may decrease down to 0.04 which makes it difficult to envision crystal settling 
in such a convecting environment, especially given the typical viscosity values for a magma ocean (Karki & 
Stixrude, 2010; Xie et al., 2021). Decreasing the viscosity down to the lowest values proposed by Xie et al. (2021) 
may enhance this feature. Finally, we have tested the cases with Ra = 1.8 × 10 6 (i.e., ηc = 10 Pa.s) (cases referred 
as #52–#61 in Table 2) considering no-slip boundary conditions. From these models (not shown here), we obtain 
0.19 < Shc < 0.31 while, when considering free-slip boundary conditions, we obtain 0.095 < Shc < 0.136. This 
result illustrates that free-slip boundary conditions favor suspension regimes compared to no-slip boundary 
conditions.

5. Fate of Mushy Material in the Context of a Progressive Magma Ocean 
Crystallization
In the previous sections, we showed the influence of the viscosity, crystal size and density difference between 
melt and crystals on the crystals settling dynamics within a convecting magma ocean. We proposed a criterion 
(Shc) to determine the stability of a crystallizing layer based on the convection/buoyancy stress ratio. We showed 
that the transition between suspension and sedimentation could occur for Shc values lower than 0.1. In the Shc 
expression (see Equation 15), the buoyancy relation between newly formed crystals and the magma ocean itself 
is a major parameter for determining how the crystal settling and the early mantle differentiation is likely to have 
occurred. Caracas et al. (2019) have constrained the evolution of the neutral buoyancy depth during magma ocean 
solidification and the progressive enrichment in Fe content of the residual melt. In particular, they showed that 
the neutral buoyancy depth moved toward shallower depths during magma ocean solidification, thus favoring the 
formation of a basal magma ocean. In the following sections, we aim to constrain the magma ocean crystallization 
dynamics by comparing (a) the critical density difference separating the suspension and sedimentation regimes 
derived from our detailed numerical approach described above and (b) the density difference between crystals 
and melt calculated from a plausible range of chemical compositions.

5.1. Parameters Controlling the Solidification of a Magma Ocean on an Earth-Like Planet

We investigated the implications of our model on the mechanism of magma ocean (MO) solidification on Earth. 
More precisely, we investigated the possibility of bridgmanite (Bg) segregation based on its buoyancy (positive or 
negative). For this, we compared the density difference between the MO and the solid crystal ΔρMO calculated for 
different compositions and the critical density contrast Δρcrit above which crystal segregation is likely to occur. 
Δρcrit is derived from Equation 15 by calculating:

Δ𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =

(

𝜂𝜂𝑐𝑐𝛼𝛼𝛼𝛼𝛼𝛼

𝐶𝐶𝑝𝑝

)1∕2
1

𝑆𝑆𝑆𝑐𝑐𝛼𝛼𝑔𝑔𝑑𝑑

 (17)

and considering Shc = 0.1 which is a conservative value for a magma ocean viscosity of 0.1 Pa.s or less (Xie 
et al., 2021). At a given depth (z), a ΔρMO higher than the critical value Δρcrit would lead to efficient Bg sedimenta-
tion at the bottom of the MO. By extension, we also considered that Bg would efficiently segregate into a solid layer 
above a basal magma ocean for ΔρMO/Δρcrit of less than −1. Calculating ΔρMO requires a number of assumptions:

1.  We used pyrolite as a reference model for the mantle composition. Pyrolite is obtained by adding a crustal 
component to the present-day depleted (peridotitic) upper mantle (Ringwood, 1975). To retain some flexibil-
ity in terms of possible mantle composition, we subtracted or added bridgmanite (Bg) to pyrolite, producing a 
more or less mafic mantle material, respectively. Below, we argue that the composition of the primitive upper 
mantle (PUM) should be close to that of pyrolite, as is widely accepted.

2.  The composition of the bulk silicate Earth (BSE) is still not well established, because a number of deep mantle 
reservoirs could have a different composition to pyrolite: The large low seismic velocity provinces (LLSVP) 
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seem to present a different mineralogy (e.g., Vilella et al., 2021), with the deep lower mantle possibly being more 
like bridgmanitic than pyrolitic (Murakami et al., 2012) and there could be relics of a basal magma ocean above 
the core-mantle boundary (CMB) (Labrosse et al., 2007) or of early mantle overturns (e.g., Boukaré et al., 2015). 
In our models, we allowed a lot of variation in terms of the size of the possible Bg-rich or mafic reservoirs that 
might have segregated in the deep mantle during the solidification of the MO. Variance of the BSE composition 
was achieved by adding or subtracting up to 40% of Bg to the pyrolite mantle reference. This is a much broader 
range of chemical variation than the current uncertainty on the major element concentration in the BSE.

3.  The Bg composition was calculated by equilibrating it with the melt in the mushy MO, using partitioning 
coefficients K(Al) Bg/Melt = 0.5 and K(Fe) Bg/Melt = 0.1 or 0.25. The value of K(Al) Bg/Melt does not significantly 
impact our calculations. K(Fe) Bg/Melt remains controversial as values in the literature range from ∼0.07 to ∼0.5 
(Andrault et al., 2012; Nomura et al., 2011). The former value might be an underestimate as it was measured 
in a sample showing extreme chemical segregation along a temperature gradient, which artificially heightens 
Fe-depletion in Bg at the highest temperatures. In the latter study, the experimental conditions corresponded 
to solidus-like temperatures, at which Fe is more compatible in Bg. Relevant temperatures for MO solidifi-
cation cover the range from liquidus-like to intermediate between liquidus and solidus. Therefore, we chose 
values for K(Fe) Bg/Melt of 0.1 or 0.25 for our calculations.

4.  As a reference model for the mushy MO, we used a Bg grain diameter (DBg) of 0.1–10 mm, viscosity (η) of 
0.1 Pa.s (Xie et al., 2020), intrinsic conductivity (k) of 5 W/m/K (Hofmeister, 1999) and heat capacity (Cp) of 
1,800 J/kg/K (Asimow, 2018). We considered that the melt had the same composition at all depths because of 
efficient mixing in a turbulent MO.

5.  We considered that the term ΔT used in F calculation from Equations 13 and 17 was the temperature differ-
ence between the Earth's surface and the bottom of the MO, after correcting for the adiabatic increase in 
temperature with mantle depth. We initially fixed the surface temperature (Tsurf) to 500 K (Lebrun et al., 2013; 
Monteux et al., 2020), but later investigated Tsurf of 1000 and 1500 K. We considered that the bottom of the 
MO (zMO) was the depth where mantle solidification was achieved for a mixture of 60% Bg and 40% melt. 
During mantle solidification, zMO evolves from the CMB depth toward the surface. We assumed that the 
temperature at a depth zMO followed the solidus temperature profile of pyrolite (Tsol(zMO)) (Pierru et al., 2022). 
We note that using the solidus profile yields a conservative ΔT compared to the true temperature which should 
lie between the solidus and the liquidus. Then, we calculated ΔT(zMO) of a MO extending from a depth zMO to 
the Earth's surface using the following equation:

Δ𝑇𝑇 (𝑧𝑧𝑀𝑀𝑀𝑀) = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠(𝑧𝑧𝑀𝑀𝑀𝑀) − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − Δ𝑇𝑇𝑎𝑎𝑎𝑎(𝑧𝑧𝑀𝑀𝑀𝑀) (18)

where ΔTad(zMO) is the temperature difference between Tsol(zMO) and the corresponding potential surface 
temperature extrapolated from Tsol(zMO) to the surface along the MO adiabatic temperature profile. The 
adiabatic gradient in the MO was calculated using the equations of state available for different silicate melt 
compositions (Asimow, 2018). ΔT(zMO) is found to range between ∼1300 K and ∼2000 K for MO extending 
from 660 km (24 GPa) to 2,800 km (135 GPa), respectively (see Figure 10).

6.  We calculated the density of Bg (ρBg) along the mantle solidus, using the equations of state (EoS) for MgSiO3, 
FeSiO3, and Al2O3 end-members (Matas et  al.,  2007). The breakdown into end-members assumes Bg of 
(Mg1−x−yFexAly) (Si1−yAly)O3 stoichiometry with a dominant fraction of Fe 2+ over Fe 3+ at lower mantle condi-
tions, in agreement with previous works (e.g., Andrault et al., 2018). This assumption has little impact on the 
Bg density; the dominant parameter is the global Fe content in Bg, itself controlled by K(Fe) Bg/Melt (discussed 
above). At the same P-T conditions, we calculated the MO density (ρMelt) and thermal expansion (αMelt) using 
the EoS of the molten end-member MgSiO3 enstatite, Mg2SiO4 forsterite, Fe2SiO4 fayalite, CaMgSi2O6 diop-
side, and CaAl2Si2O8 anorthite (Asimow,  2018). These calculations yield the Bg-to-melt density contrast 
(ΔρMO = ρBg − ρMelt, Figure 11) along the mantle solidus: Δρ decreases with increasing pressure regardless of 
the composition of the mushy mantle, because the melt is more compressible than Bg.

7.  We did not attempt to model the final stages of MO crystallization, when the bottom of the MO would be shal-
lower than 660 km depth, because the phase relations rely on the melting diagrams at upper mantle P-T conditions.
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5.2. Conditions for Segregation of Bg in the Mushy Magma Ocean

5.2.1. Effect of Melt Composition

We then calculated the ratio of density differences χρ = ΔρMO/Δρcrit at all lower mantle depths using the param-
eters defined above. First, we fixed the grain size of Bg to 1 mm, K(Fe) Bg/Melt to 0.1 or 0.25, and varied the MO 
composition from pyrolite −40% Bg to pyrolite +40% Bg (i.e., 70% pyrolite and 30% Bg). χρ was either positive 
or negative (Figure 12), depending on the solid-melt density difference (Figure 11). A ΔρMO value greater than 
Δρcrit (i.e., χρ > 1) indicates efficient Bg segregation to the bottom of the MO. Our calculations show that Bg 

Figure 11. Solid-melt density difference (ΔρMO = ρBg − ρmelt) calculated using the P-V-T equation of state for Bg (Matas 
et al., 2007) and MO (Asimow, 2018), after decomposition into end-members. Calculations are performed for several MO 
compositions by adding or subtracting a fraction of Bg to a pyrolite-based mantle reference, and for Fe partition coefficients 
between Bg and MO (K(Fe) Bg/Melt) of 0.1 or 0.25. Positive values indicate lighter melt.

Figure 10. Temperature profiles corresponding to (gray thick line) the solidus of the pyrolite mantle (Pierru et al., 2022) and 
(colored lines) adiabatic gradients of MO for potential surface temperatures from 1800 to 2500 K.
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segregation happens in shallow MOs for all chemical compositions investigated. For pyrolite, this is in agreement 
with previous work to determine the MO viscosity (Xie et al., 2020). The higher the Bg content in the MO, the 
earlier (and deeper) Bg segregation occurs during the MO solidification; this is because ΔρMO is higher when 
the bulk Fe-content is lower. As expected, lower K(Fe) Bg/Melt favors a denser melt, and thus lower ΔρMO. Still, 
our calculations show a moderate impact on the K(Fe) Bg/Melt variations, from 0.1 to 0.25. Finally, efficient Bg 
segregation could occur above a dense MO for an MO composition highly depleted in Bg; this is suggested by 
χρ < − 1 for pyrolite −40%Bg at pressures greater than ∼120 GPa, for a Bg grain size of 1 mm (Figure 12) or 
more (see below).

5.2.2. Effect of Grain Size

We also investigated the role of the Bg grain size, for five different mantle compositions (Figure 13). First we 
focused on a melt of pyrolite composition. χρ is found to be positive at most mantle depths, because ΔρMO is also 
positive (Figure 11), except in the lowermost mantle for K(Fe) Bg/Melt = 0.1. Still, χρ can only be greater than 1 for 
DBg of more than 0.5 mm; Bg-grains of for example, 2 mm segregate when pressure (depth) is lower than 70 GPa 
(1,650 km). Grain size in a crystallizing MO remains a complicated issue (V. Solomatov, 2015): (a) as long as 
the MO is fully liquid close to the planetary surface, grains are often remelted within the large scale convection 
movements, meaning that grain size is controlled by nucleation processes; (b) When the crystallization zone 
reaches the surface, it enables some grains to grow indefinitely. Depending on the curves of the mantle solidus 
and liquidus, this change in mechanism could happen when the bottom of the MO reaches a depth of 1,000 km 
(40 GPa) (see Xie et al., 2020). In this article, we are aiming to model the chemical segregation in the initial 
stages of the MO solidification, when grain size is controlled by nucleation processes. DBg in these conditions 
depends largely on the cooling rate of the MO, with estimated values of 0.1–1 mm (V. Solomatov, 2015). For a 
grain size of 1 mm, χρ is higher than unity at pressures (depths) lower than 45 GPa (1,100 km) (Figure 12). As a 
result, it appears unlikely that Bg grains could segregate in a crystallizing MO of pyrolite composition at depths 
greater than ∼1,100 km.

A BSE composition enriched in Bg yields a lighter melt during the early stages of MO solidification, and thus a 
higher ΔρMO. It facilitates the segregation of Bg at the bottom of the mushy MO. For a melt composition enriched 
by 20% or 40% of Bg, Bg grains of 1 mm could efficiently segregate at pressures (depths) lower than 55 GPa 
(1,350 km) or 65 GPa (1,550 km), respectively (Figures 13a and 13b). From a geochemical point of view, early 
segregation of Bg to the CMB requires a BSE composition enriched in Bg if the late shallow MO is of pyrolite 
composition; we will discuss this matter later in the article.

Figure 12. Density contrast ratio ΔρMO/Δρcrit in the MO. Values greater than 1, or less than −1, indicate efficient Bg 
segregation below, or above, a mushy MO, respectively.
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Alternatively, a BSE composition depleted in Bg yields a denser melt in the mushy MO, as discussed in several 
works (Ballmer, Lourenço, et al., 2017; Boukaré et al., 2015; Caracas et al., 2019). Our calculations of χρ for 
melt compositions of pyrolite −20% and −40% Bg show that Bg is indeed less dense than the melts over a large 
fraction of the lower mantle (Figure 11). Bg remains denser at low pressures, due to its very high bulk modulus. 
For a Bg grain size of 1 mm, values of χρ are found to be lower than −1 at pressures (depths) greater than 120 GPa 
(2,600 km) for a melt composition of pyrolite −40% of Bg (Figure 13e). The pressure (depth) at which Bg could 
segregate upwards decreases with increasing Bg grain size. From a geochemical point of view, early segregation 
close to the CMB of a Bg-depleted melt requires a BSE composition depleted in Bg, if the shallow MO were to 
be pyrolitic.

5.2.3. Effect of Temperature

Another important parameter in Δρcrit is ΔT (Equation  18), which is intrinsically related to the rate of MO 
cooling. During the mushy stage of MO solidification, the surface temperature is ≈500 K, which leads to final 
MO solidification 100–200 thousands years after the Moon-forming impact (Lebrun et  al.,  2013; Monteux 
et al., 2020). Presence of a blanketing atmosphere above the MO would induce a higher surface temperature 
and a lower rate of cooling (Salvador et al., 2017; Sleep et al., 2014). We note that the formation of a blanketing 
atmosphere is unlikely to affect the early stages of MO solidification for a number of reasons: (a) H2O (a highly 
efficient blanketing compound) is only efficiently vaporised into the atmosphere after a high degree of MO solid-
ification (Elkins-Tanton, 2008; Salvador et al., 2017). (b) A surface temperature higher than 1500 K yields an 
atmosphere dominated by rock-vapor, which is not efficient at stopping the surface cooling by thermal radiation 
(Sleep et al., 2014). For these reasons, we also performed calculations of ΔρMO for surface temperatures of 500, 
1000, and 1500 K (Figure 14).

Figure 13. Density contrast ratio ΔρMO/Δρcrit in the MO calculated as a function of the Bg grain size, from 0.1 to 5 mm, for 5 different melt compositions, from 
pyrolite −40%Bg to pyrolite +40%Bg. Values greater than 1 or less than −1 indicate efficient Bg segregation below, or above, the mushy MO, respectively. χρ = 0 is 
found for ΔρMO = 0 (Figure 11). It indicates an infinite value for Sh and perfect crystal suspension (Figure 9). Continuous and dashed lines indicate K(Fe) Bg/Melt of 0.1 
and 0.25, respectively.
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Calculations show that higher surface temperatures yield more extreme positive and negative values of χρ and 
therefore easier Bg segregation. This is because higher Tsurf corresponds to a smaller temperature difference ΔT 
(Equation 18) and thus a less turbulent MO. Still, the impact remains modest; for a pyrolite mantle, a variation in 
Tsurf from 500 to 1500 K yields Bg segregation at pressures (depths) lower than 45 GPa (1,100 km) and 67 GPa 
(1,600 km), respectively.

5.3. Possible Scenarios for MO Solidification

5.3.1. Conditions for Bg Segregation at the Bottom of the MO

Geochemical scenarios of the Earth's formation involve building blocks of chondritic composition. Uncertainties 
remain about the composition of the primitive “chondritic-type” mantle after the core-mantle segregation. Still, 
it is very likely that it would have been enriched in SiO2, compared to pyrolite (Allègre et al., 1995; Javoy, 1995; 
McDonough & Sun, 1995). Such enrichment has raised long-running discussions about how much Si the core 
might contain and how much the deep mantle might be enriched in SiO2, compared to the present day upper 
mantle. A high MgSiO3/MgO ratio in the lower mantle is compatible with results from inversions of seismic 
profiles based on elastic parameters of minerals (Matas et al., 2007; Murakami et al., 2012; Samuel et al., 2005).

Our model shows that increasing the Bg content in BSE favors the segregation of Bg in a deep MO (Figures 13a 
and 13b). Bg grains of 1 mm diameter segregate efficiently (i.e., χρ > 1) at pressures (depths) lower than 45 GPa 
(1,100 km), 55 GPa (1,350 km), and 65 GPa (1,550 km) for pyrolite, pyrolite with addition of +20%Bg and 
+40%Bg, respectively. Still, Bg grains would segregate during the early stages of the solidification if the grain 
size were 5 mm or more. Such large grains are not expected in a very thick MO (V. Solomatov, 2015). Bg segre-
gation becomes possible when the MO is shallower, and the greater the Bg enrichment, the earlier (and deeper) 
the Bg-segregation occurs. For a grain size of 1 mm, a Bg layer could form at MO depths of 1,100–1,550 km, 
depending on the BSE composition. Such a thin MO could also favor grain growth, because the MO would be 
partially crystallized up to the Earth's surface (V. Solomatov, 2015; Xie et al., 2020). This Bg-layer could yield 
silica-enriched domains (Ballmer, Houser, et al., 2017). Unfortunately, our models are not able to asses the effects 
of changes in the thickness of this layer, because there are too many adjustable parameters. For a BSE enriched in 
Bg, segregation of Bg in the lower mantle would drive the MO toward a pyrolite mantle composition. Decreasing 
the Bg-content would then make the segregation of Bg grains less efficient (Figure 12).

Figure 14. Density contrast ratio ΔρMO/Δρcrit calculated for various surface temperatures (Equation 18). Thick, intermediate 
and thin lines correspond to 500, 1000, and 1500 K, respectively. The calculations are also performed for various mantle 
compositions and K(Fe) Bg/Melt values.
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5.3.2. Solidification of a Pyrolite-Type Bulk Silicate Earth

A pyrolite-like BSE would solidify with no Bg segregation from the melt, as long as the Bg grain size remained 
lower than 0.5 mm (Figure 13c). Bg segregation could still happen in the uppermost lower mantle if the Bg grain 
size were to increase. We note, however, that the grain growth of olivine and other minerals of the upper mantle 
may have a moderate impact on the grain size of Bg in the lower mantle. Modeling the mechanism of MO solid-
ification in the upper mantle is beyond the scope of this article.

Interestingly, the absence of Bg segregation does not imply a chemically homogeneous mantle once it is entirely 
solidified. The origin of this effect is that the solidified mantle contains ∼60% Bg and ∼40% melt, while the over-
lying mushy MO contains a different fraction of the two phases. Here we assume a rate of mushy-mantle compac-
tion (with extraction of the melt) that is significantly slower than the rate of MO solidification, following previous 
work (V. Solomatov, 2015). We modeled the chemical stratification resulting from homogeneous solidification as 
follows: (a) we chose a BSE composition close to pyrolite, albeit with an ajustable Bg content, to allow the final 
shallow MO (thickness of ∼660 km) composition to be as close as possible to that of pyrolite. (b) At each time 
step of the progressive MO solidification, we estimated the fraction of Bg grains in the MO above the bottom of 
the MO (ϕMO) based on our previous model of progressive MO solidification (Figure 3 of Monteux et al. (2016)). 
(c) We calculated the composition of the coexisting melt and Bg grains, fixing K(Fe) Bg/Melt = 0.25. (The value of 
K(Fe) Bg/Melt has no significant impact on this calculation in any case). (d) Starting from the CMB, we cooled the 
mantle and calculated the composition of a mixture of 60% Bg grains and 40% melt that solidified at the bottom 
of the MO. The chemical content of this basal layer was then subtracted from the composition of the overlying 
mushy MO, before a next step of the solidification was performed within a thinner MO.

This calculation shows significant changes in the SiO2, FeO, and CaO contents with depth in the solidified mantle 
(Figure 15). They occur due to Bg having higher SiO2 and lower FeO and CaO contents compared to the melt. 
The shallow MO has a chemical composition close to that of pyrolite, when the BSE composition is adjusted to 
80% pyrolite and 20% Bg. The SiO2 content in the deep mantle is found to decrease from ∼46% to 39%, which 
translates into a decrease from ∼90% to 70% in Bg-content, with decreasing depth from 2,900 to 660 km, respec-
tively. The Fe-content also increases with decreasing depth, because of its incompatible character; this effect is 
found even greater when using K(Fe) Bg/Melt = 0.1, instead of K(Fe) Bg/Melt = 0.25. However, the overlying mushy 
MO does not become denser than the solidified layers, because Bg is denser than the melt at all mantle depths for 
Bg-enriched BSE compositions (Figure 11).

Such chemical layering would only survive in a mantle that became stagnant after solidification. Instead, one 
could expect significant vertical mixing in a mushy mantle with a relatively low viscosity and with a major heat 
flux from the core to the surface (Monteux et al., 2016). Another effect that might moderate the chemical strati-
fication is simultaneous mantle solidification over a large range of mantle depths. Upon cooling, the temperature 
profile becomes almost parallel to the solidus (Miller et al., 1991; Monteux et al., 2016; Stixrude et al., 2009), 
which could result in bulk solidification. However, these effects may not entirely suppress the chemical gradients, 
in particular between a shallow MO and the lower mantle. The progressive enrichment of Bg with mantle depth 
is in good agreement with the mineralogical models of for example, Samuel et al. (2005); Matas et al. (2007); 
Murakami et al. (2012), as well as with the difference between the shallow mantle composition today (pyrolite) 
and a “chondritic-type” BSE (see above).

We note that the scenario of Bg-segregation in the lowermost mantle does not help explain the LLSVPs above the 
CMB. Several origins have been proposed for the LLSVP, in particular primitive mantle that did not melt follow-
ing the Moon forming impact. Primitive mantle compositions imply a relatively low proportion of ferropericlase, 
which is compatible with the comparison between the LLSVP seismic signature and the elastic parameters of 
the minerals (Vilella et al., 2021). Still, LLSVPs represent a quite small fraction of the mantle volume, typically 
1.5%–2.5% (Burke et al., 2008). Therefore, our models would not be much different if some primitive mantle 
were to have survived melting during the Moon-Forming impact.

5.3.3. Conditions for the Formation of a Primary Basal Magma Ocean

The segregation of large Bg grains at the bottom of a pyrolite mantle would yield a mafic Fe-enriched MO on 
top of this Bg solid layer. Following this scenario, it has been proposed that the melt could become denser than 
the underlying mantle and induce early mantle overturns (Ballmer, Lourenço, et al., 2017; Boukaré et al., 2015; 
Caracas et  al.,  2019). Such a reversal could result in a secondary basal MO in the lowermost mantle with a 
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composition typical of the shallow MO. Our results do not strongly support this scenario, because the lower the 
Bg-content in the mushy MO, the less efficient the Bg segregation (Figure 13). Therefore, bulk solidification is 
more likely, after a certain amount of Bg-segregation in a thick MO. Mantle overturns may still occur due to the 
crystallization processes in the upper mantle; this should be investigated in future work based on analysis of the 
melting diagrams in the upper mantle.

Formation of a basal MO during the solidification process (i.e., a primary basal MO) would require efficient 
segregation of Bg into an overlying solid layer (Labrosse et al., 2007). These conditions translate into χρ < − 1 in 
our model. Such conditions are reached for a mafic BSE composition, which has a lower Bg content compared 
to pyrolite (Figures 13c and 13d). However, our calculations show that upward Bg segregation is only expected 
(a) in the lowermost part of the MO, (b) for a BSE composition depleted in more than −20% Bg compared to 
pyrolite, and (c) for Bg grain sizes larger than 0.5 mm. We note that low K(Fe) Bg/Melt values at these conditions 
help make the melt denser than Bg (Figure 12, Nomura et al. (2011)). For an MO composed of pyrolite −40% 
Bg, Bg grains of 1 mm diameter would aggregate efficiently into a Bg-rich layer at a pressure (depth) of 120 GPa 
(2,600 km). For an MO composed of pyrolite −20% Bg, only Bg grains of 5 mm diameter could efficiently segre-
gate upwards (Figure 13d). The simultaneous formation of a basal MO and a solid Bg layer may ensure that the 

Figure 15. Chemical profiles obtained for the case in which there is no Bg segregation from the melt. The chemical gradient 
comes from the solidification of ∼60% Bg and 40% of the melt at the bottom of the MO. These profiles assume no mantle 
mixing once the mantle layers are eventually solidified. “BSE” and “s-MO” are bulk silicate Earth and a shallow MO 
extending up to 660 km depth, respectively. Here, the BSE composition is adjusted to 80% pyrolite and 20% Bg.

377



Journal of Geophysical Research: Planets

MONTEUX ET AL.

10.1029/2023JE007805

20 of 24

composition of the overlying MO remains mafic. No further Bg segregation would be expected above ∼2,500 km 
(i.e., 100–110 GPa) in a mafic MO, for a reasonable Bg grain size. If the MO were to be further depleted in 
Bg due to the “at equilibrium fractionation” mechanism described above (Figure 15), it would become even 
more mafic. At this point, it is difficult to imagine how such major mafic MO could have disappeared through 
dynamical processes, since seismic tomography does not provide evidence of such mantle reservoir today. Thus 
a pyrolite-type upper mantle seems difficult to form following this scenario. It makes the formation of a primary 
basal MO simultaneously with MO solidification quite unlikely.

6. Conclusion
Solidification within a deep convecting magma ocean (MO) was a key process in the formation of the Earth's 
interior (Ballmer, Lourenço, et  al.,  2017) and likely in the early mantle evolution for other planets: Mars 
(Elkins-Tanton et al., 2005), Mercury (Mouser et al., 2021) and the Moon (Dygert et al., 2017; Elkins-Tanton 
et al., 2011). This process is responsible for the separation of compatible elements that prefer the solid phase (e.g., 
Mg, Si) from incompatible elements which prefer the liquid phase (e.g., Al, Na, Fe). The solidification depth is 
governed by the geotherm and the melting curves. With density profiles of the melt and bridgmanite crystals 
crossing in the lower mantle, Caracas et al. (2019) suggested that crystal settling may occur toward neutral buoy-
ancy depths. However, Both chemical composition and temperature contribute to the buoyancy of a crystal layer 
within a convecting reservoir. A low density contrast between crystals and melt would then paradoxically favor 
entrainment of crystals by the convective flow. Hence different scenarios may emerge: bottom-up solidification, 
or mid-mantle solidification making it possible to form a basal magma ocean.

In our study we have shown that the ability of the crystal fraction to sediment or to disperse within the domain is 
the result of a combination of the influence of the crystal size, the density difference between the crystals and the 
magma and the magma viscosity. We have shown that this ability is a function of the ratio of the convection over 
the buoyancy stress (expressed as the Sh dimensionless number). For a relevant range of parameters, we observe 
that the critical Shc values separating the suspension and sedimentation regimes can be lower than those values 
previously obtained from analog models (V. S. Solomatov et al., 1993). As a consequence, our results strengthen 
the idea that a suspension mechanism would be dominant over sedimentation during magma ocean solidification 
and, as a consequence, equilibrium crystallization would be favored compared to fractional crystallization.

In our models, we consider a particle size range (10 −4 − 10 −3 m) and a density difference range between the 
magma and the particles (10  −  100  kg.m −3), which are probably closer to the relevant MO conditions (see 
e.g., Δρ = −200 to 200 kg/m 3 in Figure 11) than the range of parameters proposed by Patočka et al.  (2020) 
(0.5 × 10 −3 − 10 −2 m and 10 − 3,000 kg.m −3). Moreover, their models neglect a re-entrainment process by elimi-
nating the particles that reach the bottom of the reservoir. Hence, it is not surprising that their models favor rapid 
crystal settling and fractional crystallization. Patočka et al. (2020) identified three settling regimes: “stone-like,” 
bi-linear and “dust-like” regimes depending on the ratio between the crystal's terminal velocity and the average 
vertical velocity of the flow. It appears that our models mostly fall into the “dust-like regime” where the terminal 
velocity of a particle is smaller than the average velocity within the convective reservoir. In the “dust-like” regime 
the particles from the models developed by Patočka et al. (2020) appear to be uniformly distributed in the reser-
voir in agreement with our models.

We also considered the density contrasts calculated from different end-members for the chemical composition of 
the early mantle by adding or subtracting up to 40% of bridgmanite (Bg) to a pyrolite mantle reference. Exploring 
the early mantle composition within such a range leads to a wide range of density differences between the molten 
and the solid phases. Hence the chemical composition also influences the ability of the crystals to cumulate at 
the bottom or in the middle of the magma ocean. Our models emphasize that (a) Bg grains are unlikely to segre-
gate in a mantle of pyrolite composition, except in a shallow MO when the grain size may increase to 1 mm or 
more, (b) Bg grains are likely to segregate at the bottom of a MO enriched in SiO2, compared to pyrolite, and 
(c) the formation of a basal MO simultaneously with mantle solidification is a possibility for mafic BSE compo-
sitions (although difficult to reconcile with the geochemical models of the Earth). We also note that a homoge-
neous bottom-up solidification of the MO is expected to produce a significant SiO2 enrichment with increasing 
mantle depth in a primitive mantle (compatible with seismic observations) and a higher SiO2 content in the BSE 
compared to pyrolite (compatible with geochemical models of the Earth).
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While our study is a step toward a more realistic approach, several other processes not accounted here could be 
worth implementing in future models:

1.  In our models we did not consider the time evolutions of the (a) crystal size, (b) the crystal fraction or (c) the 
density contrast during the chemical differentiation of the magma ocean. The kinetics of crystal nucleation 
and growth is difficult to constrain within a magma ocean environment. The crystal fraction evolves during the 
cooling of the magma ocean and will likely naturally increase as the temperature decreases. However, crystals 
may also reach higher temperature zones of the reservoir when entrained by convection which will lead to a 
decrease in the crystal fraction. Even if this complexity is not accounted for in our models, our parametric 
approach enable to anticipate between suspension or sedimentation regime for a given set of parameter values.

2.  We have restricted our study to the crystal settling that may occur close to mechanical boundaries (CMB or 
solidified walls) where the velocity is lower than in the middle of the magma ocean (in “calm” conditions). 
Future models should explore parameters compatible with the center of the magma ocean (i.e., larger Rayleigh 
numbers). This would imply using much higher Reynolds numbers to correctly characterize the turbulent 
motion occurring from the scale of the crystal up to that of the whole magma ocean. In such a context, models 
would need to consider the inertial forces and turbulence equations.

3.  Early in the Earth's evolution, the Moon was much closer to the Earth than today (Chen & Nimmo, 2016), 
which has generated huge tidal forces on both bodies. The Moon potentially started to re-accrete at a distance 
ranging from 5 to 15 Earth radii (today the distance is nearly 60 Earth radii). The tidal forcing induced by 
the presence of the Moon generates an oscillatory shear characterized by a maximum shear rate and a tidal 
frequency. Such an oscillatory shear may influence the convective flow within the magma ocean and the 
crystallization process (Ogilvie & Lesur, 2012). This effect would have varied in time during both the magma 
ocean solidification and as the Moon moved away from the Earth.

4.  After the giant impact that probably induced the thickest magma ocean episode (Nakajima & Stevenson, 2015), 
the orbit parameters of the Earth were strongly affected and the Earth's spinning rate was probably much 
higher than today (Ćuk & Stewart, 2012). While strong turbulence may favor suspension over sedimentation 
regimes, Julien et al. (1996) showed that accounting for Coriolis forces may lead to a reduction in the convec-
tive velocity and, as a consequence, favor sedimentation over suspension regimes. Strong turbulence in the 
presence of rotation is a complex process that is difficult to constrain in a solidifying magma ocean context in 
which solid and liquid phases co-exist (Fernando et al., 1991).

5.  When crystallization of the magma ocean occurs close to a rigid layer, the relevant boundary conditions 
for crystal settling are closer to no-slip boundary conditions (Patočka et al., 2020) than to free-slip bound-
ary conditions since the newly formed solid is much more viscous than the liquid. When considering 
non-interacting particles as in laboratory experiments (V. S. Solomatov et al., 1993) or free-slip boundary 
conditions as in our models, crystals cannot form solid bonds as observed in experiments on magmas (Lejeune 
& Richet, 1995). Because of the sintering effect, the bonds between crystals and the underlying bed can easily 
prevent re-entrainment and lead to a decrease in the efficiency of particle re-suspension.

These factors may affect the physics of convection and, hence, sedimentation and entrainment. If none of the 
current numerical models can simultaneously handle all of these complexities, the effects listed above should 
be accounted for in future developments of numerical models dedicated to crystal settling within a convective 
magma ocean. In any case, our study emphasizes the need to implement state of the art petrological and geochem-
ical models within fluid dynamics models to better describe the early evolution of the Earth's mantle.

Data Availability Statement
The data that support the findings of this study were obtained using the commercial software COMSOL Multi-
physics (version 5.4). COMSOL Multiphysics is a simulation platform that provides fully coupled multiphysics 
and single-physics modeling capabilities. COMSOL Multiphysics (version 5.4) has been previously validated for 
two phase flow applications (Qaddah et al. (2019, 2020)). To compute our simulations we used the Heat Transfer 
(www.comsol.com/heat-transfer-module) and Computational Flow Dynamics (www.comsol.com/cfd-module) 
modules in addition to the main Multiphysics platform (www.comsol.com/comsol-multiphysics). All the param-
eters used in our simulation are listed and described in the manuscript. The open source software used for data 
visualization was Xmgrace (https://plasma-gate.weizmann.ac.il/Grace/). Data obtained can be downloaded from 
the following link: https://zenodo.org/record/7858690#.ZEZwxy0itAY.
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Code Availability: The software used for this study is the commercial software COMSOL Multiphysics (version 
5.4) previously validated for two phase flow applications (Qaddah et al. (2019, 2020)). User manual can be down-
loaded here: https://doc.comsol.com/5.4/doc/com.comsol.help.cfd/CFDModuleUsersGuide.pdf. A trial version 
of COMSOL Multiphysics may be requested (see www.comsol.com).
More details can be found on the following COMSOL webpages:

1.  On the Foundations of the General Heat Transfer Equation: https://doc.comsol.com/6.1/docserver/#!/com.
comsol.help.heat/heat_ug_theory.07.002.html.

2.  Theory for Heat Transfer in Fluids: https://doc.comsol.com/6.1/docserver/#!/com.comsol.help.heat/heat_ug_
theory.07.008.html.

3.  The Euler Model Equations and in particular how incompressibility is handled: https://doc.comsol.com/6.1/
docserver/#!/com.comsol.help.cfd/cfd_ug_fluidflow_multi.09.153.html.

4.  The Boussinesq Approximation: https://doc.comsol.com/6.1/docserver/#!/com.comsol.help.cfd/cfd_ug_
fluidflow_noniso.07.20.html.
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7 Évolution primitive du manteau : conséquences géologiques,
pétrologiques et géochimiques

Les dernières étapes de solidification du manteau terrestre ont eu des conséquences ma-
jeures sur son évolution et sur sa structure interne telle que nous l’envisageons aujourd’hui.
Les étapes qui ont suivi la solidification du manteau ont ainsi gouverné la structuration chi-
mique de l’intérieur de la Terre, la mise en place de la tectonique des plaques et les phénomènes
de volcanisme à grande échelle qui se sont déroulés à l’Archéen.

Dans cette section, je présente des travaux résultant de collaborations avec des collègues
pétrologues et/ou géochimistes auxquelles j’ai participé depuis mon arrivé au LMV. Je présente
notamment l’influence qu’ont pu avoir les dernières étapes d’accrétion sur la composition chi-
mique finale de la Terre, l’analyse d’une météorite qui pourrait être un reste de croute de
planétésimal, les conséquences d’un solidus plus bas pour le matériel représentatif du manteau
supérieur à l’Archéen ou encore l’origine des larges provinces volcaniques archéennes.

7.1 Érosion collisionnelle et rapport Mg/Si

Tôt dans l’histoire du Système Solaire, les collisions entre corps différenciés ont aussi af-
fecté la composition finale des planètes telluriques par destructions partielles des parties les
plus superficielles (Asphaug, 2010). Les chondrites à Enstatite sont considérées comme des
reliques du matériel primordial ayant formé la Terre (Javoy et al., 2010). Cependant, il existe
des différences significatives de composition chimique entre notre planète et cette classe de
météorites qui restent à expliquer et notamment leur rapport Mg/Si. En nous appuyant sur des
expériences en laboratoire (expériences de fusion jusqu’à 25 GPa) et sur des modélisations,
nous avons proposé pour la première fois un scénario complet qui rend compte de ces diffé-
rences : les collisions à répétition qui ont construit la Terre l’ont aussi amputée d’une fraction
de sa masse, faisant ainsi évoluer sa composition chimique (Boujibar et al., 2015). Une érosion
collisionnelle >15% de la masse de la Terre primitive permet de réconcilier les différences de
composition entre les chondrites à Enstatite et la Terre. À faibles pressions les premiers sili-
cates fondus sont enrichis en éléments incompatibles (Si, Al, Na) et appauvris en Mg. La perte
significative de la proto-croûte lors d’impacts répétés a permis une augmentation du rapport
Mg/Si jusqu’à sa valeur actuelle. Pour reproduire toutes les compositions en éléments majeurs
ainsi que certains mineurs, notre modèle implique une perte préférentielle en éléments volatils
lithophiles et une re-condensation des éléments réfractaires lithophiles après les impacts. Ce
travail a donné lieu à une publication dans la revue Nature Communications (Boujibar et al.,
2015).
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FIGURE 27 – Représentation schématique du fractionnement chimique par érosion collisionnelle.
(a,b) Le chauffage primitif favorise une séparation rapide manteau-noyau suivie par le fractionnement
chimique induit par cristallisation d’un océan magmatique profond (a) et/ou de zones partiellement
fondues (b) qui permettent le transfert rapide de matériel fondu à la surface. Les 2 scénarios peuvent
entraîner une stratification de la composition chimique et la formation d’une proto-croûte riche en SiO2.
Les collisions répétées permettent une érosion de la proto-croûte enrichie en éléments incompatibles et
d’une partie du manteau (c). Parmi la fraction de matériel volatilisée par impacts, la re-condensation
des éléments réfractaires (d) est favorisée par rapport aux éléments volatils (D’après Boujibar et al.
(2015)).

7.2 Fusion et formation d’une croûte sur un planétésimal

Les météorites sont les seules rescapées de l’histoire chaotique du Système Solaire et nous
renseignent sur sa composition et son évolution. Des planétésimaux les plus anciens, seuls
les noyaux métalliques formant leur centre nous sont parvenus sous la forme des météorites
de fer. Il est beaucoup plus rare de trouver des échantillons provenant de leur surface. Ainsi,
nous disposons de peu d’informations concernant la nature des planétésimaux qui ont formé
les planètes actuelles. L’étude de la météorite NWA 8486, trouvée dans le désert du Sahara
en 2014, met en évidence la composition d’un planétésimal formé durant les deux premiers
millions d’années de l’histoire du Système Solaire. Ainsi, ce planétésimal présenterait à sa
surface une croûte anorthositique, similaire à la croûte lunaire. La météorite Northwest Africa
(NWA) 8486 représente donc un échantillon unique.

L’étude des minéraux de cette roche unique dans le cadre de la thèse de Paul Frossard a
permis de préciser l’histoire du planétésimal sur lequel elle s’est formée (Frossard et al., 2019).
Chose surprenante, les minéraux qui la composent ont de très fortes teneurs en europium et
strontium. Ces deux éléments sont généralement concentrés dans des roches très particulières
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FIGURE 28 – Temps d’ascension des cristaux de plagioclase durant la phase tardive d’un
océan magmatique. Ce temps est calculé pour une gamme de viscosités (0.1 à 10 Pa.s), de
diamètres de cristaux (de 100 µm à 1 cm) et pour un contraste de densité ∆ρ = 50 kg/m3

entre le cristal et la phase liquide. Le temps nécessaire à un cristal pour atteindre la surface
de l’océan magmatique est représenté par une échelle de couleurs allant de 10 kyr (bleu) à 2
Myr (rouge). Cette figure montre que le temps de remontée du cristal est de quelques dizaines
de milliers d’années dans les conditions de l’océan magmatique, sauf pour les petits cristaux
d’environ 100 µm et les viscosités élevées de >10 Pa.s pour lesquels le temps de remontée est
plus long (D’après Frossard et al. (2019)).

appelées anorthosites. Les anorthosites composent la majorité de la surface de la Lune. De-
puis le retour des premiers échantillons lunaires associés aux missions Apollo, leur contexte
de formation a été compris. Les anorthosites se seraient formées pendant le refroidissement de
l’océan magmatique lunaire. La faible densité de ce minéral leur permet de flotter pour former
une croûte en surface. Les échelles de temps nécessaire à la flottaison de ces minéraux sont es-
sentiellement fonction de la viscosité du magma et de la taille des minéraux (Figure 28). Il est
possible de produire les teneurs en europium et strontium dans cette météorite avec la fusion
d’anorthosites lors d’un impact. Grâce à la forte production de chaleur par radioactivité dans
les premiers millions d’années du Système Solaire, une grande partie des planétésimaux ont été
partiellement fondus produisant un stade d’océan magmatique. Cette découverte montre que
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les océans magmatiques sur les planétésimaux du Système Solaire interne ont pu former des
roches similaires à celles présentes sur la Lune. La présence de telles croûtes sur des planété-
simaux a pu influencer de manière significative la composition des planètes. Cette découverte
a fait l’objet d’un article publié dans Geochemical Perspectives Letters (Frossard et al., 2019).

7.3 Fin de solidification et mise en place de la tectonique des plaques

Nous avons montré précédemment que les dernières étapes de solidification du manteau
primitif se déroulaient au sein de fines couches plus ou moins profondes (voir section 6.2.2).
La présence d’une couche fondue à faible profondeur pendant l’Hadéen et sa cristallisation
finale autour de la limite Hadéen-Éoarchéen pourraient empêcher l’apparition de formations
orogéniques élevées en raison de la compensation isostatique rapide de tout relief créé et du
développement de failles tectoniques à grande échelle et zones de cisaillement (Monteux et al.,
2020). L’absence de reliefs favoriserait à son tour une Terre où la majeure partie de sa surface
serait recouverte d’eau peu profonde. Les failles majeures et les zones de cisaillement pour-
raient représenter des voies pour que l’eau liquide pénètre jusqu’aux niveaux inférieurs de la
croûte provoquant ainsi une activité hydrothermale intense. En outre, cette couche très défor-
mable à la profondeur de la croûte inférieure pourrait éventuellement isoler la croûte du man-
teau sous-jacent. Doglioni et al. (2011) ont proposé qu’une couche de fusion partielle stable
entre l’asthénosphère et la lithosphère pourrait induire un découplage visqueux efficace entre
les deux couches et expliquer la durée de vie des racines cratoniques. A l’Hadéen-Eoarchéen,
le couplage visqueux entre le manteau et la croûte pourrait avoir induit le début du rema-
niement à grande échelle de la croûte hadéenne et la formation de blocs crustaux archéens
stables. La persistance d’une couche partiellement fondue pourrait donc expliquer l’absence
de fragments de croûte de l’Hadéen dans les archives géologiques et au début des archives
géologiques de l’Archéen. Par conséquent, l’établissement d’un lien entre la chronologie des
principaux événements de différenciation dans les archives géologiques et la cristallisation
des dernières couches partiellement fondues pourrait aider à comprendre certains processus
superficiels précoces.

Le passage de l’archéen au protérozoïque a mis fin à une période de grande instabilité à
la surface de la Terre. Cette transition pourrait être liée à un changement de dynamique de
l’intérieur de la Terre. Des expériences menées au LMV ont montré que le solidus du manteau
supérieur était à une température plus basse que prévue pour une composition chondritique
(Andrault et al., 2018). Selon cette étude, un tel solidus associé à un manteau plus chaud per-
mettrait la présence d’une couche fondue profonde et persistante dans le manteau archéen.
La solidification progressive de cette couche fondue aurait pu renforcer le couplage méca-
nique entre la lithosphère et l’asthénosphère. Un tel changement pourrait expliquer la tran-
sition d’une dynamique de surface dominée par un couvercle stagnant à une tectonique des
plaques moderne avec des subductions profondes. L’intersection entre le solidus du manteau
et un profil de température adiabatique avec une température potentielle correspondant à une
fraction de φc ∼ 40% pourrait contraindre la profondeur du fond de la couche partiellement
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fondue restante. Dans le cas de la solidification d’un manteau partiellement fondu depuis la
frontière manteau-noyau vers la surface, la profondeur de la dernière couche partiellement
fondue restante devrait donc être inférieure à 300 km comme proposé par Solomatov (2007).
La cristallisation complète du manteau devrait se produire moins d’∼1 Ga (Sleep et al., 2014)
après la formation de l’océan magmatique lié à l’impact à l’origine du système Terre-Lune.

7.4 Origine des larges provinces volcaniques archéennes

Par le passé, des événements volcaniques majeurs ont induit des extinctions massives de
la vie, la dislocation de continents et de grands soulèvements régionaux. Leur formation reste
énigmatique car elle nécessite la fusion du manteau à des taux élevés et à grande profondeur.
Pour sonder les propriétés du manteau partiellement fondu, des chercheurs ont réalisé des ex-
périences à l’aide d’une presse à multi-enclumes couplée à des méthodes avancées de mesures
in situ. Ils mettent en évidence l’importance d’une grande quantité de chaleur concentrée dans
les profondeurs du manteau après la solidification d’un océan magmatique global. L’ascension
de panaches mantelliques de régions profondes induit des anomalies thermiques de plusieurs
centaines de degrés et la fusion du manteau dans les premiers 1000 km de profondeur. Ce
mécanisme explique non seulement la composition chimique des laves anciennes, mais aussi
l’évolution du volcanisme de point chaud au cours de l’histoire de la Terre. La composition
des laves anciennes suggère la fusion du manteau à des profondeurs d’au moins 600-700 km et
des taux de fusion entre 10 et 50%. Mais les conditions précises pour produire les différentes
laves, par exemple les komatiites, restent mal contraintes. L’interprétation des compositions
est d’autant plus difficile que les laves sont plus anciennes. Des études antérieures mettent en
exergue la complexité des mécanismes de fusion à cause de la présence probable d’eau et de
CO2, et aussi à cause de l’évolution thermochimique des magmas lors de leur remonté vers la
surface.

Dans le cadre de la thèse de Remy Pierru, nous avons fait une étude détaillée des condi-
tions de pression et température nécessaires à la production des laves anciennes par la fusion
du manteau de composition pyrolitique (Pierru et al., 2022). Grace à des méthodes originales
de détection in situ de la fusion, nous avons pu synthétiser des échantillons avec des taux de
fusion variés, pour une grande gamme de profondeurs dans le manteau, et de façon reproduc-
tible. Il apparait que la nature des laves anciennes trouvées en surface est compatible avec
la longue persistance d’un fort gradient de température dans le manteau profond. Ce type de
gradient dit super-adiabatique est attendu après la solidification d’un océan magmatique pro-
fond. Avec l’établissement progressif des grands mouvements de convection dans le manteau
qui caractérise la dynamique moderne de la Terre interne, de gros panaches mantelliques re-
montent vers la surface (Figure 29). Leur température élevée induit leur fusion progressive à
de grandes profondeurs. Sur la base d’une modélisation géodynamique, nous montrons l’apla-
tissement progressif du profil super-adiabatique avec le refroidissement séculaire de la Terre.
Cet effet est compatible avec la disparition progressive des laves anciennes générées à plus
grandes profondeurs, sans pour autant empêcher les remontés de panaches profonds issus de
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FIGURE 29 – Diagramme de fusion du manteau : La chaleur accumulée dans le manteau
profond après les épisodes d’océan magmatique induit la persistance d’un fort gradient de
température. Dans ce cadre, un panache mantellique ascendant (ligne noire) est plusieurs
centaines de degrés plus chaud que le manteau environnant. Ce type de panache fond par-
tiellement lorsque sa température s’établie entre le solidus (bleu) et le liquidus (rouge) du
manteau. Cela génère des magmas de compositions Komatiites, picrites et basaltes à plus de
700 km de profondeur et pour des taux de fusion atteignant jusqu’à 50%. À partir de Pierru
et al. (2022).

la frontière noyau-manteau à l’origine de certaines îles océaniques.
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L
arge-scale melting occurred broadly in the first stages of
planetary accretion1. The impressive homogeneity of stable
isotopic compositions of large bodies suggests extensive

melting and formation of magma oceans1. However, while
large-scale melting can efficiently erase isotopic heterogeneities,
low degrees of partial melting are a primary cause of chemical
segregation. The possibility to form proto-crusts by low degrees
of melting of chondritic material is evidenced by the discovery
of felsic achondrites (GRA-06128/9; ref. 2). Early differentiation
of planetary embryos was also recently suggested by a study
that determined the initial content of the short-lived radionuclide
26Al in angrites3. Therefore, early crusts could form by
different processes, such as fractional crystallization of a magma
ocean or the migration of silicate melts over networks of
veins and dikes4. Despite the formation mechanism of these
proto-crusts, their occurrence on accreting bodies should
have played a major role in the final planetary composition,
because energetic episodes of accretion have eroded the
planetary surfaces5–8.

The chemical composition of the building blocks that accreted
to form the Earth remains controversial. Our planet shows
remarkable isotopic similarities with enstatite chondrites (EC),
especially with those of the EH type9, for the elements whose
isotopes do not fractionate during core segregation (O, Ca, N,
Mo, Ru, Os, Cr, Ni, Ti and Sr). However, EC and the Earth
present important chemical differences. First, EC are so reduced
that their silicate phases are free of FeO, which differs from the
present-day silicate mantle with 8 wt% FeO. This issue may
eventually be solved by internal oxidation processes for some of
the Fe metal9,10. A second issue is that EC show a Mg/Si weight
ratio lower than 1 (B0.63; ref. 11), differing substantially from
that of the Earth’s upper mantle (B1.1; ref. 12). The Mg/Si ratio
of bulk Earth (BE) could be slightly overestimated if the
lowermost mantle is bridgmanitic (that is, perovskitic) rather
than pyrolitic13. Furthermore, the Earth shows higher
abundances of refractory lithophile elements (RLE) and lower
concentrations of moderately volatile elements (as the alkali
elements Li, Na, K and Rb) compared with EC and all other
chondrites (Fig. 1).

In this study, we test whether collisional erosion of early crusts
can explain the chemical divergence between the BE and EC.
Based on experiments on the melting properties of synthetic EC
at pressures between 1 bar and 25 GPa, we show that early

differentiated planetary bodies can develop silica- and
alkali-enriched crusts. Loss of these crusts through impact
erosion can ultimately increase the Mg/Si ratio of the planetary
bodies to match the current Earth ratio. In addition, to
further increase the budget in RLE and accurately reproduce
the terrestrial concentrations of the major and minor elements,
impact erosion must be accompanied with preferential loss of
volatile lithophile elements and re-condensation of RLE.

Results
Partial melting of enstatite chondrites. We experimentally
investigated the composition of melts produced by low degrees of
melting of synthetic EC powders, at low oxygen fugacity (3.6 to
1.8 log units below the iron/wustite buffer), at different pressure
conditions expected for melt segregation in partially molten
planetary embryos (see Methods section and Supplementary
Fig. 1). Our pseudo-eutectic melts are all characterized by high
concentrations of SiO2, Al2O3 and Na2O, and low MgO contents
(Fig. 2). The change with pressure of the low-degree melt com-
position agrees with that previously reported at 1 bar (ref. 14).
The most striking features are the increase of MgO (Fig. 2b) and
decrease of SiO2 (Fig. 2a) and Al2O3 (Fig. 2c) with pressure. The
disappearance of clinopyroxene at 16 GPa and garnet at 24 GPa
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(ref. 15) induces major CaO (Fig. 2d), Na2O (Fig. 2e) and K2O
(Fig. 2f) enrichment of the liquid, respectively. Altogether,
pseudo-eutectic liquids show compositions between rhyolitic and
trachy-andesitic in the range of pressures investigated. In partially
molten planetesimals, such melts should ascend relatively easily
towards the planetary surface due to their low melt densities, even
for low degrees of partial melting4. As the melts can
re-equilibrate during their ascent to the surface, those produced
at shallower depths are more likely to stay unaltered and produce
proto-crusts enriched in incompatible elements. The most
appropriate melts for the formation of proto-crusts should then
be those produced at relatively low pressures and degrees of
partial melting.

Change of proto-Earth composition with collisional erosion.
We now evaluate how collisional erosion of proto-crusts made
of these pseudo-eutectic liquids would affect the chemical
composition of an EH-type planetary embryo11. First, we
calculate the Mg/Si ratio of a planetary body after removal
of pseudo-eutectic melts generated at average pressures of 1 bar
to 25 GPa and compare it with the BE12, with the hypothesis
that B7 wt% Si is present in the Earth’s core9,16. By increasing
the amount of crustal erosion, the Mg/Si ratio of the depleted EH
planetoid increases towards the present-day BE ratio of B0.9,
owing to the high SiO2 content of the melts (Fig. 3a). The lower
the pressure of melt-solid equilibration, the higher the SiO2

content in the melt, and therefore the crustal erosion should be
the less extensive. The BE Mg/Si ratio can be achieved by
accretion of EH chondrites and erosion of a crust of 15–18% of
the planetary mass for solid-melt equilibrium at pressures below
10 GPa. This amount of crustal erosion is comparable to the loss
of highly incompatible elements required to explain the mantle
budget in volatile elements17, and is comparable to the amount
of mass lost during hit and run simulations18. As the formation of
such SiO2-rich crust necessitates a low degree of partial melting

(at a level of 5–7%), removing proto-crust to a level of 15–18 wt%
of the planetary mass requires repeated processes of proto-crust
formation and collisional erosion. Repeated partial melting of
the EH-type mantle would constantly produce an SiO2-rich
proto-crust, owing to the fixed pseudo-eutectic composition.
The nature of planetary accretion itself provides the necessary
energy to melt planetesimals and erode them or even
disrupt them (see below). Simulations indicate that an accreting
proto-planet should experience B105 collisions18.

Removal of proto-crust also affects the Al/Si, Ca/Si and Na/Si
ratios (Fig. 3b and Supplementary Fig. 2). Interestingly, the misfits
between Mg/Si, Al/Si, Ca/Si and Na/Si ratios in BE and in our
model of EH-type planetoid depleted by crustal erosion
show a clear correlation with the condensation temperatures of
the elements of interest19 (Fig. 3b). Rather than being fortuitous,
this trend can be understood in terms of differential
re-condensation of the elements after collisional erosion. Our
model implies that early differentiation of a planetary embryo
forms a silica-rich crust (Fig. 4a,b) that is subsequently eroded and
vaporized by energetic impacts (Fig. 4c). The eroded material is
then chemically fractionated with a preferential condensation of
the refractory elements relative to the volatiles (Fig. 4d).
This explains the previously reported marked consequences on
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(b) Correlation between residual misfits between BE and the EH proto-

planet X/Si for X¼Na, Ca and Al as a function of the 50% condensation

temperature of the elements19. After the mass of eroded crust is adjusted

to meet the Mg/Si ratios of BSE, there is a residual misfit for the

abundances of other major elements (Supplementary Fig. 2). The

correlation between BE enrichments and the condensation temperatures of

the different elements suggests chemical fractionation during the processes

of vaporization of the planetary surface, with re-condensation of the eroded

material on the planetary surface (Fig. 4). (c) Degree of chemical

fractionation required by our model, for different amounts of collisional

erosion. Here we consider that the 15% of the crust (produced in the 0–5-

GPa range) required to match the Mg/Si ratio of the BE and 16–40% of the

planetary mantle are eroded by the impacts. For a total erosion of 31–45%

of the planetary mass, for example, the actual Na/Si, Mg/Si, Ca/Si and Al/

Si ratios of BE are reproduced when 100% of Al and Ca, 10% of Mg and 5%

of Si are re-condensed on the planetary surface, which is in agreement with

their condensation temperature. A negative value for Na denotes the fact

that the residual mantle of our EH-type model (after collisional erosion)

would still contain high Na contents compared with BE. In this case,

additional Na volatilization from the residual mantle is required.
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the thermal history of Earth that could result from the loss of
incompatible and refractory heat-producing elements, such as U
and Th5,20,21.

In fact, the Earth’s budget in RLE can be reached by a number
of different erosion and re-condensation models. The lowest
amount of erosion (15–18 wt% of proto-crust to meet the right
Mg/Si ratio) requires re-condensation of 100% of the refractory
elements (Ca and Al) on the planetary surface (Fig. 3c). For
higher amounts of planetary surface erosion (15–18 wt% proto-
crust plus a mantle fraction), the models require less chemical
fractionation during vaporization or re-condensation. For 40%
mantle erosion, re-condensation of 84% of Al, 73% of Ca, 10% of
Mg and 5% of Si is necessary (Fig. 3c and Table 1) to produce a
planetary composition similar to Earth. Comparable fractionation
of major elements with Ca- and Al-rich condensates depleted in
Mg and Si was reported in the most primitive unequilibrated
Semarkona ordinary chondrites (LL3.0; ref. 22). Also, such a
degree of chemical fractionation during re-condensation may not
be necessary if the composition of the parent body deviates from
the EH chondrites (see below). Then, non-equilibrium processes,
such as solar wind, could have favoured the loss of volatile
elements from the gravitational field of the proto-planet. In
addition, the volatile elements could have been partially
atmophile due to hot planetary surfaces, which could have
contributed to the volatile and refractory fractionation.

The major sources of energy provided by planetary accretion.
During planetesimal growth, the thermal state of a proto-planet
depends on its initial heating caused by the decay of short-lived
radionuclides such as 26Al and 60Fe (ref. 23), on its accretionary
history and on how potential energy is dissipated during the iron/
silicates segregation. Temperatures in excess of 2,000 K could have
been reached within the first 2–3 million years after the formation
of the first solids of the Solar System (calcium–aluminium-rich
inclusions, CAI)24. The early radioactive heating can therefore
cause both segregation of a metal-rich core and silicate melting on
planetary embryos that have quickly accreted (to attain a radius of
30 km within the first 3 million years; see Fig. 2 in Yoshino et al.24).
Kleine et al.25 showed that high temperatures of early asteroids are
in agreement with the young ages of iron meteorites, OC, CO and
CR chondrites and the peak temperatures recorded by the same
meteorites (see in ref. 25).

In addition to this radioactive heating, in the shallow parts
of the impacted planet, impact heating (DT), superimposed to a
sufficiently hot proto-planetary interior (with an initial

temperature of T0) can lead to temperatures (T¼T0þDT) much
larger than the vaporization temperature of silicates (B1,300 �C
at 0.001 bar; see Fig. 5 above). This heating is localized in a
spherical region called the isobaric core, just beneath the impact
site (for example, ref. 26). By making the conservative
assumptions that (i) kinetic energy of the impactor is controlled
by the escape velocity of the impacted body, (ii) impactor and
target body have the same densities and (iii) only 30% of the
incoming kinetic energy is converted into heat, a simple energy
balance indicates that DT (K)¼ 4.7� 10� 5�R2 (km) (refs
26,27).

Assuming that the impact occurs with the escape velocity of the
impacted body is a conservative assumption in the sense that it
is the minimum impact velocity; larger impact velocities can
substantially increase the post-impact temperature below the
surface. For instance, some episodes of hypervelocity impacts
have probably played a major role during the accretion of the
terrestrial planets. For example, a recent model suggests that
Jupiter and Saturn have likely migrated inwards and then
outwards early in the Solar System history28, leading to strong
resonance and high eccentricities of the planetesimals. As the
resonance with Jupiter can significantly increase the impact
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crystallization

   Core
segregation

Partial
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of planetary

surface

Re-condensation
of refractory

elements

Planetary differentiation Collisional erosion
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Figure 4 | Schematic model of chemical fractionation by collisional erosion. (a,b) Early heating leads to the rapid segregation of Fe-rich metal into the

core. It is accompanied with the formation of a deep magma ocean1 (a) and/or small-scale partial melting and formation of complex networks of veins and

dikes4 (b) which allows fast transfer of melts to the surface4. Both can yield compositional stratification of the mantle and the formation of an SiO2-rich

proto-crust. (c) The repeated collisions induce erosion of the proto-crust enriched in incompatible elements, as well as part of the planetary mantle. (d)

Within the fraction of material volatilized by meteoritic impacts, re-condensation of refractory elements is favoured compared with the volatile elements.
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(G is the gravitational constant and r is the density of the target),

(ii) kinetic energy of the impactor is controlled by the escape velocity of the

impacted body (that is, vimpactor¼O(2gR)), (iii) the impactor and impacted

body have the same densities, and (iv) only 30% of the incoming kinetic

energy is converted into heat.
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velocities29, the kinetic energy, available during the impact
processes on growing bodies, may have enhanced the
vaporization and the excavation of their shallow material. This
model, with marked migration of Jupiter and Saturn, is one
suggested model of the dynamical evolution of the Solar System.
Other models may not produce such high velocity collisions,
but they would have a longer period during which frequent
collisions could occur.

Vaporization following collisional erosion from large impacts is
widely accepted30. The abundance of impacts is supported
by observations of the iron meteorites, which represent
fragments of cores of differentiated bodies, which are now
destroyed. These iron meteorite parent bodies are as old as the
CAI, which are the oldest objects of the Solar System, that formed
during the first million year after T0 (ref. 31). Thus, collisional
stripping operated in the very early stages of the formation of the
Solar System.

Discussion
Our experimental results show that surface erosion modifies
more efficiently the planetary composition of smaller planetary
bodies owing to lower internal pressures (Fig. 3a). This suggests a
more efficient chemical fractionation early in the accretion
history. As a matter of fact, silica- and alkali-rich compositions
(andesitic to rhyolitic and trachyitic) have been observed in
various asteroidal materials: bulk achondrites (GRA-06128/09),
silicate enclaves in iron meteorites, glass inclusions or igneous
clasts in aubrites, glass inclusions in the howardite, eucrite and
diogenite meteorites, clasts in the ureilites. The oldest sampled
materials of the Solar System with a granitic composition are only
5–30 Myr younger than the formation of the Solar System (see ref.
32 for a review). This indicates the formation of silicic crust nuclei
very early in the inner Solar System.

A widespread Si isotopic dichotomy is observed between
planetary/asteroidal bodies and the chondrites. There is a
correlation between the enrichment in heavy Si (30Si) with both
(i) the depletion of the moderately volatile elements (K) and
(ii) the depletion of Si relative to Mg for the Earth, the Moon,
Vesta, Mars, the angrites (basaltic meteorites) parent body and
the chondrites33. As suggested by Pringle et al.33, this correlation
could be caused by early impact-induced evaporative loss,
occurring as early as the formation of angrites, 2 Myr later than
the formation of the oldest currently known objects of the Solar

System34,35 (Supplementary Note 1). Thus, the Si isotopic
measurements fully support our model of early collisional
erosion. It has also been proposed that energetic episodes of
impacts can induce significant chemical fractionation of RLE in
EL chondrites36.

In contrast to the other planetary differentiation processes, such
as core segregation or magma ocean crystallization, an early impact
erosion affects the composition of both planetary bodies and the
remaining unaccreted material, in a complementary way. Owing to
a higher surface/volume ratio compared with the planetesimals, the
chondritic material that was left over from the accretion may have
preferentially reacted with gases produced by vaporization of the
eroded crusts, which are enriched in SiO2 and volatile lithophile
elements. This can explain the enrichments in Na, S and Si
observed at the edges of chondrules contained in carbonaceous and
ordinary chondrites37–39. EC are the most alkali- and silica-rich
chondrites11,40 (Fig. 1), but in contrast to the carbonaceous
chondrites, this enrichment is global and not limited to chondrules
(Supplementary Note 2). This is likely owing to the fact that EC
have experienced important thermal metamorphism that usually
erases the chemical gradients. Several studies have analysed the
behaviour of alkali elements in chondrules in order to retrieve the
conditions under which the chondrules form. The majority of
these studies concluded that very high dust densities with high
solid/gas ratios are required in the nebula to enrich the edges of
chondrules in Na37. This was previously attributed to aqueous
alteration41. In light of our results, we propose that the destruction
and vaporization of eroded proto-crusts can also contribute to this
elevation of the dust/gas ratio of the nebula in the formation
regions of chondrules.

The EH meteorites that are sampled today could have suffered an
SiO2 enrichment compared with their parent bodies, owing
to interaction with crusts eroded from primordial planetesimals.
This would have drifted their composition away from that of the
Earth, compared with the original building blocks (Fig. 1).
This common original material could have had a higher Mg/Si
ratio and lower content in alkali elements than the EH chondrites.
Consequently, our quantitative model of collisional erosion
developed in this study (for example, Fig. 3) can be considered as
the most extreme one, as less proto-crust erosion would be
required to meet the actual BE chemical composition. Altogether, we
show that collisional erosion could readily explain the major
chemical divergences between the EH chondrites and Earth. It
reinforces the model of the EH-like Earth9, nevertheless adding to

Table 1 | Resulting compositions with dual processes of collisional erosion and fractional re-condensation.

Bulk
Earth

Assumed core
composition44

EH-like planet EH-like planet with adjusted core size

0% eroded
mantle

25% eroded
mantle

40% eroded
mantle

0% eroded
mantle

25% eroded
mantle

40% eroded
mantle

Mg 15.6 13.8 12.8 10.8 15.9 15.8 15.6
Al 1.6 1.0 1.1 1.1 1.2 1.4 1.6
Si 16.6 7 15.0 13.7 11.5 17.2 16.9 16.6
Ca 1.7 1.1 1.2 1.2 1.3 1.5 1.7
Na 0.2 0.2 0.2 0.1 0.2 0.2 0.2
K 0.0 0.0 0.0 0.0 0.0 0.0 0.0
O 30.5 4 27.9 25.8 21.9 30.5 30.5 30.5
Fe 31.4 82 38.0 41.9 49.6 31.4 31.4 31.4
Co 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Ni 1.6 5 2.3 2.5 3.0 1.6 1.6 1.6
S 0.6 2 0.6 0.6 0.7 0.6 0.6 0.6

We compare the actual bulk Earth composition (first column) (calculated based on bulk silicate Earth12 composition and cosmochemical estimates of core composition44 (second column)) with the EH-
like Earth (third column) after erosion of (i) 15% of a crust composed of pseudo-eutectic melts produced at 0–5 GPa and (ii) 0–40% of its mantle. The erosion yields a significant depletion in the
lithophile elements (Mg, Si, O, Na, Al and Ca) compared with the siderophile elements (Fe, Ni, Co and S). By adjusting the core size to the actual terrestrial core size (by fixing the concentrations of the
siderophile elements to that of the Bulk Earth), the composition of our EH-like planetary model can reach values very close to that observed in the present-day Earth.
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this model the idea that the common starting material could have
been slightly depleted in SiO2 and volatile lithophile elements in
comparison with the EH chondrites.

Methods
Preparation of starting materials. The starting material was composed of 68 wt%
silicate and 32 wt% metal with a chemical composition equivalent to the average
composition of EC9 (Supplementary Table 1). While we are exclusively interested
in the silicate properties, the presence of metals helps reproduce the EH-Earth
conditions more precisely and buffer the oxygen fugacity. The silicate fraction was
composed of ultra-pure oxides and carbonates (SiO2, MgO, Al2O3, TiO2, Cr2O3,
MnO, Na2CO3, CaCO3 and K2CO3) that were finely ground together, decarbonized
and then dried overnight at 1,000 �C. The metal powders were composed of a fine
mixture of ultra-pure Fe, Ni, Si, Mn, Co and/or FeS. All samples were S free, except
for 5 wt% S in the metal of sample no. 104. Silicate and metal fractions were
intimately mixed to obtain a homogeneous chondritic powder, that was kept
constantly in a vacuum oven to avoid hydration.

Details of the experimental conditions. We conducted experiments at 5, 10, 20
and 25 GPa, with temperatures ranging from 1,380 to 1,900 �C using Kawai-type
1,000-t and 1,500-t multi-anvil presses. We heated the experiments to temperatures
at or slightly above the solidus, that is, between 1,380 and 1,900 �C, for oxygen
fugacities between � 2.1 and � 3.6 log units below the IW buffer (Supplementary
Table 2). Assemblies were composed of Cr-doped MgO octahedra pressure media
with edges of 18, 14 and 10 mm, coupled with tungsten carbide cubes with 11, 6 and
4 mm truncations, respectively. Pressure calibrations of both 1,000-t and 1,500-t
presses were previously described42. The sample powder was loaded into a graphite
capsule that was surrounded by MgO sleeves to prevent the sample pollution. High
temperatures were achieved using an LaCrO3 furnace and a ZrO2 sleeve thermal
insulator. Temperature was measured using a W5Re/W26Re thermocouple in
experiment nos. 1,223 and 174, and estimated using the relation between
temperature and electrical power for experiment nos. 1,216 and 104. Pressure and
temperature uncertainties are estimated to be B0.5 GPa and 100 �C, respectively.

To achieve homogeneous samples without relict of the starting powders, we first
heated the samples above the liquidus temperature43 for a couple of minutes.
Temperature was then rapidly reduced (with a rate of 100 K in o20 s) to a
temperature just above the reported solidus. The sample was then equilibrated
between 30 min and 3 h. This procedure helps grain growth and allows segregation
of relatively large pools of melt, which are usually difficult to collect with low
degrees of partial melting43.

Chemical compositions of the coexisting phases. The microstructure of
recovered samples was observed using a scanning electron microscope
(Supplementary Fig. 1). Phase relations and chemical compositions were deter-
mined using a CAMECA SX100 electron probe micro-analyser (Supplementary
Table 1). We used an accelerating voltage of 15 kV, an electron beam defocused to
2–20 mm and a current of 15 nA, except for the chemical analyses of bridgmanites
that were analysed with 2 nA. As standards, we used pure metals and silicates.
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a b s t r a c t

Knowledge of melting properties is critical to predict the nature and the fate of melts produced in the
deep mantle. Early in the Earth’s history, melting properties controlled the magma ocean crystallization,
which potentially induced chemical segregation in distinct reservoirs. Today, partial melting most prob-
ably occurs in the lowermost mantle as well as at mid upper-mantle depths, which control important
aspects of mantle dynamics, including some types of volcanism. Unfortunately, despite major experimen-
tal and theoretical efforts, major controversies remain about several aspects of mantle melting. For exam-
ple, the liquidus of the mantle was reported (for peridotitic or chondritic-type composition) with a
temperature difference of �1000 K at high mantle depths. Also, the Fe partitioning coefficient (DFe

Bg/melt)
between bridgmanite (Bg, the major lower mantle mineral) and a melt was reported between �0.1
and �0.5, for a mantle depth of �2000 km. Until now, these uncertainties had prevented the construction
of a coherent picture of the melting behavior of the deep mantle.
In this article, we perform a critical review of previous works and develop a coherent, semi-

quantitative, model. We first address the melting curve of Bg with the help of original experimental mea-
surements, which yields a constraint on the volume change upon melting (DVm). Secondly, we apply a
basic thermodynamical approach to discuss the melting behavior of mineralogical assemblages made
of fractions of Bg, CaSiO3-perovskite and (Mg,Fe)O-ferropericlase. Our analysis yields quantitative con-
straints on the SiO2-content in the pseudo-eutectic melt and the degree of partial melting (F) as a function
of pressure, temperature and mantle composition; For examples, we find that F could be more than 40%
at the solidus temperature, except if the presence of volatile elements induces incipient melting. We then
discuss the melt buoyancy in a partial molten lower mantle as a function of pressure, F and DFe

Bg/melt. In the
lower mantle, density inversions (i.e. sinking melts) appear to be restricted to low F values and highest
mantle pressures.
The coherent melting model has direct geophysical implications: (i) in the early Earth, the magma

ocean crystallization could not occur for a core temperature higher than �5400 K at the core-mantle
boundary (CMB). This temperature corresponds to the melting of pure Bg at 135 GPa. For a mantle com-
position more realistic than pure Bg, the right CMB temperature for magma ocean crystallization could
have been as low as �4400 K. (ii) There are converging arguments for the formation of a relatively homo-
geneous mantle after magma ocean crystallization. In particular, we predict the bulk crystallization of a
relatively large mantle fraction, when the temperature becomes lower than the pseudo-eutectic temper-
ature. Some chemical segregation could still be possible as a result of some Bg segregation in the lower-
most mantle during the first stage of the magma ocean crystallization, and due to a much later descent of
very low F, Fe-enriched, melts toward the CMB. (iii) The descent of such melts could still take place today.
There formation should to be related to incipient mantle melting due to the presence of volatile elements.
Even though, these melts can only be denser than the mantle (at high mantle depths) if the controversial
value of DFe

Bg/melt is indeed as low as suggested by some experimental studies. This type of melts could
contribute to produce ultra-low seismic velocity anomalies in the lowermost mantle.
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1. Introduction

1.1. Melting in the early Earth’s mantle

Within the first 100 million years of the Earth’s history, the
giant Moon forming impact (MFI) melted the Earth almost entirely
(Nakajima and Stevenson, 2015). The release of energy induced by
the gravitational segregation of the impactor’s core could have
potentially heated the Earth’s core by 3500–4000 degrees above
the temperature reached prior to the giant impact (Herzberg
et al., 2010; Rubie et al., 2015). It could have led to a core-mantle
boundary (CMB) temperature of the order of 6000 K (Davies
et al., 2015; Labrosse, 2015; Nakagawa and Tackley, 2010), well
above the mantle solidus of �4150 K (Andrault et al., 2011;
Fiquet et al., 2010). Therefore, the MFI could have caused intensive
melting of the mantle at all depths. However, geochemical evi-
dences point out to large scale isotopic heterogeneities that seem
to have survived the episode of MFI. For example, the excess in
182W (produced by the decay of 182Hf) measured in 2.7 Ga-old
komatiites requires a large-scale magmatic differentiation during
the first 30 Ma of the Solar system’s history (Touboul et al.,
2012). The difference in Xenon isotopic composition between
MORBs and the Icelandic plume (Mukhopadhyay, 2012), also indi-
cates two sources with distinct isotopic composition. Finally, geo-
dynamical arguments suggest the presence of an unmixed and
primordial material in the deep mantle (Davaille, 1999; Kellogg
et al., 1999). Therefore, it is unlikely that primordial mantle tem-
peratures exceeded the liquidus throughout the mantle.

A low viscosity of the magma-ocean is expected to induce vig-
orous and turbulent convective flow, favoring a homogeneous mix-
ing. Heat flux at the magma ocean surface could have been as high
as �106 W/m2, which suggests a very fast crystallization, within
�103 years after the MFI (Solomatov, 2007). Longer time scales
for cooling are also possible, due to the possible formation of an
opaque atmosphere at the Earth’s surface preventing heat loss, or
other geodynamical complications, such as physical or chemical

mantle layering, etc. (Lebrun et al., 2013; Sleep et al., 2014). On
the other hand, petrological analyses of Archean and Proterozoic
basalts preserved on the Earth’s surface show primary magma
compositions compatible with mantle potential temperatures of
only 200–300 degrees higher than today (Herzberg et al., 2010).
A similar temperature change is reported for Archean tonalite-tro
ndhjemite-granodiorite associations of 4.0–2.5 Ga old (Martin
and Moyen, 2002). Such a modest difference of mantle tempera-
ture compared to the present situation suggests a relatively rapid
mantle cooling just after the MFI.

Finally, it has been suggested that a basal magma ocean (BMO)
could have lasted in the lowermost mantle for very long times, bil-
lions of years, in correlation with an outer-core temperature signif-
icantly higher than the mantle solidus (e.g. Labrosse (2015)). This
issue remains largely debated, however, because geodynamical
models do not explain what could prevent such a hot core from
rapid cooling (Monteux et al., 2016; Nakagawa and Tackley, 2010)).

1.2. Evidences for mantle melting today

In the upper mantle, seismic and magneto-telluric profiles pre-
sent prominent anomalies, in particular at depths between 80 and
200 km (e.g. Romanowicz (1995)). Low velocity anomalies have
also been reported atop the 410-km mantle discontinuity (Song
et al., 2004; Tauzin et al., 2010). Low degree partial melting has
often been advocated to explain these anomalies (Revenaugh and
Sipkin, 1994), as thermochemical effects alone cannot explain the
magnitude of geophysical anomalies. Possible mechanisms for
mantle melting, however, are many. As for the temperature profile,
anchor points of the geotherm are provided by phase transforma-
tions in major mantle minerals, typically olivine, the constituent
responsible for the seismic discontinuities between 410 and
660 km depths. It yields a potential temperature (Tp) of �1600 K,
which corresponds to the extrapolation to the Earth’s surface of
the adiabatic temperature profile passing through these anchor
points (Katsura et al., 2010). Such a mantle geotherm plots at
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significantly lower temperatures compared to the melting curve of
the peridotitic mantle determined experimentally (Zhang and
Herzberg, 1994). Noticeable exceptions exist, for example at man-
tle ridges, where the adiabatic decompression leads to mantle
melting in the asthenosphere. Mantle melting at higher depths
implies either higher temperatures (such as for Oceanic Island
Basalts (OIB)) or the presence of volatiles that depress the solidus
(e.g. Hirschmann et al. (1999)).

Temperatures in the lowermost mantle depart from the upper
mantle geotherm as they are influenced by the hot core. A large
decrease (>10%) of shear wave velocities is reported in the D‘‘-
layer sitting just above the CMB. Even if alternative interpretations
are possible, such as a solid-state origin (e.g. Fe-enriched (Mg,Fe)O
(Wicks et al., 2010)), it strongly suggests occurrence of partial
melting (e.g. Herzberg et al. (2013), Rost et al. (2005))). Further-
more, the non-ubiquitous character of the seismic features in the
D00-layer implies a CMB temperature lower than the mantle solidus.
Otherwise, there would be a continuous melting line above the
CMB. At the CMB pressure of 135 GPa, the solidus temperature of
chondritic and peridotitic mantle was reported to be �4150 K
(Andrault et al., 2011; Fiquet et al., 2010). There, where seismic
anomalies appear, mantle partial melting could occur for different
reasons: (i) presence of volatile elements, such as in the study of
(Nomura et al., 2014) where their pyrolitic composition included
�400 ppm H2O, which lowered the solidus temperature to
�3570 K. However, we note that a high water content is unlikely
in the lower mantle, due to the limited capability of lower mantle
minerals to store water below the 660 km discontinuity (Bolfan-
Casanova et al., 2003; Panero et al., 2015); (ii) presence of an
excess of silica; The solidus temperature at the CMB of a mid-
ocean ridge basalt, was reported to be 3800 (±150) K, thus signifi-
cantly lower than for the melting of the average mantle (Andrault
et al., 2014). Presence of basalt in the lowermost mantle is sup-
ported by seismic tomography imaging deep descent of slabs
toward the CMB (e.g. (van der Hilst and Karason, 1999)); (iii) a very
large amount of FeO could also lower the melting point of the
mantle (Mao et al., 2005). Altogether, the non-ubiquitous seismic

features in the D00-layer could very well be correlated to the
presence of volatiles, basalt and/or high FeO concentration,
together with a CMB temperature of 4100 (±200) K (e.g. Andrault
et al. (2016)).,l

2. Melting of pure bridgmanite

2.1. Important bridgmanite properties

MgO becomes extremely refractory with increasing pressure,
with a melting point estimated at �8000 K for a pressure of
135 GPa (Du and Lee, 2014). This contributes in making ferroperi-
clase (Fp) the liquidus phase above 25 GPa, but only up to �33 GPa,
where Bg becomes the liquidus phase for mantle compositions (Ito
et al., 2004). The melting curve of Bg dominates the topology of
melting diagrams at high mantle depths. The role of Bg is further
emphasized by a possible increase of Bg-content with increasing
mantle depth, as the comparison between geophysical observa-
tions and experiments (e.g. Murakami et al. (2012), Samuel et al.
(2005)) suggest a mantle (Mg+Fe)/Si ratio closer to unity.

Mantle Bg can adopt chemical compositions ranging from (Mg,
Fe)SiO3, produced after decomposition of olivine, to Al-bearing
(Mg,Fe)SiO3, after the high pressure transformation of majoritic
garnet below the 660 km discontinuity. A higher compositional
variability could also come from the intrinsic high compliance of
the Bg crystal structure, which composition can be decomposed
in a number of (theoretical) end-members (MgSiO3, FeSiO3, FeAlO3,
Al2O3, MgAlO2.5). It can adopt variable Mg/Si, Fe3+/RFe, Al/Fe ratios
and Fe-content as a function of pressure, temperature, oxygen
fugacity, and exchange with ferropericlase. (e.g. Boujibar et al.
(2016), Lauterbach et al. (2000)). The Bg crystal chemistry can thus
vary with mantle depth (Andrault et al., 2007) and also laterally if
the mantle presents significant heterogeneities. We also remind
that the transition pressure from majoritic garnet to Bg increases
significantly with the Al-content: compared to pure MgSiO3, an
additional 3–4 GPa is required to produce Bg with �10 wt% Al2O3

(Akaogi and Ito, 1999; Irifune et al., 1996).
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Fig. 1. Melting curve of Bg inferred from different experimental and theoretical studies determined using LH-DAC for (Mg0.88Fe0.12SiO3) (Zerr and Boehler, 1993), MgSiO3 and
Mg3Al2Si3O12 (Shen and Lazor, 1995), shock measurements for MgSiO3 (Akins et al., 2004; Mosenfelder et al., 2009) and ab initio calculations for MgSiO3 (e.g. de Koker and
Stixrude (2009), Stixrude and Karki (2005)). We also include experimental reports of solidus and liquidus of peridotite (Fiquet et al., 2010), chondritic-type mantle (Andrault
et al., 2011) and pyrolite with �400 ppm H2O (Nomura et al., 2014). Our new LH-DAC measurements performed from �24 to �135 GPa on a (Fe,Al)-rich Bg (red dots and blue
guide for the eyes) plot in continuity with previous determinations of mantle melting performed at lower pressures using the large volume press (Blue dots, (Katsura and Ito,
1990; Presnall and Gasparik, 1990)).
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2.2. Previous studies of bridgmanite melting

In early experiments using laser-heating in the diamond anvil
cell (LH-DAC), visual observations of the sample behavior were
used as a major criterion to address the melting of Bg (Fig. 1).
Two studies performed on MgSiO3 and (Mg,Fe)SiO3 compositions
agree for a steep melting curve above the transition zone pressure,
at �24 GPa (Shen and Lazor, 1995; Zerr and Boehler, 1993). Com-
parison between the melting curves of MgSiO3 and Mg3Al2Si3O12

evidences a significant melting temperature depletion, by �300 K
at 40 GPa, due to the presence of Al (Shen and Lazor, 1995). Early
works were limited to 60–70 GPa, compared to the 135 GPa pre-
vailing at the CMB. Concerning melting of MgSiO3 in the upper
mantle, we note an important curvature of the melting line typical
of the lower-density polymorphs (Katsura and Ito, 1990; Presnall
and Gasparik, 1990). It can be related to a rapid decrease of the vol-
ume of melting (DVm) with increasing pressure and, thus, a rela-
tively high melt compressibility.

Several theoretical works address the equation of state and the
melting curve of Bg up to more than 135 GPa, using ab initio calcu-
lations (Fig. 1). The MgSiO3 end-member is generally studied,
because such calculations encounter difficulties in addressing the
role of transition elements and point defects (such as Al3+, Fe3+,
etc.). In all calculations, the initial slope of the melting curve
(above �24 GPa) is relatively steep. This points out to a relatively
large volume of MgSiO3-Bg melting, which is dominated by the
�10% volume change at the transition from majoritic garnet to
Bg at 660 km-depth (Yu et al., 2011).

Based on the propagation of shock waves, MgSiO3 melting was
identified at 5000–5500 K for a pressure above 100 GPa (Akins
et al., 2004; Mosenfelder et al., 2009). It was suggested that the vol-
ume of Bg melting becomes very small at pressures typical of the
lowermost mantle (Mosenfelder et al., 2009; Petitgirard et al.,
2015). From 1 bar to ~24 GPa, there is also a clear decrease of the
melting slope of MgSiO3 with increasing pressure (Katsura and
Ito, 1990; Presnall and Gasparik, 1990). It can be related to a rapid
decrease of the volume of melting (DVm) with increasing pressure
associated to a relatively high melt compressibility.

2.3. Updated melting curve of bridgmanite

In this article, we report original measurements of the melting
curve of a (Fe,Al)-bearing Bg phase with Fe/(Mg + Fe) = 0.12 and
Al/Fe = 0.9. We acknowledge that this composition corresponds
to relatively high Al and Fe contents compared to the expected
composition for natural Bg. Experiments were performed using
LH-DAC coupled with in situ X-ray diffraction on the ID-27 beam-
line (ESRF, France). All experimental methods are detailed in Sup-
plementary Materials. At relatively low pressures, the melting
curve of this Bg appears significantly more flat than those reported
for pure MgSiO3 (Fig. 1). This observation tends to confirm a signif-
icant effect of Al on the melting slope, as reported previously
between Al-free and Al-bearing starting materials (Shen and
Lazor, 1995). We also find that the discontinuous increase of the
melting curve slope, related to the majorite to Bg phase transition,
is not observed at �24 GPa, but instead at �30–35 GPa for this (Fe,
Al)-bearing composition. This behavior can be logically related to
extension to higher pressures of the garnet stability field in the
presence of Al, as described in previous works for Fe-free starting
materials (Akaogi and Ito, 1999; Irifune et al., 1996). The relatively
lower melting temperature of (Fe,Al)-bearing Bg in the 25–35 GPa
pressure range, compared to pure-MgSiO3 and, most importantly,
to other lower mantle minerals such as MgO, explains why Bg is
not the liquidus phase in this pressure range for typical mantle
compositions (Ito et al., 2004).

At higher pressures, the slope of the (Fe,Al)-bearing Bg melting
curve remains fairly constant up to the CMB pressure of 135 GPa,
which contrasts with the flattening reported for MgSiO3. This
makes the different available results to converge to a temperature
of 5100–5500 K for the melting of Bg at the CMB. We remind that
the melting curve of MgSiO3-Bg should always plot at higher tem-
perature than that of the (Fe,Al)-bearing composition, due to the
incompatible character of Fe and Al. Thus, our experimental deter-
mination of the (Fe,Al)-bearing Bg melting curve implies that the
melting temperature of MgSiO3-Bg at very high mantle pressures
was underestimated by a couple hundred degrees in some previous
studies (de Koker and Stixrude, 2009; Mosenfelder et al., 2009).
Thus, for further discussions, we will choose as a reference the
higher melting curve of MgSiO3 Bg as determined from ab initio
calculations (Stixrude and Karki, 2005). It can be modeled using a
modified Simon and Glatzel equation [T = T0 (P/a + 1)1/c] with
parameters T0 = 91 K, a = 0.00125 GPa and c = 2.83 (Simon and
Glatzel, 1929).

We note that the liquidus temperature profile reported previ-
ously for peridotite (Fiquet et al., 2010) appears superimposed
with the melting curve of MgSiO3-Bg derived from ab initio calcu-
lations and shock experiments (Fig. 1). This is unexpected because
(i) the more complex chemical composition of the peridotitic Bg
phase, compared to MgSiO3, and (ii) additional Fp and CaSiO3-
perovskite (CaPv) phases should both lower the peridotite liquidus
below the melting temperature of pure MgSiO3. In their study,
(Fiquet et al., 2010) observed large crystals of Bg at the center of
the heated spot, where the melting behavior was monitored using
in situ X-ray diffraction. Chemical composition of Bg grains mea-
sured at different locations on a sample synthesized at �61 GPa
show Fe/(Mg + Fe) and Al/Si ratios of �2.5% and �8%, respectively.
It is possible that their reported measurements of the peridotite
liquidus correspond in fact to the melting curve of these large Bg
grains.

2.4. Volume of bridgmanite melting

The dT/dP slope of the Bg melting curve is directly related to the
volume (DVm) and entropy (DSm) of Bg melting through the classi-
cal Clapeyron relation dT/dP = DVm/DSm. DSm was reported to be
42.2 J/mol K for MgSiO3 at room pressure, based on calorimetric
measurements (Stebbins et al., 1984). For melting of MgSiO3 in
the stability field of Bg, ab initio simulations suggest a DSm value
1.5 times higher (Stixrude et al., 2009). Assuming then a constant
DSm value of 63.3 J/mol K for melting of (Fe,Al)-bearing Bg at all
lower mantle conditions, we now calculate DVm values from the
Clapeyron slopes of the different melting curves available for Bg
(Fig. 2a). For the (Fe,Al)-bearing composition, we observe a pro-
gressive decrease of DVm/VBg (VBg being the Bg volume) from
�9% to �5%, when pressure increases from 30 to 140 GPa, respec-
tively. For comparison, earlier studies of the melting behavior of
pure MgSiO3 suggest a significantly larger effect of pressure, with
DVm/VBg varying from 13% at low pressures for some ab initio cal-
culations (Stixrude et al., 2009) or even 19% for a shock-wave study
(Mosenfelder et al., 2009), to 3–4% at pressures of 135 GPa. The
flatter DVm found for the (Fe,Al)-bearing implied by our results is
due to a more linear melting curve measured from 30 to 35 GPa
to 135 GPa, compared to pure MgSiO3 (Fig. 1). We also show recent
measurements of the MgSiO3-glass density performed in the DAC
at 300 K up to the CMB pressure (Petitgirard et al., 2015). The
DVm/VBg recalculated from the later study is significantly lower
than all other calculations at high pressures, which should trans-
late into a very flat melting curve. Based on the shadowed region
in Fig. 2a, we define a most probable range of DVm/VBg values
decreasing from 11(±2)% to 4(±1)% when pressure is increased
from 24 to 140 GPa, respectively.
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We also calculated DVm at pressures below 24 GPa using
DSm = 42.2 J/mol K (Stebbins et al., 1984) and using the Clapeyron
of melting curves measured in large volume press (LVP) experi-
ments. We note that the final interpretation of DVm can be compli-
cated by the occurrence of four different MgSiO3 polymorphs
between 1 bar and 24 GPa (Presnall, 1995). In particular, the
Clapeyron slope of majorite melting remains largely uncertain,
due to a limited pressure range available. For this reason, we mod-
eled the MgSiO3 melting line using a 2nd degree polynomial
regression across the whole pressure range from 0 to 24 GPa. The
calculated DVm/VBg decreases strongly with increasing pressure
converging to 1% at �24 GPa (Fig. 2a). It makes a volume change
of �8% at the majorite to Bg transition for the (Fe,Al)-bearing com-
position of our study, or �10% in average for the most probable
range ofDVm/VBg that we have defined above, both values agreeing
well with the �10% suggested previously for MgSiO3 (Yu et al.,
2011).

3. Melting diagrams for typical lower mantle materials

3.1. Experimental determination of the melting behavior

Studying experimentally phase relations in a partially molten
geological material under P-T conditions of the Earth’s interior
remains a challenging task. The use of LVP facilitates largely the
chemical analysis of coexisting phases in recovered samples, com-
pared to LH-DAC. For example, melting behavior of fertile peri-
dotite and CI chondritic mantle were documented up to �35 GPa
(Ito et al., 2004). It was demonstrated that the liquidus phase

changes from Fp to Bg at about 33 GPa, a situation that was con-
firmed later by LH-DAC experiments (Andrault et al., 2011;
Fiquet et al., 2010). However, LVP samples (and a fortiori LH-DAC
samples) synthesized at lower mantle conditions always encounter
relatively large temperature gradients, which yields heterogeneous
microstructure and chemical zoning. In such cases, the sequence of
phase disappearance from solidus to liquidus temperatures is usu-
ally retrieved from the position of phases relative to the tempera-
ture gradient. Still, this procedure prevents the precise
determination of the equilibrium solid-liquid partition coefficients.

When coupled with in situ X-ray diffraction, LH-DAC is well sui-
ted to determine melting curves of various geological materials,
because the available temperature range extends up to more than
6000 K (Suppl. Fig. 1). Melting criteria are generally based on the
disappearance of diffraction peaks and phase(s), which corre-
sponds in fact to the determination of a pseudo-eutectic tempera-
ture (PET). Recently, pseudo-eutectic melting of peridotite (Fiquet
et al., 2010), chondritic-mantle (Andrault et al., 2011) and pyrolite
(Nomura et al., 2014) was reported at substantially different tem-
peratures. Disagreements cannot be reconciled based on the mod-
erate compositional variations between starting materials, among
which the major difference lies in the Bg/(Bg + CaPv + Fp) ratio
from 0.59, 0.63 and 0.75 for peridotite, pyrolite and chondritic
mantle, respectively. Studies using peridotitic (F-peridotitic model)
and chondritic (A-chondritic model) starting materials show simi-
lar solidus evolution as a function of pressure, pointing out to a PET
of 4150 ± 150 K at the CMB. The lower value reported in the study
using pyrolite could be due to a more precise determination of the
solidus, thanks to the use of 3D X-ray tomography, but more likely
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because of the presence in their sample of 400 ppm H2O that trig-
gers melting (Nomura et al., 2014).

3.2. Pseudo-eutectic type melting in the deep mantle?

The melting diagram between the three lower mantle phases
(Bg, CaPv and Fp) presents an eutectic behavior (e.g. de Koker
et al. (2013), Liebske et al. (2005), Liebske and Frost (2012)), which
implies (i) a PET and (ii) a melt composition at the PET located
within the ternary diagram. The PET and the melt composition
should be independent of the Bg, CaPv and Fp molar fractions in
the bulk material, as long as the chemical compositions of these
three phases do not vary significantly. A major issue for geological
materials is that the onset of melting (the solidus) can possibly
occur at a temperature lower than the PET. In such a case, a melt
appears without disappearance of a phase from the mineral assem-
blage. This can happen when the solubility limit of an incompatible
element is overpassed at a given condition of pressure and temper-
ature. This behavior has not been reported yet for any mantle com-
positions under the P-T conditions typical of the lower mantle. In
contrast, available LH-DAC experiments report disappearance of
one phase at the onset of melting. Also, chemical analyses of melts
obtained after partial melting of peridotite at �24 GPa show com-
positions close to the starting material (e.g. with a relatively lower
MgO/SiO2 ratio (Tronnes and Frost, 2002)), which is incompatible
with incipient mantle melting.

Above the solidus temperature, partition coefficients between
Bg or CaPv and the melt (Di

Solid/melt) were investigated experimen-
tally for many elements. Except for a very few of them (such as Li
and Ba), Di

Solid/melt values are found to lie above 3 � 10�1, which
corresponds to a moderately incompatible behavior (Corgne
et al., 2005). These results suggests that the minor elements may

not reach their solubility limit and, therefore, melting would not
occur below the PET.

Of course, volatiles such as H2O (but also CO2) are well known
to depress the solidus and potentially favor incipient mantle melt-
ing. We note, however, that (i) carbonate phases may be relatively
refractory in the lower mantle (Thomson et al., 2014) and (ii) a
high water content in the lower mantle is unlikely, due to limited
capability of the lower mantle minerals to store water below the
660 km discontinuity (Bolfan-Casanova et al., 2003). Thus, even if
water has an effect on the solidus, water may not be actually pre-
sent. In summary, experimental evidences strongly suggest a mod-
erate temperature difference between solidus and PET, if any.

3.3. Sequence of phase disappearance upon melting

In the ternary diagram between Bg, CaPv and Fp, the difference
in composition between the bulk mantle composition and the melt
defines the sequence of phase disappearance upon melting. For
example, melting of peridotite would likely induce a melting
sequence from CaPv (at solidus), Bg to Fp (at liquidus), if the PE-
melt would present significantly higher CaSiO3-content and lower
(Mg,Fe)O-content, compared to peridotite. Thus, the ternary dia-
gram can be divided into six different regions where the melting
sequence should be different, depending on the PE-melt composi-
tion (Fig. 3).

Composition of melts relevant to deep mantle partial melting
were reported after experiments performed at 24.5 GPa using
LVP (Tronnes and Frost, 2002) and 80 GPa using LH-DAC (Tateno
et al., 2014). Despite the fact that these melts may differ from
PE-melts, if experimental temperatures have been higher than
PET, they provide precious anchors for melt compositions in the
ternary diagram. Composition of these two melts (corresponding
to 24.5 and 80 GPa) plot on each side of the Fp/Bg ratio of 0.37,
which corresponds to the peridotite composition. This observation
is compatible with a third experimental anchor point where the
liquidus phase has changed from Fp to Bg at about �33 GPa for a
fertile peridotite (Ito et al., 2004). Thus, the melt composition
evolves toward higher (Mg,Fe)O-contents with increasing pressure.

Another important observation is the melt composition at
80 GPa, which presents a CaPv/Fp ratio very close to the peridotitic
value of 0.15. It suggests that both phases, CaPv and Fp, disappear
almost simultaneously at the PET upon partial melting of peri-
dotite in the deep lower mantle. In this work, we make the
assumption that CaPv and Fp disappear simultaneously at the
PET at lower mantle pressures. This assumption is not severe. If
Fp would disappear first, negligible amount of CaPv would remain.
Indeed, the total amount of CaPv is below �6 mol% for composi-
tions relevant to the deep mantle. In the case CaPv would disap-
pear first, higher Fp content could theoretically remain after
melting at the PET. Indeed, Fp is found at a level of 19, 32 or
35 mol%, for chondritic, pyrolitic or peridotitic compositions,
respectively. However, the molar volume of Fp is twice less than
those of Bg and CaPv. Also, it is likely that the melt dissolves a sig-
nificant part of Fp at the PET (Tateno et al., 2014; Tronnes and
Frost, 2002), which should yield to a relatively low Fp-content in
the residual solid.

3.4. Liquidus temperatures and Bg-content in melts

The melting behavior can be modeled at various mantle pres-
sures (for example 40 GPa, 80 GPa and 135 GPa) using (pseudo)
binary phase diagrams, where one end-member is Bg, the liquidus
phase, and the other is the sum of all the other chemical compo-
nents (Fig. 4). We prefer to use Fe-free Bg as an end-member,
instead of (Fe,Al)-bearing Bg, due to the preferential partition of
Fe to the melt (this matter is discussed later in the article). Still,
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Fig. 3. Ternary diagram between Bg, Fp and CaPv, the three major phases in the
lower mantle. Due to its eutectic shape, melt compositions should always plot
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sition and its associated Fp/Bg, CaPv/Bg and CaPv/Fp ratios. Blue dots are melt
compositions determined experimentally (Ito et al., 2004; Tateno et al., 2014;
Tronnes and Frost, 2002). The blue arrow shows the change in melt composition
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of phase disappearance upon melting are reported inside circles: 1, 2 and 3 are
solidus, intermediate and liquidus phases, respectively.
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we consider an Al-bearing Bg end-member, because the
Al-behavior upon partial melting remains poorly constrained. Com-
positional axis of such binary diagram is thus the molar fraction of
Fe-free Bg. Melts include Fp, CaPv, (virtual) FeSiO3-Bg and a fraction
of Fe-free Bg end-members. Peridotitic and chondritic mantle, as
well as our (Fe,Al)-bearing Bg composition plot at 59, 75 and
88 mol% of Fe-free Bg, respectively. For the PET, the A-chondritic
model indicate ‘‘solidus” temperatures of 2690, 3340 and 4130 K
at pressures of 40, 80 and 135 GPa, respectively (Andrault et al.,
2011). For the Fe-free Bg end-member, we use ab initio calculations
for MgSiO3-Bg (Stixrude and Karki, 2005), as discussed above. Two
LH-DAC studies report liquidus temperatures of A-chondritic and
F-peridotitic models (Andrault et al., 2011; Fiquet et al., 2010).
Finally, the independent reports of the Bg-content in melts (i) mea-
sured after partial melting of pyrolite (Tateno et al., 2014) and (ii)
calculated in the MgSiO3-MgO system (de Koker et al., 2013;
Liebske and Frost, 2012) are also shown. We note that the two later
studies did not included the CaPv component, which could numer-
ically yield an overestimation of the Bg-content in the melt.

At each selected mantle pressure, we draw lines from the
melting temperature of the Bg end-member, through the liquidus
temperature of the A-chondritic model, toward the PET (Fig. 4).
These lines provide estimates of liquidus temperatures as a func-
tion of the bulk mantle composition. In addition, intersections
between these lines and PET provide estimates of the Bg-content
in PE-melts, as a function of pressure. Uncertainties arise from (i)
controversial reports of the Bg melting temperature as a function

of pressure (Fig. 1) and (ii) unknown curvature of the liquidus pro-
file in these diagrams. Consequently, we colored in pink regions
where the presence of liquidus is the most probable. We excluded
from colored regions PE-melts with a fraction of Fe-free Bg higher
than peridotite, because it would be contradictory with Bg becom-
ing the liquidus phase above �33 GPa (Ito et al., 2004). We note
that our method is not appropriate to pressures lower than
�33 GPa, when Bg is not the liquidus phase.

Based on the width of the regions of confidence, liquidus tem-
peratures appears to be constrained within ±150 K at all mantle
pressure, temperature and compositions. An uncertainty to which
we should add a similar value associated to the experimental error
in the determination of PET and Bg melting temperature. On the
other hand, uncertainty in Bg-content in PE-melt and along liq-
uidus lines is about ±5%. The Bg-content in the PE-melt appears
almost independent of lower mantle pressure at a value of 55
(±5) mol%. With increasing temperature above PET, the Bg-
content in melt should logically increase until it reaches the bulk
mantle composition. Altogether, these binary melting diagrams
can be numerically constrained by three parameters: (i) a constant
Bg-content of 55(±5) mol% in PE-melt, and two modified Simon
and Glatzel (SG) equations [T(P) = T0 (P/a+1)1/c] with parameters
(ii) T0 = 2045 K, a = 92 GPa and c = 1.3 for the PET (Andrault et al.,
2011) and (iii) T0 = 91 K, a = 0.00125 GPa and c = 2.83 for the Bg
end-member (Stixrude and Karki, 2005). Then, liquidus tempera-
tures between PE-melt and Bg can be defined as a function of pres-
sure and mantle composition using:
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TLiq
MantleðP;XMantle

Bg Þ ¼ SGðBgÞ � ½ðSGðBgÞ � SGðPEMÞÞ
� ð1� XMantle

Bg Þ=ð1� XPEM
Bg Þ�

where SG(PEM) and SG(Bg) are PE-melt and Bg melting tempera-
tures, respectively, calculated at a target mantle pressure (P) using
SG equations. XBg

PEM and XBg
Mantle are Bg mole fractions in the PE-melt

(fixed at 55 mol%) and the bulk mantle, respectively.
For a peridotitic mantle composition, binary phase diagrams

suggest a difference of less than 300 K between PET and liquidus
at all lower mantle pressures. This is in very good agreement with
the value of 250 K proposed based on a thermodynamic melting
model (Liebske and Frost, 2012). The difference between the PET
and the liquidus increases for larger fractions of Bg in the bulk
material, and in a primitive chondritic mantle it can reach up to
500 degrees. This confirms the wide range of mantle depths where
partial melting should have occurred in the framework of an early
magma ocean (e.g. Kojitani and Akaogi (1997), Miller et al. (1991)).

3.5. SiO2 content in pseudo-eutectic melts

Another parameter controlling the melt properties is its
SiO2-content (X(SiO2)). It can be derived directly from Fig. 4, by
converting the amount of Fe-free Bg in the melt into its SiO2

contribution. Based on our primary assumption that Fp and CaPv
dissolve concomitantly in the melt at the PET, the SiO2-content
of the CaPv component is also added to the melt composition. This
calculation can be performed for all types of melt along liquidii, as
long as pressure is above �33 GPa. Still, we only discuss here the
composition of PE-melts. We actually translate into X(SiO2) the
regions of confidence defined above for Bg-contents in PE-melts
(Fig. 5). Independent values of X(SiO2) in lower mantle melts were
reported previously based on ab initio calculations (de Koker et al.,
2013), thermodynamic modeling of LVP experiments (Liebske and
Frost, 2012) and chemical analyses of LH-DAC samples (Nomura
et al., 2011; Tateno et al., 2014). At about �33 GPa, the change of
liquidus phase from Fp to Bg reported upon peridotite melting
suggests that X(SiO2) in the melt crosses the peridotitic value of
38.3% (Ito et al., 2004).

The melt X(SiO2) likely remains significantly lower than 0.40 at
higher pressures in the lower mantle, because Bg was broadly
reported to be at the liquidus for pyrolite (Nomura et al., 2014)
and peridotite (Fiquet et al., 2010). The fact that two models
(de Koker et al., 2013; Liebske and Frost, 2012) propose higher
X(SiO2) could be related to calculations restricted to the
MgSiO3-MgO system. The difference between the simple
MgO-SiO2 system and the mantle-relevant compositions suggests
that Ca and Fe should enter the melt preferentially as CaO and
FeO, rather than CaSiO3 and FeSiO3, thus lowering X(SiO2). Such
behavior translates into a significantly stronger incompatible char-
acter of Ca and Fe, compared to Mg and Si (Liebske et al., 2005),
which is already well known for low-pressure melting. The range
of possible melt X(SiO2) appears to extend between the peridotite
and a previous work performed on LH-DAC samples (Tateno et al.,
2014). It corresponds to an almost fixed X(SiO2) value of 37.0%
(±1.5%). This most probable range of X(SiO2) plots in good
continuity with data reported at lower pressure based on LVP
experiments (Ito et al., 2004; Tronnes and Frost, 2002). In
summary, deep PE-melts appear to adopt a composition only
slightly enriched in Fp compared to peridotite, if any.

3.6. Degree of partial melting at pseudo-eutectic temperatures

We can now calculate the expected degree of partial melting (F)
at the PET for peridotitic, pyrolitic and chondritic mantle composi-
tions, based on our estimation of deep-mantle melt compositions
(Figs. 4 and 5). F (in vol%) at PET can be estimated using the molar
volumes for Bg, Fp and CaPv (The equations of state defining the
effect of pressure and temperature on volumes are described
below). Logically, the calculated F value at PET varies with the dif-
ference in composition between the PE-melt and the bulk material.
The closest the mantle composition is from the melt, the highest F
value is expected at the PET. Calculated ranges of possible F values
at PET appear to be more than 83, 74 and 46 vol%, for peridotitic,
pyrolitic and chondritic mantle compositions, respectively (Fig. 6).

We note that a similar conclusion was reached previously (e.g.
Herzberg and Zhang (1998)) based on the residual harzburgite
signature of most komatiites with Cretaceous and late-Archaean

Fig. 5. Pressure change of the SiO2-content in pseudo-eutectic melt. Horizontal dotted lines are X(SiO2) typical of olivine, peridotite, pyrolite and chondritic-mantle. The red
line is derived from the Bg melting curve (Stixrude and Karki, 2005) associated with the thermodynamical treatment elaborated for the discussion of Fig. 4. Dashed lines
represent previous calculations (de Koker et al., 2013; Liebske and Frost, 2012) or the experimental determination (Tateno et al., 2014) of X(SiO2) in melts. The shaded gray
area corresponds to the most likely X(SiO2) of lower mantle melts.
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ages, which can be interpreted to have formed by about 25–60%
anhydrous melting of mantle peridotite in hot plumes.

The melting relations discussed above have implications for our
understanding of the melting in the deep mantle today. For exam-
ple, in the ultra-low velocity zones (ULVZ) just above the CMB, the
high F values determined for PET in this study imply that the ULVZ
cannot correspond to partial melting of the average mantle,
because the degree of partial melting in the ULVZ as inferred by
seismology is much lower than the minimum value of 46% calcu-
lated for a chondritic-type mantle. A lower F-value could be
achieved (i) for a locally high concentration in volatile elements,
which would favor incipient mantle melting below the PET or (ii)
for another type of geological material, such as subducted basalts
(Andrault et al., 2014).

4. Melt buoyancy in the deep mantle

4.1. Major parameters controlling the melt buoyancy

Dynamical behavior of a partially molten mantle is largely
affected by the density contrast between the melt and the solid
fractions (Dqm-s = (qm � qs)/qs). While melt buoyancy plays a
major role in chemical segregation and planetary differentiation,
the fact that its sign is positive or negative produces two different
geodynamical situations. Melt buoyancy can also vary with mantle
depth, due to (i) a possible change of the melt composition and (ii)
different PVT equations of state for the melt and the mantle resi-
due. In the present-day mantle, ascent, or descent, of some melts
could contribute to surface volcanism, or accumulation of melts
in the lowermost mantle, respectively. In a crystallizing magma
ocean, it is classically accepted that crystals would settle, compact
and reject the melt toward the Earth’s surface (Boukare et al., 2015;
Solomatov, 2007). However, this question became much debated
after it was proposed that an early basal magma ocean could be
produced by dense melts stored above the CMB (Labrosse et al.,
2007; Nomura et al., 2011). Solid-liquid density inversions are
not unusual. Many years ago, it was already proposed that basaltic
and komatiitic magmas would become denser than olivine and
garnet at depths of 245–500 km (Agee, 1998).

Major parameters controlling the buoyancy of deep-mantle
melts are (i) changes in atomic packing between solid and liquid
phases, which most generally produces a positive volume of melt-
ing (DVm), (ii) Fe partition coefficient between the solid residue
and the melt (DFe

Bg/melt), because Fe is the heaviest major element,
and (iii) MgO/SiO2 ratio in the melt, because SiO2-based atomic
packing presents a relatively high bulk modulus. We chose to use
DFe
Bg/melt (D = XFe

Bg/XFe
melt, with X being the molar fraction), rather than
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the distribution coefficient KFe
Bg/melt (K = (XFe/XMg)Bg/(XFe/XMg)melt),

because XMg
melt can vary with pressure, temperature and bulk com-

position independently from XFe
melt. Nothing prevents XMg

melt and XFe-
melt to vary in a correlated way, which would contradict the
proper definition of K.

Concerning the volume difference between solids and melts,
both phases undergo (i) volume changes upon P and T according
to their respective equation of state and (ii) a number of structural
transformations with increasing mantle depth. In the solid state,
equation of states of major mantle minerals are relatively well con-
strained (e.g. (Matas et al., 2007)). Structural transformations in
the melt are much more progressive than in the solid, but can still
contribute to a net increase of the melt density with increasing
mantle depths. Due to the disordered and time-dependent nature
of the melt structure, each structural entity has a finite lifetime.
And when pressure is applied, structural entities can progressively
evolve. In polymerized liquids, polyhedral chains can bend, eventu-
ally break and recompose differently (Stolper and Ahrens, 1987;
Wang et al., 2014). All major cations progressively change their
coordination shell (Bajgain et al., 2015) to allow compaction of
the oxygen sub-lattice (Zeidler et al., 2014). The major change is
probably Si, which progressively changes coordination number
from fourfold to sixfold between �20 and �40 GPa (Benmore
et al., 2010; Guillot and Sator, 2007; Sanloup et al., 2013; Sato
and Funamori, 2010). These progressive transformations yield a
room pressure bulk modulus significantly lower for the melt than
for the crystalline counterpart. However, the pressure derivative of
the bulk modulus is generally much higher, due to the progressive
loss of some compaction mechanisms, after major voids have dis-
appeared from the melt structure at moderate pressures.

At shallow mantle depths, while the melt structure has already
undergone significant compaction, major mantle minerals, in par-
ticular olivine, have not yet transformed to a denser polymorph.
For this reason, there could be a neutral melt buoyancy, or even
a positive Dqm-s (i.e. a sinking melt), at mantle depths just above
the 410 km discontinuity (Matsukage et al., 2005; Sakamaki
et al., 2006). It could produce a kind of density trap, where melts
produced above and below would accumulate and remain gravita-
tionally stable in this mantle region (e.g. Lee et al. (2010)). At lower
mantle pressures, a previous study tentatively addresses Dqm-s for
a number of melt and solid compositions (Fig. 7; (Funamori and
Sato, 2010), see also (Thomas et al., 2012)). Reporting in this dia-
gram our estimates of X(SiO2) in PE-melt retrieved from Fig. 5 nar-
rows down the range of possible silica contents between�35.2 and
�38.3 mol%. We note that the SiO2-content in the melt should
increase with increasing temperature above the PET, because the
PE-melt is relatively depleted in SiO2 compared to the mantle com-
position. Ultimately, the melt and the bulk mantle become similar
at the liquidus temperature, when the solid residue disappears
completely. Altogether, the rather limited range of possible
SiO2-content in mantle melts points out to the fact that the less
constrained parameters needed to address melt buoyancy at
mantle depths are DVm, the volume of melting, and DFe

Bg/melt, the
Fe solid-liquid partitioning.

4.2. Volume of mantle melting

While the DVm corresponding to the melting of a pure phase,
such as Bg, can be estimated based on its melting curve (Fig. 2a),
the volume of melting becomes more difficult to address in the
case of the partial melting of the mantle between its solidus and
liquidus. In addition, the equation of state of the melt changes sig-
nificantly with its composition (de Koker et al., 2013; Thomas and
Asimow, 2013). For example, Mg2SiO4-liquid becomes denser
than lower mantle phases at pressures above �40 GPa, while
MgSiO3-liquid remains buoyant at all mantle pressures (Thomas

and Asimow, 2013). Thus, assuming a simplified melt composition,
such as MgSiO3, may not be much relevant for discussing the buoy-
ancy of natural melts in the deep mantle. A more realistic exercise
is to estimate the real density difference between the solid residue
and a melt of relevant composition in the Bg-CaPv-Fp system. The
solid residue can be a simple phase (Bg, or Fp below �33 GPa), or a
typical mantle composition (e.g. pyrolite), which would be relevant
to model melt buoyancy in the context of an early crystallizing
magma ocean (high F), or partial melting in the present-day lower
mantle (low F), respectively. The melt composition at various P and
T can be derived from the melting diagrams (Fig. 4).

In Fig. 2b, we intend to use the slopes of solidus and liquidus
reported for mantle melting from LH-DAC experiments (Andrault
et al., 2011; Fiquet et al., 2010) to retrieve thermodynamical infor-
mation relevant to melts. We compare the solidus, or liquidus, pro-
file to a Clapeyron slope which would record melting of the first
fraction of solid mantle, or the last fraction of Bg, respectively. At
the solidus temperature, the entropy of melting (DSm) can be esti-
mated from the sum of melting entropies of each phase present in
the melt, plus a mixing entropy. We used DSim values of 63.3, 63.3
and 13.0 J/mol K for the melting entropy of Bg (Stixrude et al., 2009),
CaPv (similar to Bg) and Fp, respectively. We note that the room
pressure value of DSMgO

m was reported to be significantly larger than
that of Fp, at�35 J/mol K, however, it decreases rapidly with increas-
ing pressure to 25 GPa (Vocadlo and Price, 1996). Composition of the
PE-melt is considered to be 60% Bg, 30% Fp and 10% CaPv, in agree-
ment with Figs. 3 and 4. However, changing the phase contents does
not affect greatly the calculated DSm value of �55 J/mol K. At the liq-
uidus temperature, we assume that the DSm of the bulk rock is sim-
ilar to that of Bg, neglecting the fact that the melt in which last
grains of Bg get dissolved has a composition slightly different from
Bg. Based on these assumptions, we calculate volumes of melting
at solidus and liquidus, using the Clapeyron equation (Fig. 2b).

For the A-chondritic model, the values of DVm/VBg at the solidus
and at the liquidus appear almost independent of mantle pressure,
at values of 4(±1)% and 6(±1)%, respectively. The DVm/VBg at the
solidus of the F-peridotitic model plots at similar values, however,
due to a larger curvature in the melting curve, its associated
DVm/VBg varies more with pressure. We note that if we would have
included a supplementary non-ideal mixing contribution to DSm
(de Koker et al., 2013), the DVm/VBg values would have been
�0.5% higher. Altogether, the different trends available suggest
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(i) a small variation of the volume of melting with temperature
increasing from the solidus to the liquidus and (ii) a small decrease
with pressure from �6% to �4% from 30 to 130 GPa, respectively.
This significantly positive value of DVm/VBg should contribute to
a positive melt buoyancy for all types of melts.

4.3. Liquid-solid Fe partitioning

Based on LVP experiments performed up to �35 GPa, Fe is rec-
ognized as an incompatible element, with a concentration �1.5 to
�3 times higher in the melt compared to the solid mantle (e.g. Ito
et al. (2004), Liebske et al. (2005)). For samples recovered from
LH-DAC experiments, Fe was reported to become extremely
incompatible with the Bg structure at pressures above �70 GPa,
with a Fe concentration more than 10 times higher in the melt,
compared to Bg (Nomura et al., 2011) (Fig. 8). Such an enrichment
of iron in melts (associated to a very low Fe-concentration in the
residual Bg) favors their higher density relative to the solid residue,
facilitating their sinking towards the CMB. In this previous study,
olivine was used as a starting material and the absence of Al could
have favored a relatively low DFe

Bg/melt value (Wood and Rubie,
1996). Still, another study performed on an Al-bearing peridotitic
composition using the same experimental methodology confirms
the very low Fe-content in the residual Bg (Tateno et al., 2014).
We note that the Al partition coefficient between Bg and melt
(DAl

Bg/melt) was also reported to decrease significantly from 1.8 to
0.64 with increasing pressure from 34 to 88 GPa in the same study.
On the other hand, much higher DFe

Bg/melt values of 0.5–0.6 were
reported for a chondritic-mantle starting material using in situ
X-ray fluorescence spectroscopy (Andrault et al., 2012). These last
results favor denser Bg grains and buoyant melts. The controversy
cannot arise from slight compositional differences between
starting materials, especially between peridotitic and chondritic
mantle compositions used in Tateno et al. (2014) and Andrault
et al. (2012), respectively. It should be related to differences in
experimental and/or analytical techniques.

A recent study addresses the value of DFe
Bg/melt as a function of F,

the degree of partial melting, based on LVP experiments performed
at �25 GPa (Boujibar et al., 2016). DFe

Bg/melt was found to vary from
�1 to a constant value of �0.3, for F values below �5 wt% or above
10 wt%, respectively. It suggests a DFe

Bg/melt negatively correlated

with temperature between the solidus and the liquidus, in agree-
ment with a typical binary melting diagram (Fig. 9). Thus, contro-
versial results between previous LH-DAC experiments could arise
from different heating conditions. Experiments reporting very
low DFe

Bg/melt values were performed using a very thin insulating
material (hardly detectable using X-ray diffraction). A clear advan-
tage is to facilitate the recovery of relatively thick samples, which
can be cut after the experiment in order to obtain relatively large
and homogeneous sample regions for chemical analyses using
the electron microprobe. However, such experimental procedure
implies strong axial temperature gradient between the two dia-
monds. The center part of the recovered samples is likely experi-
ence relatively high temperatures, potentially close to the
liquidus (high F possibly inducing low DFe

Bg/melt, Fig. 9). Alterna-
tively, experiments reporting higher DFe

Bg/melt values used very thin
samples well embedded in the insulating material (producing
major diffraction peaks). While this type of loading minimizes axial
temperature gradients in the sample, it makes the sample recovery
muchmore difficult. In a previous study, X-ray diffraction was used
to monitor carefully the onset of melting at the solidus tempera-
ture (Andrault et al., 2011) (low F possibly inducing high DFe

Bg/melt).
Differences in heating procedure and thus in melting temperature
between previous works could have induce significantly different
values of DFe

Bg/melt
. We note that the Fe behavior could be complicated

by other factors: (i) the role of Al, which is not well constrained at
high pressures; Due to the strong Al-Fe coupling in the Bg struc-
ture, an Al-depletion from the Bg structure would contribute to
lower DFe

Bg/melt; (ii) the variable Fe2+ and Fe3+ fractions, because each
one could partition differently between Bg and the melt, etc. A full
quantitative model of DFe

Bg/melt at lower mantle conditions requires
additional experimental and theoretical studies.

4.4. Solid–liquid density contrast

TheDqm-s can be evaluated based on the density of both phases.
In the following calculations, we consider a bulk mantle of pyrolitic
composition with a bulk Fe/(Mg + Fe) ratio (Fe#) of 0.1. We adjust
the Fe-contents in the solid and the melt in order to reproduce the
bulk mantle Fe-content, for various values of DFe

Bg/melt, which
remains an adjustable parameter in the calculation. For coexisting
solid and melt compositions, we first calculate the densities in the
solid state, before we apply a correction to the melt density of 6% to
4% for pressures between 30 and 130 GPa, respectively, to take into
account the volume of melting (Fig. 2). Composition of the solid
can correspond either to (i) pure Bg, as expected for the residual
solid from solidus to liquidus temperatures in our pseudo-binary
melting diagrams (Fig. 4), or to (ii) the mineral assemblage typical
of pyrolite, which would correspond to the mantle composition in
case of incipient melting. On the other hand, composition of the
melt is approximated by a mixture of 55% Bg, 6.2% CaPv and
38.8% Fp, which represents well the PE-melt at all lower mantle
pressures (Fig. 4). We neglect the P-T dependence of melt compo-
sition, because the X(SiO2) value of the PET (i) does not vary signif-
icantly with pressure and (ii) is not very different from the bulk
pyrolitic mantle. Densities at high P and T of the solid and the melt
are calculated based on their respective molar fractions of the fol-
lowing five different end-members: Al-bearing MgSiO3, FeSiO3,
MgO, FeO, CaPv, using the PVT equation of state of each of them.
We used the Mie-Grüneisen formalism with an auto-coherent set
of elastic parameters (Matas et al., 2007).

For the solid-liquid density contrast, two end-member situa-
tions arise:

(A) During the first stages of magma ocean crystallization, F val-
ues are expected to be large (Fig. 10). They could range
between �0.6 and 1, which corresponds to temperatures
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between the PET and the liquidus (Fig. 6). The situation cor-
responds to a variable fraction of Bg grains entrained in a
major amount of melt. Close to the liquidus (F � 1), Fe# in
Bg could vary from�0.05 to�0.01, depending on the contro-
versial values of DFe

Bg/Melt from 0.5 to 0.1, respectively,
because the Fe# in the melt is �0.1, similar to the bulk man-
tle. Using the procedure described above, we calculateDqm-s

between coexisting Bg and pyrolitic melt along melting
curves and obtain mostly negative values, meaning rela-
tively denser Bg grains (Fig. 10). The value ofDqm-s increases
with pressure, due to a smaller volume of fusion at higher
pressures but remains negative at all pressures from 30 to
135 GPa. Dqm-s also increases with decreasing the melt
fraction, because the melt Fe# increases faster than the
solid Fe#. We find no solid-melt density crossover for

DFe
Bg/Melt = 0.5, at least for F values higher than 0.4. For

DFe
Bg/Melt = 0.1, Bg can become less dense than the melt for F

values below �0.7 in the lower mantle.
(B) At the latest stages of magma ocean crystallization, as well

as in the context of partial melting in the present-day lower
mantle, the situation corresponds to a minor amount of melt
trapped in the solid mantle. This situation corresponds to
incipient mantle melting below the PET (low F) made possi-
ble due to the presence of volatile elements. The solid phase
can be Bg or pyrolite, depending on the melting degree, F.
Here, we report Dqm-s values corresponding to a solid phase
made of pure Bg, however, results are not very different for
pyrolite. Due to the lack of constraints, we assume a melt
with X(SiO2) equal to that of the PE-melt. Under these
assumptions, the major change in melt composition with
decreasing F is a higher Fe#. Calculations show that a denser
melt, compared to a bridgmanitic mantle, is favored for
(i) lower DFe

Bg/Melt, (ii) lower F and (iii) higher pressures
(Fig. 11). There is a significant range of parameters, for val-
ues of F below 0.7 and DFe

Bg/Melt below 0.45, where melts
could sink in the solid mantle toward the CMB. Still, we
remind here that the possible increase of DFe

Bg/Melt at low F
values (Boujibar et al., 2016) would favor buoyant melts.

5. Implications for crystallization of the magma ocean

5.1. Dynamics of the magma ocean crystallization

The crystallization of the early magma ocean is the primary
mechanism invoked to produce a chemical stratification of the
mantle (Boyet and Carlson, 2005; Caro et al., 2005). Concerning
the mantle depth at which the crystallization began, our model
suggests a mantle liquidus increasing smoothly with pressure up
to the CMB pressure of 135 GPa (i.e. the A-chondritic model in
Fig. 1). Thus, the adiabatic temperature profile of the cooling
magma ocean, which also presents a relatively constant slope,
would likely cross the liquidus starting from the CMB upwards
(e.g. Fig. 7a in (Thomas and Asimow, 2013)). Magma ocean solidi-
fication should therefore occur from bottom up. Talking about
the magma ocean solidification, we note that major changes in
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the dynamics of the magma ocean should occur at F values lower
than �40%, the critical melt fraction when the mantle becomes
more viscous (Abe, 1997), rather than when the adiabatic profile
crosses the liquidus or the solidus (Monteux et al., 2016).

It has been proposed that Bg grains could settle in the magma
ocean, inducing rejection of melts toward the Earth’s surface
(Boukare et al., 2015; Solomatov, 2007). Our calculations confirm
a Bg denser than the coexisting melt at F values higher than 0.7
(Fig. 11). Still, the effective gravitational segregation of Bg grains
in a crystallizing magma ocean is not obvious. Highly turbulent
flows have certainly dominated in the molten mantle. Dqm-s may
not have been be sufficiently high to counterbalance mixing forces,
especially in the lowermost mantle where Dqm-s decreases. This
could have prevented major chemical segregation until late stages
of the magma ocean crystallization. On the other hand, while an
abrupt change in rheological behavior at F � 40% should disable
turbulent mixing flows, it should also slow down chemical segre-
gation by inhibiting the atomic diffusion. Thus, the two side-
effects of crystallization, turbulent flow followed by high mantle
viscosity, are not in favor of large scale chemical heterogeneities
early in the crystallizing Earth’s mantle.

Following the assumption that Bg grains have efficiently segre-
gated from the crystallizing magma ocean, the melt composition
should drift toward higher Fe#, because Fe enters preferentially
into the melt (e.g. Boukare et al. (2015)) and also to a slightly
higher SiO2-content (due to the composition of the PET melt,
Fig. 5). Increasing the Fe# in melt favors higher Dqm-s and sinking
melts. This effect could have contributed to produce an early BMO
(Labrosse et al., 2007) and/or overturns (Elkins-Tanton, 2008).
However, our melting model suggests that the Fe-enrichment of
the melt could remain moderate. If we consider the most extreme
case of (i) full gravitational segregation of the crystallizing Bg
grains, (ii) a DFe

Sol/liq value close to 0 and (iii) a bulk fractional crys-
tallization of 60% (thus F = 0.4), we find that the melt would reach
Fe# of �0.25 (for a bulk pyrolitic mantle with Fe# of �0.1). For a
more reasonable sets of parameters, a high degree of Fe-
enrichment can only occur at the very final stages of the magma
ocean crystallization.

5.2. Chemical similarities between the pseudo Eutectic-melt and
peridotite

Major consequences arise from the very high F values found at
the PET (Fig. 6). Brutal solidification of the magma ocean could
occur when the degree of partial melting becomes lower than
83% (for peridotite), 74% (for pyrolite) or 56% (for chondritic man-
tle) at a given mantle depth. Such F values are significantly higher
than the threshold value of 40% necessary to produce a relatively
viscous mantle (Abe, 1997). Therefore, final mantle crystallization
could be achieved at the same time as the mantle became viscous.
It would disable chemical segregation by melt gravitation in a
mushy mantle and favor instead a homogeneous mantle after bulk
magma ocean crystallization. Mantle overturn would also be unli-
kely, because the magma ocean would crystallize before a too sig-
nificant Fe-enrichment of the melt.

Our model shows that the peridotite composition is close to the
PE-melt at high pressure (Figs. 3–6). This compositional similarity
was already discussed a long time ago (e.g. Zhang and Herzberg
(1994)). This situation could result from a large scale chemical dif-
ferentiation during magma ocean crystallization, where the upper
part of the mantle would correspond to the last melt that solidified,
and the residual solid, Bg, would be concentrated in the deep man-
tle. A floating layer of peridotitic melt of several hundred kilome-
ters thickness (possibly even more than 1000 km) would have
crystallized as a bulk, in agreement with our high F values at the
PET. A highly bridgmanitic deep lower mantle would agree with

previous studies (Matas et al., 2007; Murakami et al., 2012;
Samuel et al., 2005).

Today, presence of volatile elements could induce incipient par-
tial melting in the deep mantle. The melt could be denser than the
mantle and sink, in the case the value of DFe

Bg/melt would indeed be
as low as 0.4, as suggested by some previous studies (Nomura
et al., 2011; Tateno et al., 2014). Sinking melts could produce the
ULVZ in the lowermost mantle, independently from the tempera-
ture prevailing in the lowermost mantle early in Earth’s history.
This scenario contrasts with another one suggesting that the ULVZ
are the relic of an ancient BMO (Labrosse et al., 2007).

5.3. Maximum core temperature after magma ocean crystallization

After the Moon forming giant impact, the Earth has been largely
molten. Subsequent cooling of the magma ocean could have been
relatively fast, within 100 ky (Abe, 1997; Monteux et al., 2016;
Solomatov, 2007). It was proposed that a BMO could have persisted
in the lowermost mantle for a much longer time, due to a large
amount of heat stored in the core (Labrosse et al., 2007). Still, the
early temperature of the CMB (a good proxy for the core tempera-
ture), as well as the lifetime of the BMO remain highly debated. To
keep a hot BMO thermally stable, there must be a layer of solid
material just above it producing an efficient thermal blanketing
between the molten BMO in contact with the hot core and the solid
mantle. This solid shell would hamper escape of the core heat. This
solid material could only be Bg, the liquidus phase in the deep
mantle. Consequently, the Bg melting point of �5400 K at a pres-
sure of 135 GPa (Fig. 1) corresponds formally to the highest possi-
ble CMB temperature after crystallization of the magma ocean. It is
�1300 K above the current CMB temperature.

However, a temperature of �5400 K represents an improbable
upper limit for the early CMB temperature. The reason is that the
physical contact between the BMO and the overlaying Bg layer
can react chemically. The further away from Bg is the chemical
composition of the BMO, the lower should be the equilibrium tem-
perature, in agreement with binary phase diagrams (Fig. 4). There-
fore, the more likely the CMB temperature after magma ocean
crystallization could correspond to the first occurrence of a more
viscous mantle at the CMB (Monteux et al., 2016). This tempera-
ture is estimated to �4400 K, only �300 K higher than the CMB
temperature today (Andrault et al., 2016).
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Melting is a first-order phase transformation that has dras-
tic consequences for various geophysically observable 
material properties, such as seismic-wave velocities and 

electrical conductivity (EC). As geological materials are chemi-
cally complex, they generally melt partially over a wide range of 
temperatures between their solidus and liquidus. In the early stages 
of the Earth’s formation, extensive melting occurred down to great 
mantle depths, with the formation of a magma ocean, through the 
combination of radiogenic heating, impact-induced heating dur-
ing accretionary events and gravitational energy release during 
core–mantle separation1. Partial melting can still occur today in the 
mantle, but at limited degrees of partial melting (F) and in specific 
regions. It occurs close to the Earth’s surface when hot mantle mate-
rials undergo decompression, as at mid-ocean ridges. Also, seismic, 
magnetotelluric and electrical anomalies suggest the presence of 
melts at mantle depths between 80 and 200 km (ref. 2), just atop the 
410 km mantle discontinuity3 and above the core–mantle bound-
ary4. In these regions, thermochemical heterogeneities alone cannot 
explain the magnitude of anomalies.

Careful experiments are needed to address properly the evolution 
of the mantle solidus with pressure. Ideally, one should determine 
the onset of melting in the presence of the right amount of volatiles, 
such as CO2 and H2O, which unfortunately remains uncertain5 and 
could vary from one geological setting to another. Generally, the dry 
solidus is used as a reference to which is added the role of volatiles6. 
The dry-solidus profile currently accepted for the upper mantle is 
derived from a few studies performed on KLB-1 peridotite7–9, garnet 
peridotite10, Allende meteorite11 and the CMAS (CaO, MgO, Al2O3 
and SiO2) composition12. All these studies report melting tempera-
tures significantly higher than the present-day temperature profile13 
(Supplementary Fig. 1). All previous studies used the so-called 
'quench method' based on the analyses of recovered samples. This 

method is not well adapted to detect the onset of melting, which 
can correspond to F values smaller than 1 wt% in natural samples14.

In this study, we determined the mantle solidus temperature 
using two independent in situ techniques, EC and X-ray diffraction, 
at pressures and temperatures up to 28 GPa and 2,300 K, in a multi-
anvil apparatus.

Determination of the mantle solidus
Using EC, we first observed dehydration of the cell assembly, fol-
lowed by crystallization of the glass starting material at a tempera-
ture below 1,573 K (Supplementary Fig. 5a). A complete sample 
dehydration and crystallization is evidenced by a perfect reproduc-
ibility of the sample conductivity when performing various cycles of 
cooling and heating. Full crystallization in this temperature range is 
also evidenced by analyses of the microstructure of quenched sam-
ples. On further heating, we observed a sudden increase of the slope 
in the EC profile, above a threshold temperature of 1,815–1,865 K 
(Fig. 1, Supplementary Fig. 5b and Supplementary Table 2). This 
can be interpreted as that just above the solidus temperature, F is 
very low in the sample and the melt wets only some specific grain 
surfaces, and not others, because the surface energy depends on 
its crystallographic orientation. With increasing temperature, the 
melt interconnection between the two electrodes improves. The 
melt progressively becomes the dominant conductive phase, with 
an ionic conduction mechanism15. Previous studies on partial melt-
ing report precisely the same behaviour in the evolution of sample 
conductivity with temperature16–18.

Using X-ray diffraction, we first monitored the sample crystal-
lization at temperatures from 1,200 K to 1,600 K (Supplementary 
Fig. 6), until the diffraction pattern remained independent of time. 
At this point, the set of diffractions peaks corresponded well with 
the expected mineralogy (Supplementary Fig. 7). We observed  
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The transition from the Archaean to the Proterozoic eon ended a period of great instability at the Earth’s surface. The origin of 
this transition could be a change in the dynamic regime of the Earth’s interior. Here we use laboratory experiments to investi-
gate the solidus of samples representative of the Archaean upper mantle. Our two complementary in situ measurements of the 
melting curve reveal a solidus that is 200–250 K lower than previously reported at depths higher than about 100 km. Such a 
lower solidus temperature makes partial melting today easier than previously thought, particularly in the presence of volatiles 
(H2O and CO2). A lower solidus could also account for the early high production of melts such as komatiites. For an Archaean 
mantle that was 200–300 K hotter than today, significant melting is expected at depths from 100–150 km to more than 400 km. 
Thus, a persistent layer of melt may have existed in the Archaean upper mantle. This shell of molten material may have progres-
sively disappeared because of secular cooling of the mantle. Crystallization would have increased the upper mantle viscosity 
and could have enhanced mechanical coupling between the lithosphere and the asthenosphere. Such a change might explain 
the transition from surface dynamics dominated by a stagnant lid on the early Earth to modern-like plate tectonics with deep 
slab subduction.
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olivine and its high-pressure polymorphs, and majoritic garnet and 
pyroxenes were also visible for pressures below ~14 GPa. At sub-
solidus conditions, the relative peak intensities were very compat-
ible with those theoretically expected based on atomic topologies, 
which hence revealed an equilibrated microstructure. No signifi-
cant changes were observed on further heating until the sample 
behaviour changed abruptly: all the diffraction peaks from the 
sample suddenly underwent major changes of their intensities with 
time. Large intensity variations could be seen in real time on dif-
fraction profiles recorded by the Ge detector (Supplementary Fig. 
8). Such instability denotes a fast grain rotation in the X-ray beam. 
We estimate that a grain rotation of less than 1° is enough to stop 
the diffraction signal of a grain previously oriented in ideal Bragg 
conditions. Decreasing the sample temperature by 10–20 K stopped 
entirely the rapid variation in peak intensities. Thus, this sudden 
change above a critical temperature is not compatible with a con-
tinuous increase with temperature of grain-growth rate. Instead, the 
observed fast grain rotation can be related to the presence of a thin 
film of melt at the grain boundary. The melt induces a discontinu-
ous increase in the rate of atomic diffusion, which possibly favours 
growth of some surfaces of the grains at the expense of others. A 
similar technique was used previously to determine the solidus of 
basalt in a laser-heated diamond anvil cell19.

Some experimental charges were quenched at temperatures 
just below or just above the onset of melting to probe the textural 
evolution using a scanning electron microscope (SEM). Under 
subsolidus conditions, the starting material appears well recrystal-
lized into grains of several microns with polygonal shape (Fig. 2). 
A good textural equilibrium is evidenced by sharp grain-boundary 
angles, often close to 120°, and linear grain boundaries in between 
junctions20. Based on chemical maps, the mineralogical content at 
5 GPa, for example, is an intimate mixture of olivine, clinopyroxene, 
orthopyroxene and garnet. No remaining traces of the glass starting 
material were observed. Above the solidus, we could observe some 
melt after an extensive search using the SEM. The melt occurs in the 
shape of very thin films along grain boundaries and nanometre-size 
pockets at triple junctions, as typically observed in partially mol-
ten systems21,22. Due to the short duration of the experiments, the 
microstructure may not correspond to full equilibrium. However, 

one can estimate the degree of partial melting to less than 1%, based 
on the fraction of sample surface covered by the melt (the most-
shiny regions). The melt composition could not be determined 
accurately because of chemical interferences with the composition 
of surrounding minerals.

Based on the new mantle solidus and using T0 =  1,373 K at room 
pressure23, we calculated an equation of melting using the Simon 
and Glatzel (SG)24 equation [Tm(P) =  T0(P/a +  1)1/c]. In this equation, 
a and c are adjustable parameters and P is pressure (Supplementary 
Table 3). A similar SG equation can model the dry liquidus reported 
in previous studies performed on KLB-1 peridotite8,25. The change in 
chemical composition, for example, between KLB peridotite and the 
chondritic-type mantle used in this study could induce significant 
differences in the solidus and liquidus temperatures23. However, the 
data set on the melting properties of the mantle-relevant composi-
tions at mantle depths higher than 100–150 km remains insufficient 
to discuss these potential differences, which are therefore included 
in the uncertainties.

Comparison with previous melting studies
Although our data set is consistent with previous studies below 
3–4 GPa (our study is not more precise than previous works at low 
pressures), it shows a mantle solidus lower than those previously 
reported for higher pressures (Fig. 3). The difference is, on average, 
250 K for mantle depths greater than 200 km. The only study in close 
agreement with ours is that performed on an Allende-meteorite 
type composition, which included sulfur in the starting material11. 
The reason for the discrepancy with other studies can be manifold:

 (1) Some previous studies used compositions that were too 
simplistic to represent properly the mantle state, for example, 
the CMAS composition used in Litasov and Ohtani12. For such 
a composition, the onset of melting may only occur when 
the pseudo-eutectic temperature is reached. In our study, the 
starting material contains Fe, Ti, Cr and Na in addition to the 
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CMAS basis. It was shown that such compositional changes 
can yield a difference of solidus temperature of a couple  
100 K (refs 7,23).

 (2) The major melting criterion used in previous studies is the 
observation of molten regions in recovered samples. The for-
mation of melt pockets can be difficult to detect at the lowest  
F values. Previous studies dedicated to this matter have  
established special techniques to detect the onset of melting14,26. 
However, the SEM images published in previous works corre-
spond to an extremely high F, with a large fraction of the sam-
ple fully molten9, 12,25. In contrast, our two in situ techniques 
are very sensitive to detect the onset of melting (Methods). In 
a previous study, the transmission electron microscope was 
used to differentiate grains that were solid at high temperature 
from secondary grains that rapidly recrystallized at the grain 
interfaces on quenching7. Some of the reported experiments 
show the absence of melt at temperatures higher than our new 
solidus temperatures, which we can only try to explain by the 
next point.

 (3) Previous studies used mixtures of oxide powders with typical 
grain sizes on the order of micrometres. The heterogeneous 
grain composition does not favour the occurrence of na-
noscale regions with the chemical composition of the solidus 
melt. Significant atomic diffusion is needed, over a distance 
typical of the grain size, to induce melting at the solidus 
temperature. The mean atomic path is estimated to be less 
than 10 nm per minute in the solid state at 2,000 K (ref. 27). 
Therefore, kinetic effects, which were not taken into account 
in previous studies, can largely inhibit the melting of a mixture 
of oxides at the solidus temperature. In contrast, we used a 
glass with an ideal chemical homogeneity at the atomic scale. 
Chemical interactions are much facilitated, even though the 
glass eventually recrystallized in nanograins above the glass–
liquid transition temperature, as observed in our study.

Only a few studies report the value of F at temperatures between 
the solidus and the liquidus at upper mantle conditions and these 
studies do not agree well with each other (Supplementary Fig. 9). The 
disagreement could come from differences in the chemical composi-
tion between the starting materials (peridotite8, garnet–peridotite10  

or CMAS12) or to a difficult control of P–T conditions during the 
melting experiments. A theoretical study dedicated to the melting 
behaviour at relatively low pressure shows that the melt productiv-
ity can be highly variable with pressure, temperature and chemi-
cal composition28. In particular, the nature and the concentration 
of incompatible elements (Na and K) and a fortiori of volatile ele-
ments (H, C and S) can help to maintain relatively low F values 
over a significant temperature range above the solidus. Therefore, 
although the two in situ techniques used in this study are well suited 
to determine the solidus (because they can detect a small amount 
of melt), the variation of F with temperature between the solidus 
and the liquidus remains uncertain. This matter requires additional 
experimental studies.

Partial melting in the mantle today
We now compare our solidus profile with geotherms reported for 
the first 700 km mantle depths (Supplementary Fig. 1). First, we 
remember that the shallow temperature profile depends on the 
type of geological setting: the younger is the crust, the steeper is 
the thermal gradient close to the Earth’s surface. Nevertheless, all  
the geotherms meet a mean adiabatic temperature gradient at 
mantle depths greater than ~250 km (ref. 13). At the present-day, the 
surface potential temperature (Tp) is reported from ~1,600 K to a 
maximum of 1,750 K (ref. 29). Both oceanic and continental litho-
sphere geotherms30 currently plot at lower temperatures than the 
solidus, in agreement with a mantle state that is essentially solid. In 
that sense, our new measurements confirm that the possible occur-
rence of partial melting in specific regions of the upper mantle, sug-
gested by geophysical measurements3,22, should be dominated by the 
role of volatiles (H2O and CO2). Still, the lower solidus temperature 
makes upper-mantle partial melting easier than previously thought.

Partial melting in the Archaean mantle
Studies of non-arc basalts of Archaean and Proterozoic ages have 
revealed that the mantle Tp was significantly higher, by 50–100 K 
or more, compared with the present-day maximum Tp of ~1,750 K 
(refs 31–33). Komatiitic lavas, which are generated from hotter mantle 
plumes, also point to a significantly hotter mantle temperature in 
the past. The shallow temperature profile was also different during 
the Archaean. The internal heat production was twice to four times 
that of today34, which favours a steeper temperature profile in the 
lithosphere. Other effects instead favour a thicker lithosphere: (1) 
the early Earth initially operated in a regime dominated by a stag-
nant lid, with only episodic subduction of ageing plates35 and (2) 
the transport of heat to the surface could have been dominated by 
intense volcanism, which plays a heat-pipe role36. Altogether, it was 
modelled that the early temperature profile in the shallow mantle 
could have lain in between the steeper oceanic and milder continen-
tal profiles37 (Fig. 4 and Supplementary Fig. 1).

According to our results, an increase in the Tp of the ambient 
mantle above 1,800–1,850 K should generate a partially molten layer 
within the upper mantle (Fig. 4). Comparable slopes between the 
mantle solidus and the adiabatic gradient at depths greater than 
200–250 km make Tp ≈  1,900 K a maximum value before intensive 
melting occurs in the entire upper mantle. It is actually possible that 
the value of Tp =  1,900 K was reached just after crystallization of the 
early magma ocean; a higher Tp would be associated with high F 
values, which implies a low viscosity that favours a rapid mantle 
cooling38. Our discussion does not include the role of volatile ele-
ments (H2O and CO2), because their concentrations in the early 
mantle remain poorly constrained. Their presence is expected to 
decrease the mantle solidus and favour mantle melting, possibly at 
Tp values significantly lower than 1,900 K. A partially molten layer 
could remain stable for long geological ages, because melts can be 
neutrally buoyant at mantle depths within a couple of hundred kilo-
metres above the 410 km mantle discontinuity39,40.
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Mantle changes at the Archaean-to-Proterozoic transition
The Archaean-to-Proterozoic transition is associated with major 
changes in the mantle dynamics with a progressive establish-
ment of modern plate tectonics32,35. An increasing number of arc  
signatures in greenstone belts younger than 3.5 Ga suggests 
that slab subduction became a more-common process after this  
transition. This global change could be correlated to a transi-
tion in the upper-mantle mechanical properties. Indeed, it was 
shown that the coupling strength between tectonic plates and the 
underlying mantle is inversely proportional to the viscosity at the  
lithosphere–asthenosphere interface41–43. A hotter mantle during 
the Archaean would favour the formation of a partially molten  
layer and the mechanical weakening at a mid-upper-mantle 
depth. In addition, shear deformation can produce laminated  
lithologies and aligned melt accumulations, with further  
weakening44. Therefore, the presence of a partially molten layer 
could have favoured the early geodynamic regime dominated by a 
stagnant lid.

With secular mantle cooling, the degree of partial melting in the 
upper mantle eventually decreased. At one point, the state of the 
upper mantle became comparable to the present-day situation, in 
which partial melting still takes place, but at relatively low F val-
ues22. The decrease of F below a certain threshold value should be 
associated with a mechanical hardening, which favours mechanical 
coupling at the lithosphere–asthenosphere interface. This transi-
tion could have induced the change of geodynamic regime at the 
Archaean-to-Proterozoic transition.

Methods
Methods, including statements of data availability and any asso-
ciated accession codes and references, are available at https://doi.
org/10.1038/s41561-017-0053-9.
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Methods
Preparation of starting material. Our sample consisted of a mixture of 
oxides with the composition of the chondritic mantle after core segregation 
(Supplementary Table 1). We selected this composition because it could represent 
well both the early Earth’s mantle and the deep mantle today. Our composition 
includes the minor elements Ti, Cr and Na, in addition to the major Si, Mg, Al, 
Fe and Ca elements. This is an important difference with some previous works 
based on simplified composition (for example, the CMAS composition12). No trace 
elements were added, as their effect on the solidus is negligible as long as their 
solubility limit in solid phases is not exceeded45.

Under upper-mantle P–T conditions, we expect the sample mineralogy 
dominated, on the one hand, by olivine and its high-pressure polymorphs 
(wadsleyite (Wd) and ringwoodite (Rw)) and, on the other hand, a variable amount 
of pyroxenes and majoritic garnet. In our experiments, these lithologies were 
confirmed by in situ X-ray diffraction (see below). Final-phase fractions may be 
slightly different than those present in the mantle, first because the true mantle 
composition remains relatively open and second because of potential chemical 
heterogeneities. The chemical activities of the major and minor elements should 
not be largely different if the model composition changes between peridotite, 
pyrolite or chondritic-type materials. Therefore, these compositions should present 
similar solidus temperatures.

The mixture of oxides was ground in an agate mortar for approximately 1 h to 
ensure a homogeneous powder. Then, glass spheres of ~2.5 mm in diameter were 
prepared using the high-temperature aerodynamic levitation technique associated 
with CO2 laser heating at CNRS46. This containerless method uses a conical 
nozzle that enables the diffusion of a regulated gas flow below the sample, which 
eliminates completely any contact between the sample and the container. In this 
process, the powder is first cold-pressed under a load of 6 tons. Weighted pieces 
of the recovered agglomerate are then melted at a temperature above 2,273 K, 
which gives a spherical shape to the sample. After a couple of minutes, samples 
were quenched to room temperature with a typical cooling rate of 500 K s–1. The 
gas used for the sample levitation was pure Ar, with less than 0.05 ppm of oxygen; 
however, the vessel remained open to air during the synthesis at high temperature. 
This prevents the formation of metallic Fe at very high temperatures when using a 
reduced atmosphere.

For each experiment, an initial sphere of glass 2–3 mm in diameter was 
reshaped in the form of a cylinder and directly inserted into the capsule of the 
high-pressure assembly. Such a starting material provides consistent advantages 
when performing studies of the melting behaviour. First, the amount of moisture 
adsorbed at the sample surface is drastically reduced compared with that adsorbed 
by a powder (Supplementary Fig. 2). Second, the glass presents an ideal chemical 
homogeneity (as confirmed by electron microprobe analyses) compared with the 
intrinsic heterogeneities typical of mixtures of oxide powders.

Determination of the water content in our samples. Infrared spectroscopy 
was performed to determine the H2O content in our samples before and after 
the melting experiment. Infrared spectra were measured in air on double-
polished sections with thicknesses of 600 μ m (for the glass starting material) 
or 900 μ m (for the recovered samples). Spectra were collected between 700 and 
7,000 cm−1 with 2 cm−1 steps and 300 scans for the sample and 100 scans for the 
background. In the starting glass, we measured less than 1 ppm wt H2O, which 
indicates a starting material nominally dry. For samples recovered from high-
pressure–high-temperature conditions, the grain size was significantly smaller 
(Fig. 2) than the infrared beam. We performed several measurements within the 
same sample, which appeared to be consistent with each other. From the broad 
asymmetric band centred at 3,500 cm−1 and the OH peaks related to point defects 
in olivine5 at 3,572, 3,527 and 3,357 cm−1, we calculate a H2O content of ~90 ppm 
(Supplementary Fig. 2). These observations confirm that the H2O contamination 
remained very limited during the melting experiments. The sample H2O content 
on melting is critical because the presence of volatile elements can induce a 
significant decrease in the melting temperature. Still, due to the presence of 
90 ppm water in our samples, we corrected all experimental solidus temperatures 
by + 35 to + 55 K, based on the previously reported cryoscopic relation47 
(Supplementary Table 2).

EC measurements. We measured the EC of our samples up to their melting point 
in a 1,500-ton 6-8 split cylinder Kawai-type multi-anvil apparatus at the Laboratory 
of Magmas and Volcanoes in Clermont-Ferrand. Quasi-hydrostatic pressures of 
5 or 20 GPa were obtained using eight tungsten–carbide cubic anvils with edges 
truncated to 11 or 4 mm, respectively (Supplementary Figs. 3 and 4). We used 
an octahedral pressure medium with an edge length of 18 or 10 mm made of 
semisintered MgO with 5% Cr2O3. The pressure calibration for these assemblages 
has an uncertainty of ~0.5 GPa (ref. 48). The heater was made of a 50 μ m thick Re 
foil folded into a cylindrical shape and inserted in the ZrO2 sleeve, which served as 
a thermal insulator. We applied an alternating current with a frequency of 100 Hz 
to generate temperatures up to more than 2,500 K. A cylindrical sleeve of MgO was 
inserted between the heater and the sample to prevent chemical reactions with the 
Re heater, ensure electrical insulation of the sample and maintain the sample shape 
on melting.

Temperatures were measured using type C thermocouple (WRe5%–WRe26%). 
We added a third WRe5% wire to the opposite side of the cylindrical sample to 
allow measurements of the sample impedance. Two Re discs were placed on 
the top and bottom of the cylindrical sample. The discs served as electrodes for 
EC measurements. As the determination of temperature gradients is essential 
in this work, we modelled thermal gradients in the cell assembly based on a 
finite-element method49 for thermocouple temperatures between 1,473 and 
2,273 K (Supplementary Fig. 3b). As expected, the hottest part is found at the 
centre of the sample (extreme top-left position in Supplementary Fig. 3b). Each 
temperature contour (thin black lines) represents a temperature interval of 50 K 
in Supplementary Fig. 3b. In all the simulations, the temperature difference (Δ 
TSimul) between the sample centre and the thermocouple does not exceed 100 K. 
We therefore apply a temperature correction of Δ TSimul to all our temperature 
measurements (Supplementary Table 2).

The sample EC was determined using the impedance spectroscopy method in 
the frequency range of 106 to 101 Hz (ref. 50) (Supplementary Fig. 4). The insulation 
resistance (detection limit) of the assembly was determined at similar pressure–
temperature conditions prior to the actual experiments. Polycrystalline samples 
are characterized by a combination of resister and constant-phase element (R-C/
CPE) circuits and the resistance can be obtained by fitting the impedance spectra 
to appropriate equivalent circuits. Once the sample resistance has been determined, 
conductivity can be calculated using the sample diameter and length measured 
after each experiment, assuming the sample geometry remains unchanged during 
the experiment. The activation enthalpy (Δ H) of each conduction mechanism can 
be obtained by fitting data to the Arrhenius equation, where σ is the EC (S m–1), 
T is the absolute temperature, σ0 is the pre-exponential factor (S m–1) and k is the 
Boltzmann constant (J K–1):

σ σ= −Δ ∕e H kT
0

( )

For each experiment, we performed a series of heating and cooling cycles, 
similar to those in previous works51 (Supplementary Fig. 5a). In a first heating 
cycle, below 573 K, a low activation enthalpy is likely to result from an extrinsic 
mechanism associated with the presence of free protons (adsorbed moisture, 
mostly around the sample). At the desired pressure, a sample was kept at 573 K for 
more than 12 h. While maintaining 573 K, the electrical resistance of the sample 
was measured along regular intervals and the next heating cycle started once the 
sample resistance reached a steady value, which is often 1–2 orders of magnitude 
higher than the resistance measured at the beginning of the heating cycle. This 
crucial step ensures the removal of the absorbed moisture from the sample and the 
surrounding assembly materials. The absorbed moisture could otherwise interfere 
with measurements at higher temperatures.

The crystallization of our samples was observed between 1,370 and 1,570 K, 
thus at temperatures at least 300 K below the solidus temperature (Supplementary 
Table 2). The temperature was kept constant above the crystallization temperature 
for 2–3 h to allow full crystallization of the initial glass samples. The EC of the 
crystalline samples was measured in several heating and cooling cycles until the 
heating and cooling paths were reproducible.

The crystallized samples show an activation energy of 1.02 eV (Fig. 1, green 
line). This is typical of a conduction mechanism with electron hole hopping 
between Fe2+ and Fe3+ (small polaron conduction)50. At a temperature of ~1,700 K 
for a nominal pressure of 5 GPa, we observe a first-order change of slope in the 
conductivity profile (Fig. 1, blue line). The change of slope can be interpreted as the 
first occurrence of an interconnected partial melt. The experimental uncertainty 
for the determination of the solidus temperature is about ± 25 degree. The errors 
associated with EC measurements were less than 5%, and were mainly associated 
with temperature estimations, data-fitting errors and the estimation of sample 
dimensions. A good reproducibility is observed for EC profiles obtained for our 
different samples (Supplementary Fig. 5b). Our EC results compare well with ECs 
of both solid minerals and melts reported in previous studies.

X-ray diffraction measurements. In situ X-ray diffraction experiments were 
performed using the 1,200-ton DIA-type multi-anvil apparatus installed at the 
PSICHE beamline of the SOLEIL synchrotron in Gif-sur-Yvette. Pressures up to 
28 GPa (Supplementary Table 2) were generated using a 7/3 multi-anvil assembly 
configuration. We used 14 mm WC cubes as secondary anvils (Supplementary 
Fig. 6). Similar to EC measurements, we used semisintered MgO with a 5% Cr2O3 
octahedron pressure media and a cylindrical ZrO2 sleeve in which a 50 μ m thick 
Re-foil heater was inserted. The cylindrical sample of chondritic glass was inserted 
into an MgO capsule. The Re furnace was oriented horizontally to allow an X-ray 
beam path parallel to the Re tube. To apply electrical power, two Re electrodes 
were placed in contact with the furnace. Temperature was measured using a W/Re 
thermocouple that touched the Re furnace. The thermocouple signal was filtered 
to remove the common electrical mode at 100 Hz. We used alternatively gaskets 
made of pyrophilite or a mixture of boron and epoxy. The sample pressure was 
determined based on the pressure–volume–temperature equation of state of MgO 
of its capsule, with an accuracy of ~0.5 GPa.

At PSICHE, an under-vacuum wiggler produces a white X-ray beam with 
energy range from 20 to more than 80 keV. The X-ray beam is focused vertically 
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between the anvil gap of the multi-anvil apparatus using a horizontal mirror 
located at 18.5 m from the source and 4 m from the sample. The resulting vertical 
full-width at half-maximum of the beam at the sample position is approximately 
20 µ m, which corresponds to almost a one order of magnitude flux gain compared 
with the unfocused beam. The beam is then collimated horizontally to a typical 
width of 50 µ m. Two different modes were used: (1) samples were first aligned in 
the beam using X-ray radiography, for which the press was scanned vertically in 
the X-ray beam and the image was then reconstructed numerically (Supplementary 
Fig. 6c), and (2) diffraction was performed in an energy-dispersive mode using 
a Caesar-type diffractometer52. A best resolution in interplanar distance dhkl is 
achieved when the diffracted X-ray beam is collimated horizontally to ~50 µ m 
by two slit systems located after the sample. A typical diffraction 2θ angle of 8.0° 
is convenient to register the major diffraction lines of our silicate samples. The 
resolution in diffraction angle is about 10−3 degrees.

On heating, the sample temperature was kept at 700 K for several minutes to 
remove the adsorbed moisture in the transmitting media. This procedure also 
mimics the experimental procedure followed for EC measurements. We then 
increased the temperature until sample crystallization was observed, based on a 
clear evolution of X-ray diffraction (Supplementary Table 2). At this point, we wait 
several minutes to finalize the grain growth until no significant change with time 
was observed on the diffraction pattern. At temperatures below the solidus, the 
absence of melt prevents the atomic diffusion required for additional grain growth 
in such a multiphasic system (that is, the Ostwald ripening effect53 (Fig. 3)).

For each phase, relative intensities between different diffraction peaks follow 
quite well those theoretically expected based on the atomic packing in the unit-cell 
lattice (Supplementary Fig. 6). Such an achievement is typical of very small grains 
in a sample free of stresses. Still, the use of the energy-dispersive X-ray diffraction 
technique (compared with the angle-dispersive one) prevents the refinement of 
phase fractions for the coexisting olivine (or its high-pressure polymorphs), garnet 
and pyroxenes phases present in our samples. In addition, the limited energy 
resolution of the Ge detector produces peaks that overlap and the identification of 
minor phases sometimes becomes difficult. In contrast, this method enables the 
acquisition of a decent X-ray-diffraction pattern every few seconds, which offers 
new criteria for the determination of the solidus temperature.

Analysis of recovered samples. Recovered samples were cut in two using a 
diamond-wire saw. A sample half was embedded in epoxy, polished to a mirror-
like surface and coated with a thin layer of carbon using a low-vacuum sputter-
coater machine. Textural and semiquantitative chemical analyses were performed 
using a JEOL JSM-5910 LV SEM equipped with a PGT microanalysis system at 
Laboratory of Magmas and Volcanoes and a Carl Zeiss SIGMA HD VP Field 

Emission SEM with an Oxford AZtec ED X-ray analysis operated at the University 
of Edinburgh. Textural analyses with a field-emission gun SEM were performed at 
a high accelerating voltage (15 kV) and a small working distance (6–10 mm). These 
conditions are ideal to detect small features in samples with a low degree of partial 
melting. For the semiquantitative analysis based on X-ray fluorescence, we instead 
used a working distance of 20 mm. Energy was also lowered to 5 kV to minimize 
the penetration of electrons in samples and, consequently, to optimize the  
spatial resolution.

Data availability. The data that support the findings of this study are available 
from the corresponding author on request.
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Evidence for anorthositic crust formed on an inner  
solar system planetesimal
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During the first million years of solar system history, planetesimals experi-
enced extensive melting powered by the radioactive decay of 26Al (Lee et al., 
1977). To date, the only known anorthositic crust on a solar system body is that 
of the Moon, formed by plagioclase flotation on top of the magma ocean (Wood 
et al., 1970). Here we show evidence from the ungrouped achondrite meteorite 
Northwest Africa (NWA) 8486 that an anorthositic crust formed on a planetes-
imal very early in solar system history (<1.7 Ma). NWA 8486 displays the 
highest anomalies in Eu and Sr found in achondrites so far and, for the first 
time, this characteristic is also identified in clinopyroxene. Elemental model-
ling, together with calculated timescales for crystal settling, show that only 

the melting of an anorthosite can produce NWA 8486 within the first 5 million years of solar system history. Our results 
indicate that such a differentiation scenario was achievable over short timescales within the inner solar system, and must 
have contributed to the making and elemental budget of the terrestrial planets.
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Introduction

Over 80 ungrouped achondrites have been found in the past 
20 years, enriching our collections with new types of meteor-
itic samples. Northwest Africa (NWA) 8486 is one of several 
paired stones, along with the ungrouped achondrites NWA 
7325 and 8014, that have been found in the Sahara desert 
(Ruzicka et al., 2017). They are plagioclase-rich cumulative 
gabbros that experienced remelting and fast cooling (Yang 
et al., 2019), with a very peculiar calcic and magnesian miner-
alogy. NWA 8486 formed under reduced conditions, with an 
oxygen fugacity ( fO2) of 3.2 log units below the iron-wüstite 
(IW) buffer (Sutton et al., 2017), and therefore likely originates 
from the inner solar system. Based on Cr, Ti and O isotopic 
compositions, NWA 7325/8486 have affinities with both 
acapulcoite-lodranite and ureilite groups (Barrat et al., 2015; 
Weber et al., 2016; Goodrich et al., 2017). The Pb-Pb isochron 
age of 4563.4 ± 2.6 Ma, Al–Mg age of 4563.09 ± 0.26 Ma and 
initial Mg isotopic composition for NWA 7325 indicate that 
the parent material of this meteorite had to be formed within 
1-2 Myr after Solar System formation (Koefoed et al., 2016).

Eu and Sr Anomalies in NWA 7325/8486

We investigated major and trace element composition of NWA 
8486 through in situ and in solution analyses. The mineral 
compositions of NWA 8486 are consistent with those of NWA 

7325 (Barrat et al., 2015; Weber et al., 2016; Goodrich et al., 2017), 
with An88.7±3.0Ab11.2±3.0 plagioclase, Wo45.4±0.5En53.4±0.5Fs1.2±0.1 
clinopyroxene and Fo97.1±0.3 olivine. The modal compositions 
reported for different fragments of NWA 7325 vary (Barrat 
et al., 2015; Weber et al., 2016; Goodrich et al., 2017), illus-
trating the heterogeneous distribution of the minerals at the 
centimetre scale. The fragment of NWA 8486 studied here 
contains the highest pyroxene modal content at 52 %, the 
lowest plagioclase content at 44 %, with the remaining 4 % 
consisting of olivine, sulphides and metal. The range reported 
for NWA 7325 is 30-44 % for pyroxene, 54-60 % for plagioclase 
and 2-15 % for olivine (Barrat et al., 2015; Weber et al., 2016; 
Goodrich et al., 2017).

We report trace element abundances in mineral 
( plagioclase, pyroxene and olivine) and a whole rock powder of 
NWA 8486. Minerals were analysed either in situ or in solution 
after mechanical separation (Supplementary Information). The 
whole rock composition slightly differs from that of NWA 7325 
from Barrat et al. (2015) as a consequence of different modal 
compositions (Fig. 1). Incompatible and moderately volatile 
elements are depleted in this meteorite, below 0.5 × CI chon-
drites for the whole rock with the exceptions of Eu and Sr. 
Positive Eu and Sr anomalies (Eu/Eu* and Sr/Sr*) are present 
in each mineral phase with different magnitudes, from 1.8 to 
6.5 in pyroxene and 450 to 1039 in plagioclase (Supplemen-
tary Information). Their amplitude in the whole rock is much 
higher than that measured in lunar anorthosites (Fig. 1).
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Europium changes valence in a continuum from a 3+ 
state to a 2+ state around the IW buffer (where Eu3+/ΣEu = 0.5) 
and in these conditions plagioclase preferentially incorporates 
Eu2+ in its lattice, resulting in an enrichment in Eu over the 
other trivalent rare earth elements (REE3+). The similar plagi-
oclase/melt partition coefficients of Sr2+ and Eu2+ arise from 
very close ionic radii. NWA 7325/8486 formed within an fO2 
of IW-3.2 ± 0.2, which is more reduced than for lunar rocks 
that formed in a range of IW-2 to IW (Wadhwa, 2008; Sutton 
et al., 2017). Despite their higher fO2, lunar anorthosite plagi-
oclases show similar Eu anomalies to reduced meteorites (Fig. 
S-4). Thus, even considering variations due to parental melt 
composition, there should be little difference between NWA 
8486 and lunar anorthosite plagioclase compositions if they 
were formed under similar conditions. Although positive Eu 
and Sr anomalies are common in plagioclase, the present data 
are the first report of positive Eu and Sr anomalies in clino-
pyroxene in an achondritic meteorite. Europium partitioning 
in clinopyroxene changes depending on the composition of 
the system with Eu2+ being either similarly or less compatible 
than Eu3+ (Karner et al., 2010). Therefore, the peculiar trace 
element inventory of NWA 8486 cannot be solely attributed 
to redox conditions.

Anorthosites as Source Rocks of NWA 
7325/8486

NWA 8486 stands out as a unique meteorite when compared 
to the composition of other achondrites and lunar anortho-
sites. Pyroxene, plagioclase and whole rock data from all 
known types of achondrites define separate fields in an EuN/
SmN versus SrN/NdN diagram (with N indicating concentra-
tions normalised to corresponding CI chondrite abundances) 
(Fig. 2). The composition for NWA 8486 is shifted towards both 
higher EuN/SmN and SrN/NdN ratios compared to other plane-
tary compositions. The rare felsic (Si-rich, evolved) achondrites 
GRA 06128/9 and Almahata Sitta (ALM-A clast) do not appear 
any different from other achondrites in terms of Eu and Sr 

enrichments. Early occurrences of such felsic rocks have been 
related to partial melting of chondritic material instead of the 
multi-stage processes involved to form felsic crust on Earth 
(Day et al., 2009; Bischoff et al., 2014). Therefore, the particular 
composition of NWA 7325/8486 must be related to the melting 
of a specific source which was already enriched in Eu (relative 
to other REEs) and Sr. Barrat et al. (2015) suggested that impact 
melting of a gabbroic crust might produce such anomalies. In 
view of a homogeneous distribution of 26Al in the solar system, 
Barrat et al. (2015) and Koefoed et al. (2016) calculated that the 
differentiation event for NWA 7325’s parent body was ~1-2 
Myr after formation of the solar system, while its crystallisa-
tion (from Pb-Pb chronometry) occurred within about 3 Myr 
after that. Considering the diopside-anorthite binary system 
at 1 atm (Osborn, 1942), the source of NWA 7325/8486 parent 
melt needs to be already enriched in plagioclase to reach the 
high plagioclase modal compositions for the meteorite, at least 
48 % plagioclase to match NWA 8486. The modal composition 
of NWA 8486 lies on the eutectic point of the diagram. Thus, 
basaltic sources with low plagioclase content can produce 
eutectic compositions, but higher anorthite modes cannot be 
reached. We performed melting models of varied compositions 
and compared the compositions of these liquids with those in 
equilibrium with NWA 8486 minerals (Supplementary Infor-
mation). The enrichment in Eu and the general depletion of 
incompatible elements are not reproduced with cumulate 
eucrite (Moore County) compositions (Fig. 3). The only possi-
bility found to produce a parental magma enriched in both Eu 
and Sr is melting of a plagioclase-, Mg- and Ca-rich rock. Low 
degree melting (below 5 %) of an anorthosite (98 % anorthite) 
produces liquids corresponding to NWA 7325/8486 modes, 
but does not yield both high enough Eu anomalies and REE 
depletion. However, a higher pyroxene content can produce 
a larger amount of melt of eutectic composition. NWA 8486 
features can be reproduced by 20-50 % melting of a pyrox-
ene-rich anorthosite (Apollo noritic anorthosite 62236 with 20 
% pyroxene) (Fig. 3). Anorthosites are therefore the most likely 
source for the parental magma of the NWA 7325/8486 suite.

Figure 1  Trace element composition of NWA 8486 normalised to CI chondrites (Anders and Grevesse, 1989). All fractions exhibit Eu 
and Sr positive anomalies. NWA 7325 has a lower content for most incompatible elements compared to NWA 8486 owing to its modal 
enrichment in plagioclase. Lunar anorthosites are reported for comparison (data from Haskin et al., 1973 and Norman et al., 2003). 
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Figure 2  Eu/Sm and Sr/Nd ratios of achondrites and NWA 8486 normalised to CI chondrites (Anders and Grevesse, 1989). Overlap 
between the different fields is due to whole rocks mainly composed of pyroxene or plagioclase (e.g., aubrites, ureilites, lunar anortho-
sites). For each field group, NWA 8486 exhibits higher EuN/SmN and SrN/NdN. Only lunar anorthosites are similar to NWA 8486 whole 
rock, but they contain much more plagioclase than NWA 8486. See Supplementary Information for data sources.

Figure 3  REE composition of liquids in equilibrium with NWA 8486 minerals (in grey dashed lines) compared to liquids modelled 
with compositions of the cumulate eucrite Moore County and the pyroxene-rich lunar anorthosite Apollo 62236, normalised to CI 
chondrites (Anders and Grevesse, 1989). A non-modal melting is considered, in agreement with petrological constraints, of eutectic 
proportions of 42 % plagioclase and 58 % pyroxene (Osborn, 1942). The range of composition of the liquids from 1 % to 50 % degree 
of melting is represented for each source composition. NWA 8486 whole rock composition is shown (black line) for comparison. See 
Supplementary Information for details on the model.
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Figure 4  Time for plagioclase crystal ascent during the late stage of a magma ocean. This time is calculated for a range of viscosities 
(0.1 to 10 Pa.s), crystal diameters (a; 100 µm to 1 cm) and density contrasts (∆ρ; 50 to 500 kg/m3) between the crystal and the liquid 
phase. The time for a crystal to reach the surface of the magma ocean is represented with a colour scale ranging between 10 kyr 
(blue) and 2 Myr (red). Both panels show that the time of ascent of the crystal is a few tens of thousands of years in magma ocean 
conditions, except for small crystals around 100 µm and high viscosities of >10 Pa.s for which time of ascent is longer.

Timescales of Anorthosite Formation on 
Early Solar System Planetesimals

Anorthosites are associated with large magma systems that 
experience fractional crystallisation, in which plagioclase 
floats at the surface. Lunar anorthosites are derived from a 
magma ocean (MO) that formed subsequently to the Moon-
forming impact event, but their petrogenesis model is still 
debated. Specific conditions are required for anorthositic 
crust formation (Albarède and Blichert-Toft, 2007). The body 
needs to be rather dry, as plagioclase formation is delayed in 
presence of water and would appear late in the crystallisation 
sequence (Elkins-Tanton, 2008). The size of the planetary body 
is also important as plagioclase is stable up to 1 GPa, which 
corresponds to a depth of 75 km for a Mars-like body or 200 
km for a Moon-like body (Albarède and Blichert-Toft, 2007). 
Studies on Mercury’s MO have shown that in very reduced 
conditions anorthite is denser than the melt and then may 
not float (Brown and Elkins-Tanton, 2009; Vander Kaaden and 
McCubbin, 2015). Crystal settling that enables anorthositic 
crust formation may be hindered by highly turbulent convec-
tion on small parent bodies with low gravity. Nonetheless, 
some authors have suggested that crystal settling can occur 
in such environments (Taylor et al., 1993; Elkins-Tanton, 2012). 

Geochemical modelling indicates that the NWA 
7325/8486 source was most likely an anorthosite. Although 
Mercury may not be an analogue to NWA 7325/8486 parent 
body, it may represent an end member in terms of density 
and composition of the MO. Calculations have been carried 
out to constrain the timescales of formation of an anorthositic 
crust in a MO. The plagioclase formation occurs generally 
when the MO is crystallised by 70-80 vol. % (Supplementary 
Information). Assuming that the remaining molten material 
(≈20 vol. %) forms a buoyant layer over the solidified mantle 
and that 15 vol. % of the inner body is made of a metallic 
core, we can estimate the depth of the molten layer relative to 
the radius of the body (Supplementary Information). Consid-
ering that the rising velocity for plagioclase crystals in a MO 

 

scales with a Stokes’ Law settling velocity (Martin and Nokes, 
1989),  the  time  for  a  plagioclase  crystal  to  reach  the  surface 
in a shallow MO can be assessed. The calculation yields that 
for the MO viscosity range (10-1-101 Pa.s, Dygert et al., 2017)
and  density  contrasts  between  crystal  and  magma  (50-500 
kg/m3, Brown and Elkins-Tanton, 2009; Dygert et al., 2017), a 
crystal of at least 100 µm in diameter will reach the surface of 
the MO in a few tens of thousands of years (Fig. 4). The time 
of  ascent  of plagioclase  is  much  smaller  than  the  age  of  the 
first  differentiation  on  NWA  7325/8486  estimated  at  1.7  Ma 
using the 26Al-26Mg systematics (Koefoed et al., 2016). There- 
fore, we believe that NWA 7325/8486 is the first evidence of 
the formation and re-processing of an anorthositic crust on a 
planetesimal very early in the solar system.

  If anorthosite could form quickly on planetesimals and 
magma oceans were common in the first few million years of 
the solar system,  where are the anorthosites in the meteorite 
record?  The  reason  for  the  absence  of  anorthositic  crusts  on 
achondrite  parent  bodies  probably  lies  in  their  thermal  and 
chemical  evolution.  The  conditions  necessary  for  magma 
oceans to form with anorthositic crusts may have been limited 
by  the  time  and  place  of  accretion (Greenwood et  al.,  2012). 
Inner  solar  system  planetesimals  that  accreted  early  were 
enriched in 26Al and were thus more likely to have experienced 
magma ocean conditions (Grimm and McSween Jr, 1993). Iron 
meteorites are evidence of these processes. Their parent bodies 
were rather small (20 to 200 km; Chabot and Haack, 2006) and 
possibly formed within the terrestrial accretion zone below 1 
AU before being scattered into the main asteroid belt. Silicate 
layers from these bodies have a low probability of survival in 
the chaotic early inner solar system (Bottke et al., 2006, O’Neill 
and Palme, 2008). It is likely, then, that anorthositic crusts were 
formed in the inner solar system but rarely preserved. Material 
from these planetesimal silicate layers could have been subse- 
quently added to the accreting terrestrial planets, providing a 
non-chondritic source for refractory lithophile elements.
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P L A N E T A R Y  S C I E N C E

Deep mantle origin of large igneous provinces 
and komatiites
Rémy Pierru1*, Denis Andrault1, Geeth Manthilake1, Julien Monteux1, Jean Luc Devidal1, 
Nicolas Guignot2, Andrew King2, Laura Henry2

Large igneous provinces (LIPs) resulted from intraplate magmatic events mobilizing volumes of magma up to 
several million cubic kilometers. LIPs and lavas with deep mantle sources have compositions ranging from komatiites 
found in Archean greenstone belts to basalts and picrites in Phanerozoic flood basalt and recent oceanic islands. 
In this study, we identify the mantle conditions appropriate to each type of lava based on an experimental study 
of the melting of pyrolite. The depth of the mantle source decreases from 600 to 700 km for the oldest komatiites 
to 100 to 300 km for picrites and basalts, and the extent of mantle melting ranges from 10 to 50%. We develop a 
geodynamical model that explains the origin of the hot mantle plumes capable of generating these melting P-T 
conditions. Within a superadiabatic temperature gradient persisting in the deep mantle, the ascent of hot mantle 
plumes creates excess temperatures up to 250 to 300 K by adiabatic decompression.

INTRODUCTION
The mantle potential temperature
The mantle temperature (T) is generally defined by the potential 
surface temperature (Tp), which corresponds to the extrapolation to 
the surface of the adiabatic T gradient. The mantle Tp can be refined 
from the analysis of primary magmas formed along accretionary 
ridges (1) and is calculated after a calibration of, e.g., the melt MgO 
content against several parameters including T and pressure (P) (2, 3). 
Currently, Tp of 1350° ± 50°C is suggested by primary basalts with 
MgO and FeO contents at 10 to 13 weight % (wt%) and 6.5 to 8.0 wt%, 
respectively (4). Still, there are “hot” primary magmas (basaltic- 
picritic) requiring Tp as high as ~1600°C (5). These are “hot spots,” 
such as Hawaii, and they could be related to instabilities in the ther-
mal boundary layer in the lowermost mantle (6).

The Archean mantle Tp has important implications for under-
standing the geodynamics of the early Earth and the onset of plate 
tectonics. Recent geodynamic models have recognized the impor-
tance of the reevaluation of Archean mantle Tp for crustal formation 
mechanisms in stagnant lava environments (7). Average Tp esti-
mates for large igneous provinces (LIPs) and Hawaii is T = +200 K 
or higher than the average mantle Tp. In Tortugal, where komatiites 
occur, T can exceed +300 K (8).

Regarding the accuracy of the Tp determination, note that the 
agreement between the compositions of experimental melts and pri-
mary magmas on the field are in very good agreement only if the 
source is not very deep (P lower than 6 to 7 GPa). At higher P, the 
accuracy of Tp is more questionable, especially for Archean sources 
of ultramafic rocks. This is, in part, because experimental conditions 
are less well controlled at high P and the composition of the melt 
at equilibrium is also more difficult to measure. For example, esti-
mates of the Tp required to produce a primary magma with MgO 
>20 wt% diverge by ∼100 K with the PRIMELT calculation (3). In a 
more general manner, any uncertainty on the melting diagram is 
directly transferred into uncertainties on the knowledge of the 
melting condition in the mantle.

In addition to this, anomalously high water contents in the man-
tle could produce comparable effects as high T, as water lowers the 
solidus. Where Tp estimates from dry material show rather consist-
ent results, melts produced from a wet mantle do not seem to pro-
vide usable computational solutions (9). More generally, the likely 
presence of chemical heterogeneities increases the uncertainty on 
the Tp determination locally (10).

A broad range of primitive lavas
Mafic-ultramafic tholeiitic lavas such as basalts, picrites, and komati-
ites (11) represent the deepest and hottest magmas that erupted on 
Earth. Three main families of komatiites are distinguished depend-
ing on their chemical composition; nicknames have been given to 
them according to locality of the main outcrops (12): Al-depleted 
komatiites (ADK; Barberton type), Al-undepleted komatiites (AUK; 
Munro type), and Al-enriched komatiites/picrites (AEK; Gorgona 
type). These rocks show a large diversity of chemical composition 
resulting from different geological contexts including (i) mantle 
source, composition, depth, extent of melting (), and possible pres-
ence of fluids and (ii) fractional crystallization, contamination, or 
assimilation possibly occurring during the ascent of melts to the 
lithosphere (13). There is a clear evolution of the composition of 
LIPs and komatiites through time over the past ~4 billion years 
(Ga; Fig. 1 and fig. S1). Unlike basalts and picrites that can be 
found at all ages, ADK seems to be only formed during the Archean 
from −4 to −2.8 Ga, while AUK erupted until about −1.9 Ga 
in Paleo-Proterozoic. Association of basalts and picrites with komati-
ites can be found, for example, in the form of dykes into Archean 
greenstone belts (14). Last, AEK formed from the Archean to 
the Phanerozoic. The most recent komatiites have been dated at 
~90 Ma (15).

Picrites are rare intrusive igneous lavas enriched in magnesium 
(>12% MgO) (16) compared to the basalts erupting today on Earth. 
These lavas seem to be products of mantle melting at P above 
∼3 GPa and extent of melting () close to 20 to 30% (17). However, 
several other possible origins were proposed such as high rate of 
melting of lherzolitic mantle, partial melting of mantle with high 
Mg content, or olivine enrichment through processes of magmatic 
differentiation.
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Komatiites contain up to 34 wt% MgO, present very high liqui-
dus T at atmospheric P (18) and have a close chemical relationship 
with mantle peridotites. For these reasons, komatiites must have formed 
at relatively high extents of melting in a mantle warmer than today 
(+200 to 300 K) (1). Alternatively, komatiites could be hydrated 
magmas formed at T not much higher than the surrounding mantle 
(5); the source of volatiles would be non-degassed primordial man-
tle or subducted oceanic crust.

1) ADKs present the very high MgO contents (≥30 wt%) and 
CaO/Al2O3 ratios (>∼1.5), low A1203/TiO2 ratios (<10 to 15), and 
high Gd/Yb ratios, compared to chondrites. They are also enriched 
in trace elements and light rare earth elements (REEs) but depleted 
in heavy REE (HREE). However, their composition could not be 
reproduced experimentally from melting of typical mantle materials. 
Still, we note that CaO/Al2O3 ratios greater than 1.5 in melts were 
successfully reproduced by melting either KLB-1 peridotite at ex-
tent lower than 1% (19), peridotite with addition of up to 10% water 
(20), or ad hoc dry or hydrated CaO-MgO-Al2O3-SiO2 (CMAS) 
compositions (21). The composition of ADK suggests melting with 
a residual Al-bearing phase (majoritic garnet and bridgmanite), which 
requires P over 15 to 17 GPa (22–25). Zirconium and hafnium, which 
are high in ADK, act as incompatible elements for melting process-
es at moderate  only (26), suggesting ADK magmas produced at 
lower  (~30%) than the other Archean komatiites.

2) AUKs present low CaO/A12O3 ratios (∼1 or less), high Al203/
TiO2 ratios (∼15 to 20), low MgO content (<30 wt%) compared to 
ADK, and an REE pattern close to chondrites. A robust characteristic 
is moderate to strong depletion of HREE and other immobile in-
compatible trace elements. The degree of depletion approaches, 
but rarely meets or exceeds, that of modern mid-ocean ridge N-type 
basalts (MORB). AUKs are less rich in zirconium than ADKs (12). 
According to batch melting models based on the available partition 
coefficients [e.g., (18)], AUK could result from high extent of melting 
(~50%). The composition of AUKs from the late Archean are diffi-
cult to explain by a single melting event, as they present conflict-
ing nonchondritic Al2O3/TiO2 and CaO/Al2O3 ratios implying the 
presence of residual garnet and quasi-chondritic Gd/Yb ratio im-
plying no residual garnet (23). Alternatively, a deep mantle source 
undergoing high extent of melting could produce a melt with high 

MgO content, however depleted in Al2O3, before the slow uplift of 
such melt would induce progressive enrichment in Al2O3 and de-
pletion in MgO [e.g., (2, 12)]. All arguments suggest AUK mantle 
sources considerably shallower than for ADKs. This difference, to-
gether with a lower MgO content (<30 wt%), indicates lower forma-
tion T for AUKs than ADKs.

3) AEKs have similar CaO/A12O3 ratios and REE patterns to AUKs 
(12). However, they present high Al2O3/TiO2 ratios ranging from the 
chondritic value of ~20 to as high as 50. AEKs are richer in Al2O3 
than other komatiites and contain less MgO (>20 wt%). Accordingly, 
they formed by mantle melting at relatively low P (3 to 4 GPa), un-
der conditions where garnet is absent from the residue. If the source 
were to be a mantle fertile peridotite, then the average  should be 
30 to 40% (26). In terms of chemistry, AEK makes a transition from 
komatiites to picrites, as both compositions are similar.

Possible origin of the primitive lavas
The correlation between komatiite compositions, timing of the erup-
tions, and the depth of the primary sources indicates that over time, 
there is less magma originating from the deeper mantle regions 
(19, 23, 27). This evolution could be explained by the secular mantle 
cooling; however, this hypothesis remains partially speculative. The 
debate is still vivid about the magmatic processes capable of gener-
ating LIPs with large volume of mafic to ultramafic magmas in short 
pulses (typically less than a million years). In addition, komatiitic 
ultramafic lavas require large extent of melting at high T (28, 29). 
The greenstone belts, for example, may represent a small fragment 
only of a much larger LIP (11). LIPs and komatiites could be associ-
ated with the rise of hot mantle plumes from the deep mantle (30), 
potentially induced by the formation of a subducted-slab graveyard 
(31). This plume could generate a positive anomaly in T and/or 
volatile element (H2O, CO2) concentration and favor major mantle 
melting. Other models propose shallower mechanisms such as mantle 
warming beneath supercontinents (32), plate-related processes (29), 
or lithospheric delamination (33).

The isotopic signature of LIPs and komatiites inform on the na-
ture of their source. Similar to modern hotspots [e.g., Galapagos, 
Iceland, Hawaii, and Samoa (34)], the LIP signature overlaps with 
many mantle components such as depleted MORB mantle (DMM), 

Modern OIB and ancient basalts/picrites (EM)

Modern MORB and ancient basalts (DM)

Komatiites AEK «Gorgona»

Komatiites ADK/AUK» «Munro»

Komatiites ADK «Barberton»

ProterozoicPhanerozoic Archean Hadean

Moon forming impactGreat oxygenation event

Age (Ga)

0 1 2 3 4 4.5

?

?

?

?

?

?

Fig. 1. Age of the different lavas found in LIPs: References are the same as those used for fig. S1. 
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ocean island basalts (OIB), Focal zone (Fozo), etc. (35). FOZO is inter-
preted as being located in the lower mantle (36). Together with high 
3He/4He anomalies measured in some LIPs, it provides evidence for a 
source originating from deep mantle regions containing primordial 
3He (28). In contrast, the DMM component represents the upper 
mantle depleted by ~3 Ga of MORB extraction. In addition, reser-
voirs enriched mantle 1 (EM1), enriched mantle 2 (EM2), and hight-μ 
(HIMU) are likely located in the sublithospheric mantle. The over-
laps found in LIPs suggest the involvement of deep sublithospheric 
or asthenospheric mantle components, as well as crustal or lithospheric 
contamination. Concerning komatiites, isotopic studies of Hf, Sr, and 
Nd show the overlap with the OIB component [e.g., (37)]. Together 
with high levels of He isotopes (38), it indicates the presence in the 
komatiite source of material from the deep mantle. With the high T 
required to form komatiitic magmas, this information strongly sup-
ports that komatiites formed by melting of mantle plumes coming 
from the very deep mantle.

Up to now, the variation of magma chemistry with P, T, and  is only 
well constrained experimentally for the first 100- to 200-km man tle depths 
(23, 39–44). Higher P have also been investigated, how ever, for com-
positions different from those expected for the sources of LIPs and 
komatiites [e.g., CaO-MgO-Al2O3-SiO2 system (21)] and limited ranges 
of  [e.g., around 1% (19)]. Previous experiments proposed global ten-
dencies for the change of melt composition with P and T; however, the 

ranges of P-T- covered by experimental studies remain insufficient 
to accurately model mantle melting at depths greater than 200 km.

RESULTS
Melting diagram of pyrolite
Solidus temperatures
To bring new constraints on the origin of LIPs and komatiites, we 
undertook an experimental determination of the melting diagram and 
of the melt composition for the first 700-km depth (i.e., ~26 GPa) 
for a pyrolitic mantle composition (table S1). Our experimental strat-
egy was to synthesize samples at controlled  values using in situ 
techniques: electrical conductivity and x-ray diffraction (figs. S2 to 
S5 and table S2). Pyrolite solidus is found similar, within ~100 K, 
to the chondritic-type mantle measured with similar methods (45). 
This is substantially lower than previous reports on peridotite soli-
dus (fig. S6) (19, 23, 27, 42, 46). As developed in (45), reasons for 
this discrepancy with previous works cannot be a difference in com-
position alone. It could result from several factors: (i) Use of simplified 
sample compositions, for example, CMAS (21). It is well accepted 
that additional elements induce lower solidus T for a typical mantle 
mineralogy. (ii) Use of coarse grain powders, instead of a glass sam-
ple in our study. Slow atomic diffusion may impede the formation 
of a solidus melt composition at grain interfaces. (iii) Lack of in situ 

Fig. 2. Progressive increase of the extent of melting associated with disappearance of residual minerals. Left frames show experiments realised at 4 to 5 GPa, central 
frames 15 to 17 GPa, and right frames 22 to 25 GPa. (A and B) MA105, (C) T2, (D) MA119, (E and F) MA116, (G) MA149, (H) MA143, and (I) MA144. At P around 4 to 5 GPa, several 
mineral phases [clinopyroxene (Cpx) and garnet (Gt)] disappear at small extent of melting. With increasing T, orthopyroxene (Opx) is enriched in compatible elements (i.e., MgO) and 
presents grain size exceeding that of olivine. At higher T, melting of Opx is associated with a major growth of olivine grain, which is the liquidus phase. At P around 15 to 17 GPa, 
wadsleyite (Wad) and garnet continue to coexist up to very high melting extent. Garnet appears to be the liquidus phase of pyrolite at P > 15 GPa. For P > 22 GPa, ringwoodite 
(Rw) and garnet disappear at a relatively low concentration (<25%). After that, bridgmanite (Bg) starts to melt and ferropericlase (Mw) becomes the liquidus phase.
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melting criterion and characterization method insufficiently sensi-
tive to detect thin melt films in the recovered samples. Small pock-
ets of melt can be destroyed during the polishing steps. In addition, 
melt films can be difficult to identify using the scanning electron 
microscope (SEM) (47). (iv) Last, important thermal gradient with-
in the sample charge can lead to T and  errors.

Apart from (45) that is in good agreement with our melting curves, 
none of the studies cited above used in situ techniques to detect the 
onset of melting (such as electrical conductivity and x-rays), and 
none probes the evolution of  at higher T (such as a falling sphere). 
In previous works, melting was generally detected on the basis of 
“trials and errors” and the solidus and liquidus T were sometimes 
identified using the T gradient in a single sample. However, major 
thermal gradients induce melt migration; the presence of chemical 
gradients within the capsule disables the determination of the melt-
ing behavior of the starting material. For example, a solid residue 
identified in an unmelted zone of the sample can result from the com-
paction of refractory minerals, which melting T can be far above the 
solidus and liquidus of the bulk composition.
Extent of melting
To probe the melting properties at higher , we developed an orig-
inal falling sphere technique to detect in situ the occurrence of the 
rheological transition upon heating (fig. S5). When  becomes 
30 to 40%, a Re sphere falls at an irregular speed in the melt located 
between the solid grains. It indicates the change of rheological be-
havior from solid type to liquid type (48). The samples were quenched 
at the rheological transition or at a slightly higher T on the basis of 
thermocouple reading. The extent of melting was determined for 
each sample by numerical analyses (Fig. 2 and fig. S7). To achieve a 
maximum precision, we correlated backscattering electron images 
and chemical maps obtained by SEM; melt regions present a maxi-
mum concentration of incompatible elements. A rapid increase of 
 up to 30 to 40% melt within the first 100 K above the solidus was 
observed (Figs. 3 and 4). Then,  increases less steeply at higher T. At 
high extent of melting, the grain size of the residual solid phases becomes 

10 to 30 m or more, with well-developed polygonal textures, espe-
cially for olivine, orthopyroxene, and bridgmanite.
Liquidus temperatures
Liquidus T can primarily be constrained on the basis of the extrap-
olation to 100% of the relationship between  and T (Fig. 3). Addi-
tional constraints come from T measured for (i) very fast and linear 
trajectory of the falling sphere indicating the absence of solid grains 
[such as in (49)] and (ii) complete disappearance of x-ray diffraction 
peaks from the sample. (iii) We also monitored the reappearance of 
crystallites upon cooling and (iv) microstructure of a number of “trial 
and error” syntheses at variable T, indicating whether the sample has 
been fully molten or not. All evidences converge on a pyrolitic-mantle 
liquidus 275 ± 50 K higher than the solidus at all upper mantle 
depths. Our experiments are compatible with previous works show-
ing that for the pyrolitic/peridotitic composition, majorite replaces 
olivine at the liquidus between 13 and 16 GPa, and ferropericlase 
replaces majorite at ~22 GPa (table S3) (19, 23, 46).

Comparison between experimental melts and natural lavas
Chemical compositions of the melts were determined using the 
electron microprobe (Supplementary Materials, Figs. 5 and 6, fig. 
S8, and table S4). From the correlation between Al2O3 content and 
CaO/Al2O3 ratio in experimental melts (19, 23), three major trends 
arise: (i) High extent of melting yields low CaO/Al2O3 ratio and 
low Al2O3 content. The pyrolitic melt (i.e.,  =100%) presents CaO/
Al2O3 ~ 0.45 and Al2O3 ~ 4.5 wt%. (ii) Low P favors high Al2O3 
content and (iii) high P favors high CaO/Al2O3 ratio. In this figure, 
we superimpose a compilation of the composition of numerous 
basalts, picrites, and komatiites of different ages and locations. The 
domains where the different LIPs and komatiites overlap with ex-
perimental melts provide strong constraints on their mantle origin 
(see the Supplementary Information for a discussion of the role of 
alteration on the CaO/Al2O3 ratio in LIPs and komatiites).

The comparison suggests a minimum depth of 550 to 600 km 
(20 to 23 GPa) to produce the old ADK (Fig. 6). Their compositions 
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overlap with melts at  values ranging between 10 and 25% and 20 
and 50% for highest and lowest P (thus with decreasing CaO/Al2O3 
ratio), respectively. The presence of residual Al-bearing garnet at mod-
erate P can induce low Al content in the melt. However, the CaO/

Al2O3 ratio cannot be very high in this case because garnet also in-
corporates CaO easily. At lower mantle pressures, bridgmanite and 
davemaoite (Dvm; CaSiO3-perovskite) are rich in Al and Ca, respec-
tively. Melting of Dvm above solidus yields primary melts enriched 
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in CaO and poor in Al2O3. In these mantle conditions, melts with 
high MgO and SiO2 contents and high CaO/Al2O3 ratios can be pro-
duced at relatively low extent of melting. These results are in rela-
tively good agreement with previous works (22–25), including (50) 
that suggests that komatiite genesis involves a high extent of melt-
ing (>30%) at low P < 5 to 6 GPa, after adiabatic decompression of 
mantle diapirs that begin to melt in the transition zone (P > 15 GPa) 
or at even higher depth (P > 20 GPa). In all cases, Tp at the time of 
ADK formation should be appreciably higher than that prevailing 
today (1).

The intermediate position of AUK suggests mantle sources of 
300- to 550-km depth (i.e., 10 to 20 GPa), as proposed previously 
[e.g., (19, 23, 27)]. To produce Al-undepleted melts, the presence 
of a residual garnet is not mandatory. There is a smooth transition 
between the ADK and AUK between 20 and 25 GPa, which explains 
the coexistence of AUK and ADK in some Munro-type outcrops. 
Because of similar sources, the two melts present similar major element 
contents, but the P difference can still induce substantial differences 
in minor and trace elements. Formation of the AUK occurred pri-
marily during the Late Archean and could therefore correspond to 
lower T than the Barberton komatiites (11, 12). On the basis of our 
experiments at AUK, lavas are compatible with  from 15% to more 
than 60%, which makes AUK compositions quite close to bulk py-
rolite. AUK can be produced in a wide range of P from ~5 to 10 GPa 
to ~25 to 30 GPa, when  is very high (>50%).

AEK, picrites, and basalts align along near-vertical trends at 
CaO/Al2O3 ratio between 0.5 and 1 and with Al2O3 contents vary-
ing from ~8 to ~17 wt%. AEK can be produced by melting at 200- to 
400-km depth [i.e., 7 to 13 GPa, in agreement with (2, 19, 23)] and 

picrites and basalts at 100 to 200 km (i.e., 4 to 5 GPa). Our results 
suggest moderate extent of melting ( < 50%) for recent Gorgona- 
type komatiites and picrites; melts enriched in Al2O3 suggest mantle 
melting without garnet in the solid residue. Last, picritic and basaltic 
lavas, which represent LIPS and recent hotspots such as Hawaii or 
Reunion Island, correspond to melting extents lower than 30% (2, 17).

The melt contents in other major elements confirm the trends 
presented above. We draw correlation diagrams between them, which 
show the effect of P on the melt composition (Fig. 5). The bulk sample 
composition, pyrolite, is a singular point in these diagrams because 
the melt composition evolves toward it with increasing , irrespec-
tive of the experimental P. On these diagrams, we superimpose the 
compositions previously reported for basalts, picrites, and komatiites 
(fig. S8): (i) CaO versus SiO2 diagram. The high SiO2 content ob-
tained at the highest experimental P and moderate  explains well 
the composition of ADKs. (ii) Al2O3 versus CaO and Al2O3 versus 
MgO diagrams. At relatively low  (i.e., at high CaO or low MgO 
content), the sequence of natural lavas (ADK, AUK, AEK, and 
picrites/basalts) is well compatible with the P-induced decrease of 
Al2O3 content in melts (Fig. 5). (iii) CaO versus FeO diagram. The 
increasing FeO content with increasing P at relatively low  is also 
well compatible with the sequence of natural lavas.

DISCUSSION
Mantle conditions for the origin of LIPs and komatiites
We now combine the evolution of  between the solidus and liquidus 
of pyrolite at various mantle depths (from Fig. 3) with the chemical 
overlap between experimental melts and natural lavas (from Fig. 6). 
The result (Fig. 7) highlights the likely source region for primary 
magmas at the origin of LIPs and komatiites. In addition, we plot, 
the current mantle geotherm (51) and its range of uncertainties 
(gray area), as well as mantle geotherms with Tp 100, 200, and 300 K 
higher than today (gray lines) (1). We acknowledge that these T profiles 
do not formally correspond to mantle T profiles; as they go through 
regions between the solidus and liquidus, the effect of latent heat of 
mantle fusion should be included. Still, the mantle depth at which 
an adiabatic profile crosses the solidus informs truthfully on the on-
set of mantle melting along a decompression path. It appears clear 
that Tp > 200 to 300 K higher than today induces melting in the P 
domain corresponding to ADK. Secular mantle cooling can explain 
the progressive disappearance of ADK, with preservation of AUK 
lavas when Tp was >150 to 200 K above that prevailing today (Fig. 1). 
Last, a mantle plume >50 to 150 K hotter than the average mantle 
would yield the production of picrites and deep basalts, which are 
currently found at oceanic islands (e.g., La Reunion) and mid-oceanic 
ridges, as well as AEK. These hot mantle plumes could still be upris-
ing today (52), producing supervolcanoes like Toba (Indonesia) or 
Yellowstone (the United States).

Previous works were based on the modeling of mantle cooling 
using the Urey ratio (53) or thermodynamical modeling using the 
PRIMELT method (1, 3). Other less extreme scenarios exist on the 
basis of similar calculation from the Urey ratio or petrological mod-
eling technique to derive primary magma compositions using large 
datasets of non-arc basaltic lavas (9, 54, 55). Our estimates of Archean 
temperatures are in better agreement with the most recent studies. 
These discrepancies can be explained by several critical points in 
the thermodynamical calculations. Different petrological models 
give different parameterizations for the MgO content in the melt 
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produced by decompression melting, as a function of P and T [e.g., 
(56)]. The thermodynamical models rely heavily on the available 
experimental data, and before our work, these data were limited to 
P below 7 to 8 GPa concerning the formation of high MgO magmas 
(2, 23). We show that Archean komatiites can be produced at high-
er P than previously thought. A major reason of this discrepancy is 
our lower solidus profile; it yields differences of 100 to 200 K lower 
than previous works for the Tp value of the primitive mantle. In 
addition, we provide an accurate determination of the rate of melt-
ing as a function of P and T for the anhydrous mantle. This yields a 
more accurate dataset on the melt chemistry over a wide range of 
mantle P-T. Still, we observe relatively good agreement with the lit-
erature, indicating that the key point is the accuracy of the T mea-
surement within the sample, and the relationship between melting 
rate and T between solidus and liquidus.

Which mantle thermal state produces primitive 
ultramafic magmas?
The production of a large volume of mafic to ultramafic magma 
is generally explained by the rising of a hot mantle plume (29, 30). 
However, if the mantle T profile follows an adiabatic gradient [cor-
responding to Tp of 1600 K or higher (57)], then substantial thermal 
anomalies can only be generated if the ascending material comes 
from the hot thermal boundary layer in contact with the core. Such 

mechanism can explain the present-day OIB (28, 58); the hot material 
can eventually form a dome and rise toward the surface. Still, the thick-
ness of the hot-layer atop the core-mantle boundary (CMB) could only 
be several hundred kilometers, yielding mantle plume with a reduced 
volume. These smaller plumes are unlikely to generate great LIPs.

Tp higher in the past than that prevailing today would yield ubiq-
uitous and persistent mantle melting in a wide range of mantle 
depths (Fig. 7). This thermal state is not consistent with the sporad-
ic character of the LIPs. In addition, if the extent of melting should 
become larger than ~40%, as required to explain the composition of 
some komatiites, then this would indicate a layer of very low viscosity 
within the upper mantle for a very long time, which is a new con-
cept with implications to be investigated. Last, warmer adiabatic 
T profiles with a mushy upper mantle are not found in line with the 
cooling history of Earth, when the starting point is the MO solidifi-
cation after the Moon-forming impact [see e.g., (59)]. Alternatively, 
major thermal anomalies within the deep mantle could more sim-
ply explain the properties of LIPs and komatiites.

The simplest mechanism to produce large mantle plumes with 
positive T anomalies is a superadiabatic T profile in the deep solid 
mantle (Fig. 8). This favors mantle instabilities and overturns; large 
volumes of deep mantle can rise to the surface and become hotter 
than the surrounding mantle because they cool less during the adi-
abatic decompression than the superadiabatic gradient prevailing in 
the mantle. We recently demonstrated that super adiabatic gradients 
should prevail in the deep mantle for 1 Ga or more after the major 
Moon-forming impact (59). This thermal state is a necessary step be-
tween (i) the solidification of the global magma ocean, which yields 
a T profile close to the mantle solidus and (ii) the adiabatic profile 
of the present-day mantle with Tp of 1600 to 1650 K (if an adiabatic 
T gradient is really achieved today). Along this cooling stage, T should 
decrease by 500 to 1000 K in the lowermost mantle. It implies the 
extraction of a huge amount of heat, especially because of other 
sources of energy available, such as radioactive disintegration.

Superadiabatic mantle gradients could be at 
the origin of LIPs
Following previous work (59), we recalculate the evolution of the 
mantle T profile over time after the crystallization of a pyrolitic magma 
ocean. A most appreciable difference in the parameters is the solidus 
of pyrolite, which presents a progressive increase with increasing 
depths in the upper mantle (fig. S6). Because of this curvature, the 
last mantle region to solidify upon cooling is at mid-upper mantle 
depths (fig. S9), instead of just below the surface for the chondritic- 
type mantle composition used in the previous work. It results that 
the cooling rate of the pyrolitic mantle is significantly slower, with a 
T profile remaining largely superadiabatic in the deep mantle for 
2 to 3 Ga or more (Fig. 8 and fig. S9). Together with the fact that 
melting happens solely in the first 1000 km of the mantle (fig. S12), 
such long time scale provides a primary justification for using the 
properties of the pyrolite mantle for our discussions; while the bulk 
primitive mantle could very well be of chondritic-type composition 
after the core segregation, the mean mantle involved in the convec-
tion processes 2 to 3 Ga later in the shallow mantle is believed to be 
similar to pyrolite composition.

We also calculate the P-T path that uprising material would fol-
low along adiabatic decompression paths, taking into account the 
latent heat of fusion [e.g., (50)] when the plume enters the P-T do-
main between the solidus and the liquidus. The adiabatic uprising 
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region of the different types of lavas is determined on the basis of their composition 
(Figs. 5 and 6). The low-P basalts and picrites plotted in the figure correspond to flood 
basalts and OIBs found in the Phanerozoic. MgO-rich picrites (i.e., corresponding to 
higher P and melting extents) found on the islands of Gorgona and Curaçao pres-
ent a chemistry close to komatiites and are therefore classified in the Gorgona-type 
group. The thicker blue line serves as a guide to the eyes for the ascent of a hot 
mantle plume that could be the origin of the oldest komatiites (see Fig. 8).
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of a mantle blob from 2300-km depth and 2850 K (which corresponds 
to mantle conditions about 3 Ga ago; blue dot in Fig. 8) would cross 
the solidus at ~800-km depth and melt partially at levels of 25 to 
30%, ~50%, and 30 to 40% at depths of 660 km, 300 to 500 km, and 
100 to 200 km, respectively (fig. S8). These melting conditions are 
very compatible with those needed to produce ADK, AUK, and early 
AEK-picrite lavas, respectively (Fig. 6). Therefore, the prevalence of 
superadiabatic gradients in Archean and early Proterozoic mantle 

offers new explanations for the sources of LIPs and komatiites. 
Within the first ~1000-km depth, the magnitude of the T excess of 
the mantle plume, compared to the average mantle, depends on the 
level of mantle superadiabaticity of the T profile in the deep mantle 
and the depth from which the mantle plume originates. With secu-
lar cooling, the level of superadiabaticity decreases, inducing small-
er T anomalies in the shallow mantle.

Another major aspect that still needs to be addressed is the vol-
ume of uprising material, which needs to be several million cubic 
kilometers to produce major LIPs. While the presence of superadi-
abatic mantle gradients could provide an explanation for the pres-
ence of hot plumes in the upper mantle, the dynamics of such hot 
mantle could be different from today. A steep T profile in the past 
implies high Rayleigh number value and turbulent mantle convection. 
Unsteady convection cells could have developed with characteristic 
length scales much smaller than the mantle thickness (60). At early 
time, uprising of hot material from the deep Earth may have oc-
curred sporadically along heat pipes (61). Mantle cooling over the 
Hadean and the Archean should have progressively increased the length 
scale of mantle convection, due to the decrease of the Rayleigh num-
ber, before global mantle convection is progressively established (62). 
Under these circumstances, the production of LIPs and komatiites 
and slab subduction would be precursors of the establishment of 
global mantle convection prevailing in modern Earth.

MATERIALS AND METHODS
Sample preparation
As starting material, we used a typical composition of pyrolitic mantle. 
This model is constructed by adding some MORB to mantle peri-
dotite. It is dedicated to represent a primitive undepleted upper man-
tle (63). Our pyrolitic composition (table S1) is not far from KLB-1 
(27) and fertile oceanic peridotites (64). A mixture of synthetic 
powders was homogenized in an agate mortar, before glass spheres 
of diameter ~2.5 mm were produced using an aerodynamic levi-
tation system (65). The use of a regulated flow of pure Ar yields a 
convenient Fe3+/(Fe2++Fe3+) ratio of 7 to 8% for such type of sample 
composition (66).

We determine the water content in the pyrolitic glass using in-
frared spectroscopy, based on the Beer-Lambert law and absorption 
coefficients given for basaltic (67) and basanitic (68) glasses. These 
coefficients are valid when using the height of a water band located 
at, e.g., 3450 cm−1. With water contents ranging between 18 and 
22 parts per million, we consider the glass starting material nomi-
nally dry.

Glass spheres are reshaped by polishing in the form of a cylinder 
to be directly inserted in the high-P assembly of the multi-anvil 
press (MAP). The cylinder of glass offers several advantages includ-
ing a rigid shape during compression and a very small surface/
volume ratio for moisture absorption, compared to powders. We keep 
the sample length less than 1 mm to reduce T gradients during high 
P and T experiments.

Electrical conductivity measurements
Electrical conductivity measurements are performed up to 20 GPa 
at the Laboratoire Magmas et Volcans using the same experimental 
procedure as in our previous work (45). We use tungsten carbide 
cubes with edge truncation of 11, 6, or 4 mm, octahedron P medium 
made of Cr2O3-doped MgO with edge length of 18, 14, or 10 mm, 
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batic T gradient to generate hot mantle plume coming from great mantle depths.
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respectively, and cylindrical furnace made of a Re foil of 25-m thick-
ness. The heater is surrounded by a zirconia sleeve, which serves as 
thermal insulator. The sample is inserted in an MgO capsule; MgO 
is softer than alumina parts, which minimizes the deformation of 
the molten sample. Before preparation of the assembly, all ceramic 
parts are fired at 1000°C for 1 hour and stored in a vacuum furnace 
at 150°C together with the glass sample. The sample length is deter-
mined before and after the experiment using a high-precision digital 
gauge and the SEM. We apply a correction based on elastic param-
eters to account for the change of sample length due to compression 
and thermal expansion. P is determined on the basis of a press-load 
versus sample-P calibration using the well-known phase transition 
in mantle minerals. The uncertainty evolves from 0.5 to 1 GPa with 
increasing P (69).

Rhenium disks electrodes with diameter of 1 mm are positioned 
at the top and bottom of the sample. They maintain the electrical 
connection between the sample and the electrodes and favor the 
spreading of the current at the sample surface. On one sample side, we 
insert the two wires of a C-type thermocouple (W0.95Re0.05-W0.74Re0.26) 
through the MgO cylinder and in contact with the Re disk. A third 
W0.95Re0.05 wire is positioned at the other sample side. On the basis 
of this configuration, the sample T can be measured on one sample 
side and impedance spectra are collected between the two W0.95Re0.05 
wires. Because of the proximity with the Re furnace, we estimate our 
sample fO2 close to the Re-ReOx buffer.

Absence of a metallic capsule around the silicate sample can in-
duce the escape of some melt from the sample core, especially when 
achieving high extent of melting. This melt could react with the MgO 
sleeve. Fortunately, this effect is reduced when a stronger cohesion 
of the cell assembly is achieved at high P (70). In addition, we per-
form fast heating after the solidus T is detected (see below). Using 
the trial-and-error method, we optimized the experimental duration 
to obtain a good textural and chemical equilibrium together with 
minimum melt migration.

Electrical impedance of samples was recorded using the ModuLab 
MTS Impedance/Gain-Phase Analyzer in a range of frequencies be-
tween 1 MHz and 1 Hz [see details in (45)]. After compression to 
the target P, we performed different cycles of heating and cooling to 
remove adsorbed moisture from the assembly components, until a 
reproducible sample conductivity is achieved. Then, T is raised up 
to ~1300 K, which is above the glass transition of our pyrolite glass. 
The sample resistivity increases again as a sign of final dehydration 
and crystallization. The grain size is up to 2 to 10 m, based on the 
microstructure of quenched samples. After this step, the sample is 
cooled to 600 to 800 K before the final heating up to the melting 
T. Our major criterion for the detection of solidus is the change of 
slope in the T dependence of sample conductivity (fig. S4).

X-ray measurements
We performed x-ray diffraction and contrast imaging in situ in the 
MAP operating at the PSICHE beamline of the SOLEIL synchrotron 
using the same experimental procedure as in our previous work [see 
details in (45)]. P up to 27 GPa is generated using WC cubes with 
3- or 4-mm truncation edges mounted with 7- or 10-mm-length 
Cr-doped MgO octahedra. High T is provided by a Re tubular furnace 
surrounded by a ZrO2 sleeve for thermal insulation. Re electrodes 
with a donut shape are used to connect each furnace extremity to 
one cube truncation. Heating is obtained by applying an alternating 
current at 100 Hz.

T is monitored by a C-type thermocouple (W/Re) in contact with 
the furnace at the center of the assembly. All pieces are positioned 
horizontally in parallel with the x-ray beam.

The beamline configuration is similar to that for a previous study 
dedicated to measuring the silicate melt viscosity (49). At the sam-
ple position, we use either (i) a relatively large beam of about 2 mm 
by 2 mm to record the sample image as a function of time using a 
fast charge-coupled device camera (>100 frames per second) located 
behind the MAP or (ii) a beam collimated to 50 m by 200 m to 
characterize the sample mineralogy and monitor P. X-ray diffraction 
patterns are recorded in energy-dispersive mode using a Ge solid- 
state detector coupled to the Caesar-type diffractometer. A 2θ 
diffraction angle of 8.0° (±10−3) is convenient to register the major 
diffraction lines of our silicate samples. On the basis of uncertain-
ties of the determination of the MgO cell parameter and on the 
MgO equation of state itself, the uncertainty in the P determination 
is ~0.3 GPa (71).

The new falling sphere technique
We investigate the rheological transition occurring in the sample at 
an extent of melting () of 30 to 40% using x-ray imaging and an 
original “falling sphere” method (fig. S5). For this, using laser abla-
tion, we drill a small hole on the lateral surface of the cylindrical 
sample at equal distance from the two ends. One or two rhenium 
spheres with diameters of 50 to 80 m are inserted in the hole. We 
verify that Re spheres are located on the upper side of sample when 
inserting the assembly in the MAP. The sample P is determined on 
the basis of the x-ray diffraction signal of the MgO disks located on 
each side of the sample.

Upon heating above the solidus, we first observe some instabili-
ties in the position of the sphere likely produced by an increasing  
in the sample. With further T increase, the sphere starts to fall within 
the sample. Its movement appear to be chaotic, indicating the sphere 
bouncing on the surrounding mineral grains. The sphere does not 
fall at a constant speed and takes several seconds to go across the 
sample. Its complete fall takes orders of magnitude longer than a 
sphere fall through a fully molten sample at similar P (49). The slow 
falling of the sphere evidences a rheological transition between solid- 
like to liquid-like behavior. This transition occurs when the amount 
of melt is sufficient to disrupt the rigid cohesion between grains 
forming the solid matrix. Still, the high fraction of solid grains pre-
vents a rapid fall of the sphere. We have heated some of our samples 
to even higher T, and in this case, the sphere falls through the entire 
sample in milliseconds (~200 ms). Using this technique, we have 
monitored the rheological transition at eight different P from 5 to 
24 GPa and at T ranging from ~1855 to ~2250 K (table S2) The ex-
tent of melting is determined a posteriori on the recovered samples.

Temperature gradients and uncertainties
Estimation of thermal gradients is crucial for an accurate determi-
nation of the pyrolite melting T. They can yield to heterogeneities in 
partially molten samples, although the sample volume is less than 
1 mm3. Our recovered samples do not present significant zoning 
when using the 18/11 cell assembly, neither in  nor in the chemical 
composition of the different phases. The situation is not as ideal 
when using the smaller 14/6, 10/4, or 7/3 assemblies. We limit artifacts 
possibly generated by chemical segregations by duplicating experi-
ments several times and crosschecking the petrological and chemi-
cal analyses of different samples. For a few samples, the texture and 
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sample mineralogy were slightly different at the two capsule ends 
because of non-negligible T gradients. If the overall chemical ho-
mogeneity is well preserved, then these samples can still be used to 
determine the melt composition, based on chemical analyses of the 
different sample areas.

We model the T field for our different cell assemblies for ther-
mocouple readings between 1773 and 2273 K (fig. S10) (72). We 
obtain a T difference of less than 100 K between the sample and the 
thermocouple located in contact with (i) an electrode at the top of 
the sample for electrical conductivity experiments and (ii) the tubu-
lar furnace around the sample for x-ray experiments. The difference 
can only be higher if the sample is significantly off the center of the 
assembly (and especially for 10/4 and 7/3 assemblies), which can be 
checked on the recovered samples. The coldest zones are the top 
and bottom of the cylindrical sample, while the central plane of the 
sample records the highest temperatures. We applied a correction 
to all T measurements based on the modeled T gradients.

For conductivity measurements, the sample volume is ~0.8 mm3 
and maximum T difference of 60 or 70 to 80 K is calculated using 
18/11 or 14/6 and 10/4 assemblies, respectively. For x-ray measure-
ments, maximum T difference is 80, or 90 K, for 10/4 assembly with 
a sample volume of 0.4 to 0.5 mm3, or 7/3 assembly with a sample of 
0.2 to 0.3 mm3, respectively.

Microstructure of recovered samples
Texture and mineralogy of recovered samples is characterized using 
the SEM. Samples are mounted in an epoxy resin and polished to 
mirror-like surface. Longitudinal section (along the furnace axis) is 
the most convenient to check the sample homogeneity and estimate 
the extent of melting and abundance of the different minerals. Ob-
servations are carried out using both JEOL (JSM-5910 LV at LMV) 
and field-emission gun ZEISS (supra 55VP at 2MAtech, Aubière, 
France) SEMs with accelerating voltage of 15 kV and working dis-
tance (WD) from 6 to 11.6 mm. The use of small WD enables the 
detection of small veins of melts typical of low .

Observations confirm that the initial shape of the samples is well 
preserved, even at high melting extents. Images show a good textural 
equilibrium for all our samples, based on well-crystallized polygonal 
grains with diameters of several micrometers and grain boundary 
angles close to 120° (Fig. 2 and figs. S3 and S7). The particles size 
does not change significantly with P but rather with increasing T. The 
presence of cracks in some samples could result from tensile stress-
es during quench and decompression.

Several chemical maps (Si, Fe, Mg, Ca, Al, and K) have been re-
corded using energy-dispersive spectroscopy to image the elemental 
distribution between the melt and the solid residue. Mg, Al, and 
Si provide a rapid identification of major minerals; olivine and its 
high-P polymorphs, pyroxenes, and garnet. Fe, Ca, and K provide 
clues for the identification of the network of melt pockets.

Determination of the extent of melting
We use high-resolution electron microphotographs to determine  
in our samples. At the solidus T, samples show nanometric traces of 
melts at the grain triple junctions and along grain boundaries. In 
this case, the size of melt pockets or films is generally too small to 
enable a precise measurement of the melt composition, due to chem-
ical interferences with the adjacent minerals. At T of 20 to 50 K or 
more above the solidus, the interconnected melt presents a very low 
dihedral angle (fig. S3). To prevent artifacts in the determination of 

, we used the MATLAB software to correlate the backscattered 
electron images with chemical maps of the incompatible elements, 
which present a maximum concentration in the melt regions. We 
perform several calculations with adaptable pixel sizes to check the 
robustness of our method; uncertainties on calculated  are <2 and 
<5% for low and high extents of melting, respectively (Fig. 2 and 
table S3). These  values are in very good agreement with other  
values calculated on the basis of the chemical composition of all the 
phases coexisting in a same sample. Still, the mass balance technique 
provides larger uncertainties compared to image analyses. When a 
thermal gradient is detectable inside a sample, the extent of melting 
is studied in the different regions and the T in each zone is estimated 
from modeled T gradients (fig. S10).

Chemical analyses
Chemical compositions of melts are determined by electron probe 
microanalyses. We used alternatively Cameca SX100 and SXFiveTactis 
electron probes with a same accelerating voltage of 15 kV and a 
beam current of 20 nA. Quantitative analyses are obtained for eight 
elements (Si, K, Fe, Na, Ti, Al, Ca, and Mg) with counting times of 
20 s on peak maxima and 2 × 10 s on the background. As standards, 
we use natural minerals and synthetic oxides (Si and Ca, wollastonite; 
Mg, forsterite; Al, Al2O3; Fe, fayalite; Na, albite; K, orthoclase; Ti 
and Mn, MnTiO3; Cr, Cr2O3; and Ni, NiO) and pure metal (Fe, Mn, 
Mg, Ni, and Cr) for metal alloys. Mineral phases and vein of melts 
are analyzed with a focused beam (2 to 5 m), while large melt pools 
(with texture of quench) are analyzed with a beam defocused to di-
ameter of ~10 m. In this case, standards are also analyzed with the 
defocused beam.

Regions of melt could be adequately localized on the basis of chem-
ical maps obtained using SEM. In this work, we do not attempt to 
analyze the incipient melt composition (the smallest ). Instead, 
we cover the most extensive P-T- domain typical of current and 
primitive upper mantle. As logically expected, the melt composition 
evolves toward pyrolite, the sample bulk composition, with increas-
ing  (Fig. 5). Chemical trends, however, vary significantly with 
experimental P. Noticeable trends are the following:

1) CaO and Al2O3 contents in melt decrease significantly with 
increasing T because of their known incompatible character. CaO 
presents a major decrease from 10 to 15 to ~3 wt% at all P, except 
at 23 to 25 GPa where it becomes slightly less incompatible. Al2O3 
content also decreases largely with T from ~17 to ~5% at 4 to 5 GPa.

2) The incompatible character of Al disappears with increasing 
P, as expected from the presence of residual garnet above the soli-
dus for P higher than ~7 GPa. At low , the Al content in the melt 
increases from ~2 to ~18 wt% with P from 4 to 5 GPa to 23 to 
25 GPa, respectively.

3) Our melt FeO contents are low, indicating a moderately in-
compatible behavior. They present a relative stagnation up to  ~ 60%, 
independently of the P, except at 23 to 25 GPa. It suggests solid-melt 
partition coefficients close to unity with the solid phases that disap-
pear before  ~ 60% and an incompatible behavior only relative to 
the mineral phase that remain stable up the liquidus. We note that 
our FeO results diverge from previous works performed at very low 
melting extents, as significantly higher Fe content is reported in the 
incipient melt [e.g., (73, 74)].

4) MgO presents a major increase of its content from 15 to 25 wt% 
to ~40 wt% with increasing . Still, its compatible character de-
creases with increasing P; its content in the melt at low  evolves 
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from ~15 to ~25 wt% with increasing P. At high , melts produced at 
P higher than ~7 GPa contain 25 to 30% MgO, similar to komatiitic 
liquids.

5) SiO2 contents in the melt stagnate at 43 to 48 wt% at all  and 
below 23 to 25 GPa. Therefore, upper mantle melts should not be 
particularly depleted or enriched in SiO2 compared to pyrolite. The 
highest melt SiO2 content is 50 to 52% at 23 to 25 GPa and  lower 
than 20%. This effect can be related to ferropericlase being the liquidus 
phase in this P range [as reported in (75) for peridotite].

6) Simultaneous low MgO and stagnant or high SiO2 contents 
yield high SiO2/MgO ratio in the first melts to form [e.g., (76)].

7) High Ti, Na, and K concentrations are measured in the first 
drops of melts (table S4), and these contents decrease fast with in-
creasing , as expected for strongly incompatible elements.

Geodynamical modeling
Following our previous work (59), we calculate the time evolution 
of the pyrolitic-mantle geotherm during the first ~3 Ga of Earth’s 
history. First, we set the primordial mantle T gradient parallel and 
slightly above the mantle solidus. It corresponds to the thermal state 
of the mushy mantle when the magma ocean has solidified to 
 of ~40% at all depths, several thousand years after the major 
Moon-forming impact (77). We note that this model could rise dis-
cussions; still, such highly superadiabatic T gradient is very likely to 
happen after the global magma ocean solidification. Then, we use a 
one-dimensional numerical model in spherical geometry account-
ing for turbulent convective heat transfer to calculate the extent of 
cooling at all mantle depths. This is the same calculations as recently 
reported for a chondritic-type mantle [see details in (59)].

We adopt the physical parameters typical of the pyrolitic mantle 
model. The composition establishes a number of thermodynamical 
parameters; e.g., equation of state, heat capacity, and latent heat of 
fusion, which are all calculated using a mixing model based on the 
molar fractions of enstatite (37.63%), forsterite (51.64%), fayalite 
(5.39%), anorthite (3.13%), and diopside (2.22%). Concerning the py-
rolite solidus and liquidus, we used (i) the solidus and liquidus mea-
sured below ~27 GPa in this study (Fig. 4), (ii) the solidus measured 
recently in LMV using the laser-heated diamond anvil cell, which is 
very similar to the solidus of the chondritic-type mantle (78), and 
(iii) the same liquidus as reported for the chondritic-type mantle 
(78) but shifted by −200 K to match the liquidus T of pyrolite found 
at ~25 GPa and ~2500 K in this study.

We observe that the liquidus T profile in the lower mantle does 
not have a substantial impact on the results of our calculations. When 
fitted using Simon-Glatzel equations Tm(P) = T0(P/a + 1)1/c, where 
Tm(P) and P are melting T(K) and P(GPa), respectively, it yields (i) 
(T0 = 1622.7; a = 237.79; c = 0.33615) and (T0 = 349.82; a = 0.10937; 
c = 2.9646) for the pyrolite solidus at P below and above 24 GPa, 
respectively, and (ii) (T0 = 1931.2; a = 222.27; c = 0.48148) and 
(T0 = 1498.9; a = 10.760; c = 2.3668) for the pyrolite liquidus at 
P below and above 18 GPa, respectively (Fig. 8).

For mantle viscosity, we consider equation 19B of (59) with Adiff = 
10−15 Pa−1 s−1, Vdiff = 10−6 m3 mol−1, Ediff = 200 kJ mol−1, and no 
dichotomy between upper and lower mantle viscosity. We also con-
sidered radiogenic heating as in our previous work.

In addition to the calculated pyrolitic-mantle geotherm as a func-
tion of time, we also calculate several mantle adiabatic T profiles 
for the deep mantle. They are primarily constrained by the pyrolite 
equation of state; however, complications arise at T between the 

solidus and the liquidus, where the degree of mantle partial melting 
can change with depth. This is taken into account by considering 
the latent heat of fusion for the variation of  with depth, as already 
described in previous works [e.g., (50)]. It yields adiabatic T profiles 
steeper for the mushy mantle between the solidus and liquidus com-
pared to subsolidus mantle conditions (Fig. 8).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/ 
sciadv.abo1036
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8 Cas des satellites de glace

La plupart des processus physiques évoqués lors des premières étapes de la formation des
planètes se produisent également dans la partie extérieure du Système Solaire, lors de la for-
mation des satellites de glace. Dans la majorité de ces corps, le manteau est principalement
composé de glace d’eau, tandis que le noyau est essentiellement constitué de matériaux ro-
cheux. Cependant, des différences de composition et de structure interne existent entre les
principaux satellites glacés de Jupiter et de Saturne, suggérant des histoires d’accrétion et de
différenciation distinctes (par exemple Tobie et al. (2013) et Monteux et al. (2018)). Ces satel-
lites se seraient formés dans des disques circum-planétaires à partir d’agrégats de glace et de
roche (Canup and Ward, 2002; Estrada et al., 2008). Bien que la variété des structures internes
des lunes glacées soit encore débattue, le rôle essentiel de l’accrétion est largement accepté
pour comprendre les différences entre les lunes glacées.

8.1 Impact géant et déformation du noyau d’Encelade

Malgré sa petite taille (R=252 km), Encelade, une des lunes de Saturne, est l’un des corps
géologiquement les plus actifs du système solaire. Son activité endogène surprenante est ca-
ractérisée par une province très active au pôle sud, d’où des éruptions de vapeur d’eau et de
grains de glace émanant de crêtes tectoniques chaudes ont été observées par la sonde Cassini
(Porco et al., 2006; Hansen et al., 2006; Waite et al., 2006; Spencer et al., 2006). Cette acti-
vité est associée à une énorme puissance thermique estimée entre 5 et 15 GW (Spencer and
Nimmo, 2013), ce qui implique un intérieur chaud, compatible avec une couche d’eau liquide
sous une couche de glace et un intérieur différencié (Nimmo and Kleine, 2007; Schubert et al.,
2007). Les modèles de dissipation des marées peuvent expliquer pourquoi l’activité est concen-
trée aux pôles, où la dissipation devrait être maximale (Tobie et al., 2008; Běhounková et al.,
2010). Cependant, il n’y a toujours pas d’explication satisfaisante sur la raison pour laquelle
cette activité est localisée uniquement au sud, et non au nord.

Il a été proposé que la dichotomie entre les hémisphères nord et sud soit le résultat d’une
asymétrie dans la forme du noyau rocheux McKinnon (2013). En raison de la faible pression
et de la température modérée attendues dans le noyau d’Encelade, de grandes anomalies de
topographie peuvent en effet être conservées sur de très longues périodes et peuvent expliquer
pourquoi les activités de convection dans la couche de glace sont confinées uniquement au
pôle sud (Showman et al., 2013). Outre la dépression polaire sud, les anomalies de topogra-
phie du noyau pourraient expliquer, au moins en partie, l’existence d’autres grandes dépres-
sions observées à des latitudes modérées et non corrélées à des limites géologiques (Schenk
and McKinnon, 2009). McKinnon (2013) a proposé trois hypothèses pour expliquer l’irrégu-
larité possible du noyau rocheux d’Encelade : la fusion lors de l’accrétion de la région externe
d’Encelade associée à une instabilité de degré un, l’accrétion de proto-lunes glacées autour de
morceaux de roche irréguliers et l’assemblage par collision de deux proto-lunes précédemment
différenciées.
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FIGURE 30 – Morphologie du noyau rocheux en fonction de la taille de l’impacteur et de
la vitesse d’impact (vesc = 240 m/s). Pour chaque morphologie, le cercle rouge représente
la forme sphérique avant impact du noyau impacté. Au-dessus de la courbe noire en tirets,
la topographie induite par l’impact est négative. En dessous de cette ligne théorique critique,
la topographie induite par l’impact est positive. Au-dessus de la courbe noire en pointillés,
des noyaux très fortement déformés se forment et la fluidisation acoustique peut contribuer à
leur forme finale. Cependant la déformation est trop importante et probablement non compa-
tible avec la morphologie d’Encelade. Nous limitons le temps de simulation post-impact à une
heure, ce qui signifie que pour les grandes vitesses d’impact (≥ 6 km/s) et les grands rayons
d’impact (≥ 75 km), le matériau rocheux excavé du noyau d’Encelade et en orbite autour
de la lune se déplace toujours avec une vitesse significative à la fin de la simulation.(D’après
Monteux et al. (2016b)).

Dans une étude développée au LPG Nantes, nous avons étudié les conséquences des colli-
sions avec de grands impacteurs sur la forme du noyau. Nous avons effectué des simulations
d’impact à l’aide du code iSALE2D (Wünnemann et al., 2006) en considérant de grands impac-
teurs différenciés ayant un rayon compris entre 25 et 100 km et des vitesses d’impact comprises
entre 0.24 et 2.4 km/s. Nos simulations ont montré que les principaux paramètres contrôlant
la forme du noyau rocheux d’Encelade après l’impact sont le rayon et la vitesse de l’impac-
teur et, dans une moindre mesure, la présence d’un océan d’eau interne ainsi que la porosité
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et la résistance du noyau rocheux. Pour les impacts de faible énergie, les impacteurs ne tra-
versent pas complètement le manteau glacé. L’enfoncement et l’étalement ultérieurs du noyau
rocheux de l’impacteur entraînent une anomalie topographique positive du noyau. Dans le cas
d’impacts modérément énergétiques, les impacteurs pénètrent complètement dans le manteau
glacé, ce qui induit une topographie négative du noyau entourée d’une anomalie positive de
moindre amplitude. La profondeur et l’étendue latérale de la zone excavée sont principalement
déterminées par le rayon et la vitesse de l’impacteur. Dans le cas d’impacts très énergétiques,
le noyau rocheux est fortement déformé et le corps entier est susceptible d’être perturbé. L’ex-
plication de la forme irrégulière du noyau d’Encelade sur de grandes longueurs d’onde par des
impacts impliquerait de multiples collisions à faible vitesse (< 2.4 km/s) avec des impacteurs
différenciés déca-kilométriques, ce qui n’est possible qu’après la période LHB.

8.2 Accrétion et évolution thermique des satellites de glace

Des différences de composition et de structure interne existent entre les principaux satel-
lites glacés de Jupiter et de Saturne, suggérant des histoires d’accrétion et de différenciation
distinctes (Kirk and Stevenson, 1987; Mueller and McKinnon, 1988; Mosqueira and Estrada,
2003; Barr and Canup, 2008). Le facteur de moment d’inertie élevé déduit des mesures gra-
vimétriques de Galileo (C/MR2 = 0.346) (Anderson et al., 2001) suggère que la séparation
glace-roche pourrait être incomplète à l’intérieur de Callisto, une des lunes de Jupiter. En re-
vanche, Ganymède a un moment d’inertie beaucoup plus faible (C/MR2 = 0.31) (Anderson
et al., 2001) et montre des signes d’activité endogène passée (Pappalardo et al., 2004). Une
séparation complète de la glace et de la roche est suggérée pour Ganymède, ainsi que la for-
mation d’un noyau métallique, à l’origine d’un champ magnétique intrinsèque relativement
intense (Kivelson et al., 1998).

Avec une taille et une masse similaires, Titan, lune de Saturne, pourrait être un cas inter-
médiaire entre Callisto et Ganymède. Son moment d’inertie estimé à partir des mesures de
gravité de Cassini (Iess et al., 2010, 2012) suggère que l’intérieur de Titan est plus différencié
que Callisto mais probablement beaucoup moins que Ganymède. Comme Callisto, Titan pour-
rait encore posséder une couche de mélange glace-roche entre un noyau rocheux et un manteau
extérieur riche en glace, à moins que le noyau rocheux ne soit principalement composé de mi-
néraux fortement hydratés (Sohl et al., 2010; Castillo-Rogez and Lunine, 2010). Le fait que
l’intérieur de Callisto et peut-être de Titan puissent encore contenir une couche de mélange
glace-roche suggère que le satellite a pu éviter une fusion importante lors de l’accrétion et de
l’évolution ultérieure.

Il est possible d’éviter la fusion si l’accumulation de l’énergie d’accrétion est inefficace,
c’est-à-dire si l’énergie est rayonnée à un taux comparable au taux d’accrétion (Schubert et al.,
1981; Squyres et al., 1988; Kossacki and Leliwa-Kopystyński, 1993; Coradini et al., 1995;
Grasset and Sotin, 1996; Barr and Canup, 2008, 2010). L’échelle de temps d’accrétion devrait
être supérieure à 1 Myr pour éviter une fusion importante et donc une différenciation de Cal-
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listo, tandis qu’une échelle de temps d’accrétion aussi courte que 1000-10 0000 ans pourrait
être possible pour Ganymède. Cependant, ces échelles de temps dépendent de la façon dont le
dépôt de chaleur et le refroidissement sont traités.

En utilisant une approche unidimensionnelle comme initialement développée pour l’accré-
tion des planètes terrestres (Safronov, 1978; Kaula, 1979), la croissance d’un corps peut être
modélisée comme un dépôt de couches successives de matière. Dans ce cas, l’effet thermique
d’un impact n’est pas considéré individuellement, mais est moyenné sur toute la surface et
intégré. Cette approche est valable tant que les impacteurs restent petits (> 1 km) et sont dis-
tribués de manière aléatoire à la surface. Cela pourrait être le cas au tout début du processus
d’accrétion, mais les impacteurs de plus de 1 km sont probablement devenus de plus en plus
abondants à la fin de la phase d’accrétion (Estrada et al., 2009). On peut également s’attendre
à des impacteurs de plus de 100 km (Sekine and Genda, 2012; Dwyer et al., 2013). Pour des
impacts aussi volumineux, il est nécessaire de disposer d’une description détaillée de chaque
impact, y compris du dépôt et du transfert d’énergie.

Afin de mieux comprendre l’évolution thermique des satellites de glace en croissance, nous
avons développé un modèle numérique tri-dimensionel à partir du code numérique Oedipus
développé par Choblet et al. (2007). Ce modèle numérique retrace, à partir d’une population
réaliste d’impacteurs, l’évolution thermique d’un satellite de glace pendant son accrétion. Mes
résultats montrent que la durée de l’accrétion ou les tailles caractéristiques des impacteurs
influent peu sur l’état thermique du corps pendant son accrétion (Monteux et al., 2014). Ce-
pendant, l’efficacité avec laquelle l’énergie cinétique de l’impacteur est transmise au corps
impacté sous forme de chaleur est un paramètre clé qui gouverne le taux de fusion final du
satellite et ainsi sa structure interne. Par ailleurs, mes modèles montrent qu’il est probable que
Callisto soit actuellement différenciée.

8.3 Le rôle de l’accrétion dans évolution de l’atmosphère de Titan

Titan, le plus gros satellite de Saturne, est aussi le seul satellite du système solaire à possé-
der une atmosphère massive. La masse et la composition de l’atmosphère massive de Titan, qui
est actuellement dominée par N2 et CH4, ont probablement varié tout au long de son histoire
en raison d’une combinaison de processus exogènes et endogènes. Les processus de forma-
tion de cette atmosphère riche en azote et méthane sont encore assez mal contraints (Tobie
et al., 2013). Des études en laboratoire ont permis de quantifier la quantité de N2 dégazé lors
d’un impact sur un objet riche en NH3 et de mettre en évidence l’importance des paramètres
d’accrétion sur l’évolution de l’épaisseur de cette atmosphère (Sekine et al., 2011).

J’ai développé avec N. Marounina un modèle numérique pour déterminer la quantité de
gaz qui peut être dégagée lors d’impacts géants se produisant au cours de l’accrétion de Ti-
tan et pendant le premier milliard d’années d’évolution (Marounina et al., 2015). Dans cette
étude, nous étudions l’évolution de l’atmosphère de Titan pendant le late heavy bombardment
(LHB) en modélisant la perte et l’apport compétitifs de volatils par les impacts cométaires
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FIGURE 31 – Coupes équatoriales du champ de température (colonnes de gauche et du milieu)
et représentations topographiques 3D (à droite) du satellite de glace en croissance en fonction
du temps (de haut en bas). La colonne de gauche représente l’évolution d’un cas avec "accré-
tion froide" où, jusqu’à la fin du régime intermédiaire, γli = γlay = 0.1, xm,li = 10% tandis
que la colonne du milieu représente d’un cas avec "accrétion chaude" où γli = γlay = 0.3 et
xm,li = 33%. L’échelle de couleur de la température est saturée en blanc pour la température
au point de fusion de la glace (> 273 K). Entre chaque régime (précoce, intermédiaire, tardif),
le champ de température est interpolé sur une grille plus large. Dans le régime tardif, γli = 0.1,
γlay = 0.3 ; xm,li = 33%, rmin = 10 km et rmax = 100 km pour les colonnes de gauche et du
milieu (D’après Monteux et al. (2014)).

et leurs conséquences sur l’équilibre atmosphérique. Nous modélisons le dégazage et le re-
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FIGURE 32 – (a) Distribution du NH3 à la surface de Titan après un épisode de LHB (b)
distribution des tailles d’impact cumulées pendant ce LHB et (c) taux de dégazage à la surface
de Titan après le LHB pour la distribution illustrée dans le panel (a) (D’après Marounina et al.
(2015).

froidissement de la croûte suite à des impacts géants et tout en tenant compte de l’érosion de
l’atmosphère lors des impacts (Svetsov, 2007; Shuvalov, 2009). Pour des albédos de surface
compris entre 0.1 et 0.7, nous avons examiné l’émergence d’une atmosphère pendant le LHB
ainsi que l’évolution d’une atmosphère primitive de différentes masses et compositions avant
cet événement, en tenant compte de la conversion NH3-N2 de la croûte induite par l’impact et
du dégazage subséquent ainsi que de l’érosion atmosphérique induite par l’impact. En considé-
rant une population d’impacteurs caractéristique du LHB, nous avons montré que la génération
d’une atmosphère riche en N2 avec une masse équivalente à celle d’aujourd’hui nécessite une
fraction de masse d’ammoniac de 2-5%, dépendant des albédos de surface, dans une couche
glacée d’au moins 50 km sous la surface, impliquant un intérieur indifférencié au moment du
LHB. A l’exception des albédos de surface élevés (≥ 0.7) où la plupart du N2 libéré reste
gelé à la surface, nos calculs indiquent que les impacts à grande vitesse ont conduit à une forte
érosion atmosphérique. Pour un Titan différencié avec une fine croûte enrichie en ammoniac
(65 km) et un albédo inférieur à 0.6, toute atmosphère préexistante au LHB devrait être plus
de 5 fois plus massive qu’actuellement, afin de maintenir une atmosphère équivalente à celle
d’aujourd’hui. Ceci implique qu’une atmosphère massive s’est formée sur Titan lors de son
accrétion ou que l’atmosphère riche en azote a été générée après le LHB.
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The Origin and Evolution of Titan

G. TOBIE, J.I. LUNINE, J. MONTEUX, O. MOUSIS AND F. NIMMO

Abstract

Saturn’s moon Titan is the second largest natural satellite

in the solar system, and the only one that possesses a sub-

stantial atmosphere. The origin of the massive nitrogen at-

mosphere and the source of the present-day methane, which

is continuously destroyed by UV-driven photochemistry, has

long been debated. Data collected by the Cassini-Huygens

mission since its arrival to Saturn in 2004 now provide key

constraints on Titan’s atmosphere composition, surface mor-

phology and interior structure, which restrict the possible

scenarios of formation and evolution. In the present chap-

ter, after reviewing our present knowledge about the interior

structure and composition based on the Cassini-Huygens

data, we present the different physical and chemical pro-

cesses that have potentially affected the origin and evolution

of Titan. In particular, we argue that all along Titan’s evolu-

tion, from accretion to present, interactions between the icy

shell, the internal water ocean and the deep rock-dominated

interior may have affected the evolution of the atmosphere.

In spite of considerable progresses in our understanding of

Titan thanks to Cassini-Huygens, many questions still re-

main, and we conclude on how they may be addressed by

future exploration missions.

2.1 INTRODUCTION

Although Titan is similar in terms of mass and size to

Jupiter’s moons, Ganymede and Callisto, it is the only one

harboring a massive atmosphere. Moreover, unlike the Jo-

vian system populated with four large moons, Titan is the

only large moon around Saturn. The other Saturnian moons

are much smaller and have an average density at least 25%

less that Titan’s uncompressed density and much below

the density expected for a Solar composition (Johnson and

Lunine, 2005), although with a large variation from satellite

to satellite. Both Jupiter’s and Saturn’s moon systems are

thought to have formed in a disk around the growing giant

planet. However, the difference in architecture between the

two systems probably reflects different disk characteristics

and evolution (e.g. Sasaki et al., 2010), and in the case

of Saturn, possibly the catastrophic loss of one or more

Titan-sized moons (Canup, 2010). Moreover, the presence

of a massive atmosphere on Titan as well as the emission

of gases from Enceladus’ active south polar region (Waite

et al., 2009) suggest that the primordial building blocks

that comprise the Saturnian system were probably more

volatile-rich than Jupiter’s.

The composition of the present-day atmosphere, domi-

nated by nitrogen, with a few percent methane and lesser

amounts of other species, probably does not directly reflect

the composition of the primordial building blocks and is

rather the result of complex evolutionary processes involv-

ing internal chemistry and outgassing, impact cratering,

photochemistry, escape, crustal storage and recycling, and

other processes. The low 36Ar/N2 ratio measured by the

GCMS on Huygens (Niemann et al., 2005, 2010) suggest

that nitrogen was not brought to Titan in the form of N2,

but rather in the form of NH3 (Owen, 1982). The argument

goes as follows: Ar and N2 have similar volatility and affin-

ity with water ice. Thus, if the primary carrier of Titan’s

N2 were molecular nitrogen itself, the Ar/N2 ratio on Titan

should be within an order of magnitude of the solar com-

position ratio of about 0.1 (Lunine and Stevenson, 1985),

which is about 500,000 times larger than the observed ratio.

This indicates that nitrogen has been brought in the form of

easily condensable compounds, most likely ammonia, which

then has been converted in situ by impact-driven chemistry

(McKay et al., 1988; Sekine et al., 2011; Ishimaru et al.,

2011) or by photochemistry (Atreya et al., 1978). As will be

further discussed in the chapter, both conversion processes

required restrictive conditions to occur, and therefore spe-

cific evolutionary scenarios for Titan.

Photochemical processes are also known to lead to an

irreversible destruction of methane, implying that a source

of replenishment must exist to explain its few percent

abundance (vertically averaged) in the atmosphere. In the

absence of such a replenishment, the atmospheric methane

should disappear over a timescale of several tens of millions

of years. Before the Cassini-Huygens mission, the atmo-

spheric methane was proposed to be in equilibrium with

a global surface liquid reservoir (e.g. Lunine et al., 1983).

Even though liquid reservoirs have been identified on Ti-

tan’s surface by Cassini in the form of lakes and seas at

high latitudes (Stofan et al., 2007), their estimated total

volume is too small to sustain methane in the atmosphere

on geologic timescales (Lorenz et al., 2008a). This suggests

that a subsurface reservoir of methane exists and replen-

ishes the atmospheric reservoir episodically or continuously.

Different sources have been proposed, but despite a number

12
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of new constraints from the Cassini-Huygens mission, we

lack a strong discriminant among them. The 12C/ 13C ratio

measured in methane by the GCMS on Huygens (Niemann

et al., 2010) is similar to the 12C/ 13C ratio measured in

several solar system objects, and close to the solar value,

possibly reflecting an atmospheric methane inventory that

has not been affected by atmospheric escape. The anal-

ysis of Mandt et al. (2009) indicates that if the current

atmospheric methane is the remnant of methane injected

into the atmosphere more than about two hundred million

years ago the 12C/ 13C should be decreased by at least

10% compared to the initial value. The current atmospheric

methane may then have been recently delivered to the sur-

face, from whatever reservoir. The detection of a significant

amount of 40Ar (the decay product of 40K initially con-

tained in silicate phases) further indicates that exchanges

with the rocky interior have occurred (Niemann et al., 2010).

In this chapter we argue that exchange between the in-

terior and atmosphere of Titan is likely to have occurred

throughout Titan’s evolution, at least during accretion and

in the following billion years, and possibly until the present.

A better understanding of these exchange processes requires

good knowledge of the interior structure. Based on its mean

density of 1881 kg.m−3, Titan has long been known to be

composed of a roughly 60%-40% mixture of rock and ice

by mass. Gravimetric and altimetric data collected by the

Cassini spacecraft permit us to constrain the distribution

of these components in the interior. However, as is further

discussed in Section 2, the solution remains non-unique

and the different possible structures of the interior imply

a range of formation and evolution scenarios. Other data

from the Cassini-Huygens mission suggest the presence of a

water ocean, possibly doped with ammonia or other agents

depressing the ocean crystallization point, beneath the solid

icy shell. The existence of such an internal water ocean at

present has important consequences for the evolution of

Titan as well as for its astrobiological potential.

In Section 2.2, we review the present-day constraints on

the structure and dynamics of Titan’s interior and present

different possible interior models. The present-day com-

position and structure of the atmosphere and surface are

already discussed in other chapters and will not be repeated

here. A good knowledge of the present-day state of Titan

is a necessary preliminary to understanding its origin and

evolution. Section 2.3 presents some theoretical constraints

on the formation of the Saturnian system and describes

the accretion process(es) of Titan. Coupled evolution of the

interior, surface and atmosphere, including internal differ-

entiation and generation and recycling of the atmosphere,

are then discussed in Section 2.4. Finally, we conclude in

Section 2.5 by listing a series of remaining questions and

how they may be addressed by future exploration missions.

2.2 PRESENT-DAY INTERIOR

STRUCTURE AND DYNAMICS

Models of Titan’s formation (Section 2.3) and subsequent

evolution (Section 2.4) are constrained by its present-day

interior structure and dynamics. In this Section, we focus on

three questions which are of particular relevance to Titan’s

history.

1. To what extent is Titan differentiated? The degree of

differentiation depends mainly on the thermal condi-

tions during and just after accretion. Thus, Titan’s

degree of differentiation constrains the conditions under

which it formed and evolved during the first billion years.

2. Is the ice shell convecting? The long-term thermal evolu-

tion of Titan’s interior is determined by the rate at which

heat can be transferred across its icy outer layer(s). Thus,

whether or not convection is taking place controls how

rapidly Titan cools. If an ocean is present, the lifetime

of the ocean (and thus its habitability) is controlled by

the behaviour of the overlying ice shell. The ice shell

also controls transport between the interior and the at-

mosphere, as well as potential tectonic and cryovolcanic

activities.

3. Does Titan possess a sub-surface ocean? If an ocean is

present, Titan’s astrobiological potential is increased.

Moreover, an ocean can have profound geophysical con-

sequences; for instance, it will likely increase the rate of

tidal dissipation in the overlying ice shell.

Prior to the Cassini-Huygens mission, there were essen-

tially no observational constraints on any of these questions.

Below we discuss the data sets relevant to the internal struc-

ture and dynamics of Titan.

2.2.1 Interior structure inferred from the gravity

field data

Measurements of Titan’s gravity field are made by pre-

cise radio tracking of the Cassini spacecraft as it passes

close to Titan. Unfortunately, because of the lack of a scan

platform, gravity tracking precludes the acquisition of most

other observations, therefore the number of flybys dedicated

to these measurements is limited. Furthermore, Titan’s ex-

tended atmosphere can result in non-gravitational forces on

the spacecraft, which complicates the analysis and requires

that the closest approach distance is farther from Titan

than what is desirable for an optimal resolution of the

gravity field. Despite these obstacles, Titan’s degree-two

gravity coefficients have been determined with relatively

high confidence, as well as the degree-three coefficients but

with much less confidence (Iess et al., 2010). The degree-two

spherical harmonic coefficients, which are the dominant co-

efficients for a body subjected to tidal and rotational forces,

J2 = (−C20) and C22 are tabulated in Table 2.1. Because

of the number of flybys, the coefficients were determined in-
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dependently, without requiring a value of 10/3 for the ratio

of J2 to C22. This situation differs from bodies where fewer

flybys have been carried out, such as Callisto (Anderson

et al., 2001) and Rhea (Mackenzie et al., 2008).

The degree-two coefficients provide very important con-

straints on the radial mass distribution within the body. It

can be shown mathematically that they are directly related

to the principal moments of inertia (MoI), A, B and C:

Cobs
20 =

(A + B)/2 − C

MT ā2
; Cobs

22 =
B − A

4MT ā2
(2.1)

with MT Titan’s mass and ā the mean equatorial radius.

Thus, measuring the C20 and C22 coefficients only gives the

difference between the principal moments of inertia. In or-

der to determine their absolute value, a third condition is

needed. For Mars and the Earth, measurement of the pre-

cession rate (which gives (C −A)/C, where C and A are the

polar and averaged equatorial moments of inertia) allows

retrieval of the exact values of the three principal moments

of inertia. In the case of Titan, such a measurement is not

available. To infer the moment of inertia, one approach is to

use the Radau-Darwin approximation, which assumes that

the body responds to tidal and rotational forces as a fluid

body (i.e. it has no long-term strength, and therefore it is in

hydrostatic equilibrium). This approximation assumes that

the body surface as well as each interface between internal

layers correspond to an iso-potential surface. The potential

at each interface is the sum of the tidal potential, centrifugal

potential and gravitational potential. If the body is in hy-

drostatic equilibrium, the degree-two gravitational potential

is proportional to the tidal and centrifugal potential. The re-

sponse of the body to the tidal and centrifugal degree-two

potential is classically described with the fluid Love number

kf
2 . In hydrostatic equilibrium,

Cth
20 = −

“α

2
+

q

3

”

kf
2 ; Cth

22 =
α

4
kf
2 (2.2)

where α = MS/MT × (RT /DST )3, is the tidal parameter,

and q = ω2R3
T /GMT is the rotational parameter (with MS

Saturn’s mass, RT Titan’s mean radius, DST Saturn-Titan

mean distance, ω Titan’s spin rate). In the case of a syn-

chronously rotating body in a circular orbit, α = q and

therefore C20/C22 = −10/3 if the body is hydrostatic. For

Titan, α = q = 3.9555 × 10−5.

In the Radau-Darwin approximation, the normalized mo-

ment of inertia about the spin axis, C/MT R2
T can then be

calculated from the fluid Love number, inferred from the

gravity coefficients assuming that they result from a fluid

response of the body and in the limit of small density vari-

ations:

C

MT R2
T

=
2

3

2

41 − 2

5

 

5

kf
2 + 1

− 1

!1/2
3

5 (2.3)

In the case of Titan, the ratio between the observed Cobs
20

and Cobs
22 is close to -10/3, suggesting that Titan is relatively

close to hydrostatic equilibrium. We can therefore use the

Table 2.1. Observed (Clm) un-normalized degree-two grav-

ity coefficients. Observed values are from Iess et al. (2010),

where SOL1 and SOL2 refer to the multi-arc and global

solutions, respectively, and errors are given as ±2σ. Un-

normalized surface topography coefficients Ch
lm are derived

from data detailed in Zebker et al. (2009b) and quoted from

Nimmo and Bills (2010). Normalized moment of inertia

C/MT R2
T was calculated assuming hydrostatic equilibrium

using equation 2.3.

Clm×10−6 Clm ×10−6 Ch
lm

SOL1 SOL2 m

l = 2, m = 0 -31.80±0.80 -33.46±1.26 -358

l = 2, m = 2 9.98±0.08 10.02±0.14 63

ratio -3.19±0.08 -3.34±0.13 -5.68

kf
2 (C20) 0.965 1.015 -

kf
2 (C22) 1.010 1.013 -

C/MT R2
T (C20) 0.335 0.342 -

C/MT R2
T (C22) 0.341 0.342 -

degree two gravity coefficients to first order to estimate

the fluid Love number and the corresponding moment of

inertia. Depending on whether we use the C20 or C22 coef-

ficients as a reference to determine the fluid Love number,

the normalized moment of inertia varies between 0.335 and

0.342. This may be compared with the value of 0.4 for a

uniform sphere, 0.394 for the Moon, 0.33 for the Earth, 0.31

for Ganymede and 0.355 for Callisto (assuming hydrostatic

equilibrium (Anderson et al., 1996, 2001)). The moment

of inertia factor of Titan is therefore intermediate between

Ganymede and Callisto, suggesting a modest increase of

density toward the center.

As already mentioned, this interpretation however as-

sumes that the Cobs
20 or Cobs

22 coefficient is entirely deter-

mined by the dynamical distortion of the satellite under

the action of tidal and rotational forces. In reality, part

of the gravity signal may be attributed to non-hydrostatic

contributions such as uncompensated relief, ice shell thick-

ness variations or lateral density variations. The fact that

the Cobs
20 /Cobs

22 ratio is not exactly -10/3 and that the

degree three gravity coefficients are not zero clearly indi-

cates that there are some non-hydrostatic contributions to

the observed signals and that the gravity field of Titan

is not only attributed to the dynamical distortion of a

radially-distributed mass interior. The degree-three coeffi-

cients indicate that non negligible lateral variations in the

mass distribution exist on Titan. These should affect the

estimation of the moment of inertia. If we assume that the

non-hydrostatic contributions to degree two are comparable

to the inferred degree 3 terms, a few to 10% of the observed

degree two signals may be attributed to the non-hydrostatic

(Iess et al., 2010, Supplementary Information). According

to the Radau-Darwin equation, a 5%-10% overestimate of

the hydrostatic parts would shift C/MRR2
T from 0.341 to

0.334-0.327.
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In summary, the interpretation of the gravity data indi-

cates that the normalized moment of inertia of Titan is of

the order of 0.33-0.34. This MoI value combined with the

mean density of Titan indicates that the density of the core

is low, which may be explained by incomplete separation of

rock from ice (Iess et al., 2010) or the presence of highly hy-

drated silicate minerals (Castillo-Rogez and Lunine, 2010;

Fortes, 2011). Based on the present data, the presence of a

small iron core (< 500 km) cannot be ruled out (Castillo-

Rogez and Lunine, 2010; Fortes, 2011), but the low internal

temperatures ( < 900 − 1000K) required to maintain either

an ice-rock mixture or highly hydrated silicate minerals are

incompatible with the segregation of iron and the formation

of a iron core. The most likely present-day structures is ei-

ther a pure rock core, mostly anhydrous, surrounded by a

mixture of ice and rock, surrounded by pure water ice (Fig.

2.5, top and middle), or a low density rock core consisting

mainly, but not entirely, of hydrated silicate minerals sur-

rounded by H2O (Fig. 2.5, bottom). In both cases, a liquid

water layer may be present between a high-pressure ice man-

tle and an outer ice shell. We will discuss the possible evo-

lution scenarios leading to these interior structures in more

details in Section 2.4.

2.2.2 Global shape: Constraints on the structure

and thermal state of the ice shell

Just as with gravity, the degree-two shape of a synchronous

body can be used to determine its moment of inertia - as

long as the body is in hydrostatic equilibrium. As with

gravity, the degree-two shape coefficients of such a body,

Ch
20 and Ch

22, will be in the ratio -10/3. Thus, with suffi-

ciently good topography we can check whether or not the

hydrostatic condition is satisfied.

Titan’s shape has been measured (Zebker et al., 2009b) by

a combination of traditional radar altimetry (Zebker et al.,

2009a), and a new technique which uses overlaps in the

SAR-imaging swaths to determine topography (Stiles et al.,

2009). In contrast to the results obtained from gravity, Ch
20

and Ch
22 were not in the expected -10/3 ratio (see Table 2.1).

This result is apparently paradoxical: how can Titan have

nearly hydrostatic gravity but non-hydrostatic topography?

The hydrostatic gravity rules out scenarios in which Titan’s

shape is derived from an earlier epoch (a ”fossil bulge”

similar to that of the Moon). One possibility is that Titan’s

outer ice shell - presuming the existence of an ocean - is

of varying thickness or density and is (Airy or Pratt) iso-

statically compensated. An isostatic shell would give rise

to only very small gravity anomalies (see below), while the

shell thickness variations would result in a long-wavelength

non-hydrostatic shape.

Nimmo and Bills (2010) explored a version of the Airy

scenario, in which shell thickness variations were caused

by spatial variations in tidal heating in the ice shell (cf.

Ojakangas and Stevenson, 1989). They found that the ob-

served topography could be fitted with a mean ice shell

of thickness D ≈100 km, heated from below at a rate of

4-5 mW m−2 (appropriate to a chondritic Titan) and from

within at a rate about one-tenth as large (due to tidal

dissipation). The tidal Love number h2, which describes the

response of the body to the eccentricity tides, was found to

be ≈1.2, consistent with theoretical predictions (Sohl et al.,

2003). Given the relatively modest rate of tidal dissipation,

the e-folding timescale to damp Titan’s eccentricity is quite

long (2-3 Gyr). Alternatively, Choukroun and Sotin (2012)

proposed that the flattened shape of Titan may result from

the accumulation of dense hydrocarbon clathrates at high

latitudes owing to enhanced ethane precipitation. Their

Pratt isostatic compensation model may explain the ∼ 300

m difference between expected and measured polar radii if

the ethane-rich clathrate crust is about 3-km thick.

Although the variable-thickness or variable-density shell

is assumed isostatic, it will still have a small effect on the

degree-2 gravity coefficients. Correcting for this effect before

using equation (2.3) changes the resulting moment of inertia

by about 2% (the MoI factor is still between 0.33 and 0.34).

An isostatic shell is probably a good assumption: a shell

with an elastic thickness of 50 km would still be about 95%

compensated at degree-2 (Turcotte et al., 1981), assuming

a Young’s modulus of 9 GPa.

Perhaps the most surprising result of these studies is that,

if it is correct, Titan’s ice shell must be conductive, or

at most weakly convecting, in order to support thickness

or density variations on the long term. In the thickness-

variation model, surface topography generates pressure gra-

dients at depth; if the ice shell were convecting, the ice vis-

cosity would be low enough to flow in response to these

pressure gradients and progressively remove the surface to-

pography (Stevenson, 2000). Whether or not an ice shell

convects depends on whether its Rayleigh number Ra of the

whole ice layer exceeds some critical value Racr (e.g. Mitri

and Showman, 2008):

Ra =
ρgα∆TD3

κηb
≈ 3×108

„

D

100km

«3„
1014 Pa s

ηb

«

≥ Racr

(2.4)

Here ρ,α,κ,ηb are the density, thermal expansivity, ther-

mal diffusivity and basal viscosity of the ice shell, respec-

tively, ∆T is the temperature contrast across the shell

(∆T & 170− 180 K between the surface and the ocean) and

numerical values assumed are from Nimmo and Bills (2010).

The value of Racr depends on how sensitive viscosity is to

temperature changes, and the geometry of the shell (Solo-

matov, 1995; Barr and McKinnon, 2007), and for Titan is

≈ 4 × 107 in the stagnant lid regime. Equation (2.4) shows

that whether or not the shell convects is a sensitive function

of the viscosity of the base of the ice shell. For pure ice, the

viscosity in turn depends mainly on the temperature of the

ocean beneath, and secondarily on the ice grain size. The

ocean temperature is controlled by how much ammonia is

present; a sufficiently ammonia-rich ocean and/or large ice

grain sizes would prevent convection because the ice would
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be too viscous (e.g. Tobie et al., 2005b).

Nevertheless, it is possible that the ice shell was convec-

tive in the past and that convection ceased as the ocean

crystallized and the ammonia concentration increased ow-

ing to reduced ocean volume (Tobie et al., 2005b; Mitri

and Showman, 2008). The elevated orbital eccentricity of

Titan indicates however that this convective period should

have lasted less than about 0.5-1 billion of years (Tobie

et al., 2005b). In contrast to the Galilean moons where the

Laplace resonance excites the eccentricity of Europa and

Io, there is no major resonance in the Saturnian system

to force Titan’s eccentricity. Unless some unknown pro-

cess has recently forced the eccentricity, the latter should

have monotonically decayed as a function of time since the

formation of the system owing to tidal dissipation at the

surface and in the interior (Sears, 1995; Sohl et al., 1995;

Tobie et al., 2005b). The dissipation rate is reduced either

if the interior is totally rigid (with no internal ocean) (Sohl

et al., 1995) or if the outer ice shell above the ocean is thin

and/or cold (i.e. conductive) (Tobie et al., 2005b). Indeed,

the volume wherein tidal energy is dissipated is much bigger

in a convective ice shell (where about half of the shell has

a temperature larger than 240 K) than in a conductive ice

shell where the warm temperature is confined at the bottom

of the ice shell.

If Titan has an internal ocean at present, it implies

that the ice shell remained conductive and relatively thin

(< 30 − 40 km) during most of Titan’s evolution, in order

to reduce the eccentricity damping (Tobie et al., 2005b).

This is possible if the viscosity of the icy shell is large

enough due to large grain sizes or to low oceanic tempera-

tures (owing to ammonia Tobie et al. (2005b) or methanol

Deschamps et al. (2010)) and/or if the icy shell contains

large fraction of low conductivity materials such as methane

clathrate (Tobie et al., 2006). Following this requirement,

the icy shell has never been convecting or has been convect-

ing only during a limited period of time. A possible scenario

may be that the ice shell started convecting during the

last roughly billion years and then stopped later because of

ocean crystallization as the concentration in ammonia or

methanol in the ocean became too high and the temper-

ature too low to allow convection in the overlying viscous

ice shell (e.g. Mitri and Showman, 2008). Indeed, even for

initially moderate ammonia fraction (about 2-3% relative to

the total mass of H2O), the concentration significantly in-

creases as the ocean crystallizes and the ocean temperature

gets below 250 K when the ammonia concentration in the

crystallizing ocean reaches 10 wt% (Tobie et al., 2005b). At

such a temperature, the viscosity at the base of the ice shell

exceeds 5.1015 − 1016 Pa.s, which is too large to promote

convection even for a 100 km-thick ice shell.

2.2.3 Geophysical evidence for an internal water

ocean

For the Galilean moons, the most convincing evidence for

subsurface oceans came from analysis of the magnetic data

acquired by the Galileo mission during close flybys. The tilt

of Jupiter’s magnetic field relative to its spin pole means

that the Galilean satellites experience a time-varying field

and resulting induction currents. This effect has been used

to probe the conductivity structure of the satellites, and

deduce the presence of oceans for the three outer satel-

lites (Khurana et al., 1998; Kivelson et al., 2002), and a

partially-molten mantle for Io (Khurana et al., 2011). Un-

fortunately, Saturn’s spin and magnetic poles are almost

exactly coplanar, so the induction technique is very difficult

to use at Titan (Saur et al., 2010). A recent study of Titan’s

magnetic field did not see any induction effects, and did not

detect any permanent internal magnetic field (Wei et al.

2010). Although it is possible to have a molten core without

generating a magnetic field (e.g. Venus, Io), this result is

perhaps consistent with Titan’s interior being cold and not

fully differentiated.

On Titan, another technique based on the measurements

of the electric field during the Huygens descent by the Per-

mittivity, Wave and Altimetry (PWA) instrument (Béghin

et al., 2007) provides however some information on the

subsurface electrical conductivity. The measurements of

low frequency waves and atmospheric conductivity by the

PWA instrument revealed the existence of a Schumann-like

resonance trapped within Titan’s atmospheric cavity. The

observed signal may be triggered and sustained by strong

electric currents induced in the ionosphere by Saturn’s mag-

netospheric plasma flow (Simões et al., 2007; Béghin et al.,

2009, 2010). The characterisitics of this trapped-resonant

mode imply the presence of a conductive layer at about

30-60 km below the surface (Béghin et al., 2010), which

may correspond to the ice/ocean interface provided that

the ocean is sufficiently conductive, possibly doped with

small amounts of ammonia and/or salts (Béghin et al.,

2010).

As explained in Section 2.2.2, the observed topography

may be explained by variations in ice shell thickness, re-

sulting from inhomogeneous crystallization of an underlying

ocean. If this analysis is correct, it implies that an inter-

nal ocean is still present in Titan’s interior and that it is

currently slowly crystallizing. This constitutes additional

indirect evidence for an internal ocean inside Titan.

Another piece of evidence is provided by Titan’s spin

state. A non-spherical body, such as a synchronous satel-

lite, precesses about its rotation axis at a rate determined

by the ratio, (C − A)/C. Since the gravity coefficient

J2 = (C − A)/MT R2
T , if J2 and the precession rate can be

measured, the moment of inertia C may be determined di-

rectly without assuming hydrostatic equilibrium. Although

measuring a satellite’s precession rate directly is difficult,

measuring the obliquity (the angle between spin pole and
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orbit pole) is relatively easy. If a satellite is dissipative,

tidal torques drive the obliquity to a state in which the spin

pole and orbit pole remain coplanar as the latter precesses

around a fixed (invariable) pole (e.g. Peale, 1969). If this

state, known as a damped Cassini state, exists, then mea-

suring the obliquity is sufficient to determine the satellite

moment of inertia (e.g. Bills and Nimmo, 2011). In practice,

other small effects (such as Saturn’s spin pole precession)

have to be taken into account, but they do not alter the

underlying physical picture.

Titan’s spin pole location has been established through

analysis of SAR images. It is very nearly coplanar with

the invariable and orbit poles (suggesting occupation of a

Cassini state), and corresponds to an obliquity of 0.32◦

(Stiles et al., 2008, 2010). If Titan occupies a damped

Cassini state, the implied value of C/(MT R2
T ) is 0.45±0.02

(Bills and Nimmo, 2011). This result is clearly unreason-

able, in that it suggests a body which is under-dense in

the interior, and also disagrees with the results derived

from gravity. The solution is probably a combination of

two factors. First, the fact that Titan’s spin pole is not

quite coplanar with the orbit and invariable poles suggests

some degree of present-day excitation of the obliquity. Two

possible candidate sources of excitation are the atmosphere

(Tokano et al., 2011) or fluid motion in a subsurface ocean,

both of which can transfer angular momentum to the ice

shell. The second factor is that Titan is probably not acting

as a rigid body (which the Cassini state analysis assumes),

and that instead the ice shell is partially decoupled from the

interior by an ocean. If the shell were totally decoupled, its

normalized moment of inertia would be 0.67. The derived

value of 0.45 suggests some degree of coupling, perhaps due

to pressure or gravitational torques (Baland et al., 2011).

Fortunately, continued monitoring of the position of Titan’s

spin pole should be able to disentangle these two effects, but

the current results are strongly indicative of a subsurface

ocean.

Another potential source of evidence for a subsurface

ocean would be the existence of non-synchronous rotation

(NSR) of the ice shell (Ojakangas and Stevenson, 1989).

It was initially thought that Titan’s shell was exhibiting

such behaviour (Lorenz et al., 2008b), but this observation

turned out to be erroneous and there is currently no evi-

dence for NSR (Stiles et al., 2010).

Probably, the most promising technique to confirm the

existence of a subsurface ocean would be to measure the

tidal fluctuation from accurate gravity or topography mea-

surements. The Radio Science Experiment on Cassini has

in theory the capability to measure the tide-generated grav-

ity signals (Rappaport et al., 1997, 2008). However, the

atmospheric drag due to the extended atmosphere as well

as the existence of relatively large signals in harmonics of

degree three (Iess et al., 2010), suggesting significant signal

at degrees 4 and 5 (Sotin et al., 2010), make the analysis

more difficult than initially anticipated. In spite of these

difficulties, a recent analysis of the Cassini gravity data ob-

tained during six close flybys indicates that Titan responds

to the variable tidal field exerted by Saturn at a detectable

level, providing further evidence for a global ocean at depth

on Titan (Iess et al., 2012). A future mission with dedicated

multiple flybys or even better in orbit around Titan will be

required to confirm this detection and to get more precise

informations on the ocean and ice shell thicknesses.

2.2.4 Summary

At the start of this Section we posed three questions; we

will conclude by providing some provisional answers.

1. To what extent is Titan differentiated? Based on the

gravity results (Section 2.2.1), the normalized moment of

inertia of Titan is estimated between 0.33 and 0.34. This

clearly indicates that Titan is not fully differentiated

and does not have an iron core like Ganymede. Earlier

we suggested two possible internal structures – one in

which rock and ice are incompletely separated, the other

involving a rocky core that is partially hydrated – that

satisfy the rather high moment of inertia. We discuss

this further in Sections 2.3.4 and 2.4.1.1.

2. Is the ice shell convecting?

A conductive ice shell is favoured by the model for

Titan’s long-wavelength shape (Section 2.2.2) and is

consistent with the requirement that its eccentricity not

damp too rapidly. To avoid convection, the ice shell must

have a high viscosity, which can be achieved if the ocean

beneath is ammonia-rich and therefore cold. Convection

may have occurred in the past before the ammonia con-

centration increased, but this convective period must

have lasted less than 0.5-1 billion years in order to ex-

plain Titan’s present-day elevated orbital eccentricity.

3. Does Titan possess a sub-surface ocean? Electric signals

measured in Titan’s atmosphere by Huygens suggest the

presence of a conductive layer at depth, possibly a water

ocean doped with small amounts of salts or ammonia

to increase the electrical conductivity. Titan’s spin state

and tidal gravity response are also suggestive of a de-

coupled shell (Section 2.2.3) while its long-wavelength

shape can be explained if a subsurface ocean is assumed

(Section 2.2.2). Given the existence of subsurface oceans

on the comparably-sized Galilean satellites, Callisto and

Ganymede, it would be surprising if Titan did not pos-

sess an ocean. However, one important difference is that

Titan’s ocean may be colder and more ammonia-rich (see

below).
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2.3 ORIGIN OF THE SATURNIAN SYSTEM

AND ACCRETION OF TITAN

Titan was formed as a regular satellite in a disk that was the

outgrowth of the formation of Saturn itself. The conditions

under which Saturn formed therefore had a direct impact

on the formation of Titan. They determined its composi-

tion, the architecture of the whole system as well as the

final assemblage that led to the formation of Titan and of

the other regular moons. The present section is structured

around three main questions which are of particular rele-

vance to Titan’s formation.

1. What was the composition of the primordial building

blocks that formed Titan and the Saturnian system?

Titan and the other Saturnian moons formed from a

mixture of rock and ice initially present in the vicinity

of Saturn. We will present in this section different the-

oretical and observational constraints that can be used

to estimate the composition of these ice-rock blocks,

notably their volatile content.

2. What makes the Jupiter and Saturn systems so different?

Contrary to the Jovian system, there is no gradual varia-

tion of density and hence rock/ice ratio in the Saturnian

moons as a function of planet distance. Titan is the

unique big moon, the second largest moon Rhea having

a mass less than 2% of Titan’s mass. Another particular

characteristic of Saturn is its extended ring system. In

this Section, we will describe the main phases of satellite

formation in a disk around giant planets and try to iden-

tify which processes differed between Jupiter and Saturn.

3. Can Titan accrete undifferentiated? The Cassini gravity

data suggests that Titan is moderately differentiated at

present (section 2.2.1), suggesting that the differentiation

process has been limited. One possibility is that Titan

accreted relatively cold, which would have delayed the

differentiation. To address that question, we will review

the physics of accretion and determine under which con-

ditions Titan might have remained cold during accretion.

2.3.1 Formation of ices in Saturn’s environment

The primitive building blocks that formed Titan and the

rest of the satellite system were presumably composed of

a complex assemblage of various ices, hydrates, silicate

minerals and organics. An important issue associated with

the formation of giant planets and their satellite systems

concerns the condensation of water ice and other ice com-

pounds as the solar nebula cools down. The condensation

sequence depends on the initial gas phase, the cooling rate

of the disk and the stability of the gas molecules in solid

phases.

The composition of the initial gas phase of the disk can

be defined by assuming that the abundances of all elements,

including oxygen, are protosolar (Asplund et al., 2009) and

that O, C, and N exist only in the form of H2O, CO, CO2,

CH3OH, CH4, N2, and NH3. The abundances of CO, CO2,

CH3OH, CH4, N2 and NH3 are then determined from the

adopted CO/CO2/CH3OH/CH4 and N2/NH3 gas phase

molecular ratios. Once the abundances of these molecules

are fixed, the remaining O gives the abundance of H2O.

Concerning the distribution of elements in the main volatile

molecules, the ratio of CO/CO2/CH3OH/CH4 can be set

to 70/10/2/1 in the gas phase of the disk, values that are

consistent with the ISM measurements considering the con-

tributions of both gas and solid phases in the lines of sight

(Mousis et al., 2009c). In addition, S is assumed to exist in

the form of H2S, with H2S/H2 = 0.5 × (S/H2)#, and other

refractory sulfide components (Pasek et al., 2005). N2/NH3

is assumed equal to 10/1 in the nebula gas-phase, a value

compatible with thermochemical models of the solar nebula

(Lewis and Prinn, 1980) and with observations of cometary

comae (e.g. Hersant et al., 2008).

To first order, the process by which volatiles are trapped

in icy planetesimals can be calculated assuming thermo-

dynamic equilibrium. The sequence of clathration1 and

condensation can be determined by using the equilibrium

curves of stochiometric hydrates, clathrates and pure con-

densates, and the thermodynamic path (hereafter cooling

curve) detailing the evolution of temperature and pressure

between roughly 5 and 20 AU, a distance range largely

encompassing the migration path followed by proto-Jupiter

and proto-Saturn during their formation in the solar nebula

(Alibert et al., 2005b). We refer the reader to the works of

Papaloizou and Terquem (1999) and Alibert et al. (2005a)

for a full description of the turbulent model of accretion

disk used here. For the pressure range expected in the

solar nebula, most of the gas compounds, except CO2, are

enclathrated at temperatures higher than the temperatures

they condense in the form of pure condensates. This has

fundamental consequences for the trapping of volatiles in

primordial building blocks.

As illustrated in Figure 2.1, the cooling curve intercepts

the equilibrium curves of the different ices at particular tem-

peratures and pressures. For each ice considered, the domain

of stability is the region located below its corresponding

equilibrium curve. The clathration process stops when no

more crystalline water ice is available to trap the volatile

species. As CO2 is the only species that crystallizes at a

higher temperature than its associated clathrate, solid CO2

is assumed to be the only existing condensed form of CO2

in this environment. In addition, CH3OH is assumed to be

in the form of pure ice, since, to the best of our knowledge,

no experimental data concerning the equilibrium curve of

its associated clathrate have been reported in the literature.

1 Clathrate hydrates are crystalline water-based structures
that form cages in which gas molecules can be trapped (Lunine
and Stevenson, 1985; Choukroun et al., 2011), and for this reason
they play a crucial role in the volatile trapping. They also play a
key role in the evolution of the volatile inventory on Titan as it
will be further discussed in Sections 2.4.1.3 and 2.4.1.4.
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Figure 2.1 Equilibrium curves of NH3-H2O hydrate, H2S, Xe,
CH4 and CO clathrates (solid lines), CH3OH, CO2, Kr, CO, Ar
and N2 pure condensates (dotted lines), and thermodynamic
path followed by the primordial nebula between 5 and 20 AU as
a function of time, respectively, assuming a full efficiency of
clathration. Species remain in the gas phase above the
equilibrium curves. Below, they are trapped as clathrates or
simply condense. The equilibrium curves of hydrates and
clathrates derive from Lunine and Stevenson (1985)’s
compilation of published experimental work, in which data are
available at relatively low temperatures and pressures. The
equilibrium curves of pure condensates used here derive from
the compilation of laboratory data provided by Lide (2004).

For simplicity, the clathration efficiency is assumed to be

total, implying that guest molecules had the time to diffuse

through porous water-ice solids before their growth into

planetesimals and their accretion by proto-planets or proto-

satellites. This statement remains plausible only if collisions

between planetesimals have exposed essentially all the ice

to the gas over time scales shorter or equal to planetesimal

lifetimes in the nebula (Lunine and Stevenson, 1985). In the

present case, which is based on the protosolar abundances

of Asplund et al. (2009), NH3, H2S, Xe, CH4 and ∼ 31.5%

of CO form NH3-H2O hydrate and H2S, Xe, CH4 and CO

clathrates with the available water in the outer nebula. The

remaining CO, as well as N2, Kr, Ar and Ne (not shown

on the figure), whose clathration normally occurs at lower

temperatures, remain in the gas phase until the nebula

cools enough to allow the formation of pure condensates.

As the gas phase composition of the disk is assumed not to

vary with heliocentric distance, the calculated clathration

conditions remain the same in the 5–20 AU range of the

nebula (see Marboeuf et al. (2008) for details). Once crys-

tallized, these ices will agglomerate and form planetesimals

large enough to decouple from the nebular gas and will be

accreted by the forming giant planets and satellites.

Many works published in the last decade and detailing

the formation conditions of ices in the solar nebula (Gautier

et al., 2001; Hersant et al., 2008; Mousis and Alibert, 2006;

Alibert and Mousis, 2007, e.g.) have used the equilibrium

Figure 2.2 Mole fraction of volatiles encaged in H2S (a), Xe
(b), CH4 (c) and CO (d) clathrates. Grey and dark bars
correspond to structure I and structure II clathrates,
respectively, which are two possible clathrate structures with
slightly different cage sizes (e.g. Sloan, 1998).

curves established experimentally for single guest molecules

(similar to the curves shown on Fig. 2.2). This simplified

approach permits an understanding to first order of the con-

densation sequence in the nebula, but in reality, clathrates

forming in a gas mixture always simultaneously trap several

guest molecules (e.g. Lunine and Stevenson, 1985; Sloan,

1998). Here we consider the effect of simultaneous trapping

of guest species on the predicted composition of volatiles

trapped in the water ice.

The composition of the clathrate phases can be con-

strained by using a statistical thermodynamic model de-

rived from the approach of van der Waals and Platteeuw

(1959) (see Lunine and Stevenson, 1985; Mousis et al.,

2010, for details). This thermodynamic approach is based

on the use of intermolecular potentials, which themselves

depend on parameters describing the interaction between

the guest molecule and the cage made of water molecules,

called “Kihara parameters”. The afore-mentioned forma-

tion sequence of the different ices occurring during the

cooling of the solar nebula is considered (see Fig. 2.1). As

a consequence, any volatile already trapped or condensed

at a higher temperature than the formation temperature

of the clathrate under consideration is excluded from the

coexisting gas phase composition. This implies that CO2,

Xe, CH4, CO, Kr, Ar and N2 are considered as possible

guests in the case of H2S clathrate. On the other hand,

only N2, Ar, Kr can become guests in CO clathrate. Figure

2.2 represents the mole fraction f of volatiles encaged in

structure I and structure II clathrates a priori dominated

by H2S, Xe, CH4 and CO and formed in the primordial

nebula. This figure shows that H2S, Xe, CH4 and CO are

the dominating guest species if structure I clathrates form

in the nebula. However, in the case of structure II clathrate

formation, CO becomes a minor compound in the clathrate

that is expected to be dominated by this molecule. Indeed,

Kr becomes more abundant than CO in this clathrate,

irrespective of their initial abundances in the gas phase
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of the nebula. On the other hand, structure I should be

the most likely form of clathrate produced in the nebula

since H2S, Xe, CH4 and CO clathrates are all of structure

I (Lunine and Stevenson, 1985). Figure 2.2 also shows that,

depending on the considered structure, the Kr/CH4 ratio

in CH4–dominated clathrate is order of or greater than the

value derived from the nebula gas phase composition used

in our model. This implies that Kr can be enclathrated at

a temperature of ∼55 K instead of condensing in the 20–30

K range in the solar nebula (see Fig. 2.1).

2.3.2 Formation of Saturn and the circumplanetary

disk: Consequences for the delivery of volatiles

2.3.2.1 Saturn’s formation and envelope enrichment

Favored theories of giant planet formation center around

two main paradigms, namely the core accretion model

(Safronov, V. S., 1969; Goldreich and Ward, 1973; Pol-

lack et al., 1996) and the gravitational instability model

(Cameron, 1978; Boss, 1997). In the frame of the core

accretion model, a solid core forms from the accretion of

planetesimals and becomes massive enough (∼5–10 M⊕)

to initiate runaway gravitational infall of a large gaseous

envelope in which gas-coupled solids continue their accre-

tion (Alibert et al., 2005b; Hubickyj et al., 2005; Mordasini

et al., 2009). This model provides the large amount of heavy

elements necessary to explain the supersolar metallicities

observed in Jupiter and Saturn via the accretion of plan-

etesimals in their envelopes (Gautier et al., 2001; Saumon

and Guillot, 2004; Alibert et al., 2005b; Mousis et al., 2006,

2009c). In the frame of the gravitational instability model,

gas giant protoplanets form rapidly through a gravitational

instability of the gaseous portion of the disk and then more

slowly contract to planetary densities (Boss, 1997, 2005). In

this scenario, due to the limited efficiency of planetesimals

accretion during the planet formation, its metallicity should

be almost equal to that of the parent star (Helled and

Bodenheimer, 2010).

By using the sequences of ice formation described in

Section 2.3.1, it is possible to predict the abundances of

major species (C,N, O, S, P) and noble gases (Ar, Kr, Xe)

in Saturn’s atmosphere in the context of the core-accretion

model (Hersant et al., 2008; Mousis et al., 2009c), and to

compare to the observed abundances when available. For

instance, adjusting the model to the observed carbon abun-

dance provides constraints on the minimum mass range

of ices required in the envelope (estimated between 14.3

and 15.6 M⊕, Mousis et al. (2009c). Such an approach also

provides information on the typical composition of the plan-

etesimals in the feeding zone of Saturn, which in turn can

be used to constrain the composition of the building blocks

of Titan. The analysis of Hersant et al. (2008), based on a

simplified description of volatile trapping by clathration and

condensation, suggests that the planetesimals that reached

Saturn’s envelope contained significant amounts of CO2,

NH3, CH4 and H2S, and were depleted in CO and N2. This

also seems consistent with the composition of Enceladus’

plumes, where CO2, NH3, CH4 and H2S have been detected

by the Cassini Ion and Neutral Mass Spectrometer (INMS)

(Waite et al., 2009). If this is correct, it would imply that

the solids that enrich Saturn’s envelope in heavy elements

have a composition close to the ones that formed the regular

satellites.

2.3.2.2 Structure and evolution of Saturn’s subnebula

At the beginning of Saturn’s formation process, the total ra-

dius of the planet equals its Hill’s radius, and no subnebula

can exist. At the end of the formation process, the cooling

rate of the planet’s envelope is such that its radius shrinks

faster than the disk can supply additional gas. Accretion of

gas now proceeds through streamers which eventually col-

lide and form a circumplanetary disk (Lubow et al. 1999).

When the radius of proto-Saturn becomes small enough, a

subnebula emerges from the contracting atmosphere. This

subnebula is fed by gas and solids accreted from Saturn’s

feeding zone. The accretion rate of gas from the solar nebula

to the subnebula is therefore directly driven by the planet’s

accretion rate of gas, which is derived from giant planet

formation models (e.g. Alibert et al., 2005a).

Different models of subdisks have been proposed in the

literature (e.g. Canup and Ward, 2002; Mosqueira and

Estrada, 2003a; Estrada and Mosqueira, 2006; Sasaki et al.,

2010). Here we describe in more details the so-called gas-

starved disk model initially introduced by Canup and Ward

(2002) and then used by Alibert et al. (2005a) and Alibert

and Mousis (2007). Alibert and Mousis (2007) described a

model of Saturn’s subnebula whose evolution proceeds in

two phases. During the first phase, when the solar nebula

is still present, the subnebula is hot and dense, and fed

through its outer edge (fixed to 1/5 Hill’s radius – see

Alibert and Mousis (2007) for details), at a rate controlled

by Saturn’s formation. This justifies a posteriori the use of

an equilibrium model as an initial model of the subnebula.

This phase lasts until the solar nebula has disappeared

and the temporal evolution of the subnebula is therefore

directly governed by the last phase of Saturn’s formation.

The accretion rate as a function of the distance to Saturn

is no longer constant and the temperature and pressure

conditions of the subnebula decrease rapidly.

Figure 2.3 represents the temporal evolution of the tem-

perature profile within the Saturn’s subnebula depicted by

Alibert and Mousis (2007). The solid lines are plotted, from

top to bottom, at t = 0 Myr (corresponding to the time

when Saturn has accreted 70% of its final mass), 0.1 Myr,

0.2 Myr, 0.3 Myr, 0.35 Myr, 0.4 Myr, 0.5 Myr, 0.6 Myr

and 0.7 Myr. The switch from phase 1 to phase 2 of the

subnebula evolution occurs at 0.36 Myr. The dotted line

gives the temperature 2000 years after the beginning of

phase 2, and illustrates the fast evolution of the subnebula

during this stage.
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Figure 2.3 Temperature inside the subnebula, as a function of
the distance from Saturn (expressed in Saturn’s radii RSat) and
represented at different epochs of its evolution (figure adapted
from Alibert and Mousis (2007) – see text).

2.3.3 Delivery of solids and conditions of Titan’s

formation

Regardless the considered formation mechanism of Saturn’s

satellites within the subnebula (accretion at their present

orbit or migration and growth starting from the edge of the

subnebula), the delivery of solids to the disk is an essential

step, because it determines the amount of volatiles that can

be retained and ultimately incorporated in the interiors of

these bodies. Different processes have been advocated (see

for instance Estrada et al. (2009) and Canup and Ward

(2009) for a detailed discussion): (1) direct transport of

small particles into the disk with the inflowing gas, (2)

ablation and gas drag capture of planetesimals orbiting the

Sun through the gas-rich circumplanetary disk, (3) break-

up, dissolution and recondensation of planetesimals in the

extended envelope of the forming planet, (4) collisional

capture of planetesimals .

Mechanism (1) is valid for micron- to millimeter-sized

particles that remain coupled to the subdisk’s gas while

mechanism (2) requires larger size particles (∼ 1 m) to

allow their capture and inward drift due to gas drag. Mech-

anism (3) is probably not valid for Saturn’s subnebula

because the D/H measurement performed at Enceladus by

the Cassini spacecraft (Waite et al., 2009), which is close

to the cometary value, suggests that the building blocks of

this satellite were formed in the solar nebula. In contrast,

planetesimals formed via this mechanism would have a

protosolar D/H ratio. Mechanism (4) applies for gas-poor

or no gas environments and may have taken place at epochs

subsequent to the subnebula phase. In any case, the relative

contribution of each of these mechanisms to the delivery

of solids to the disk is still under debate (see for instance

Estrada et al. (2009) and Canup and Ward (2009)). In

term of volatile delivery, each of these processes has very

different consequences. In mechanism (1), and to a lower

extent in mechanism (2), the particles may preserve the

volatile content they acquired in the solar nebula during the

condensation sequence, while in mechanism (3) a large frac-

tion of volatile would be likely released when incorporated

into the disk. Even in mechanism (4), a significant fraction

may be lost during collisions at high velocity.

As a consequence, the volatile content in the building

blocks of Titan may be significantly smaller than their

content in the planetesimals initially formed in the solar

nebula in the vicinity of Saturn. Even for small particles

entrained by the gas inflow, they could have been altered

once embedded in the subdisk, if they encountered gas tem-

perature and pressure conditions high enough to generate a

loss of volatiles during their migration, and if they remained

relatively porous, which seems a reasonable assumption.

Mousis et al. (2009b), for instance, favored this mechanism

to explain the carbon monoxide and argon deficiencies in

the atmosphere of Titan. This scenario is based on the

fact that CO-dominated clathrate, CO, N2 and Ar pure

condensates are not stable at temperatures greater than

∼50 K in the gas phase conditions of the nebula or the

subnebula (see Fig. 2.1). This implies that if porous plan-

etesimals ultimately accreted by Titan experienced intrinsic

temperatures of ∼50 K during their migration and accretion

in Saturn’s subnebula, they are expected to release most of

their CO, Ar, Ne and N2 while CH4 and NH3 are expected

to remain trapped, or at least to partly re-condense if re-

leased. Similarly, if planetesimals are captured by gas drag

or collisional capture, the most volatile species, CO, N2,

Ne, Ar should be released while the most stable one should

be preferentially retained.

Such a volatile loss scenario cannot however account for

the deficiency of Titan’s atmosphere in Kr and Xe because

Kr is significantly trapped in CH4-dominated clathrate (see

Fig. 2.2) and Xe is also enclathrated at temperatures higher

than ∼50 K. However, as is further discussed in Section

2.4.2.2, both Xe and Kr may be sequestred in Titan’s icy

shell and interior owing to clathration process, partly dis-

solved in the hydrocarbon seas of Titan (Cordier et al.,

2010) or trapped in aerosols (Jacovi and Bar-Nun, 2008),

thus potentially explaining their deficiency while predicted

to be present in significant amounts in the building blocks.

This scenario seems also problematic regarding the ten-

tative detection of 22Ne by the Huygens GCMS (Niemann

et al., 2010). According to this scenario, the building blocks

should be strongly depleted in Ne with 22Ne/36Ar << 1,

while the ratio estimated in the atmosphere from the Huy-

gens GCMS measurements is close to 1 (Niemann et al.,

2010). Note, however, that the GCMS detection of 22Ne

is only tentative, and the errors are still very large. In

situ measurements of Ne, Ar, Kr and Xe abundances in

Saturn’s atmosphere by a future probe as well as in surface
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sampling on Titan could constrain the origin of their unex-

pected abundances in Titan’s atmosphere. This would help

in understanding the process of noble gas trapping in the

Saturnian system, thus providing key information on the

composition of Titan’s building blocks.

Another issue concerns the satellite growth from the

solids present in the disk. In a gas-rich disk, the growing

solid objects should migrate inward as a result of gas drag

for small objects and then of type I and/or II migration

for largest objects (∼ 1000 km) (e.g. Estrada et al., 2009;

Canup and Ward, 2009). A growing satellite may survive

if it grows large enough to open a gap in the disk, limiting

the migration (Mosqueira and Estrada, 2003b), or if the gas

disk dissipates on a timescale comparable to the satellite

formation timescale (Canup and Ward, 2002; Alibert et al.,

2005a). In the case of Saturn, only one big moon has sur-

vived this migration process.

Nevertheless, several large moons may have existed orig-

inally and been lost before the disk dissipates (Canup and

Ward, 2006; Sasaki et al., 2010). The difference of satellite

architecture between Jupiter and Saturn may thus result

from differences in disk evolution and satellite migration

(e.g. Sasaki et al., 2010). By considering two different disk

evolution/structure models for Jupiter and Saturn, Sasaki

et al. (2010) proposed that in the case of Jupiter, the satel-

lite migration may have stopped due to quick truncation of

gas infall caused by Jupiter opening a gap in the solar neb-

ula, while the subdisk was still relatively hot. In contrast, in

the case of Saturn, the gas infall would have never stopped

abruptly, and rather slowly decayed. Most of the moons that

formed collided with the planet, and only one last big moon

would have survived. This surviving satellite would have

formed on long timescales (∼Myrs), owing to reduced mass

infall. This is obviously only one scenario among others,

and several alternative scenarios may be envisioned.

The accretion by Saturn of early formed satellites with

sizes analogous to that of Titan may also provide an expla-

nation for the formation of the ring and the inner regular

moons. Numerical simulations performed by Canup (2010)

suggest that the tidal removal of mass from a differenti-

ated, Titan-sized satellite as it migrates inward towards

Saturn may be the origin of the giant planet’s ring and

inner moons. These simulations show that planetary tidal

forces preferentially strip material from the satellite’s outer

icy layers, while its rocky core remains intact and is lost

by collision with the planet. The result of these computa-

tions is a pure ice ring much more massive than Saturn’s

current rings. As the ring evolves, its mass decreases and

icy moons are spawned from its outer edge with estimated

masses consistent with Saturn’s ice-rich moons interior to

and including Tethys.

The latter scenario has been further investigated by

Charnoz et al. (2011), who confirmed that all the moons

interior to Titan’s orbit may have been formed by these

accretion processes, if Saturn has a sufficiently low dissipa-

tion factor Q (< 2000). This latter condition is required to

provide sufficient tidal expansion in order for the satellites

to move from the edge of a massive ring system to their

present orbital position. They also show that the accretion

of the satellites from the outer edge of such a ring system

may explain the diversity of rock/ice ratios among the

mid-sized moons. Alternatively, the variation in rock/ice

fraction among the mid-sized satellites may be attributed

to the stochastic nature of late-stage accretion, character-

ized by giant impacts, as suggested by Sekine and Genda

(2011). Unfortunately, the different proposed models lack

strong observational discriminants. Estimation of Saturn’s

Q factor from astrometric measurements is probably one

of the most constraining observables. Preliminary analysis

by Lainey et al. (2011) indicates that the Q factor may

be lower than 2000. Future observations will be needed to

confirm this unexpectedly low dissipation factor, which still

remains puzzling.

2.3.4 Accretion of Titan

There is some analogy between the formation of the ter-

restrial planets and that of the icy moons. As described

above, icy moons probably accreted within the first mil-

lion years of the Solar System history in circumplanetary

disks from aggregates of ice and rock (e.g. Canup and Ward,

2002; Estrada et al., 2009). Among the major icy satellites,

Ganymede and Callisto seem to exhibit a strong dichotomy

in their degree of differentiation. This has often been at-

tributed to differences in the accretion processes. Titan may

represent an intermediate case. However, the presence of its

massive atmosphere suggests that Titan formed from differ-

ent materials than did its Galilean cousins, which may have

significant consequences for the final assemblage.

2.3.4.1 Assemblage sequence: Role of impactor
distribution

A number of models have been developed for accretional

heating of icy moons (e.g. Schubert et al., 1981; Squyres

et al., 1988; Coradini et al., 1989; Barr et al., 2010)). Al-

though some ingredients change from one model to another,

all these models follow the same approach which was ini-

tially proposed by Safronov (1978) and Kaula (1979) for

the accretion of the Earth. The main differences between

the different models concern the assumption for the impact

energy partitioning as well as for impactor size and velocity

distributions. The most recent study based on this approach

was developed by Barr et al. (2010). In their approach, they

assumed that during the satellite growth the impactors are

small enough that the impact energy is deposited at shallow

depth and is efficiently radiated away. In this condition,

they showed that if Titan accreted slowly from numerous

cold and small embryos more than 5 Myrs after CAI forma-

tion, the melting of the outer layer may have been avoided

and the undifferentiated proto-core may extend up to the

surface.
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Figure 2.4 Assemblage sequence and consequences for thermal
evolution of the growing planet

In reality, the size and velocity distribution of the im-

pactors have probably varied during the accretion phase.

Two reservoirs of bodies may have contributed to the satel-

lite growth: bodies in orbit around the planet, formed or

captured within the circumplanetary disk, and bodies in

orbit around the Sun, colliding directly with the growing

satellite (e.g. Squyres et al., 1988). The contribution of each

of these two reservoirs probably varied as the circumplan-

etary disk evolved. When the accretion sequence started,

centimeter-sized planetocentric particles were probably pre-

dominant, while kilometer-sized and larger bodies became

more and more frequent during the late-stage of accretion

(see Figure 2.4).

The temporal evolution of the size of impactors played an

important role in the differentiation of icy satellites since

it determined the accretion rate and the volume of the

heated region after an impact. The increase of temperature

upon impact in the outer region of the satellite is mainly

controlled by the efficiency of post-impact cooling. The

cooling is determined by radiation at the surface, subsur-

face thermal conduction as well as local heat advection

associated with melting, excavation and impact-induced

convection (e.g. Senshu et al., 2002). If the impact rate is

too high or if the impact energy is buried at depths larger

than a few kilometers, radiation and conduction are not

efficient enough to cool the subsurface and the temperature

increases.

As noted above, the averaged size of impactors is expected

to increase as a function of time during the accretion, and

large impactors will be more and more frequent, possibly

leading to giant impacts during the late-stage of accretion

(Sekine and Genda, 2011). This has major consequences

for the efficiency of cooling of the satellite and the pos-

sible occurrence of melting during accretion. Heliocentric

impactors with high velocities may also become more and

more frequent (Agnor et al., 1999) resulting in larger in-

creases of temperature. High velocity impacts may locally

induce significant melting and vaporization (Artemieva and

Lunine, 2003, 2005). As the volume of melted material

scales with the impact velocity and the impactor volume

(Tonks and Melosh, 1992), giant impact events occurring

at the end of planetary accretion may generate oceans of

melt (e.g. Sekine et al., 2011). Even for impact with mod-

erate velocities, their cumulative effect (especially for large

impactors) may lead to progressive increase of temperature

up to the melting point of water ice.

2.3.4.2 Energy budget during the early stage of Titan’s
evolution

During the early stages of Titan’s history, in addition to

impact heating, three main sources of energy may have con-

tributed to the internal thermal budget: radiogenic heating

by short-lived radioactive isotopes (mainly 26Al), tidal heat-

ing associated with despinning and viscous heating due to

ice-rock separation. In this section, we provide some simple

estimates of these sources of energy in order to evaluate

their potential impact on the thermal budget of early Titan.

Impact heating results from the deposition of impactor

kinetic energy during satellite accretion. It therefore de-

pends on the velocity and the mass of the impactor as

well as the way kinetic energy is converted into heat. The

impact creates a shock wave that compresses the satellite

beneath the impact site. Below the impact site, the peak

pressure is almost uniform in a quasi-spherical region, called

the isobaric core (e.g. Croft, 1982; Senshu et al., 2002). As

shock compression is an irreversible process, the entropy

below the impact site increases, leading to a temperature

increase. Most of existing shock simulations have been per-

formed at high impact velocity (> 10 km.s−1, Pierazzo

et al. (1997); Barr and Canup (2010)), so that they cannot

be used directly to constrain the shock heating in the low

velocity regime expected during the satellite growth. The

heating and associated temperature increase can however

be estimated from energy balance considerations. The tem-

perature increase is determined from the peak pressure

within the isobaric core, which is directly related to the

impactor velocity, and from the intrinsic properties of the

target materials (density, specific heat, thermal expansion,

etc.) (e.g. Senshu et al., 2002).

The impact velocity vimp is a contribution of the infinite

velocity v∞ ∝
√

e2 + i2 with e the eccentricity and i the

inclination of the planetary embryos and of the escape ve-

locity vesc =
p

8/3πGρR2 of the growing icy satellite with

R its radius, ρ its density and G the gravitational constant.

v2
imp = v2

esc + v2
∞ (2.5)

The contribution of infinite and escape velocities to the

impact velocity can be expressed under the form of the grav-

itational focusing Fg (Kaula, 1979; Schubert et al., 1981;

Barr et al., 2010):

Fg = 1 +

„

vesc

v∞

«2

(2.6)
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During the early stages of planetary formation, dynamical

friction reduces eccentricities and inclinations of growing

bodies. Hence, early impacts on Titan probably occurred

near the two-body escape velocity (i.e. v∞ was negligible)

(Kokubo and Ida, 1996; Agnor et al., 1999).

In this case and assuming that no significant melting oc-

curs when the icy satellite is small, energy balance between

kinetic energy and impact heating leads to a local tempera-

ture increase ∆T0 that is proportional to the square of the

radius of the growing icy moon (Monteux et al., 2007):

∆T0 =
4π

9

γ

f(m)

ρGR2

Cp
(2.7)

where γ is the percentage of kinetic energy retained as

heat deep below the surface, f(m) is the volume effectively

heated over the volume of the isobaric core (typically equal

to 2.5-3, Pierazzo et al. (1997); Monteux et al. (2007)) and

Cp is the averaged heat capacity (typically varying between

1000-1500 J.kg−1.K−1 for ice-rock mixtures). As long as the

radius of the growing satellite is below 1000 km, the local

temperature increase is less than 10-15 K after each impact.

Above 2000 km, the increase of temperature is larger than

50 K.

Radiogenic heating by short-lived radioisotopes (26Al,
60Fe, 53Mn) may also significantly contribute during the ac-

cretion period. For simplicity, we consider here only 26Al,

which is the principal contributor (e.g. Robuchon et al.,

2010; Barr et al., 2010). The increase of temperature due

to the decay of 26Al at a radius r depends on the time, tf ,

at which the layer at radius r has been formed and it is given

by (e.g. Barr et al., 2010):

∆T26(r) =
mrq26(0)

Cp

τ26
ln 2

exp

„

− ln 2
tf (r)

τ26

«

, (2.8)

where mr is the rock mass fraction in the accreting material

(around 0.5 in the case of Titan), τ26 is the half-life time

of 26Al (τ26 = 0.716 Myr) and q26(0) is the initial 26Al

heating rate at the time of the calcium-aluminium-rich

inclusions (CAI’s). tf denotes the time after the forma-

tion of CAIs. The initial heating rate is determined by

the specific heat production of 26Al H26(0)=0.341 W.kg−1

(Robuchon et al., 2010), the Al content in rocks, [Al] and

the initial 26Al/27Al. Assuming a rock composition similar

to CI chondrites, [Al] = 0.865 wt% and initial 26Al/27Al

of 5.85 × 10−5 (Thrane et al., 2006; Barr et al., 2010)

leads to q26(0) = 1.725 × 10−7 W.kg−1. This is about 20

million times larger than the radiogenic heating rate due to

the decay of long-lived isotopes expected at present within

Titan. However, this huge heat production rapidly decays.

For an accretion time of 2 Myr after CAI formation, the

temperature increase due to 26Al decay would be of the

order of 100 K, but it becomes less than 10 K for accre-

tion times above 5 Myrs. Radiogenic heating by short-lived

radioisotopes may have been of importance for the first

materials to accrete, i.e. for the materials that formed the

inner part of the satellite. By contrast, impact heating be-

comes significant for layers above a radius of about 1000 km.

An additional source of heating corresponds to dissipation

due to enhanced tidal friction before the satellite reaches

synchronous rotation. It is indeed likely that Titan has an

initial spin period much shorter that its present-day pe-

riod of 15.95 days. Initial spin periods as low as 6-10 hours

are possible (Lissauer and Safronov, 1991; Robuchon et al.,

2010). In this condition, the tidal bulge raised by Saturn

rotates relative to the satellite body frame. Owing to the

anelastic properties of the interior, the fast-rotating satel-

lite does not respond perfectly to the tidal forcing, resulting

in a misalignment of the tidal bulge with respect to Saturn’s

direction. This acts as a torque that tends to slowdown the

satellite spin, until the satellite is locked in spin-orbit reso-

nance. The gradual decrease of the spin rate ω as a function

of time t is determined from the tidal torque acting on the

satellite and is given by:

dω

dt
=

3

2

k2GM2
SR5

D6
ST QC

, (2.9)

with k2 tidal Love number, MS Saturn’s mass, DST mean

distance between Titan and Saturn, Q dissipation factor of

Titan and C its polar moment of inertia (C & 0.4 × MT R2

at the time of accretion). As the despinning rate scales with

R5, it rapidly increases when the satellite reaches its final

size. For k2 & 0.07, the expected value for an homogeneous

rigid interior (Sohl et al., 1995) and Q=100-500 and initial

rotation period of 10 hours, the time needed to reach the

16-days period range between 2 and 10 Myrs, suggesting

that despinning is achieved shortly after the accretion. Note

that once large-scale melting occurs, a global liquid layer

may form, thus increasing the Love number and the despin-

ning rate, so that the current period is reached even faster.

The total amount of energy dissipated during the despinning

stage is given by the difference of body rotation energy be-

tween the initial and final periods and leads to the following

temperature increase:

∆Tdesp =
1

2

C(ω2
0 − ω2

c )

CpMT
, (2.10)

with ω0 and ωc the initial and current angular rotation

rates, respectively, and MT Titan’s mass. For initial periods

varying between 10 and 6 hours, the averaged temperature

increase would range between 25 and 75 K, respectively.

The localization of the dissipation is very sensitive to the

internal structure (Tobie et al., 2005a). For a homogeneous

interior, the dissipation will rather uniform, with a maxi-

mum of dissipation at about mid-radius. For a differentiated

structure, the dissipation will be mainly located in the outer

regions (liquid water and ice I) and would be more efficiently

transported to the surface.

Ice-rock separation, which may be triggered already dur-

ing the accretion phase, may also significantly contribute to

the energy budget. The total increase of internal temper-

ature due to ice-rock differentiation, ∆Tdiff , can be esti-

mated from the change of gravitational energy, ∆Eg, be-

tween a homogeneous interior and a differentiated interior
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consisting of a rock core and a thick H2O mantle (e.g. Fried-

son and Stevenson, 1983):

∆Eg & 3

5

GM2
T

RT

"

1 −
„

ρr

ρ̄

«2

X5
c +

„

ρi

ρ̄

«2
“

1 − X5
c

”

(2.11)

+
5

2

ρi

ρ̄

„

ρr

ρ̄
− ρi

ρ̄

«

X3
c

“

1 − X2
c

”

–

with ρr the density of rock, ρi the averaged den-

sity of ices and liquid water, Xc the ratio between

the rock core radius, Rc and Titan’s radius, RT . For

ρr = 2700 kg.m−3 and ρi = 1250 kg.m−3, Xc = 0.75 and

∆Tdiff = ∆Eg/cpM & 100 − 150 K (for cp = 1000 − 1500

kg.m−3). If the differentiation process is slow (> 1 Gyr),

the convective heat transfer should be able to transport

this additional energy. If the ice-rock separation is fast

enough (< 0.5 Gyr), the dissipation of potential energy may

induce runaway melting and thus may create a catastrophic

differentiation (Friedson and Stevenson, 1983; Kirk and

Stevenson, 1987). In particular, giant impact events occur-

ring at the end of planetary accretion (e.g. Sekine et al.,

2011) may generate locally large volume of melts, leading

to the formation of rock diapir migrating toward the center

(Figure 2.4). The viscous heating associated to the migra-

tion of large rock diapirs may generate significant melting

in the surrounding ice, potentially triggering differentiation

runaway in a way similar to what is expected in terrestrial

planets (e.g Monteux et al., 2009; Ricard et al., 2009).

2.3.4.3 Possible post-accretional interior structure

Depending on the conditions under which Titan accreted,

different post-accretional interior structures are possible

just after accretion as illustrated in Figure 2.5. If the ac-

cretion is very slow ( > 1 Myr) and the impactors remain

small all along the accretion period (< 100 m), the surface

should able to cool down between successive impacts, and

differentiation may be avoided. A fully undifferentiated

structure also requires that the accretion starts about 3-4

Myr after the CAI formation, in order to limit the increase

of internal temperature due to short-lived radiogenic ele-

ments, and that the initial spin period of Titan was larger

than 8-10 hours. In such a cold accretion case, no significant

atmosphere would be generated, and the formation of a sig-

nificant atmosphere should occur later during the satellite

evolution (for instance during the LHB event).

If the growing satellite is hit by larger impactors at the

end of accretion, a surface water ocean may be generated

(R > 2300 − 2400 km) (Figure 2.5, middle). Even if only

10-20% of the total volume of ice melts, release of gases

(mainly CO2 and CH4, Tobie et al. (2011)) trapped in the

ice phase may generate an atmosphere up to 5-10 bars. Even

if a global ocean is generated, most of the mass of Titan

would still be undifferentiated. Finally, if the accretion is

faster and/or if the impactors are large even during the

earliest stage of accretion, ice melting rapidly occur during

the satellite growth. In this case, a very massive ocean in

equilibrium with a very massive atmosphere (P > 50 bars)

would be generated. Rock blocks resulting from the melting

of icy impactors would sediment at the base of the ocean

forming a thick layer of unconsolidated rock (Kirk and

Stevenson, 1987; Lunine and Stevenson, 1987). The subse-

quent evolution of these different possible initial structure

is discussed in Section 2.4.1.

2.3.5 Summary

At the start of this Section we posed three questions; we

will conclude by providing some provisional answers.

1. What was the composition of the primordial building

blocks that built Titan and the Saturnian system ? Most

of the solids that formed the Saturnian system probably

originate from the surrounding solar nebula. They are

predicted to be composed of rock and ice and to contain

significant amounts of volatiles (NH3, CH4, CO2, H2S)

trapped in the form of hydrate and pure condensate.

The apparent deficit in primordial CO, N2, Ar in Titan

relative to proto-solar composition may be explained by

partial devolatilization of building blocks during their

migration in Saturn’s subnebula.

2. What make the Jupiter and Saturn systems so different ?

The difference in satellite architectures may be explained

by different evolutions of the circumplanetary disk. In

the case of Jupiter, the feeding of the disk may have

stopped abruptly, while in the case of Saturn, the satel-

lite accretion in the disk may have lasted longer owing

to reduced mass infall. During the accretion process,

several Titan-size moons may have been formed and lost

by migration into proto-Saturn. Titan would be the only

surviving big moon of Saturn, while Jupiter was able to

retain four big ones.

3. Can Titan accrete undifferentiated ?

It seems extremely difficult to avoid ice melting during

the accretion phase, owing to combined effects of impact

heating, radiogenic heating by short-lived isotopes and

tidal despinning. Melting may be prevented only if Titan

accreted slowly (> 1 Myr) from a swarm of small building

blocks (< 100 m). Even for faster accretion with larger

impactors, large-scale melting is only reached toward the

end of the accretional growth, so that the inner part of

the interior structure ( < 1500 km) remains undifferen-

tiated. In any case, a totally undifferentiated structure

after accretion is not needed to explain the present-day

moderately differentiated structure.
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Figure 2.5 Possible evolution scenarios for the interior of Titan
for different initial states. Depending mostly on the efficiency of
heat transfer in the interior, different bifurcations in the
evolutionnary path may have occurred.
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2.4 COUPLED EVOLUTION OF THE

ATMOSPHERE, SURFACE AND INTERIOR

OF TITAN

During and after the accretion, exchanges between the

interior, surface and atmosphere are likely to have oc-

curred. The icy shell has probably played a crucial role all

along Titan’s evolution by storing and transferring volatile

compounds from the internal ocean to the surface. These

exchanges have probably influenced the composition of the

atmosphere during most of Titan’s evolution, and they are

maybe still operating at present. In this section, we dis-

cuss the coupled evolution between the different envelops

of Titan, and try to address the three questions listed below.

1. To what extent did the interior of Titan influence the

evolution of its atmosphere ? Evidence for exchange with

the interior is provided by the detection of a significant

amount of 40Ar in the atmosphere. However, the degree

and timing of internal outgassing still remain uncon-

strained. In this section, we review the different internal

processes that may have occurred all along Titan’s evo-

lution and discuss their implications for the evolution of

the atmosphere.

2. Did Titan always possess a massive N2-CH4 atmosphere

? The composition and the mass of Titan’s atmosphere

have probably varied since the satellite accretion. De-

pending on the initial state acquired during the accre-

tion and on the efficiency of internal outgassing, we

will discuss the different evolution scenarios that can be

envisioned.

3. Where is the missing hydrocarbon inventory ? Hydrocar-

bon lakes has been identified at the surface of Titan (Sto-

fan et al., 2007). However, the estimated volume is much

smaller than what is expected from continuous photolysis

of methane since the formation of Titan (Lorenz et al.,

2008a). This suggests that either a large fraction of hy-

drocarbon products has been removed from the surface or

that the photochemical production has not been constant

through time. We will discuss the implications of these

two different hypotheses for the long-term evolution of

Titan.

2.4.1 Differentiation and long-term evolution of

the interior

2.4.1.1 Ice-rock segregation and formation of a rocky
core

As already discussed in Section 2, the moment of inertia

( C/MT R2
T = 0.33 − 0.34) inferred from Cassini gravity

measurements suggest that Titan’s differentiation was not

complete. Titan probably does not have an iron core, and a

layer consisting of a rock-ice mixture may still exist between

a rocky core and a high-pressure ice layer. This possible

uncompleted ice-rock separation has been proposed to be

the result of cold accretion process (Barr et al., 2010). How-

ever, limited differentiation requires not only slow accretion

but also implies that the convective heat transfer was ef-

ficient enough to remove heat from the interior (Friedson

and Stevenson, 1983; Mueller and McKinnon, 1988; Nagel

et al., 2004). This is possible if the viscosity of the ice-rock

mixtures is sufficiently low. Nagel et al. (2004) showed that,

in the case of Callisto, if the average size of rocks was of

the order of meters to tens of meters, the interior may

have experienced a gradual, but still incomplete unmixing

of the two components. Significant lateral heterogeneities

among the ice/rock mixtures existing after accretion could

also have enhanced the differentiation processes (O’Rourke

and Stevenson, 2011). In these conditions, convective mo-

tions associated with ice-rock unmixing processes may be

efficient enough to avoid melting. Following this scenario,

the interior of Titan would be relatively similar to Callisto,

but with a thinner layer of ice-rock mixed materials, as

suggested by its smaller MoI factor.

Nevertherless, uncompleted ice-rock separation is not

necessarily needed, as the MoI factor may also be consistent

with a highly hydrated silicate interior, possibly dominated

by antigorite serpentine (Castillo-Rogez and Lunine, 2010;

Fortes, 2011). The formation of a highly hydrated core

may result from a rapid differentiation process, implying

large-scale melting and efficient water-rock interactions (e.g.

Fortes et al., 2007; Castillo-Rogez and Lunine, 2010; Fortes,

2011). The combined effect of accretional heating, radio-

genic decay by short-lived isotopes, tidal heating associated

to despinning, and viscous heating associated with negative

rock diapirs may increase the internal temperature above

the melting point of ice. The presence of freezing point

depressing agents such as ammonia or methanol (Lunine

and Stevenson, 1987; Grasset and Sotin, 1996; Grasset and

Pargamin, 2005; Deschamps et al., 2010) would further

favor the generation of melts as they strongly decrease

the melting point of ice. The aqueous melt, which is less

dense than ice-rock mixtures, at least at pressure above

100 MPa, will percolate upward, thus interacting with

surrounding rock particles. During their ascent, aqueous

solutions in proto-Titan may have been able to interact

chemically with silicate minerals (Engel and Lunine, 1994)

and with other substances in solution, such as sulfates

(Fortes et al., 2007). Interactions of aqueous fluids with

initially anhydrous silicate minerals at low temperature

may result in the formation of hydrated silicate minerals,

called serpentine (Fortes et al., 2007; Castillo-Rogez and

Lunine, 2010; Fortes, 2011). The hydrated minerals may

remain stable as long as the rocky core temperature re-

mains below approximately 900 K (Grindrod et al., 2008;

Castillo-Rogez and Lunine, 2010). Above this temperature,

dehydration would be expected, releasing warm supercrit-

ical water fluids which may interact again with overlying

rocks during their ascent (Castillo-Rogez and Lunine, 2010).

As pointed out by Iess et al. (2010), the main challenge

with this hypothesis is to keep most of the core hydrated

(i.e. < 900 K until present). Thermal convection is unlikely

to start in a cold core dominated by hydrated silicates
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(Castillo-Rogez and Lunine, 2010). As thermal diffusion is

not efficient enough to extract heat, the core temperature

should rise up to the dehydration temperature. The temper-

ature increase can however be limited if the core is depleted

in radiogenic elements. Castillo-Rogez and Lunine (2010)

showed that if at least 30% of potassium are leached into the

ocean from the silicate minerals during the earlier hydration

event, the internal temperature would slowly increase and

the outer part of the core would remain hydrated. As shown

by Castillo-Rogez and Lunine (2010), a rock core consisting

of only antigorite serpentine is not required to explain the

present-day moment of inertia. An inner anhydrous core

with radius up to 1300 km overlaid by a hydrated mantle is

compatible with the MoI factor of 0.33-0.34 (see Figure 2.5

bottom right). The scenario of a fully hydrated core initially

investigated by (Fortes et al., 2007) must be considered as

a very extreme case, maybe not fully realistic. Nevertheless,

the idea that a large fraction of the core remain hydrated

during most of Titan’s evolution should be considered as

a possible scenario. More complete chemical and thermal

evolution models are probably needed in the future to test

in more detail this hypothesis.

As illustrated on Figure 2.5, different evolutionnary paths

are possible, some of them combining both solid-state un-

mixing and ice melting processes. For instance, for an

initially warm and gravitationally unstable interior (Fig.

2.5, bottom), the rock core may form rapidly owing to run-

away melting of the undifferentiated proto-core, resulting in

a catastrophic core overturn (Kirk and Stevenson, 1987), or

more slowly with progressive ice-rock separation and limited

ice melting (e.g. Estrada and Mosqueira, 2011). By con-

trast, an initially cold undifferentiated interior may slowly

differentiate with no melting and no formation of ocean

during the entire evolution. Any intermediate evolution is

also possible.

2.4.1.2 Water-rock interactions in Titan’s conditions

On Titan, the crystallization of the internal liquid water

results in the formation of a low-pressure ice layer at its

top and of a high-pressure ice layer at its base. On smaller

icy moons, such a high-pressure ice layer does not exist due

to reduced pressure (high-pressure phases only exist above

about 200 MPa). On Europa and Enceladus for instance,

the internal water ocean is permanently in contact with

the rocky core, thus favoring water-rock interactions all

along the satellite evolution. By contrast, on Titan, a thick

layer of high-pressure ice rapidly forms during the interior

evolution (Figure 2.5). The water ocean is expected to be

in direct contact with underlying rocks only during a brief

period of time (< 100 Myr) just after accretion, and only in

the case of relatively warm accretion (Figure 2.5).

However, even if there is no direct contact between the

water ocean and the rocky core, water-rock interactions

may have occurred at different periods during Titan’s evo-

lution, especially during the differentiation. As discussed in

Section 2.3.1, non-water ice components such as CH3OH,

NH3, CO2, H2S are likely to have been incorporated inside

Titan. In this condition, eutectic solutions at temperatures

well below 273 K would have formed (e.g. Sohl et al., 2010).

These highly concentrated eutectic solutions should facili-

tate dissolution of mineral phases and chemical reactions.

In the case of ammonia-rich fluids, Engel and Lunine (1994)

indicated that NH+
4 -ions contained in the aqueous solu-

tion may efficiently replace ions such as K+, Na+, Rb+

and Ca2+ contained in the mineral phase. Ammonia-rich

liquids are also expected to react with magnesium sulfate,

contained in the chondritic phase and with carbon dioxide

brought in the ice phase to form ammonium sulfate and

ammonium carbonate, respectively (Kargel, 1992; Fortes

et al., 2007).

During the migration of the enriched fluids toward the

surface, their composition should vary as new elements are

extracted from primary minerals and other precipitate in

secondary phases (e.g. Zolotov, 2010). In turn, the circula-

tion of aqueous solutions leads to oxydation and hydration

reactions, analogous to aqueous processes on chondrite par-

ent bodies (e.g. Sohl et al., 2010). These reactions are well

documented at low pressure conditions and have been used

for instance to constrain the possible composition of Eu-

ropa and Enceladus’ ocean (e.g. Zolotov, 2007; Zolotov and

Kargel, 2009), but they are still poorly known at the high

pressure range of Titan’s proto-core (> 1 GPa). Only one

study by Scott et al. (2002) tried to investigate the aqueous

alteration of chondritic materials at high pressure. However,

Scott et al. (2002) did not take into account the probable

presence of ammonia, methanol or other compounds, which

may significantly affect the chemical equilibrium. Future

experimental and thermodynamical investigations will be

needed to better understand the complex chemistry that

probably occurred during the differentiation.

After the complete separation of rock and ice, water-rock

interactions are limited to the ice-rock interface at the base

of the high-pressure layer. Even though water is mostly in

the form of high-pressure ice phase at this interface owing

to the elevated pressure (> 0.8 − 1 GPa), liquid water may

locally exist and potentially circulate in the upper part of

the rock core. In order to efficiently transfer the heat com-

ing from the rocky core through the high-pressure ice layer,

the temperature profile in the high-pressure ice is probably

close to the melting curve of water ice (e.g. Sotin and Tobie,

2004). In this context, the formation of a transient liquid

reservoir at the rock-ice interface is likely. These liquids may

potentially interact with the underlying rocks before perco-

lating upward to the ocean. Warm liquid water may also be

released from the core when the dehydration temperature is

reached (Castillo-Rogez and Lunine, 2010). This hydration

event may occur relatively late during Titan’s evolution

(> 3−3.5 Gyr after formation), provided sufficient amounts

of radiogenic potassium were leached from the core and that

thermal diffusivity in the core is not too low (Castillo-Rogez

and Lunine, 2010) (see Section 2.4.1.1). In summary, in

warm evolution scenarios, intensive water-rock interactions
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were likely during two main sequences of Titan’s evolution:

before 1 Gyr during the differentiation and after 3-3.5 Gyr

during core dehydration. Moreover, reduced water-rock in-

teractions may also exist all along Titan’s evolution owing

to circulation of high-pressure ice melts at the rock-ice

interface.

It has been proposed that water-rock interactions may

lead to efficient production of methane from carbon diox-

ide, carbon grains or organic matters by serpentinization

(Atreya et al., 2006). However, this mode of production

seems incompatible with the D/H ratio observed at present

in the atmospheric methane, which is about three times

greater than the value expected in hydrothermally pro-

duced methane (Mousis et al., 2009a). It has also been

suggested that the oxidation of primordial NH3 to N2 may

also occur in hydrothermal systems on early Titan (Glein

et al., 2009), as well as on early Enceladus (Matson et al.,

2007; Glein et al., 2008). The endogenic production of N2

from NH3 is possible only if the hydrothermal systems

were sufficiently oxidized with C existing predominately in

the form of CO2, not CH4. It also implies that primordial

NH3 was enriched in 15N in order to explain the elevated
15N/14N observed in atmospheric N2. Although water-rock

interactions and associated chemical reactions are thermally

plausible, there are essentially no constraints available to

assess their likelihood. For instance, constraints on the pos-

sible primordial value of 15N/14N in NH3 or D/H in water

are still missing. Future measurements in comets by Rosetta

for instance will bring new bear on these ideas.

Circumstantial evidence for water-rock interactions is,

however, provided by the detection of 40Ar in the atmo-

sphere (Niemann et al., 2005; Waite et al., 2005; Niemann

et al., 2010). 40Ar is one of the decay products of 40K ini-

tially contained in silicate minerals (e.g. Engel and Lunine,

1994). The mass of 40Ar in the atmosphere is estimated

between 4.0 and 4.6×1014 kg (Niemann et al., 2010), which

corresponds to about 7.5-9% of the total mass that may

be contained in the rocky core, assuming a CI chondritic

composition (Tobie et al., 2011). As a comparison, on Earth,

Mars and Venus, the fraction of 40Ar outgassed from the

silicate mantle is estimated to about 50% on the Earth

(Allègre et al., 1996) and about 25% on Mars and Venus

(Hutchins and Jakosky, 1996; Kaula, 1999). The outgassing

process is probably very different on Titan. On Earth and

terrestrial planets, 40Ar is progressively outgassed from the

silicate mantle through volcanism (e.g. Xie and Tackley,

2004). 40K decays into 40Ar in the silicate minerals and

the latter is released when the minerals are brought near

the surface by convective motions and melt. On Titan, as

suggested by the gravity data, Titan’s rocky core is prob-

ably relatively cold during most of its evolution (< 1000

K, Castillo-Rogez and Lunine (2010)), therefore it has

probably never reached magmatic temperatures (at least

on a global scale). Moreover, even if silicate melting has

occurred, outgassing of erupting silicate magmas should be

limited due to the high pressure conditions expected at the

surface of the rocky core (1 ? 1.5 GPa) (McKinnon, 2010).

On Titan, the extraction of 40Ar is more likely the result

of a three step mechanism. 40K may have been extracted

first from the silicate minerals by water interactions (e.g.

Engel and Lunine, 1994). Then dissolved 40K+ ions in the

ocean would have decayed into 40Ar. Finally, the 40Ar

contained in the ocean would be extracted through direct

outgassing of the ocean or progressive incorporation in

the outer shell in the form of clathrate hydrate and then

destabilization near the surface by cryovolcanism (e.g. Tobie

et al., 2006) or impact (e.g. Barr et al., 2010). Assuming

that 30% of potassium has been leached into the ocean

implies that about 25-30% of the produced 40Ar has been

outgassed through the outer icy shell, which seems a rea-

sonable outgassing efficiency.

The presence of significant amount of 22Ne in the at-

mosphere, if confirmed, may also be indicative of water-

rock interactions and efficient outgassing processes (Tobie

et al., 2011). Indeed, a chondritic core may contain 22Ne

in sufficient amounts to explain the tentatively observed

abundance in the atmosphere (Niemann et al., 2010). As

further discussed in Section 2.4.1.4, neon is the least sta-

ble gas compound in the form of clathrate and the less

soluble in liquid water, and therefore it is expected to be

very efficiently extracted during methane-driven outgassing

events. The accurate determination of the abundance of the

different isotopes of Ne (20Ne, 21Ne and 22Ne) by a future

mission will permit confirmation of the tentative detection

of neon by Huygens, and it will provide pertinent tests on

the origin of neon and on its extraction mechanism from

the interior.

2.4.1.3 Volatile storage in the H2O mantle

A major issue on Titan concerns the storage and transport

of gas compounds in the H2O mantle, which constitute

about 60-70% of the satellite volume. The amount of gas

compounds that can be stored in the ocean and in the ice

layers is determined by their solubility in water and their

stability relative to the clathrate phase. NH3 and CH3OH,

for instance, are highly soluble in liquid water and do not

form clathrate structures. At low temperature (T < 177 K),

ammonia combines with water molecules to form ammonia

hydrate (not clathrate) and methanol solidifies at relatively

similar temperatures. Such low temperature conditions can

be reached only near the cold surface, and both ammonia

hydrates and methanol ice become unstable below a depth

of 5-10 km (depending on the subsurface thermal gradient).

As a consequence, ammonia and methanol should be nearly

exclusively stored dissolved in the internal ocean.

Although the solubility of most of the other gases, for

instance methane, in liquid water is low, large quantities of

gas can be stored dissolved in the liquid water as the ocean

is very massive on Titan and it is confined at relatively

elevated pressures (> 25 MPa). For example, more than
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Figure 2.6 Possible present-day structure of Titan’s interior
and estimated volatile distribution within the thick H2O
mantle. The radius, temperature and pressure of each interface
are only indicative.

2000 times the present-day mass of atmospheric methane

may be stored dissolved in the ocean (Tobie et al., 2011).

Depending on their stability relative to the clathrate

phase, a fraction of the gases dissolved in liquid water can

however be incorporated in the form of clathrate hydrate

(Choukroun et al., 2010; Tobie et al., 2011; Choukroun

et al., 2011). The most stable species expected in the ocean,

such as H2S and Xe, should be preferentially incorporated

in the form of clathrate hydrate, whereas the least stable

species such as CO and Ne remain mainly in the liquid

phase (Tobie et al., 2011). The fraction incorporated in

the clathrate phase should also increase as the ocean cools

down and crystallizes. Clathrate hydrates which have a

composition dominated by H2S have a density larger that

liquid water, so that they are expected to sink to the base of

the ocean. As an example, clathrate structures containing

75% of H2S, 20% of CO2 and 5 % of CH4 have a density

of about 1050 kg.m−3. These H2S-rich sinking clathrates

will also preferentially incorporate Xe owing to its very high

stability in clathrate phase. As a consequence, H2S and Xe

are expected to be mostly stored in the form of clathrate

hydrate within the high-pressure ice layer.

During the clathration process, the dissolved fraction of

H2S progressively reduces, and CH4 and CO2 eventually

become the dominant clathrate former. When CH4 becomes

the dominant clathrate former gas, the clathrate density

gets lower than the density of liquid water, and clathrate

hydrates accumulate at the top of the ocean. Differentiation

of Titan’s interior during the early stage of its evolution

may also lead to massive release of methane-rich clathrate

hydrates, and hence accumulation in the outer shell above

the ocean (Tobie et al., 2006). Both early differentiation and

late ocean crystallization may result in the accumulation of

methane-rich clathrate hydrates in the outer shell. However,

even in these conditions, the total thickness of methane-rich

clathrates incorporated in the outer ice shell should not

exceed 5-10 km, corresponding to about 20% of the total

mass of methane that is potentially contained in the interior

(Fig. 2.6, Tobie et al. (2011)). A fraction of CO2, CO and

Ar should also be incorporated in the outer shell in the

form of clathrate, but to a lesser extent than methane due

to differences in solubility and clathrate stability.

2.4.1.4 Volatile release from the H2O mantle

Even though the interior may potentially contain large

quantities of volatiles, their release into the atmosphere is

limited owing to their solubility in the internal ocean and

owing to clathration processes within the H2O mantle. Out-

gassing from the interior may occur through two different

mechanisms: (1) destabilization of clathrates stored in the

outer ice shell by thermal convective plumes or by impacts,

(2) mobilization of dissolved gas molecules contained in the

water ocean and subsequent bubble formation if the ocean

gets saturated (Tobie et al., 2006, 2009). Both processes are

controlled by methane, since it is the dominant gas in the

form of clathrate hydrate in the outer shell and since it is

the only gas compound that may reach the saturation point

in the ocean during periods of reduced ice shell thicknesses.

The other dominant compounds, CO2, NH3 or H2S, are

more soluble in liquid water, so that they will never reach

saturation. For noble gases such Ne or Ar, although they

have a low solubility, their concentration is very low and

always remain below the saturation point. However, when

methane reaches the saturation point, Ne and Ar owing to

their low solubility in water may be preferentially incorpo-

rated in CH4-rich bubbles formed at the ocean-ice interface

and transported upward with the percolating fluids. Fol-

lowing this extraction mechanism, the detection of 40Ar

(and potentially 22Ne) suggests that the atmospheric mass

of methane has been renewed at least 20-30 times during

Titan’s evolution (Tobie et al., 2011).

2.4.2 Formation and evolution of the atmosphere

2.4.2.1 Origin of the massive N2-CH4 atmosphere

The formation of Titan’s atmosphere is certainly an event

which occurred relatively early in its history, otherwise we

should see a number of impact craters too small to have

been formed under the dense atmosphere of today. However,

whether it is an accretionally generated atmosphere (e.g.

Lunine and Stevenson, 1987; Kuramoto and Matsui, 1994)

or a late veneer generated during a subsequent late heavy

bombardment (Zahnle et al., 1992; Sekine et al., 2011) is an

issue that cuts to the heart of the question of whether Ti-

tan’s formation environment was chemically and thermally

distinct from that of Jupiter (see above). If the disk around

Saturn was colder than that at Jupiter, rich in volatiles like
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methane and ammonia, then the atmosphere most likely was

primordial. The likely presence of an interior water ocean,

outgassing through time of methane needed to replace that

destroyed by photolysis, and the elevated nitrogen isotopic

ratio in Titan’s atmosphere (Niemann et al., 2010) all hint

at the likelihood that Titan acquired its volatile inventory

throughout accretion, the present atmosphere being an

outgassed remnant of a volatile-rich Titan.

A volatile rich Titan formed under all but the coldest

accretional scenarios would have had an initially warm

ammonia-rich atmosphere, if indeed the dominant carrier

of nitrogen was ammonia. This seems to be required by the

measurement of 36Ar to nitrogen (Niemann et al., 2010),

which can be interpreted as requiring that molecular ni-

trogen was initially in the form of ammonia (Owen, 1982).

Arguments to the contrary–that somehow the argon is be-

ing sequestered by a condensed or crustal reservoir–don’t

seem to make sense in light of the presence of radiogenic

argon at two orders of magnitude larger mixing ratio. Thus

we can assume that ammonia was in abundance on early

Titan, initially in the form of an atmosphere and surface

ammonia-water ocean supported by accretional heating and

a strong greenhouse effect (Lunine et al., 2010a). Conversion

of ammonia to molecular nitrogen by photolysis (Atreya

et al., 1978) and shock heating (Jones and Lewis, 1987;

McKay et al., 1988) all provide a plausible story in which

the ammonia is rapidly consumed, the atmosphere cools and

condenses out, and nitrogen takes its place. Ishimaru et al.

(2011), however, demonstrated that efficient conversion of

NH3 into N2 by impact shock requires on oxidizing CO2-rich

proto-atmosphere on Titan. This is consistent with CO2

as the dominant gas compound in the building blocks that

formed Titan as predicted by Hersant et al. (2008); Mousis

et al. (2009c); Tobie et al. (2011).

Sekine et al. (2011) also proposed, based on laser-gun

experiments, that ammonia ice contained in the outer icy

shell may have been efficiently converted to N2 by high-

velocity impacts during the LHB. The generation of the

N2-rich atmosphere by this process requires the presence of

several percents of ammonia in the outer shell, which im-

plies that Titan’s outer layer has remained undifferentiated

and unmelted until the LHB era. As already discussed, it

is very difficult to avoid melting and partial differentiation

during the accretion, so that it is unlikely that Titan’s icy

shell contained ammonia in sufficient amounts at the time

of the LHB. While the LHB event has probably affected

the evolution of the atmosphere, notably by inducing a

significant atmospheric erosion (Korycansky and Zahnle,

2011; Ishimaru et al., 2011), it seems unlikely that it has

been the main contributor for the atmosphere generation, a

massive atmosphere probably already existed prior to that

event.

Outgassing of methane during the accretion and possibly

during the LHB would have been vigorous. However, the

present-day methane in the atmosphere is unlikely to be the

remnant of this primordial outgassing. If it was the case, the

C13/C12 in CH4 should be much larger than the observed

value, which is close to the solar value (Mandt et al., 2009;

Niemann et al., 2010). This nearly unmodified ratio suggests

that methane released during the early stage of evolution

should have been totally lost or rapidly re-trapped in the

subsurface without being affected by atmospheric fractiona-

tion processes. Today’s methane has probably been injected

much later during the evolution, possibly due to the desta-

bilization of crustal reservoir of CH4-rich clathrate (Tobie

et al., 2006). The only record of the accretional time lies

in the nitrogen isotopic ratio, modestly heavier than the

terrestrial value (Mandt et al., 2009) , suggesting a source

distinct form the Earth, or loss of nitrogen to space, or

both. However, a single isotope ratio is a poor constraint on

the rate and volume of the loss because isotopic enrichment

is a function of the rate and mechanism of escape. Further

extensive discussion of the early Titan atmosphere may be

found elsewhere (Lunine et al., 2010a).

2.4.2.2 Interactions with the icy shell

All along Titan’s evolution, interactions with the solid icy

shell has likely influenced the composition of the atmo-

sphere. During the post-accretional cooling leading to the

crystallization of the primordial water ocean, part of the at-

mospheric gases, notably CO2 and CH4, may be re-trapped

first by clathration and then by condensation (Choukroun

et al., 2010; Lunine et al., 2010a). Large quantities of CO2

and CH4 were probably incorporated in the primitive icy

shell. Additional CH4-rich clathrates released during the

differentiation of the deep interior may have also accumu-

lated at the base of this primitive outer shell, leading to the

formation of a thick ( > 10 km) CH4-rich clathrate layer

(Tobie et al., 2006). This shell would then thin in response

to the release of heat associated to the core evolution (Tobie

et al., 2006), resulting in the release of large amounts of

methane which would be mainly stored dissolved in the

ocean, only the gas in excess may have been outgassed

(Tobie et al., 2009).

According to this scenario, several kilometers of CH4-rich

clathrates may still be present in the outer icy shell at

present, and recent thermal destabilizations of this reservoir

may explain the present-day atmospheric methane (Tobie

et al., 2006). CH4-rich clathrates are probably not the only

crustal reservoir. Large volumes of liquid hydrocarbons

may also be potentially stored in a porous crust (Kossacki

and Lorenz, 1996; Voss et al., 2007). The morphology and

distribution of the hydrocarbon lakes on Titan suggest that

they are connected to a subsurface reservoir (Hayes et al.,

2008) (see also Aharonson et al. this book). However, no

constraints exist on the extension of this subsurface reser-

voir as well as on the methane content. The lakes seems

dominated by ethane (Mitri et al., 2007; Brown et al., 2008;

Cordier et al., 2009), which suggests that the methane frac-

tion in a subsurface liquid reservoir is limited at present.

Based on the available observations, it is impossible to

constrain the contribution of this potential reservoir to
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the methane inventory. Additional observations, such as

subsurface sounding by a future exploration mission, will

be needed to better constrain the nature of the subsurface

reservoir.

The mysterious absence or rarity of the primordial no-

ble gases in Titan’s atmosphere may also be indicative of

interactions of the atmosphere with the solid icy shell. It

has been shown recently that the apparent deficit in noble

gases could be essentially due to the formation of multiple

guest clathrates at the surface-atmosphere interface of the

satellite (Mousis et al., 2011). These clathrates would prefer-

entially store some species, including all heavy noble gases,

over others. These results have been obtained from the

use of a statistical-thermodynamic model based on recent

determinations of intermolecular potentials and supersede

the previous ones that suggested a limited trapping of argon

(Osegovic and Max, 2005; Thomas et al., 2008). In fact, the

clean water ice needed for the formation of these clathrates

may be delivered by successive episodes of cryovolcanic

deposits. In this scenario, the formation of clathrates in

the porous lavas and their propensity for trapping Ar, Kr,

and Xe would progressively remove these species from the

atmosphere of Titan over its history. A global clathrate

shell with an average thickness not exceeding a few meters

may be sufficient on Titan for a complete removal of the

heavy noble gases from the atmosphere. Note, however, that

there has been no convincing and unambiguous evidence

for cryovolcanic activities on Titan so far (see for instance

Moore and Pappalardo, 2011), so that the proposed trap-

ping mechanism still remains hypothetic.

If clathrate formation is an efficient process as hypothe-

sized for the noble gases, then it is possible that clathrates

are also a sink for the prodigious amounts of ethane, and

lesser amounts of propane, expected to have been produced

over the history of Titan by photochemical processing of

methane. Episodes of crustal volcanism could encourage for-

mation of ethane clathrate (Mousis and Schmitt, 2008),

as could impacts (Lunine et al., 2010b), or simple per-

colation through a heavily fractured crust might progres-

sively allow the substitution of ethane for methane in crustal

clathrate hydrate, and reconversion of water ice that once

was clathrate prior to losing methane by outgassing. Re-

gardless of the process, while methane clathrate hydrate

is slightly less dense than the underlying water-ammonia

ocean, ethane clathrate is not. Hence any ethane clathrate

will have a tendency to move downward in a predominantly

methane clathrate shell, and once at the bottom will sink in

the ocean–to exist stably at the bottom. Timescales might

be an issue here, leaving most of the ethane in the outer shell,

but sequestered away from the surface-atmosphere system. If

this view is correct, Titan’s outer shell is laden with ethane

clathrate from billions of years of methane photolysis–the

lakes and seas being only the most recently produced ethane.

2.4.2.3 Long-term climate stability of Titan’s
atmosphere.

Titan’s atmosphere has been unstable on timescales of be-

tween tens and hundreds of millions of years unless large

areas of methane seas and oceans, an order of magnitude

or more larger than the present-day lakes and seas, have

existed on the surface throughout geologic time. In the

absence of such sustaining bodies of liquid methane, or

an implausibly finely tuned outgassing rate that keeps the

atmospheric methane content within a factor of several of

the current abundance for billions of years, the methane in

Titan’s atmosphere must have been periodically depleted.

For the first half of Titan’s history, when the Sun’s lumi-

nosity was less than 80-85% of its current value, loss of

methane may have caused the nitrogen to rain out onto

Titan’s surface (McKay et al., 1993; Lorenz et al., 1997a),

producing a global sea of liquid nitrogen under a thinner

clear atmosphere.

This scenario, bizarre in its contrast with the present-day

state, raises all sorts of issues: (1) Is there geologic evi-

dence for a long-standing ancient global sea of either liquid

nitrogen or (to avoid this catastrophe) a standing ancient

global sea of methane and ethane? (2) How could a thicker

atmosphere be restored, even with massive outgassing of

methane (why wouldn’t the methane simply freeze out at

the lower global temperatures for which liquid nitrogen is

stable)? (3) What would prevent under a thin atmosphere

the formation of massive ice caps of nitrogen at cold poles,

possibly rendering as in point (2) a permanently frozen

Titan? It is possible that freeze out did not occur even

under a fainter young Sun, and indeed for values of the

solar luminosity within 15-20% of the present-day, it seems

that a nitrogen atmosphere not much different from that at

present could have been sustained in the absence of methane

(Lorenz et al., 1997a).

As crustal and deeper sources of methane continue to be

depleted by photolysis, it seems inevitable that a state will

be reached in which Titan will lose its surface methane and

revert to a nearly pure nitrogen atmosphere, largely clear of

aerosols, but with a surface temperature not much different

from today or even larger as the Sun continues to grow in

luminosity. Eventually, when the Sun becomes a red giant,

Titan will have lost much of its atmosphere thanks to a

strongly enhanced solar wind, but will for a time support a

surface water ocean until the red giant’s luminosity begins

to fade (Lorenz et al., 1997b) . Perhaps any life extant in the

deep water interior might then adapt to the surface, develop

a form of photosynthesis, etc., if time is not too brief. Such

speculations would be in the realm of science fiction were it

not for the likelihood that Titan is representative of a class

of planets that would stably exist within 1 AU of M to K

dwarfs, with a spectrum of environments from the present-

day state to an ancient nitrogen sea state, to the ultimate

warmer version discussed here, simply by virtue of adjust-

ing the stellar spectral type from late M to K (Lunine, 2010).
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2.4.3 Summary

At the start of this Section we posed three questions; we

will conclude by providing some provisional answers.

1. To what extent did the interior of Titan influence the

evolution of its atmosphere ? The probable existence of

an internal ocean at present suggests that the differ-

entiation of Titan’s interior has been accompanied by

significant water-rock interactions and massive releases

of gas compounds initially incorporated in clathrate

structure. Although most of gas species should be stored

dissolved in the massive internal ocean and in the form

of clathrate in both the outer ice layer and the high-

pressure ice layer, a significant fraction of CH4 was likely

outgassed through time.

2. Did Titan always possess a massive N2-CH4 atmosphere

? Titan likely acquired its atmosphere during its first

hundred millions of years, at the latest during the LHB.

The atmospheric composition and mass have probably

varied along Titan’s evolution. The early atmosphere

may have been more massive and dominated by CO2.

Following the post-accretional cooling phase, nitrogen

probably rapidly became the dominant gas. It is still

unclear how nitrogen has been produced from ammonia

and how atmospheric escape has influenced the nitro-

gen inventory. The methane abundance has probably

significantly varied through time depending on the bal-

ance between replenishing and destruction. Long periods

without atmospheric methane may even be envisioned.

3. Where is the missing hydrocarbon inventory ? Large vol-

umes of hydrocarbon may be stored in the form of liquid

or clathrate hydrate in the solid icy shell. However, there

are still no direct constraints on the volume of these

putative reservoirs. Alternatively, the lack of extensive

hydrocarbon reservoirs may indicate that the production

of hydrocarbons from methane photolysis has been less

efficient than previously anticipated. This may suggest

that methane has been present in the atmosphere during

limited periods of time.

2.5 CONCLUSION AND QUESTIONS FOR

FUTURE MISSIONS

Since the arrival of the Cassini-Huygens mission to the

Saturn system, a large amount of data has been collected

on Titan and various models have been developed to inter-

pret them in an evolution context. In spite of considerable

progresses in our understanding of Titan’s origin and evo-

lution, many questions remain, and they will probably not

be answered by the end of the Cassini-Huygens mission. A

series of investigations in situ and from the orbit will be

needed in the future to address all the mysteries of Titan

that Cassini-Huygens just started to unveil. Specifically,

some of the remaining problems include:

1. What was the composition of the building blocks that

formed Titan ? Theorotical models of planetary forma-

tion suggest that the building blocks that formed Titan

contained a few percents of various gas compounds,

mainly CO2, NH3, CH4, as well as sulfur compounds,

methanol and traces of noble gases. Most of the gas

compounds initially expected have not been detected so

far. Xe and Kr, for instance, appear to be depleted rela-

tive to the predicted abundance. By contrast, Ne, which

was not expected, has been tentatively detected. CO2,

which is predicted to be the dominant carbon-bearing

species, has only been identified at Huygens’ landing site

(Niemann et al., 2010) and tentatively in some other

specific areas (McCord et al., 2008). Constraining the

CO2 fraction on Titan as well as the noble gas content

will provide key constraints on the conditions under

which the building blocks formed. Atmospheric sampling

by a future exploration mission will permit us to deter-

mine more accurately the noble gas content of Titan’s

atmosphere, in particular to confirm the detection of

neon. Determination of noble gas abundance in Saturn’s

atmosphere by an entry probe will also be extremely

useful to determine the efficiency of noble gas trapping

in planetesimals embedded in the feeding zone of Saturn.

Moreover, in situ analysis in different materials collected

at the surface will also provide pertinent information

on the possible CO2 content in the outer shell as well

as on the possible sequestration of noble gases in the

subsurface.

2. How did Titan’s N2-dominating atmosphere form and

evolve ? It is likely that Titan’s atmosphere has been

acquired relatively early during the satellite evolution.

However, it is still unclear how the N2-dominating at-

mosphere has been produced and how its composition

has evolved through time. The elevated 15N/14N ratio

observed in Titan’s nitrogen is commonly attributed

to enhancement due to massive atmospheric escape.

However, we are still missing constraints on the ini-

tial value in Titan. Determination of 15N/14N ratio in

NH3 in comets, in particular by the Rosetta mission

on Comet 67P/Churyumov-Gerasimenko, will provide

the first direct constraint. Such measurements together

with determination of isotopic ratios in non-radiogenic

isotopes of argon (38Ar/36Ar) and neon (22Ne/20Ne) by

in situ sampling will allow us to determine how much

mass Titan’s atmosphere have lost since its formation,

thus providing constraints on the early state of Titan’s

atmosphere.

3. How efficient was the interaction between rock and H2O

in the interior ? The moment of inertia inferred from

Cassini gravity data as well as the detection of 40Ar in

the atmosphere is indicative of prolonged interactions

between silicate minerals and H2O (liquid water or wa-

ter ice). Such an interaction has key implications for

the chemical evolution of Titan’s interior, in particular
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for the astrobiological potential of its internal ocean.

Its efficiency may be constrained by future exploration

missions (i) by constraining the degree of differentiation

and ocean characteristics (size and composition) from

tidal and magnetic monitoring as well as from seismic

detection using a fixed lander network at the surface;

(ii) by detecting salts and ammonia hydrates at the

surface from spectroscopy and surface samplings and

(iii) by measuring the ratio between radiogenic and non-

radiogenic isotopes in noble gases other than Ar from

in situ mass spectrometry in the atmosphere and/or in

hydrocarbon lakes.

4. Are Titan’s ice shell and interior currently active ? In

spite of the Earth-like landscape of Titan, there is still

some doubt regarding the internal activity of Titan.

Although there is some evidence of interactions with the

interior in the past, it is uncertain if Titan’s interior

has still an influence on the evolution of the atmosphere

and surface. Precise determination of the topography

and gravity field by a future mission may provide key

information on the structure of the icy shell, thus on its

internal dynamics. Identification of recent (unambigu-

ous) cryovolcanic flows using high-resolution images and

IR spectra would hint at the likelihood of recent activ-

ities. The detection of helium, which has a very short

residence time in the atmosphere, would be indicative

of contemporaneous internal outgassing. Finally, direct

observations of eruption would be the most convincing

evidence.

5. How long has the methane cycle been active on Titan ?

At present, Titan has a very active methane cycle, char-

acterized by photochemical production of more complex

hydrocarbon species, formation of a haze layer, cloud

formation and rain fall, accumulation of hydrocarbon

liquids in near-polar lakes and seas. However, it is still

unclear if this cycle has existed during most of Titan’s

evolution or if it was triggered only relatively recently.

Determining the possible volume of hydrocarbon stored

under the surface by subsurface sounding with ground

penetrating radar by a future mission will provide perti-

nent constraints on the duration of CH4-driven chemistry

on Titan. Identification of clathrates of methane, ethane

and others at the surface by in situ sampling at the

surface will also permit us to evaluate the role of clathra-

tion in the storage of hydrocarbon in the subsurface.

Determination of 13C/12C in various carbon-bearing

materials collected at the surface will also provide key

information on the atmospheric fractionation process,

and potentially on the duration of active methane cycle.

High-resolution mapping of the surface may also provide

information on different climatic conditions in the past,

such as evidences for more extended methane seas asso-

ciated with wetter climate or for N2 ice caps associated

to dryer and colder climate.
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a b s t r a c t

The apparent moments of inertia of Callisto and Titan inferred from gravity data suggest incomplete
differentiation of their interior, commonly attributed to slow and cold accretion. To understand whether
such large icy moons can really avoid global melting and subsequent differentiation during their
accretion, we have developed a 3D numerical model that characterizes the thermal evolution of a satellite
growing by multi-impacts, simulating the satellite growth and thermal evolution for a body radius
ranging from 100 to 2000 km. The effects of individual impacts (energy deposition, excavation) are
simulated and integrated for impactor sizes ranging from a few kilometers to one hundred kilometers,
while for smaller impactors, a simplified approach with successive thin uniform layers spreading all over
the satellite is considered. Our simulations show that the accretion rate plays only a minor role and that
extending the duration of accretion does not significantly limit the increase of the internal temperature.
The mass fraction brought by large impactors plays a more crucial role. Our results indicate that a
satellite exceeding 2000 km in radius may accrete without experiencing significant melting only if its
accretion is dominated by small impactors (<a few kilometers) and that the conversion of impact energy
into heat is unrealistically inefficient (<10–15%). Based on our simulations, if more than 10% of satellite
mass was brought by satellitesimals larger than 1 km, global melting for large bodies like Titan or Callisto
cannot be avoided.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Differences in composition and internal structure exist between
the major icy satellites of Jupiter and Saturn, suggesting distinct
accretion and differentiation histories (e.g., Kirk and Stevenson,
1987; Mueller and McKinnon, 1988; Mosqueira and Estrada,
2003a; Barr and Canup, 2008). The high moment of inertia factor
inferred from Galileo gravity measurements (C=MR2 ¼ 0:346)
(Anderson et al., 2001) suggests that ice-rock separation may be
incomplete in the interior of Jupiter’s moon Callisto. By contrast,
Ganymede has a much smaller moment of inertia (C=MR2 ¼ 0:31)
(Anderson et al., 2001) and shows signs of past endogenic activity
(Pappalardo et al., 2004). A full separation of ice and rock is sug-
gested for Ganymede together with the formation of a metallic
core, which is at the origin of a relatively intense intrinsic magnetic
field (Kivelson et al., 1998).

With similar size and mass, Saturn’s moon Titan may be an
intermediate case between Callisto and Ganymede. Its moment
of inertia factor, C/MR2 estimated to �0.33–0.34 from Cassini

gravity measurements (Iess et al., 2010, 2012) suggests that Titan’s
interior is more differentiated than Callisto but probably much less
than Ganymede. Like Callisto, Titan might still possess a layer of
ice–rock mixture between a rocky core and an outer ice-rich man-
tle, unless the rocky core is mostly composed of highly hydrated
minerals (Sohl et al., 2010; Castillo-Rogez and Lunine, 2010). The
fact that the interior of Callisto and possibly Titan may still contain
a layer of ice–rock mixture suggests that the satellite may have
avoided significant melting during accretion and subsequent
evolution.

The accretion of giant planet’s moons is intimately linked with
the evolution of the circumplanetary disk that formed during the
transition stage of the planet’s accretion, when the planet became
massive enough to contract and accrete gas and dust from the
circumsolar disk (e.g., Estrada et al., 2009). The timescale of the
satellite accretion is therefore mostly controlled by the disk
structure, the mass inflow rate, and the lifetime of the circumplan-
etary disk. Two main categories of circumplanetary disk models
have been proposed: the solids-enhanced minimum mass (SEMM)
model (Mosqueira and Estrada, 2003a,b; Estrada et al., 2009) and
the gas-starved disk model (Canup and Ward, 2002, 2006; Ward
and Canup, 2010). In the gas-starved disk model, the disk is
assumed to be continuously supplied by ongoing inflow of gas
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and dust particles from the surrounding proto-planetary disk while
in the SEMM model, solid components of the disk are supplied by
ablation and capture of planetesimal fragments passing through
the disk. These two approaches result in different characteristic
impactor sizes, ranging typically from a few meters to a few kilo-
meters in the gas-starved approach (Barr and Canup, 2008), while
a significant fraction of impactors with radii above 1 km size and
up to 100–200 km is envisioned in the SEMM model (Estrada and
Mosqueira, 2011). The impactor size is crucial to determine
whether the impact energy is buried deep beneath the surface or
efficiently released to the space. Hence these two formation mod-
els can potentially lead to different early thermal evolutions of
growing icy moons.

Previous studies showed that it was possible to avoid melting if
the accumulation of accretion energy was inefficient, i.e. if the
energy was radiated away at a rate comparable to the accretion
rate (e.g., Schubert et al., 1981; Squyres et al., 1988; Kossacki and
Leliwa-Kopystyński, 1993; Coradini et al., 1995; Grasset and
Sotin, 1996; Barr and Canup, 2008; Barr et al., 2010). Based on
these models, the accretion timescales tacc should be longer than
1 Myr to avoid significant melting and hence differentiation of
Callisto while an accretion timescale as short as 103—4 yr may be
possible for Ganymede. However, these timescales are dependent
on the way heat deposition and cooling are treated. These studies
used a one-dimensional approach initially developed for the accre-
tion of terrestrial planets (Safronov, 1978; Kaula, 1979). In this
approach, the evolution is parameterized by deposition of succes-
sive material layers. The thermal effect of an impact is not consid-
ered individually, but is averaged over the entire surface and
integrated. This approach is valid as long as the impactors remain
small (61 km) and are randomly distributed at the surface. This
might be the case during the very early stage of the accretion pro-
cess, but impactors larger than 1 km probably became more and
more abundant at the end of the accretion stage (e.g., Estrada
et al., 2009). Impactors larger than 100 km might also be expected
(e.g., Sekine and Genda, 2012; Dwyer et al., 2013). For such large
impacts, a detailed description of each impact including energy
deposition and transfer is required.

For this purpose, we have developed a three-dimensional
model that characterizes the thermal evolution of a satellite
growing by multi-impacts. The satellite growth and thermal evo-
lution are simulated for a radius ranging from 100 km to
2000 km from different populations of undifferentiated icy imp-
actors, by assuming different accretion rates and conversion rates
of impact energy into heat. The effects of individual impacts are
simulated and integrated for impactor sizes ranging from a few
kilometers to one hundred kilometers. For each impact event,
we consider the thermal effects due to the dissipation of the
impactor’s kinetic energy as heat as well as the topographical
effect associated to excavation process. For impactor sizes smal-
ler than a few kilometers, we do not treat the impact individu-
ally because the number of impacts to simulate will be
extremely time consuming. The small and numerous impactors
are modeled by successive thin uniform layers spreading all over
the moon. As the icy moon grows, gravitational forces increase
and impacts become more and more violent. Due to this, as well
as the accumulation of warmed icy material, melting events may
occur once the icy moon reaches a critical size. As the main
objective of our work is to determine the maximum radius
reached by a growing satellite before significant melting occurs
(>5%), we make some simple assumptions corresponding to the
least efficient scenario for initiating ice melting. The impacts
are assumed to occur with the smallest possible velocity corre-
sponding to the escape velocity determined by the mass of the
growing satellite. Hence, the accretion efficiency is assumed to
be 100% and all impacted mass remains on the growing satellite

(Asphaug, 2010). With these assumptions, we minimize the
energy accumulated in the satellite during the growth, and there-
fore we provide an upper limit for the radius that the satellite
can reach without experiencing significant melting. In Sections
2 and 3, we present the details of our model. We first describe
the process associated to a single impact event and then we
present our multi-impact approach. The results of our simula-
tions for different accretion parameters are provided in Section 4.
Finally, in Section 5, we briefly discuss the implications of our
results for the post-accretional structure of large icy moons and
the subsequent differentiation processes.

2. Single impact model

Following an impact and the formation of a crater, a significant
amount of heat is buried deep below the impact site. In the follow-
ing section we describe the scaling laws used to model the thermal
and topographical consequences of a large single impact on a
growing icy moon.

2.1. Impact heating

During an impact event, the initial kinetic energy of the impac-
tor is converted into internal energy produced by shock heating of
the satellite and of the impactor, internal energy produced by plas-
tic work, and kinetic energy of ejected material (e.g. O’Keefe et al.,
1977; Squyres et al., 1988). O’Keefe et al. (1977) estimated that the
fraction, cli, of the impactor kinetic energy going into shock heating
of the satellite ranged from 0.2 for low-velocity impacts to about
0.6 for very high velocities. As this parameter is difficult to con-
strain, especially for large impacts, we consider here that it is a free
parameter.

During the impact, a shock wave propagates from the impact
site. Following the adiabatic pressure release, the peak pressure
being almost independent of impactor size, a thermal anomaly
remains below the impact site. The heat deposition is nearly uni-
form in a hemispherical (for v imp < 1 km/s) to spherical region next
to the impact (the isobaric core), and strongly decays away from it
(Croft, 1982; Squyres et al., 1988; Senshu et al., 2002) (see Fig. 1).
For simplicity, we consider in our models that the shape of the iso-
baric core is spherical and that it does not depend on the impact
velocity. Energy balance calculations and shock simulations sug-
gest that, for impact velocities lower than 10 km s�1, the radius
of the isobaric core ric is comparable or slightly larger than that
of the impactor rimp (Pierazzo et al., 1997; Senshu et al., 2002;
Kraus et al., 2011). Considering the extreme case in which all of
the impact energy is perfectly transferred to the internal energy
within the isobaric core and impactor itself gives an estimation
of the maximum value for ric=rimp ¼ 31=3 (Senshu et al., 2002).
Hence, after a large impact, a large amount of heat can be buried
deep below the impact site at a depth � 2rimp and contribute to
the early thermal evolution of the growing moon (Kraus et al.,
2011).

As already explained in the introduction, we neglect here the
velocity at infinity of the impactor (v1 ¼ 0) as we want to deter-
mine the maximal size a moon can reach without significant melt-
ing. For simulations presented here, we do not consider any
transplanetary impactor with v imp � vesc (Squyres et al., 1988).
The impactor velocity is only determined by the gravitational
acceleration of the growing target: v imp ¼ vesc ¼

ffiffiffiffiffiffiffiffiffi
2gR

p
with g the

gravity at the surface of a moon with radius R. The impactor veloc-
ity is therefore proportional to the satellite size. For isobaric core
volume Vic ¼ 3Vimp, a balance between the kinetic energy delivered
to the growing moon and the energy used to heat up the growing
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moon (isobaric core and the material surrounding it) without melt-
ing leads to (Monteux et al., 2007):

DT0 ¼
4p
9

cliqGRt
2

hmCp
ð1Þ

where Rt is the mean radius of the growing moon, q is the mean
density of the moon, hm represents the volume effectively heated
normalized by the volume of the isobaric core and scales with the
power m (see values in Table 1). cli is the fraction of the impactor
kinetic energy that is used to heat up the deep material of the
impacted body. Hence, the post-impact temperature increase scales
with the square of the moon radius at the time of impact (see (1)).

Using parameter values from Table 1 and cli ¼ 30%, for an impacted
body with a radius ranging from 1000 km to 2500 km, v imp < 3 km/s
and DT0 ranges from �10 K to 100 K. Obviously, if the velocity at
infinity is non-negligible, the delivered energy and hence tempera-
ture increase would be higher. However, as we want to determine
the maximum radius that a growing satellite can reach without sig-
nificant melting, we consider the most favorable case where the
velocity at infinity is zero.

Away from the isobaric core the peak pressure decays with the
distance from the surface of the isobaric core (Pierazzo et al., 1997;
Kraus et al., 2011) (see Fig. 1). This pressure decay can be faster for
an ice/rock mixture than for terrestrial material because of the ice
properties (Kraus et al., 2011). Just after the adiabatic pressure
release, the thermal perturbation corresponds to an isothermal
sphere of radius ric and temperature T0 þ DT0 that decays when
�r > ric as (see Fig. 1)

TðrÞ ¼ T0 þ DT0
ric

r

� �m
ð2Þ

where �r is the distance from the center of the isobaric core, T0 is the
pre-impact temperature and m is the power characterizing the tem-
perature decrease from the isobaric core (Pierazzo et al., 1997;
Senshu et al., 2002). The post-impact temperature increase is a
function of the pressure increase below the impact site. For small
impact velocities (i.e. <3 km s�1), the pressure P may increase to
peak values of 8 GPa and the post-impact temperature increase
scales with P0:7�1 (Stewart and Ahrens, 2005). As the pressure typi-
cally decays from the isobaric core with �ðric=rÞ4 (Kraus et al.,

Fig. 1. Schematic illustration of the topographical (left) and thermal (right) evolutions after large impacts. When the first large impact occurs (first line), a crater with
diameter Df , depth zf and rim height d0 is formed (second line, left). Before the next large impact, the layer deposition occurs (third line, left). When a second impact occurs
close enough to the first one (fourth line), the pre-existing topography is modified according to Eq. (11). When a large impact occurs (first and second line, right), heat is
buried deep below the impact site following Eq. (1) while the ejecta rim temperature is the average temperature below the impact site over a volume that is Df large and zf

thick. The temperature of the layer deposited before the next large impact (third line, right) obeys Eq. (13).

Table 1
Typical parameter values for numerical models.

Moon radius R 100–2000 km
Impactor radius rimp 4–100 km
Isobaric core radius ric

Average moon density q 1500–2000 kg m�3

Mean heat capacity Cp 1200 J K�1 kg�1

Environment temperature Te 100 K
Mean heat diffusivity j 10�6 m2 s�1

Large impact energy fraction retained cli 0.1–0.6
Temperature power decrease from the

isobaric core
m 3.4

Volume effectively heated by impact hm 5.8
Layer deposit energy fraction retained clay 6 cli 0.1–0.3
Gravitational constant G 6:67� 10�11 m3 kg�1 s�2
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2011), the post impact temperature increase decays from the iso-
baric core following ðric=rÞm with m ranging from 2.8 to 4. In this
study we choose a medium value of m ¼ 3:4.

2.2. Topographical effect

An impact leads to the formation of a transient cavity of diam-
eter Ds, reaching its final size Df after some modifications. The
diameter of the transient crater Ds can be related to the impactor
diameter dimp (in km) through (Zahnle et al., 2003):

Ds ¼ a0
v2

imp

v2
esc

 !a1 qimp

q

� �a2

Ra3 da4
imp cos ðhÞa5 ð3Þ

where v imp is the impactor velocity, vesc is the escape velocity of the
impacted moon, qimp is the impactor density, R is the radius of the
moon (in km) and h is the impact angle. For simplicity, we assume
qimp ¼ q and we set h ¼ 45� (the most likely angle of impact and the
average value for a uniform bombardment (Shoemaker, 1962)).
a0; a1; a2; a3; a4 and a5 are constant values listed in Table 2. These
are derived from laboratory experiments as well as numerical mod-
eling, and are consistent with planetary surface observations.

If the transient crater diameter is smaller than a critical value
Dc , no later significant modifications occur and its final diameter
is Df ¼ Dc . Among the parameters listed in Table 2, Dc is the one
that exhibits the largest range of values as this parameter depends
on the mechanical properties and gravity of each icy moon
(McKinnon et al., 1991; Zahnle et al., 2003). Dc typically ranges
between 2 and 3 km for Ganymede and Callisto and up to 15 km
for most of the medium-sized satellites (Schenk et al., 2004).
Hence, Dc is expected to vary during the growth of the icy moon.
Here for simplicity we consider a single value, Dc ¼ 15 km (see
Table 2). In our models, the majority of the impacts leads to the for-
mation of craters that are larger than Dc . Above Dc , the post-impact
strength of the target material is insufficient to prevent collapse
under gravity, crater modifications occur, resulting in a complex
crater with a flat floor, a central peak or peak ring, and a terraced
rim. Its final diameter thus becomes:

Df ¼ Ds
Ds

Dc

� �b0

ð4Þ

We express the maximal depth at the center of the crater zf as a
function of the transient simple crater diameter (Pike, 1977;
Schenk, 1991):

zf ¼
K1Db1

s if Ds < Dc

K2Db2
s if Ds > Dc

(
ð5Þ

We consider that the maximum ejecta thickness d0 at the crater
rim is (Schenk, 1991):

d0 ¼ K3Db3
f ð6Þ

b0; b1; b2 and b3 are constant values listed in Table 2. The elevation
variation depends on whether we consider a position inside or
outside the crater. Within the crater, the depth increases from
center to the top of the ejecta rim with a power p. Outside the
crater, elevation decreases from the top of the ejecta rim to a
reference elevation with a power �n. We define DHðg; nÞ as the
elevation variation between the post-impact topography and a
reference elevation (equal to 0 far form the impact site):

DHðg; nÞ ¼
zf þ ðzf þ d0Þ 2r

Df

� �p
if r < Df =2

d0
2r
Df

� ��n
if r > Df =2

8><
>: ð7Þ

where g is the longitude and n the latitude. r is the distance from
the crater center:

r ¼ Rt arccos½cosðgÞ cosðgimpÞ cosðn� nimpÞ þ sinðgÞ sinðgimpÞ� ð8Þ

with gimp the impact longitude and nimp the impact latitude.

2.3. Ejected material and ejecta temperature

The fraction of material from the impactor and from the
impacted body escaping the growing moon decreases with
decreasing impact velocities (Asphaug, 2010; Korycansky and
Zahnle, 2011). For impact velocities considered in our models
(v imp ¼ vesc < 3 km s�1) and for 45� impact angle, the accretion is
supposed to be efficient and this fraction should remain small (less
than 10% of the impactor’s mass) (Asphaug, 2010; Korycansky and
Zahnle, 2011). After a large impact, part of the material beneath the
impact site is excavated and redeposited within the ejecta rim (see
Fig. 1). We thus set n from Eq. (7) to a value typically ranging
between 2 and 3 in order for the efficiency of mass accretion to
be close to 100% during the whole accretion period and we con-
sider that the whole impactor is deposited in the ejecta rim.

The temperature of this material depends on the pre-impact
temperature, the temperature increase from the impact and the
temperature of the impactor. The volume fraction of excavated
material that is shock-heated increases with final crater size and
this hot material is redeposited in the most external part of the
ejecta rim (Maxwell, 1977; Barnhart and Nimmo, 2011). Hence,
the thermal repartition within the ejecta rim should also depend
on the interactions between the ejected material and the atmo-
sphere during the excavation and the fallback processes (Kieffer
and Simonds, 1980). For simplicity, we will consider in our models
that the temperature of the ejecta rim is the average temperature
below the impact site over a cylindrical volume with a diameter Df

and a thickness zf .

3. Multi-impact approach

The accretion of an icy moon is the result of material deposited
from a wide range of impactor sizes (i.e. from dusts to 100 km size
objects). In the following sections we describe our model of accre-
tion from multi-impacts.

3.1. Impactor population

For the mass distribution of the impactor, we consider a power
law distribution with an exponent equal to �2.5: dNc=dm / m�2:5,
consistent with N-body simulations (Kokubo and Ida, 2000). We
use Monte Carlo sampling to generate the impactor population

Table 2
Crater geometrical parameters used in our models.

Parameter Value References

a0 1.1 Zahnle et al. (1998, 2003)
a1 0.217 Zahnle et al. (1998, 2003)
a2 0.333 Zahnle et al. (1998, 2003)
a3 0.217 Zahnle et al. (1998, 2003)
a4 0.783 Zahnle et al. (1998, 2003)
a5 0.44 Zahnle et al. (1998, 2003)
Dc 15 km McKinnon et al. (1991)
b0 0.13 McKinnon et al. (1991)
K1 0.15 McKinnon et al. (1991) and Zahnle et al. (2003)
b1 0.88 McKinnon et al. (1991) and Zahnle et al. (2003)

K2 0.75 McKinnon et al. (1991) and Zahnle et al. (2003)
b2 0.3 McKinnon et al. (1991) and Zahnle et al. (2003)
K3 0.017 Schenk (1991)
b3 0.976 Schenk (1991)
p 2–3 Howard (2007)
n 2–3.5 Howard (2007)
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(Zahnle et al., 2001; Lognonné et al., 2009). By random drawing, we
determine the impactor mass (or equivalently, radius) according to
the above power law distribution. The time of impact is taken from
a uniform probability distribution, while the latitude and longitude
of the crater center are randomly drawn so that an isotropic impact
flux is obtained. To limit the computation time, a lower size limit,
rmin, is imposed on the impactor distribution (see Fig. 2). Below this
lower limit, individual impact events are not simulated and a
parameterized approach using successive deposit layers is used
(see Section 3.3 for further details). We assumed a lower limit,
rmin, typically between 1 and 10 km. We also prescribed an upper
limit, rmax, typically 100–200 km. Above these values, the validity
of the scaling laws used here becomes questionable. Accretion
from such large bodies would require more complex impact simu-
lations, which is beyond the scope of the present paper. Neverthe-
less, 200 km is probably a reasonable upper limit since the growing
moon is likely to perturb large objects that were migrating in from
the outer disk possibly leading to their breakup. Hyperion, for
instance, may be considered as an example of such large satellites-
imals (Mosqueira and Estrada, 2003a,b; Estrada et al., 2009). The
probability of impacts with objects exceeding 200 km is thus likely
low, except maybe during the very late stage of accretion (e.g.,
Sekine and Genda, 2012).

For simplicity, the impactor population is assumed to be infinite
(meaning that the number of impactors of a given size does not
decrease as a function of time) and the accretion rates of large imp-
actors sacc;li and layer deposit sacc;lay are assumed constant during
one simulation. To measure the influence of large impactors
(rmin < r < rmax) relative to small impactors (r < rmin), we define
the ratio:

xm;li ¼ mli=macc ð9Þ

where mli is the mass accreted from large impactors and macc is the
total mass accreted. We define the total accretion rate sacc as

sacc ¼ sacc;li þ sacc;lay ð10Þ

where sacc;li is the accretion rate from large impacts and sacc;lay is the
accretion rate from small impactors modeled as thin layer deposits
(see Section 3.3). We assume that the composition of the icy moon
(and of the impactor) is a mixture of ice and rocks and that its den-
sity q is uniform with depth.

3.2. Multi-impact-induced topography

To account for the pre-impact topography, we use the multi-
cratering approach developed by Howard (2007). At the ith impact,
the new elevation variation DEiðg; nÞ is

DEiðg;nÞ ¼
DHðg;nÞþ ðRi�1ðg;nÞ�Ri�1Þð1�ð2r=Df Þ2Þ when r <Df =2

DHðg;nÞþ Ri�1ðg;nÞ�Ri�1
� �

when r >Df =2

(

ð11Þ

DEiðg; nÞ depends on the local pre-impact topography variation
Ri�1ðg; nÞÞ � Ri�1
� �

. We consider here no late deformation of the
topography before the impact (the degree of inheritance is 1 inside
and outside the crater (Howard, 2007)). After the ith impact, the
local radius becomes Riðg; nÞ ¼ Ri�1ðg; nÞ þ DEiðg; nÞ and the mean
radius of the growing moon increases from Ri�1 to Ri.

The growth of the satellite requires that at least part of the
impactor material remains on the growing satellite. Since we con-
sider that the volume of the impactor is retained within the ejecta
rim in our models, this growth requirement provides constraints
on the scaling law describing the ejecta blanket distribution. For
large n values, the topography decreases rapidly from the crater
rim and the volume of material accumulated in the ejecta rim
decreases. On the contrary, for small n values and for the same cra-
ter rim height, the topography decreases more linearly from the
crater rim and the volume of material accumulated in the ejecta
rim is large. The falloff in ejecta thickness is steep. Depending on
the target properties, n ranges between 2.5 and 3 (Housen et al.,
1983; Moore et al., 2004). In Fig. 3, we monitor the average radius
of the growing moon as a function of time for different values of n
and compare it with the theoretical mean radius resulting from the
100% accretion of 1:4� 106 impactors ranging from 10 to 100 km
radii. From this figure, we see that increasing n decreases the mass
accumulated and leads to a growth that is less than 100% accretive.
For n ¼ 3, the accretion is not fully efficient and about 30% of the
impacted mass remains on the impacted body while for n ¼ 2:5,
95% is accreted (see Fig. 3). For n values smaller than 2.5, the
growth is unrealistic since it is more than 100% accretive. We
choose a value of 2.5 which maximizes the fraction of accreted
material.

Fig. 2. Schematic representation of the cumulated number of impacts as a function
of the impactor mass. All the material with a mass smaller than mmin (i.e. with
r < rmin) is deposited as a thin global layer over the moon surface. The impactors
with a mass ranging from mmin to mmax are considered here as successive impact
events (selected randomly) and their effects (impact cratering and heating) are
treated individually.

Fig. 3. Time evolution of the average radius of the growing icy moon after the
accretion of 1:4� 106 impactors ranging from 10 to 100 km radii with n ¼ 2:5 (red
solid line), n ¼ 2:7 (green solid line) and n ¼ 3 (blue solid line). For comparison, we
also represent the time evolution of the average radius consisting in the 100%
accretive accumulation of the impactor bodies (black solid line). (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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3.3. Layer deposits from small impactors

As explained previously, for numerical reasons, individual
impact events for r < rmin are not simulated. We consider that
the accreted mass from small impactors is averaged and uniformly
added on the surface. For a prescribed accretion rate,
sacc;lay ¼ sacc � ð1� xm;liÞ, the thickness dlay of the uniform layer
deposit between two individual large impacts is then:

dlay ¼
3sacc;layDt

4pq
þ R3

i

� �1=3

� Ri ð12Þ

At any point at the surface, this additional layer is added
uniformly. We assume that the temperature of this deposit layer
is homogeneous over the entire thickness dlay. The layer tempera-
ture depends on the radius of the growing moon Rt and is calcu-
lated following an approach that is similar to the ‘‘classic’’ one
from Schubert et al. (1981). In their 1D thermal evolution models,
Schubert et al. (1981) considered that a fraction h of the kinetic
energy accumulated during accretion progressively heats up the
near surface of the growing satellite (Kaula, 1979; Schubert et al.,
1981; Lunine and Stevenson, 1987; Grasset and Sotin, 1996).
Hence the corresponding temperature profile is:

TðRtÞ ¼
hGMðRtÞ

CpRt
1þ Rtv2

1

2GMðRtÞ

 !
þ Te ð13Þ

Considering that v2
1 ¼ 0 (i.e. v imp ¼ vesc), Eq. (13) becomes

TðRtÞ ¼
clay

2Cp
v2

imp þ Te ð14Þ

where Cp is the heat capacity of the icy satellite material/mixture
and Te is the temperature of the surrounding environment. The
coefficient clay represents the fraction of energy that is retained in
the layer as heat. Note that the coefficients cli and clay defined here
differ from the coefficient h used in Eq. (13). h implicitly includes
the post-impact surface cooling, while cli and clay only represent
the fraction of kinetic energy converted as heat from the small
impacts deposited as an uniform layer (clay) or from large impacts
(cli). clay is considered as a free parameter. It accounts for the effect
of mechanical mixing in the shallow layers which has been
described in Squyres et al. (1988) by a larger thermal diffusivity.
Due to the heat removal by this ‘‘gardening’’ effect of numerous
small impacts (Davies, 2009), it is reasonable to assume that
clay 6 cli.

3.4. Numerical method

As the satellite grows, impactors bring material and thermal
energy used to build-up and heat-up the moon. We monitor the
thermal evolution of a growing icy satellite using the 3D-tool OED-
IPUS (Choblet et al., 2007) to obtain a three-dimensional solution
of the energy equation in a spherical shell. We use a finite-volume
formulation and a mesh based on the ‘‘cubed sphere’’ transforma-
tion, the resulting grid consisting in six identical blocks. The com-
putational grid in one block consists typically of 128 � 64 � 64
discrete cells. Initially, the growing satellite in our models consists
of a core surrounded by a shell with a thickness leading to a R0

radius body. In the numerical domain, the overlaying shell
(between R0 and the final moon radius) is initially empty and grad-
ually filled by impacted material during the accretion history. As
the accretion time is relatively short compared to the onset time
of solid-state convection (e.g., Robuchon et al., 2010), we consider
only the diffusion of heat with no advective term. Melt transport
and water/rock separation are not considered here and simulations
are stopped when a few percent of material exceeding the melting
point of water ice is reached. The accreted material is assumed to

be an undifferentiated mixture of ice and rocks with a thermal
diffusivity that does not depend on temperature, j ¼ 10�6 m2 s�1

(Squyres et al., 1988; Barr et al., 2010).
To maintain an accurate spatial resolution in our models during

the entire accretion, we subdivide the accretion in successive
stages between which the mesh grid is modified. Between two
stages, the temperature field from the previous regime is interpo-
lated on the mesh grid that we use in the next regime (see Fig. 4).
The free accretionary parameters of our models are the ratio of
material accreted from a large impacts xm;li and the accretion rate
sacc. The free energy conversion factors are clay (layer heating)
and cli (large impact heating). clay and cli are independent
parameters.

3.5. Post-impact surface cooling

After an impact, the efficient radiative heat transfer at the
surface leads to a rapid cooling of the uppermost part of the heated
zone (including the impact site and the surrounding ejecta
blanket). As such a rapid post-impact cooling cannot be properly
described in the framework of the relatively coarse grid mesh used
by the 3D OEDIPUS tool, we have implemented a more precise
description of heat transfer in this region. In the uppermost grid
mesh of OEDIPUS, the conduction of heat for uniform heat conduc-
tivity is solved in the radial direction using refined sublayers with a
Crank–Nicholson method (similarly to Tobie et al. (2003)). The
number of sub-layers varies between 50 and 150, depending on
the distance between the local surface radius Riðg; nÞ and the first
underlying OEDIPUS grid mesh. A radiative heat flux boundary
condition is imposed at the surface:

F ¼ r TðRiÞ4 � T4
eq

� �
ð15Þ

with r the Stefan–Boltzman constant and Teq the expected
equilibrium surface temperature. In the calculations presented
below, Teq ¼ 100 K. The temperature at the base of the refined col-
umn correspond to the temperature value provided in OEDIPUS. The
conductive heat flux predicted in the refined column at the base of
the first underlying OEDIPUS mesh interface is then imposed as
heat flux boundary conditions at the top of the coarse grid domain.

4. Numerical results

4.1. Early and intermediate regimes: from 100 km to 1000 km

We first consider the accretion of a 1000 km size ice-rock body
from a 100 km satellite embryo. For simplicity, the initial
temperature from R ¼ 30 km to R ¼ R0 ¼ 100 km is set to a
uniform value, here T ¼ Te ¼ 100 K. To maintain a good spatial
resolution, we subdivide the accretion history of the icy satellite
in two stages: an early stage where the moon is growing from
100 km to 500 km, an intermediate stage where the moon is
growing from 500 km to 1000 km.

Fig. 4 illustrates the temperature evolution during these two
accretionary regimes. In order to test the influence of the early
and intermediate regimes on the late accretive stage, we consider
two accretionary different scenarios for both the early and inter-
mediate stages: a ‘‘cold accretion’’ where cli ¼ clay ¼ 0:1,
xm;li ¼ 10% (Fig. 4, left column) and a ‘‘hot accretion’’ where
cli ¼ clay ¼ 0:3; xm;li ¼ 33% (Fig. 4, middle column). The accretion
parameters used for the ‘‘Early regime’’ simulation are
rmin ¼ 4 km and rmax ¼ 10 km, while for the ‘‘Intermediate regime’’,
we used rmin ¼ 8 km and rmax ¼ 20 km. At the end of the intermedi-
ate regime, tacc ¼ 0:5 Myr and the impactor velocities remain small
(<1 km s�1) which corresponds to small temperature increases
deep below the impact site (<10 K).
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When the moons reach a radius of 1050 km, the temperature
barely exceeds 120 K in the cold accretive case, while it can reach
values up to 250 K (near the melting point of water ice) for the hot
accretive scenario. As we will show later in Section 4.2, although
the obtained temperature fields are very different in these two
cases, this has no major influence on the evolution of the temper-
ature field in the outer part above 1000 km. Fig. 4 (third column)
also represents the 3D topography at the surface of the icy moon
at the end of the two stages. As we increase the rmin and rmax values
between the two simulations, the impact craters become larger
and the contrast in topography (the difference between the
Rðg; nÞ and the mean radius R) also increases.

4.2. Late accretive regime: >1000 km

To simulate the evolution for R > 1000 km (late accretion
regime), we use the thermal state reached at the end of the inter-
mediate regime as the initial thermal state. In Fig. 4 we show
results obtained for the same accretionary parameters in the late
regime (cli ¼ 0:1; clay ¼ 0:3; xm;li ¼ 33%, rmin ¼ 10 km and
rmax ¼ 100 km) but for different initial temperature fields: ‘‘cold
accretion’’ scenario (left column) and ‘‘hot accretion’’ scenario
(middle column) obtained at the end of the corresponding inter-
mediate regime. Fig. 4 illustrates that the temperature field
obtained from the intermediate regime (hot or cold accretion

Fig. 4. Equatorial cross sections of the temperature field (left and middle columns) and 3D topographical representations (right) of the growing icy moon as a function of time
(from top to bottom). The left column represents the ‘‘cold accretion’’ evolution where, up to the end of the intermediate regime, cli ¼ clay ¼ 0:1, xm;li ¼ 10% while the middle
column represents the ‘‘hot accretion’’ evolution where cli ¼ clay ¼ 0:3; xm;li ¼ 33% (Fig. 4, middle column). Temperature color scale is saturated in white for temperature at
the melting point (>273 K). Between each regime (early, intermediate, late), the temperature field is interpolated to a larger mesh grid. In the ‘‘Late regime’’,
cli ¼ 0:1; clay ¼ 0:3; xm;li ¼ 33%, rmin ¼ 10 km and rmax ¼ 100 km for both the left and middle columns. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

J. Monteux et al. / Icarus 237 (2014) 377–387 383

481



scenario) only plays a minor role on the critical radius above which
melting becomes significant during the late regime. Using the
intermediate thermal state obtained form the cold accretion
regime leads to Rcrit ¼ 1609 km while using the intermediate ther-
mal state obtained form the hot accretion regime leads to
Rcrit ¼ 1608 km (Fig. 4, last line). For this reason, in the following,
the temperature field and topography from the ‘‘hot accretion sce-
nario’’ are considered as initial conditions for all simulations of the
accretion of bodies larger than 1000 km.

As explained previously, we assume that the impactor velocity
is only determined by the gravitational acceleration, and we specif-
ically test the influence of (1) accretion rate sacc , (2) mass fraction
provided by large impactors xm;li and (3) energy conversion factors
(i.e. cli and clay) on the thermal state of the growing moon. We
monitor the temperature field evolution as well as the volume frac-
tion of satellite material that reaches the melting temperature of
pure water ice (i.e. with T > 273 K) as a function of satellite growth
(see Fig. 4). As complex physical processes associated with melting
and water–rock separation are beyond the scope of the present
study, we interrupt the simulations when the volume fraction of
the growing moon where T > Tmelt exceeds a threshold value fixed
to 5% here. We define Rcrit as the satellite radius at which this
threshold is reached. In this ‘‘late regime’’, the accretionary param-
eters can be different from the values used in the previous regimes
which may lead to temperature ‘‘discontinuities’’ within the
growing moon as emphasized in Fig. 4). As indicated above, such
artefacts do not influence the value of Rcrit . As illustrated in
Fig. 4, the regions where melting occurs (the regions where the
temperature scale is saturated in white) are mainly confined in
the most external parts of the growing moon.

4.3. Influence of the accretion rate, sacc and of the fraction of large
impactors, xm;li

For this simulation, we assume that the conversion rate of
impact energy is similar for small and large impactors:
cli ¼ clay ¼ 30% or 10%. and we focus only on the late accretive
regime. From our models, we can measure the influence of large
impacts relative to layer deposition of small impactors by varying
the value of xm;li. Fig. 5 shows the evolution of Rcrit as a function of
xm;li and for three different accretion rates. For a better comparison

with other studies, we express the accretion rate, sacc , in terms of
MTitan/Myr, where MTitan is the mass of Titan (=1:345� 1023 kg)
and we consider values ranging between 0.015 MTitan=Myr
(=2� 1015 kg yr�1) and 1.5 MTitan=Myr (=2� 1017 kg yr�1).
sacc 6 1:5 MTitan/Myr corresponds to a relatively slow accretion,
which is commonly assumed for the accretion of Callisto
(Mosqueira and Estrada, 2003a; Barr and Canup, 2008).

Fig. 5 shows that, even for the least efficient conversion rate of
impact energy (cli ¼ clay ¼ 10%), the satellite cannot grow above
1500 km without significant melting, if the accretion is dominated
by large impactors (xm;li � 1). For cli ¼ clay ¼ 30%, the critical radius
is even below 1200 km. The critical radius can be increased only if
a significant fraction of small impactors (<10 km) is considered.
However, even if small impactors dominate, the critical radius does
not exceed 1400 km if cli ¼ clay ¼ 30%. The critical radius can
exceed 2000 km only if clay ¼ 10% and if at least 50% of the
accreted mass is brought by small impactors (xm;li < 0:5).

The accretion rate has some influence on the results only if the
accretion is dominated by small impactors, as the rate at which
new layers are added limits the cooling of the previously accreted
layers. For simulations dominated by large impactors, as most of
the energy is buried a few kilometers below the surface, the
cooling is very inefficient and the progressive temperature increase
only weakly depends on the accretion rate. Therefore, the size
distribution of impactors is more crucial than the accretion rate
in controlling the thermal evolution of growing satellites. How-
ever, as illustrated by the comparison between cli ¼ clay ¼ 10%

and cli ¼ clay ¼ 30% in Fig. 5, the energy conversion rate remains
the most crucial parameters, and we explore in more details the
sensitivity of our results to clay and cli in the next subsection.

4.4. Influence of the energy conversion parameters, clay and cli

As shown in Fig. 6, for xm;li ¼ 33% and sacc ¼ 0:15
MTitan=Myr; clay and cli must be smaller than 0.12 to allow the
accretion of a body larger than 2000 km without significant melt-
ing. Conversion parameters as low as 0.1 correspond to the lowest
value usually considered in previous studies (e.g., Squyres et al.,
1988; Coradini et al., 1995). Such low values could be obtained
for small impactors, but are probably a strong underestimation
for large impactors. Fig. 6 also illustrates the relatively weak
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has a temperature larger than the melting temperature) as a function of the fraction
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influence of the mean density on the thermal evolution of the
growing moon. A decrease in the average density leads to a decay
of the impact-induced temperature increase (see Eq. (1)). As a
consequence, decreasing q by 25% increases Rcrit by �15%.

Fig. 7 shows the influence of increasing the energy conversion
rate associated to large impactors, cli for a fixed value of clay

(= 0.1) for small impactors and for three different values of xm;li.
As expected, the critical radius strongly decreases when the con-
version rate and the mass fraction associated to large impactors
are increased. For cli ¼ 0:3 (Fig. 8), the critical radius never exceeds
1600 km. Fig. 9 represents the stability domain of a growing icy
moon with xm;li ¼ 33% and sacc ¼ 0:15 MTitan=Myr for different
values of clay and cli. From Fig. 9, we see that, for cli � 0:3
(O’Keefe et al., 1977; Squyres et al., 1988; Monteux et al., 2007)
melting is more likely to occur as soon as the growing moon
reaches a radius of 1200–1500 km which is in good agreement
with Estrada and Mosqueira (2011). According to Fig. 9, it is

difficult to envision a cold accretion as soon as clay is larger than
0.3 even with small cli. However, we may envision that the icy
moon grows unmelted up to a radius of 1200 km even with
cli > 0:5 only if clay is smaller than 0.15.

5. Conclusion

We have developed a 3D numerical model that accounts for the
influence of large impacts on the thermal evolution of growing icy
satellites and have considered the least efficient scenarios and
parameters to initiate melting. Our results show that the size
distribution of impactors (i.e. ratio between large and small impac-
tors) is a key factor in determining the temperature increase during
the accretion stage. We show that the accretion rate as well as the
thermal state of the satellite embryo only play a minor role, there-
fore the apparent degree of differentiation of a satellite’s interior
cannot be used to constrain the duration of its accretion.

Our simulations confirm that the most crucial parameter is the
coefficient of impact energy conversion into heat (clay and cli). Our
results show that it is impossible to avoid significant melting dur-
ing accretion, unless the fraction of impact energy retained as heat
is very low, in the order of 10%. Such an inefficient conversion rate
is difficult to explain and does not seem realistic with respect to
available estimates from impact experiments (e.g., Ahrens and
O’keefe, 1985). Much lower initial temperature of the impactors
as well as more efficient subsurface cooling associated with impact
gardening (not modeled explicitly here but included in the clay con-
version efficiency) may reduce the effective conversion rates
(Anderson, 1989). Lower environment temperature (<100 K) may
also increase the cooling rate of the shallow layers. Therefore, the
absence of extensive melting during accretion may reflect a very
cold ambient subnebula rather than a long accretionary timescale.

Several additional heat sources such as radiogenic heating,
tidal/despinning heating or heating associated with high-velocity
impact, have not been considered in the heat budget in our model.
Including these would require an even less efficient energy conver-
sion and storage to avoid melting and subsequent differentiation.
We also made the conservative assumption that the impacts are
100% accretive. If some fraction of impact is not fully accretive,
more impacts are needed to accrete the same mass resulting in
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more impact energy. Hence, the temperature increase would be
higher and melting even more likely. Therefore, the maximal radii
of the accreted satellite reached without significant melting in our
simulations can be considered as upper limits.

Based on our simulations, when more than 10% of the accreted
mass is brought by impactors larger than 1 km, it seems unlikely
that a satellite larger than 2000 km may accrete without significant
melting unless the environment is extremely cold and the conver-
sion rate of impact energy unrealistically low (<10–15%). If the
accretion is dominated by km-size impactors, impact-induced
melting may occur for radii as small as 1100–1500 km. Above this
critical radius, separation between liquid water and rock should
initiate, thus leading to the accumulation of dense rock blocks
above the undifferentiated core consisting of a mixture of rock
and ice (e.g., Kirk and Stevenson, 1987). The dense layer of accu-
mulated rock is gravitationally unstable, and in such conditions it
is difficult to avoid subsequent full separation of rock and ice
phases. Depending on the size of the core and thickness of the
rocky layer, the differentiation may be catastrophic (Kirk and
Stevenson, 1987) or more gradual (Nagel et al., 2004). Recently,
O’Rourke and Stevenson (2014) showed that although rock–ice
separation may be delayed by double-diffusive convection in the
ice–rock interior, ice melting due to progressive radiogenic heating
and subsequent differentiation cannot be prevented. Further mod-
eling efforts are needed to better understand the processes control-
ling rock–ice segregation and how the internal structure inherited
from the accretion process has evolved to the present-day state.

A series of arguments now questions the apparent partially dif-
ferentiated state of Callisto and Titan, suggested by their elevated
moment of inertia as estimated using the Radau-Darwin Approxi-
mation (e.g., Anderson et al., 2001; Iess et al., 2010; Gao and
Stevenson, 2013). On Titan, the existence of a non-negligible
degree-three in the gravity field as well as significant topography
suggest that non-hydrostatic effects may significantly affect the
estimation of the Moment-of-Inertia factor (Iess et al., 2010; Gao
and Stevenson, 2013; Baland et al., in press) and that the MoI factor
may be significantly smaller than the value estimated from the
Radau-Darwin Approximation. On Callisto, similar non hydrostatic
contributions originating in the lithosphere may also affect the
estimation of its moment of inertia (McKinnon, 1997; Gao and
Stevenson, 2013). On these two moons, the hydrostatic dynamical
flattening is relatively small as they orbit relatively far from their
planet, and therefore the non-hydrostatic contributions need to
be correctly estimated in order to accurately infer the moment of
inertia and the density profile of their interior. On Callisto, future
measurements performed by the ESA JUICE mission that will be
launched in 2022 (Grasset, 2013) will provide constraints on the
non-hydrostatic contribution by measuring independently the dif-
ferent quadrupole coefficients, as well as by estimating the degree
three and four coefficients of the gravity field. On Titan, future
measurements during Cassini flybys will also permit a better
determination of the degree-four (Iess, 2012), which will provide
pertinent tests on the topography compensation process in the
outer ice shell (Hemingway et al., 2013; Lefevre et al., 2014), and
consequently on the non-hydrostatic corrections required to infer
more precisely the moment of inertia.
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a b s t r a c t

The mass and composition of Titan’s massive atmosphere, which is dominated by N2 and CH4 at present,
have probably varied all along its history owing to a combination of exogenous and endogenous
processes. In the present study, we investigate its fate during the Late Heavy Bombardment (LHB) by
modeling the competitive loss and supply of volatiles by cometary impacts and their consequences on
the atmospheric balance. For surface albedos ranging between 0.1 and 0.7, we examine the emergence
of an atmosphere during the LHB as well as the evolution of a primitive atmosphere with various masses
and compositions prior to this event, accounting for impact-induced crustal NH3–N2 conversion and
subsequent outgassing as well as impact-induced atmospheric erosion. By considering an impactor
population characteristic of the LHB, we show that the generation of a N2-rich atmosphere with a mass
equivalent to the present-day one requires ammonia mass fraction of 2–5%, depending on surface albe-
dos, in an icy layer of at least 50 km below the surface, implying an undifferentiated interior at the time of
LHB. Except for high surface albedos (AS P 0:7) where most of the released N2 remain frozen at the
surface, our calculations indicate that the high-velocity impacts led to a strong atmospheric erosion.
For a differentiated Titan with a thin ammonia-enriched crust (65 km) and AS < 0:6, any atmosphere pre-
existing before the LHB should be more than 5 times more massive than at present, in order to sustain an
atmosphere equivalent to the present-day one. This implies that either a massive atmosphere was formed
on Titan during its accretion or that the nitrogen-rich atmosphere was generated after the LHB.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Saturn’s largest satellite Titan is the only satellite in the Solar
System possessing a dense atmosphere. Presently, it is composed
predominantly of N2 (�98%) and CH4 (�2%) (e.g. Griffith et al.,
2013). However, this atmospheric composition has probably varied
through time since the accretion of the satellite due to various
external and internal processes. Owing to continuous photochem-
ical destruction and atmospheric escape, the lifetime of atmo-
spheric methane is currently of the order of �20 Ma (e.g. Griffith
et al., 2013). Moreover, the isotopic 13C/12C ratio in CH4, measured
by the mass spectrometer of the Huygens probe (GCMS) (Niemann
et al., 2010), indicates that the present-day methane is not frac-
tionated relative to Solar System standards, implying that it has
been recently injected in the atmosphere (less than 1 Gyr ago
(Mandt et al., 2012)).

The origin of N2 is probably more ancient. The main constraint
on its origin is provided by the 36Ar/N2 ratio measured by the
Huygens GCMS (�2:7� 10�7, Niemann et al. (2010)), which is
�3� 105 times smaller than the solar value (Owen, 1982). As N2

and 36Ar should be trapped in similar rates either by direct conden-
sation or clathration in the solar nebula (Owen, 1982; Mousis et al.,
2002), this low value indicates that the nitrogen was not originally
captured as N2 but as easily condensible nitrogen compounds such
as NH3 (Atreya et al., 2009). Moreover, Mandt et al. (2014) showed
that the 14N/15N ratio measured in Titan’s N2 (Niemann et al., 2010)
is consistent with isotopic ratio recently inferred from NH2 radicals
produced by the photodissociation of NH3 in comets (Rousselot
et al., 2014; Shinnaka et al., 2014), providing additional evidence
for ammonia as the main source of nitrogen on Titan. Several
mechanisms have been proposed to explain the conversion of
NH3 into N2 at Titan’s conditions: photochemical conversion
(Atreya et al., 1978), impact-induced conversion in the atmosphere
(McKay et al., 1988; Ishimaru et al., 2011) or in a NH3-enriched icy
crust (Sekine et al., 2011), as well as endogenic processes (Glein

http://dx.doi.org/10.1016/j.icarus.2015.05.011
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et al., 2009; Tobie et al., 2012). Here we focus on the conversion
proposed by Sekine et al. (2011).

Delivery of volatiles by impact has likely occurred all along
Titan’s history (Griffith and Zahnle, 1995), with more intense flux
during the accretion period and the Late Heavy Bombardment
(LHB). Following the Nice model (Gomes et al., 2005; Morbidelli
et al., 2005; Tsiganis et al., 2005), this intense bombardment would
have affected the entire Solar System, due to the destabilization of
the planetesimal disk beyond Neptune’s orbit. Because of the grav-
itational focusing of Saturn (Zahnle et al., 2003), the cumulative
mass delivered on Titan during the LHB is estimated to
3� 1020 kg (Barr et al., 2010). This intense bombardment, charac-
terized by high impact velocities (�vesc , the escape velocity of
the planet or the satellite), may have supplied a huge amount of
volatiles (e.g. CH4 and NH3) either by direct contribution from
impactor volatilization or by impact-induced degassing of Titan’s
crust, as suggested by Sekine et al. (2011). High-velocity impactors
are also expected to erode the atmosphere during the impact.
Studies of impact-induced atmospheric erosion based either on
analytic approaches or numerical simulations have been mostly
focused on Mars and the Earth (Melosh and Vickery, 1989;
Svetsov, 2000, 2007; Genda and Abe, 2005; Shuvalov, 2009).
Parameterizations of impact-induced erosion were used by Pham
et al. (2011) and de Niem et al. (2012) to investigate the atmo-
spheric balance between erosion and volatile supply during the
LHB on Mars, Earth and Venus. Here we follow a similar approach
for Titan, combining a pressure-induced ammonia conversion from
Sekine et al. (2011) and a parameterization of atmospheric erosion
by impact from Shuvalov (2010).

To investigate the predominant mechanism that governs the
fate of Titan’s atmosphere during the LHB, we combine a stochastic
approach for the impactor sampling and we monitor the atmo-
spheric mass balance between the supply of N2 and CH4 by both
impactor and crustal degassing and atmospheric erosion induced
by impact. At pressures and temperatures expected on Titan, part
of the supplied volatiles may condense at the surface. To estimate
the partitioning between the volatiles in the atmosphere and those
condensed at the surface, we implemented the atmospheric model
developed by Lorenz et al. (1999) including radiative and gas–liq-
uid equilibrium. In the particular case of a pure N2 atmosphere, we
use the atmospheric equilibrium constrained from 3D GCM
simulations.

A detailed description of the model is provided in the following
section. Simulations of the evolution of Titan’s atmosphere during
the LHB, considering a wide range of initial conditions, are pre-
sented in Section 3. Implications for the origin and evolution of
Titan’s atmosphere are discussed in Section 4 and our conclusions
are summarized in Section 5.

2. Model description

2.1. Model of the atmospheric equilibrium

The composition of Titan’s atmosphere may have varied
throughout Titan’s history. As the mass and composition of
Titan’s atmosphere before the LHB is uncertain, we consider vari-
ous initial conditions prior to the LHB. The presence of methane
in Titan’s atmosphere might only be recent and/or episodic
(Tobie et al., 2006; Mandt et al., 2012). It is therefore possible that
the atmosphere was composed solely of nitrogen at the time of the
LHB. Then we consider either pure N2 or N2–CH4 atmospheres up
to 10 times Titan’s present-day atmospheric mass. To model the
radiative balance as well as the thermodynamic equilibrium
between atmospheric and surface volatile reservoirs, we adopt

two different modeling approaches for pure N2 and mixed N2–
CH4 atmosphere model as detailed hereafter.

2.1.1. Pure N2 atmosphere
In the case of a pure N2 atmosphere, the greenhouse effect is

limited to collision-induced absorptions of N2–N2, as N2 has no
absorption band in the infrared and visible (Lorenz et al., 1997;
Charnay et al., 2014). Equilibrium temperatures and pressures
have been evaluated for surface albedos varying between 0.2 and
0.7 (see Table 1), from full 3D GCM simulations, using the
Generic LMDZ code employed and described in Charnay et al.
(2014), accounting for Rayleigh scattering by N2 and N2 condensa-
tion and precipitation at the surface. These simulations showed
that the greenhouse effect is counterbalanced by the increase of
atmospheric albedo due to Rayleigh diffusion, so that the surface
temperature is mostly determined by the surface albedo.
Moreover, although the condensation of N2 and the atmospheric
pressure are mostly controlled by the pole temperature, the GCM
simulations showed that the average surface temperature remains
a good parameter to predict the average atmospheric pressure and
hence the average amount of condensed N2 at the surface. For a
surface albedo As lower than 0.68, the surface temperature is above
the freezing point and atmospheric N2 is in equilibrium with liquid
N2 at the surface. For As > 0:68, the atmospheric N2 is in equilib-
rium with solid N2. Atmospheric pressures displayed in Table 1
correspond to saturation pressures of N2. Any excess of N2 is con-
densed at the surface. Although latitudinal variations of nitrogen
condensation are expected based on GCM simulations (Charnay
et al., 2014), we assume a uniform distribution of solids or liquids
at the surface, and we consider the average temperature and pres-
sure as representative of the surface conditions. When the atmo-
spheric pressure drops below the saturation pressure, the surface
temperature is maintained at the same value i.e. the value pre-
dicted and displayed in Table 1, for a given surface albedo. As the
greenhouse effect is very small (~1–2 K), assuming a constant tem-
perature once the pressure is below the saturation pressure
remains a very good approximation.

2.1.2. N2–CH4 atmosphere
Once CH4 is incorporated, the radiative equilibrium and the

thermal structure of the atmosphere is significantly affected. In
addition to the N2–N2 collision-induced absorption, those of CH4–
N2 and N2–H2 (resulting from CH4 dissociation) as well as absorp-
tion of sunlight by CH4 and photochemical haze in the upper atmo-
sphere contribute to the radiative balance (McKay et al., 1999;
Lorenz et al., 1999). To determine the atmospheric radiative equi-
librium, we use the parameterized model of Lorenz et al. (1999),
based on a semi-empirical gray radiative formulation. It requires
the presence of a small amount of methane in the atmosphere
and therefore cannot be applied to the pure N2 case. For the ther-
modynamical equilibrium, the vapor phase is described by an ideal
gas. The liquid phase is described following the regular solution
theory (Thompson, 1985; McKay et al., 1999) using the saturation

Table 1
Average surface pressure, PS , and temperature, TS , as a function of surface albedo, As ,
evaluated using GCM simulations for a pure N2 atmosphere.

As Ps (bar) Ts (K) Nitrogen condensed state

0.2 1.14 79.9 Liquid
0.3 0.89 77.5 Liquid
0.4 0.63 75.1 Liquid
0.5 0.41 72.0 Liquid
0.6 0.21 67.2 Liquid
0.7 0.09 61.7 Solid
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vapor pressures from NIST Chemistry WebBook (Linstrom and
Mallard, 2015).

2.2. Volatile supply by impact

During an impact, volatile compounds can be released in the
atmosphere by degassing of both impactor and target materials.
The amount of released volatiles depends on their compositions
as well as on the impact-induced pressure increase. In the present
study, we consider only the release of N2 and CH4. We consider an
impact-induced conversion scenario of NH3 into N2 following
Sekine et al. (2011). NH3 is assumed to be the only source of nitro-
gen, as it is the main N-bearing molecule detected in comets (e.g.
Bockelée-Morvan and Crovisier, 2004). In the following, we discuss
the abundances and the localization of the chemical species of
interest and the parametrization of the conversion of the NH3 into
N2 in the impactor and in the Titan’s icy crust.

2.2.1. Volatile content of the impactor and the target
Assuming a cometary composition for the LHB impactors, NH3

and CH4 concentrations vary typically between 0.5% and 1%, 0.1%
and 1% relative to bulk water (Bockelée-Morvan and Crovisier,
2004), respectively. In our model, the mass fractions are fixed to
1% for NH3 and to 0% or 1% for CH4. Other volatiles such as CO,
CO2, HCN, and H2S, which are also present in significant abun-
dances in comets and might be converted upon impacts are, for
simplicity, not considered in our model.

The composition of the target (i.e. Titan’s crust) is determined
by the composition of the primordial bricks that formed Titan as
well as by chemical differentiation processes subsequent to the
accretion of the satellite. Abundance of ammonia in Enceladus’
plume (Waite et al., 2009), volatile enrichments in Saturn’s atmo-
sphere (Hersant et al., 2008) and models of Saturn’s subnebula
(e.g. Alibert and Mousis, 2007) suggest that Titan’s building blocks
contained typically between�1% and 5% of NH3. If Titan was undif-
ferentiated at the time of the LHB, NH3 would be rather uniformly
distributed in the interior and the concentration of the outer layer
would be equivalent to the primordial value. If Titan was differen-
tiated, NH3 would be mostly contained in the subsurface ocean
owing to the high solubility of ammonia into liquid water
(Grasset et al., 2000; Tobie et al., 2012). However, even in this con-
dition, some NH3 might have been incorporated into the crust by
intrusion of ammonia-enriched liquids (Kargel, 1991; Fortes
et al., 2007; Choukroun and Grasset, 2010). To encompass various
differentiation states for Titan’s interior at the time of the LHB,
either homogeneous distribution of NH3 or NH3-enriched icy crust
of 1-to-5-km thickness must be considered, with ammonia mass
fractions ranging between 1% and 5%.

2.2.2. Degassing by impact
For a fixed ammonia content, the amount of N2 that is degassed

upon an impact depends on the pressure increase and the volume
affected by the impact (see Fig. 1). During an impact, the kinetic
energy of the impactor is transferred to the satellite as a shock
wave that propagates downward in the target and upward in the
projectile. Two domains can be considered (Croft, 1982). The first
domain is a truncated spherical zone called an isobaric core. It is
a zone below the target surface where the pressure is constant.
The burial depth of the isobaric core depends on the impactor
velocity. Beyond the isobaric core limit, the shock wave attenuates
and pressure decays following a power law, where the exponent
also depends on the impactor velocity. The distribution of the
impact pressure also depends on the impact angle (e.g. Pierazzo,
2000; Kraus et al., 2011). Here, we consider only vertical impacts,
which maximize impact-induced degassing.

The impact-induced pressure increase in the isobaric core can
be expressed as (Senshu, 2002):

Pic ¼
qt

2
v i Ct þ

1
2

Stv i

� �
; for r < Ric; ð1Þ

where qt is the density of the icy crust, Ct its bulk sound wave
velocity, St a dimensionless constant, v i the velocity of the impactor
immediately above the impact site in m s�1, r the distance from the
center of the isobaric core and Ric is the radius of the isobaric core.
Material constants for pure water ice are summarized in Table 2. To
account for the deceleration of the impactor owing to the atmo-
spheric drag, the impactor velocity is computed following Svetsov
(2000):

v i ¼ v0 exp �qatm

qi

H
2ri
þ 4H2q1=2

atm

3r2
i q

1=2
i

þ 2H3qatm

r3
i qi

 ! !
; ð2Þ

where v0 is the initial impactor velocity before entering Titan’s
atmosphere, qatm the atmospheric density, qi is the density of the
impactor, hereafter considered equal to the density of pure water
ice (see Table 2), and H is the atmospheric scale height
H ¼ RTs=ðMgTÞ where R is the ideal gas constant, Ts is the surface
temperature, M is the mean molar molecular mass of the atmo-
sphere and gT is Titan’s surface gravity (see Table 2). When the
velocity computed with Eq. (2) is equal to zero, the impactor is con-
sidered to be disintegrated into the atmosphere. Otherwise, the
impactor hits the surface with the velocity v i.

The size of the isobaric core depends on the size of the impactor,
the impactor velocity and the physical properties of the com-
pressed material, e.g. porosity or composition (Davison et al.,
2010; Barr and Citron, 2011). To characterize the isobaric core
radius Ric and burial zic , we use scaling laws from Kraus et al.
(2011), for pure water ice:

log10
Ric

ri

� �
¼ 0:22� 0:18log10ðv i=1000Þ; ð3Þ

where ri is the radius of the impactor. The depth of the burial of the
isobaric core zic is described by:

log10
zic

ri

� �
¼ �0:17� 0:09log10ðv i=1000Þ: ð4Þ

Outside the isobaric core, the pressure decreases with distance
(Croft, 1982; Pierazzo and Melosh, 2000):

PðrÞ ¼ Pic
r

Ric

� ��n

; for r > Ric; ð5Þ

with n being defined as (Kraus et al., 2011):

n ¼ 2:9þ 0:47log10ðv i=1000Þ: ð6Þ

Finally, the total amount of N2 produced from NH3 dissociation
is determined using the N2 production efficiency f, taken from
Sekine et al. (2011):

f ¼
0%; for 0 < P < 8 GPa;
100� P�8

23�8 %; for 8 < P < 23 GPa;
100%; for P > 23 GPa:

8><
>: ð7Þ

For the impactor, we assume a uniform pressure equal to the
isobaric core pressure. CH4 contained in the impactor – if any –
is assumed to be entirely released into the atmosphere.

2.3. Atmospheric erosion by impact

When entering the atmosphere, the impactor induces an atmo-
spheric escape following two major processes: (i) Along its trajec-
tory through the atmosphere, the impactor forms a rarefied hot

326 N. Marounina et al. / Icarus 257 (2015) 324–335

488



channel with a density that is 1–2 orders of magnitude lower than
the ambient air density. The heated gas flow expands outward
through this channel and is possibly ejected into space. (ii) When
hitting the surface, an expanding plume develops above the impact
site, where the gas molecules are also heated and can be acceler-
ated upward to escape the gravity of Titan (see Shuvalov (2009)
for more details). We describe these atmospheric erosion processes
using the parameterization of Shuvalov (2009), initially built up for
the Earth. This parameterization is valid for a broad range of atmo-
spheric densities and impactor sizes compatible with LHB popula-
tion and it has been adapted here to Titan.

According to hydrodynamic simulations of Shuvalov (2009), the
normalized eroded mass va is related to the impact erosion effi-
ciency n defined respectively as:

va ¼
ma

mi

v2
esc

v2
i � v2

esc

; ð8Þ

n ¼ d3
i qi

H3qatm

ðv2
i � v2

escÞ
v2

esc

qt

ðqt þ qiÞ
; ð9Þ

with ma the atmospheric mass escaped during the impact, mi the
impactor mass, di the impactor diameter and vesc the escape veloc-
ity. By fitting simulation results obtained on a broad range of va and
n, Shuvalov (2010) proposed the following polynomial relationship:

log10ðvaÞ ¼ �6:375þ 5:239ðlog10ðnÞÞ � 2:121ðlog10ðnÞÞ
2

þ 0:397ðlog10ðnÞÞ
3 � 0:037ðlog10ðnÞÞ

4

þ 0:0013ðlog10ðnÞÞ
5
: ð10Þ

To adapt this parameterization to Titan, we compute n, then
using Eq. (10) we find va and finally ma by replacing the parame-
ters appropriate for Titan in each expression. The range of n values
we encounter during the simulations is comparable to the range
explored in Shuvalov (2009). In Fig. 2 we compare the atmospheric
erosion obtained with the parametrization of Shuvalov (2009) to
the hydrocode simulations of impact-induced erosion of
Korycansky and Zahnle (2011), a study devoted to Titan. Fig. 2 pre-
sents the total amount of atmosphere that is eroded on Titan fol-
lowing the parameterization of Shuvalov (2009), as a function of
the impactor diameter and for three different atmospheric pres-
sures (15 bar, 1.5 bar, 0.01 bar) and an impact velocity of
10 km s�1. For the case with 1.5 bar, we compare our calculations
to the values obtained by Korycansky and Zahnle (2011) from
hydrocode simulations. The parameterization of Shuvalov (2009)
consider an eroded mass averaged over the impact angle. When
compared to the simulations of Korycansky and Zahnle (2011)
for fixed impact angle of 45� and 75�, and impactor diameters of
10 km, the atmospheric mass loss is comparable for the two stud-
ies. For larger impactors, there are some discrepancies between the
two models, but the magnitudes remain comparable. Fig. 2 also
illustrates that the erosion decreases rapidly with decreasing
impactor sizes. This results in a more efficient deceleration of the
smallest impactors by atmospheric drag, leading to a smaller

Fig. 1. Schematic representation at scale of the impact pressure field, as considered in this study, for two impactor sizes: di ¼ 5 km and 20 km and two impactor velocities:
v i ¼ 11 km s�1 and 15 km s�1, hitting a NH3-enriched icy layer of thickness hc . The impact-induced pressure field remains nearly constant in a region beneath the impact site,
called isobaric core, characterized by its radius Ric and the depth of its center below the surface, zic . The comparison between case (1) and case (2) shows the influence of the
impact velocity on the impact-induced pressure field: owing to higher impact velocity in case (1), the pressure inside the isobaric core is higher and the decay pressure zone is
larger. As shown by comparing case (2) and case (3), a greater impactor increases the size of the isobaric core but does not affect the peak pressure.

Table 2
Physical constants for the numerical modelisation.

Parameter Name Value Reference

RT Titan’s radius 2575 km
gT Titan’s gravity 1.35 m s�2

vesc Escape velocity 2639 m s�2

MTA Titan’s present day
atmospheric mass

9.2 � 1018 kg Niemann et al.
(2010)

qt Density of the icy crust
(target)

917 kg m�3 Stewart (2005)

qi Density of the impactor 917 kg m�3 Stewart (2005)
Ct Bulk sound wave velocity in

water ice
3610 m s�1 Stewart (2005)

St Non dimensional constant 0:92 Stewart (2005)
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impact-induced plume. For impactors larger than �50 km, the
eroded atmospheric mass is limited by an asymptotic value corre-
sponding to the atmospheric mass above the plane tangent to the
satellite’s surface.

2.4. Evolution by multi-impact

We implement the parametrizations described above into a
multi-impact approach, using an impactor flux characteristic of
the LHB event. Then, we integrate the evolution of the volatile
reservoir throughout the LHB-era.

2.4.1. Multi-impact approach
To generate our LHB impactor population, we carried out a

Monte-Carlo calculation. Sampling procedures for the impactor
diameter, velocity and coordinates of the impact sites are adapted
from Zahnle (2001) and Zahnle et al. (2003). Impactor diameters
are chosen from a size distribution characteristic of the LHB and
scaled to match the crater record on Iapetus (Charnoz et al.,
2009). The velocity distribution follows a Gaussian distribution
(Korycansky and Zahnle, 2011). Assuming an isotropic impact flux,
the latitude and longitude of the impact site are randomly drawn.
Parameters used to define the distributions are summarized in
Table 3.

To limit the computation time, we assume a lower limit of 1 m
for impactor diameters. We also prescribe an upper limit of
100 km. Above this value, the validity of the scaling laws used here
becomes questionable because they do not include physical
parameters that may influence the impact processes at large scales,
such as the curvature of the satellite and its internal structure
(Louzada and Stewart, 2009; Bruesch and Asphaug, 2004).

For each impact, we compute the velocity decrease due to
atmospheric drag using Eq. (2), we determine the impact pressure
field and corresponding degassing using Eqs. (1), (5) and (7) and
the atmospheric mass loss using Eqs. (8)–(10). The new atmo-
spheric equilibrium as well as the crustal NH3 distribution are
re-evaluated after each impact. The simulations are stopped when
the total mass of impactors delivered to Titan reaches a value of
�3� 1020 kg (Barr et al., 2010).

2.4.2. Subsurface distribution and numerical evolution of NH3

reservoirs
The distribution of NH3 at the time of the LHB is mostly gov-

erned by Titan’s degree of differentiation, which is strongly related
to its accretional history (e.g. Monteux et al., 2014). NH3 could be
either homogeneously distributed within an undifferentiated inte-
rior or mostly located in a chemically differentiated crust. To
explore different possibilities, we consider different initial NH3 dis-
tributions and simplified evolutions of NH3 reservoirs summarized
in the three following cases:

� Case A: we consider a uniform and constant distribution of NH3

all along the simulation. This simplified case considers an infi-
nite reservoir of NH3.
� Case B: the reservoir is assumed initially uniform throughout a

given thickness (up to 100 km), and the remaining fraction of
ammonia is reevaluated after each impact as a function of
depth. This one-dimensional approach allows us to take into
account the averaged progressive depletion in ammonia as a
function of depth during the simulation.
� Case C: a reservoir of limited depth (less than 5 km) is modeled

as a spherical shell with a 0.1� spatial resolution in latitude and
longitude. The spatial distribution of NH3 is re-evaluated in
each cell after an impact, assuming that the lost fraction of
NH3 is uniform over the cell volume. This two-dimensional
approach allows us to record the local depletion in NH3, but
do not take into account the variations with depth. Fig. 3 shows
an example of such distribution in the end of the simulation (no.
14, see Table 5). A full 3D evolution of the reservoir, including
lateral and depth variation would be too much CPU time and
therefore has not been considered here.

Case A considering an infinite NH3 reservoir is used only to
compare our results to those of Sekine et al. (2011). Case B can
be used either for undifferentiated or differentiated interior,
depending on the assumed thickness of NH3 reservoir. Case C is
valid only for relatively thin NH3 reservoir (�5 km), and therefore
represents a differentiated interior case with a crust enriched in
NH3. For these three cases, the volume affected by impact is com-
puted from Eqs. (1), (3), (4) and (5). The only difference between
these three cases concerns the evolution of NH3 distribution for
each reservoir after an impact: no NH3 depletion in Titan’s interior
for the case A, NH3 depletion with depth for the case B and NH3

depletion at Titan’s surface, as displayed for case C in Fig. 3(a).
As the surface and atmospheric conditions on early Titan are

unconstrained, we performed numerous simulations (49 in total)
to cover a wide range of possible parameter values, such as the sur-
face albedo, the size and concentration of crustal NH3 reservoir,
and the mass and composition of the pre-LHB atmosphere (see
Table 4). For the surface albedo, we considered values ranging
between 0.1 and 0.7. Except Enceladus and Triton, most of the
icy moons has albedos comprised between 0.1 and 0.6. The
present-day surface albedo on Titan is estimated between 0.1
and 0.2, its dark surface being mostly the consequences of deposi-
tion of photochemically-produced organics. In absence of methane
in the past, no photochemical byproducts would accumulate, and
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Fig. 2. Eroded atmospheric mass as a function of the impactor diameter for the
model of Shuvalov (2009, 2010), for a v0 = 10 km s�1. Korycansky and Zahnle (2011)
values are given for a present-day Titan’s atmosphere, for a 2D plane-polar
geometry calculations on a 800 � 1280 grid and v0 = 10 km s�1.

Table 3
Impactor sampling parameters. The Gaussian distribution of the impactor velocity v0

is taken from Korycansky and Zahnle (2005).

Parameter Distribution Interval of sampling

di – impactor diameter From Charnoz et al.
(2009)

1 m to 100 km

v0 – initial velocity of the
impactor

Gaussian 11.3 km s�1 ± 4 km s�1

(1r)
k – longitude Linear 0–360�
/ – latitude cosð/Þ �90� to 90�
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therefore its surface may have been much brighter, that’s why we
considered values as high as 0.7. We also investigated different
scenarios for NH3 enrichment in the outer layers corresponding
to different differentiation state at the time of LHB, with ammonia
mass fraction varying between 1% and 5%. As initial conditions, we
considered either no atmosphere or the presence of an pre-LHB
atmosphere with a mass up to 10 times present-day Titan’s atmo-
spheric mass and with methane mass fraction up to 10%. The cor-
responding results are presented in Table 5 for simulations with no
preexisting atmosphere and in Table 6 for the simulations with
pre-LHB atmospheres.

3. Results

In the following, we first present the atmospheric mass bal-
ances between atmospheric loss and supply for individual impacts.
Then we investigate the possible emergence of an atmosphere

from an initially air-less body and after the evolution of initially
massive atmosphere for multiple impacts characteristic of the LHB.

3.1. Balance between atmospheric loss and supply

Fig. 4 presents the balance between N2 crustal degassing and
atmospheric erosion for individual impacts as a function of the
impactor diameter for three different atmospheric pressures
(Fig. 4a), impactor velocities (Fig. 4b) and crustal reservoirs
(Fig. 4c). Our calculations show that the maximal erosion rate is
obtained for impactor diameters of 2.5, 12 and 30 km for atmo-
spheric pressures of 0.015, 1.5 and 15 bars, respectively, explaining
the minima in the N2 balance (Fig. 4a).

For impact diameters smaller than these optimal values, the
efficiency of erosion rapidly decays, as the balance is mostly con-
trolled by the degassing efficiency. Owing to both decrease in
atmospheric erosion and increase in N2 degassing relatively to
the impactor mass, the balance becomes positive for diameters
lower than 1.3, 6, and 13 km for atmospheric pressures of 0.015,
1.5 and 15 bars, respectively (see Fig. 4 a). However, as impactors
smaller than 13 km represent only 11% of the total mass of the
LHB impact flux, erosion should prevail.

For even smaller impactor diameters, the atmospheric drag sig-
nificantly decelerates the impactors leading to reduced impactor
velocities and hence to lower shock pressures and degassing rates.
Below diameters of 1.2 and 6 km for surface pressures of 1.5 and
15 bars respectively (Fig. 4a), the atmospheric balance is zero
because both degassing and impact-induced erosion become neg-
ligible. As decreasing impactor velocity leads to a lower degassing
efficiency and lower atmospheric erosion, the atmospheric balance
curves in Fig. 4b are more and more flattened with decreasing
velocity and the minima and maxima shift toward larger impac-
tors. Naturally, as shown in Fig. 4c the balance is positive for a
wider range of diameters if larger reservoirs of NH3 are considered.

Fig. 3. (a) Distribution of the NH3 at Titan’s surface after the simulation no. 14 in Table 5: no initial atmosphere was considered here; (b) distribution of cumulated impact
sizes during the LHB for the same simulation; and (c) distribution of affected terrains after the LHB for the map (a) and the simulation no. 26 in Table 5.

Table 4
List of parameters explored in this study and the corresponding range of values.

Parameter Symbol Range of values explored in
this study

Surface albedo As 0.1–0.7
Initial atmospheric mass M A

ini
0–10 MTA

CH4 fraction in the impactor Xi
CH4

0% or 1%

Initial CH4 fraction in the
atmosphere

X A
CH4

0–10%

Mass concentration of NH3 in the
icy crust

XNH3 1–5%

Mass concentration of NH3 in the
impactor

Xi
NH3

1%

Thickness of the NH3-enriched icy
layer

hc 1 for case A

5–50 km for case B
1–5 km for case C
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Nevertheless even in the most optimistic case (Case A, XNH3 ¼ 5%),
a negative balance is obtained for diameters from 6.5 to 27 km.

3.2. Simulations with no initial atmosphere

In the following set of simulations, we assume an initially
air-less Titan with various NH3 reservoirs and impactors contain-
ing 1% of NH3 and either 0% or 1% of CH4. All of the simulations
with no initial atmosphere are presented in Table 5. Fig. 5 shows
the influence of the albedo and NH3 reservoir on the accumulation
of volatiles on Titan’s surface. For Case A with XNH3 = 2% (Fig. 5a and
b), the total mass of N2 at the end of the simulations never exceed
0.4 MTA as long as the albedos remains below 0.5. For As ¼ 0:5, even
if the saturation pressure is reached and N2 starts condensing at
half of the simulation (Fig. 5a), the accumulation of volatiles at
Titan’s surface remains limited. The effect of N2 accumulation at
the surface becomes important only for As P 0:6, as N2 condensa-
tion starts directly at the beginning of the simulations. For this

Table 5
List of parameters and results for an initially air-less Titan simulations. MA is the final
atmospheric mass, MC is the final mass of condensed volatiles at Titan’s surface, MTA is
the present-day Titan’s atmospheric mass.

No. As CH4 NH3

reservoir
XNH3

(%)
hc

(km)
MA/MTA

(% of CH4)
MC /MTA

(% of CH4)

1 0.2 no CH4 Case A 1 – 0.06 0
2 0.2 no CH4 Case A 1.5 – 0.14 0
3 0.2 no CH4 Case A 2 – 0.24 0
4 0.3 no CH4 Case A 2 – 0.31 0
5 0.4 no CH4 Case A 2 – 0.30 0
6 0.5 no CH4 Case A 2 – 0.27 0.1

(liquid)
7 0.6 no CH4 Case A 2 – 0.14 0.95

(liquid)
8 0.7 no CH4 Case A 2 – 0.06 1.65

(solid)
9 0.2 1% in the

impactor
Case B 5 5 0.03 (26%) 0

10 0.2 no CH4 Case B 1 50 0.03 0
11 0.2 no CH4 Case B 1.5 50 0.06 0
12 0.2 no CH4 Case B 2 50 0.10 0
13 0.5 no CH4 Case B 2 50 0.14 0
14 0.7 no CH4 Case B 2 50 0.06 0.91

(solid)
15 0.2 1% in the

impactor
Case B 5 50 0.93 (6%) 0

16 0.2 no CH4 Case B 1 100 0.04 0
17 0.2 no CH4 Case B 1.5 100 0.08 0
18 0.2 no CH4 Case B 2 100 0.17 0
19 0.2 1% in the

impactor
Case B 5 100 1.43 (5%) 0

20 0.2 no CH4 Case C 5 5 0.02 0
21 0.2 no CH4 Case C 2 5 0.006 0
22 0.2 1% in the

impactor
Case C 5 5 0.03 (24%) 0

23 0.3 1% in the
impactor

Case C 5 5 0.04 (27%) 0

24 0.5 1% in the
impactor

Case C 5 5 0.03 (16%) 0.15
(94%, liquid)

25 0.5 no CH4 Case C 5 5 0.02 0
26 0.7 no CH4 Case C 5 5 0.03 0
27 0.7 no CH4 Case C 2 5 0.01 0

Table 6
List of parameters and results for simulations with an initial atmosphere. Xi

CH4
and

X A
CH4

represent the bulk fraction of CH4 in the impactor and in the initial atmosphere,
respectively. In all simulations the NH3 reservoir is the one described by the case C,
with XNH3 = 5% and hc = 5 km.

No. As Mini/
MTA

Xi
CH4

(%)
X A

CH4

(%)

MA/MTA (% of
CH4)

MC /MTA (% of
CH4)

28 0.2 1 1 5 0.03 (24%) 0
29 0.2 1 0 0 0.02 0
30 0.2 2 1 5 0.04 (39%) 0.05 (97%)
31 0.2 2 0 0 0.02 0
32 0.2 5 1 5 0.18 (9%) 0.17 (81%)
33 0.2 5 0 0 0.77 1.27
34 0.2 7 1 5 0.76 (5%) 0.15 (59%)
35 0.2 8 1 5 1.42 (11%) 0
36 0.2 10 1 5 2.91 (9%) 0
37 0.2 10 0 0 0.8 6.25
38 0.1 1 1 5 0.03 (25%) 0
39 0.3 1 1 5 0.04 (32%) 0.8 (97%)
40 0.3 5 1 5 0.19 (5%) 0.22 (74%)
41 0.3 1 0 0 0.02 0
42 0.5 1 1 5 0.03 (17%) 0.25 (94%)
43 0.5 5 1 5 0.17 (0.05%) 0.31 (67%)
44 0.5 1 0 0 0.03 0
45 0.7 1 0 0 0.06 0.8
46 0.2 1 1 10 0.04 (62%) 0
47 0.2 2 1 10 0.04 (35%) 0.09 (97%)
48 0.2 5 1 10 0.15 (10%) 0.23 (85%)
49 0.2 10 1 10 2.75 (13%) 0

Psurf = 15 bar
Psurf = 1.5 bar
Psurf = 0.015 bar
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Fig. 4. Balance between the mass of N2 degassed from NH3 crustal reservoir by
impact (Md) and the atmospheric mass lost by impact-induced erosion (Me),
normalized by the impactor mass (mimp), as a function of impactor diameters for
three different values of (a) surface pressures, (b) impact velocities before entering
the atmosphere, (c) initial reservoirs of NH3. XNH3 is the mass fraction of the NH3

contained in the NH3-enriched surface layer and hc is the thickness of this layer. For
comparison, in all three figures, the green curve has the same parameters. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

330 N. Marounina et al. / Icarus 257 (2015) 324–335

492



most favorable case where no depletion of the crustal NH3 reser-
voir is considered, the mass of N2 accumulated at the end of the
simulation, mostly in the form of N2 ices, can exceed 1.5 MTA.
This result is comparable to the result obtained by Sekine et al.
(2011) for a cold Titan, an infinite reservoir of crustal NH3 (2%),
and impactor radius of 20 km.

For simulations including a progressive depletion of NH3 in the
outer layer owing to successive impacts (Case B), an atmospheric
mass comparable to the present one is obtained only if the
enriched layer is at least 50 km thick. For AS ¼ 0:7, �2% of ammo-
nia in this layer is sufficient to generate nearly 1 MTA (simulation
no. 14), while for AS ¼ 0:2, 5% of ammonia is needed (simulations
nos. 15 and 19).

For more realistic thicknesses of ammonia-enriched crust
(hc = 5 km and XNH3 = 5%), the final atmospheric pressures are con-
siderably lower (see Figs. 5 and 6), and the accumulated volatile
mass barely exceeds 0.04 MTA (see Table 5, simulation nos. 20,
21, 25, 26 and 27). Adding the contribution of methane brought
by the impactors has only a moderate effect on the atmosphere
evolution (simulations nos. 22, 23 and 24 in Table 5).

3.3. Simulations with an initial atmosphere

In the following set of simulations, we consider preexisting N2–
CH4 atmospheres with composition between 0% and 10% of CH4

and masses ranging from 1 to 10 present-day Titan’s atmospheric
mass (MTA), at the beginning of the LHB. Fig. 7 shows that an atmo-
sphere with an initial mass of 1 MTA is severely eroded by impacts:
after half of the LHB mass has accumulated, about 85% of the initial
atmosphere is lost. For a surface albedo of 0.2, and initial temper-
ature of 90 K, all volatiles are in the gaseous phase. The surface liq-
uid condensates when the surface pressure and temperature reach

values of 1.08 bar and 87 K, respectively. At its maximum, 24% of
the remaining volatiles are condensed at the surface. Most of the
condensed liquids is composed of CH4 (67%), while the atmosphere
is dominated by N2 (95%). After this maximum, the liquid reservoir
progressively evaporates as the atmosphere is continuously eroded
by impacts.

For albedos of 0.1, 0.2, 0.3 and 0.5, and similar atmospheric
parameters, comparable atmospheric evolutions are obtained
(see Fig. 8). The difference between these simulations (nos. 38,
39 and 42 in Table 6) is the mass of volatiles condensed at the sur-
face. For increasing albedos, the condensed volatile reservoir tends
to remain longer at the surface of the satellite. For a 0.1 surface
albedo, 1:8� 1020 kg of impactors are sufficient to erode the atmo-
sphere and evaporate the surface liquids. For surface albedo of 0.3,
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the surface liquids are maintained during the LHB, while for the
simulation with an albedo of 0.5 the surface condensed reservoir
keeps increasing all along the simulation.

A strong erosion of the atmosphere during the LHB is observed
for all initial atmospheric masses tested in this study. Whatever
the initial atmospheric mass, when surface pressure reaches
�1.1 bar, volatiles condense at the surface in the form of a liquid
layer (Fig. 9). Liquid reservoirs are mostly composed of CH4, while
the atmospheric compositions are dominated by N2. For the set of
simulations shown in Fig. 9, an atmosphere mass comparable to
the present-day mass is preserved only if the initial atmospheric
mass is about 7 times the present-day one.

In Fig. 10 we compare the evolution of volatile reservoirs for dif-
ferent initial atmospheric CH4 fractions. Evolutions of the volatile
reservoirs for initial 5% and 10% of CH4 atmosphere are similar.
They only differ in the initiation times of the volatiles condensa-
tion. Pure N2 reservoir experiences less severe erosion. Unlike the
previous cases, the liquids at the surface in the N2 pure case are
conserved and the atmospheric surface pressure remains constant
all along the simulation. As the atmospheric surface pressure is
lower than the atmospheric surface pressure of N2–CH4 cases,
the erosion is less efficient (see Fig. 4(a)). As a result, a less massive
initial volatile reservoir is required to lead to a volatile mass com-
parable to a present-day one.

Fig. 11 presents an extreme case with a very high albedo
(As = 0.7) and without CH4, where N2 remains frozen during the
entire LHB. In these conditions, Titan’s surface remains in the fro-
zen state during the entire simulation. Due to the low surface pres-
sure, the impact-induced atmospheric erosion is much lower and
the atmosphere is globally maintained trough the LHB.

4. Discussion

Following the scenario proposed by Sekine et al. (2011), we
tested the possible formation of a N2-rich atmosphere during the
LHB by impact-induced conversion and outgassing of a NH3 crustal
reservoir. To expand the study of Sekine et al. (2011) that consid-
ered constant impactor sizes equal to either 20 or 30 km, we con-
sidered in our study a distribution of impactor sizes and velocities
representative of LHB. To estimate the degassed mass in the
impacted crust, we used the scaling laws of Kraus et al. (2011)
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derived from hydrocode simulations using a new 5-phase model
equation of state for H2O (Stewart, 2005). Using these scaling laws,
we found that an impactor of 20 or 30 km in radius hitting the
surface at a velocity of 11 km s�1 degases a crustal volume equal
to about five times the impactor mass, while Sekine et al. (2011)
predicted a factor of eight for similar conditions. Despite these
differences, we obtained results relatively similar to those of
Sekine et al. (2011) for initially airless Titan with a high surface
albedo (AS P 0:7) and a constant ammonia fraction (�2%) in the
interior (Case A). By taking into account the progressive ammonia
depletion in the outer layer owing to successive impacts (Case B),
which was not considered in Sekine et al. (2011), we confirmed
that, for high surface albedo (AS P 0:7), a N2 mass equivalent to
the present-day mass may be generated if the outer layer con-
tained about 2% of ammonia over a thickness of at least 50 km.
For lower albedos, equivalent generated masses require higher
ammonia content: for example, for AS ¼ 0:2, an ammonia content
of 5% is needed. Having a few percents of ammonia over a thick-
ness of 50–100 km might be possible only if Titan was undifferen-
tiated at the time of LHB, which requires a cold accretion. If the
outer layer melts during accretion, which is suggested by
thermo-accretional modeling (Monteux et al., 2014), most of the
ammonia initially incorporated in Titan would migrate in the inter-
nal ocean, leaving the outer ice shell depleted in ammonia.
Ammonia might be reinjected in a secondary crust formed by cry-
ovolcanic activity (Choukroun and Grasset, 2010), however it
seems unlikely that this enriched crust exceeds 5–10 km. In case
of a crust enriched in ammonia (Case C), we showed that no atmo-
sphere can be generated and that preexisting atmospheres are
severely eroded by impacts during the LHB, independently of the
initial atmospheric masses or methane fractions. Our simulations
showed that the impact-induced erosion appears to be a control-
ling process in the evolution of Titan’s atmosphere. Our results rely
on the parameterization of Shuvalov (2009), dedicated to Earth
conditions and where the impactor diameters range between 1
and 30 km. As suggested by the comparison with the simulations
of Korycansky and Zahnle (2011) dedicated to Titan’s atmosphere
(see Fig. 2), it is possible that the erosion efficiency predicted by
Shuvalov’s scaling laws is overestimated for larger impactors. To
test the sensitivity of our model to the erosion parameterization,
we arbitrarily divided the erosion efficiency by 2, 3 and 5, indepen-
dently of impactor diameters. These tests showed that the erosion
can be counterbalanced if the erosion efficiency is divided by three
and if the most favorable degassing scenario (case C, XNH3 ¼ 5%,
hc ¼ 5 km) is considered. These tests indicate that our results
may change only if there is a significant overestimation of the ero-
sion efficiency by Shuvalov (2009). A lower impactor flux may also
limit the atmospheric erosion. It was suggested by Nimmo and
Korycansky (2012) that the total impactor mass delivered during
the LHB could be �10 times smaller than the value used here, esti-
mated from the Nice model (Charnoz et al., 2009). Obviously in
these conditions, the erosion will be strongly reduced for preexist-
ing massive atmosphere, reducing the requirement on the mass for
the primitive atmosphere. However, it would still be impossible to
generate a massive atmosphere.

Impact-induced erosion of volatiles condensed at the surface
may be another source of uncertainties. Indeed, in our approach
we do not consider this process. For the simulation where the ini-
tial atmosphere is seven times more massive than the present day
atmosphere, the fraction of volatiles in the liquid phase never
exceeds 16%. Therefore, its influence on the surface erosion
remains negligible. Surface liquid fractions may play a non negligi-
ble role in simulations with moderate initial atmospheric masses
(1–5 times the present-day Titan’s atmospheric mass, see Figs. 7
and 9). In these cases, we do not preserve a massive atmosphere

at the end of the simulations. Including the surface erosion will
only enhance the volatile loss, therefore it should not change our
conclusions. In cases of a high surface albedo (>0.7), most of the
atmospheric mass condenses at the surface and is preserved
through the LHB, because low atmospheric pressure leads to a
lower impact-induced atmospheric erosion. These are the only
cases where the surface erosion could have a non-negligible influ-
ence on the volatile mass at Titan’s surface and this result has to be
examined with caution. Indeed, the study of Nimmo and
Korycansky (2012) showed that the surface erosion by impact
may eject a non negligible mass of surface material during the
LHB. Therefore, even in the favorable case with a high surface
albedo, a significant fraction of condensed N2 may be still lost by
successive impacts.

Another critical aspect in the evolution of the atmospheric bal-
ance is the volatile mass supplied to the atmosphere during the
impact. In our study we consider only the methane supplied by
the impactor, no crustal CH4 degassing is estimated.
Nevertheless, methane could be present in a significant amount
in the form of clathrates hydrates (Osegovic and Max, 2005;
Tobie et al., 2006, 2012). The pressures and temperatures reached
during the high-velocity impacts are high enough to destabilize the
methane clathrate and, hence, to release CH4 to Titan’s atmo-
sphere. Our simulations show that Titan’s surface layers are signif-
icantly affected by the impacts at the end of the LHB. An important
fraction of methane that might be stored in the crust should be
released during the LHB. The non-degassed terrains represent
30% of Titan’s surface in the case of an initial atmosphere ten times
more massive than the present-day Titan’s atmosphere and only
0.02% for an initially air-less body (see Fig. 3c). Even though the
destabilization of CH4 clathrate reservoir is different from crustal
degassing implemented here, we expect that a large part of CH4

should be degassed by impact during the LHB. If a clathrate-rich
crust was already formed at the time of the LHB, most of this crus-
tal reservoir would be destabilized leading to accumulation of sev-
eral hundred of meters of liquid methane at the surface. Other gas
compounds present in comets or in the crust in similar or higher
proportions than NH3 and CH4, in particular CO or CO2, could also
affect the atmospheric balance. The low CO abundance in today’s
atmosphere (Baines et al., 2006; de Kok et al., 2007) suggests that
either a small amount of CO was brought to Titan, which seems in
contradiction with cometary composition, or that a very efficient
process (still to be determined) destroyed most of the primordial
CO. CO2 brought by the LHB impactors, degassed from the crust
or possibly converted from CO during impacts (Ishimaru et al.,
2011), will remain in the condensed phase and should therefore
not affect significantly the radiative balance. However, further
studies are needed to evaluate the influence of these chemical spe-
cies and their fate during the LHB era.

As shown in Section 3.1, the atmospheric mass balance is also
sensitive to the impactor diameter, and therefore our results
depend on the assumed size distribution. Here, we have used the
size distribution of Charnoz et al. (2009) relying on the Nice model
and scaled to Iapetus’ crater distribution. Considering the 1.5 bar
atmosphere case from Fig. 4 a. and using this size distribution, only
0.03% of the total mass is brought by impactors smaller than 6 km,
that is the critical impactor diameter above which the atmospheric
mass balance become negative. However, this fraction should be at
least 50% in order to limit erosion and generate an atmosphere.
Increasing this tendency would imply a significant change in the
assumed size distribution. Secondary debris resulting from a giant
impact in the system of Saturn (e.g. Levison et al., 2011; Asphaug
and Reufer, 2013) could possibly provide a source of small impac-
tors (Nakamura and Fujiwara, 1991). As suggested by Farinella
et al. (1997) and Dobrovolskis and Lissauer (2004), Hyperion may
have resulted from such giant impacts. The total mass of debris
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resulting from proto-Hyperion disruption and possibly re-accreted
by Titan is evaluated ranging between �1019 and several times
1020 kg, which is comparable to the estimated LHB cumulative
mass. These debris have a significantly lower velocity (<4 km s�1)
(Farinella et al., 1997) resulting in less atmospheric erosion but
also limited degassing as the impact pressure barely exceeds
8 GPa (obtained for a velocity of 3.4 km s�1). Large impactors might
also be more numerous than assumed here, and have more com-
plex effects than what we considered in the present model. As
shown by Zahnle et al. (2014), impactors larger than di > 13 km
with an impact velocity of 11 km s�1 may completely break the
ice crust, resulting in a major water flooding event and strong
degassing from volatiles contained in the ocean (Tobie et al.,
2012). Such catastrophic events would strongly affect the atmo-
spheric balance, possibly leading to the formation of the atmo-
sphere. This suggests that a few large impact events may be
more favorable to the generation of an atmosphere than a contin-
uous flux of kilometric-size impactors. A full approach, solving
consistently the impact dynamics and the coupling between the
subsurface ocean, ice shell and atmosphere, is required to investi-
gate the consequences of such large impacts on Titan’s atmo-
spheric balance.

5. Conclusion

We investigate the supply and loss of N2 and CH4 by impacts on
Titan. We show that an atmosphere with a mass equivalent to the
present-day is unlikely to form during the LHB era. We investigate
the sensitivity of the emergence of Titan’s atmosphere on the NH3

crustal reservoir and on the surface conditions. We show that a
N2-rich atmosphere can be generated during the LHB only if
Titan contained a few percents of ammonia over at least 50 km
beneath its surface, implying an undifferentiated interior. We also
show that preexisting N2 atmospheric mass equivalent to the
present-day atmosphere mass could survive to the LHB only for
very high surface albedos resulting in very low atmospheric pres-
sures and if the impact-induced loss of N2 condensed at the surface
is limited. Further modeling efforts are needed to understand the
coupled evolution of crustal, surface and atmospheric reservoir of
N-bearing species and the consequence for the emergence of atmo-
sphere on early Titan.

Except for high surface albedos (AS P 0:7) where most of the
released volatiles are frozen at the surface, the high-velocity
impacts during the LHB led to a strong atmospheric erosion. The
atmospheric loss by impact is controlled by the equilibrium atmo-
spheric pressure, which depends mostly on the surface albedo and
the fraction of methane. For albedo of 0.2 and initial methane frac-
tion between 0% and 5% in the atmosphere the pre-LHB atmo-
sphere should be between �5 and 7 times more massive than at
present to sustain an atmosphere equivalent to the present-day
one.

If Titan was differentiated at the time of the LHB and had a sur-
face albedo lower than 0.6, our results imply that either a massive
atmosphere was formed on Titan during its accretion or that the
nitrogen-rich atmosphere was generated after the LHB. The first
hypothesis involves a warm accretion with an efficient conversion
of NH3 into N2, due to either photochemistry (Atreya et al., 1978)
or impact-induced chemistry (McKay et al., 1988; Ishimaru et al.,
2011). This is likely that a massive atmosphere interacting with a
water ocean formed at the end of accretion due to cumulative
impact heating (Monteux et al., 2014). However it is still unclear
if the conditions to produce several bars of N2 from NH3 or other
N-bearing molecules was met. The second hypothesis implies an
efficient outgassing process and an internal conversion of
N-bearing compounds into N2, as suggested by (Glein et al.,

2009; Tobie et al., 2012). Here again, though outgassing is possible,
the internal production of N2 remains unconstrained. Further stud-
ies will be needed to constrain these two possible scenarios.
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a b s t r a c t

The intense activity on Enceladus suggests a differentiated interior consisting of a rocky core, an internal
ocean and an icy mantle. However, topography and gravity data suggests large heterogeneity in the inte-
rior, possibly including significant core topography. In the present study, we investigated the conse-
quences of collisions with large impactors on the core shape. We performed impact simulations using
the code iSALE2D considering large differentiated impactors with radius ranging between 25 and
100 km and impact velocities ranging between 0.24 and 2.4 km/s. Our simulations showed that the main
controlling parameters for the post-impact shape of Enceladus’ rock core are the impactor radius and
velocity and to a lesser extent the presence of an internal water ocean and the porosity and strength
of the rock core. For low energy impacts, the impactors do not pass completely through the icy mantle.
Subsequent sinking and spreading of the impactor rock core lead to a positive core topographic anomaly.
For moderately energetic impacts, the impactors completely penetrate through the icy mantle, inducing a
negative core topography surrounded by a positive anomaly of smaller amplitude. The depth and lateral
extent of the excavated area is mostly determined by the impactor radius and velocity. For highly ener-
getic impacts, the rocky core is strongly deformed, and the full body is likely to be disrupted. Explaining
the long-wavelength irregular shape of Enceladus’ core by impacts would imply multiple low velocity
(<2.4 km/s) collisions with deca-kilometric differentiated impactors, which is possible only after the
LHB period.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Despite its small size (R ¼ 252 km), Saturn’s moon Enceladus is
one of the most geologically active body of the Solar System. Its
surprising endogenic activity is characterized by a very active pro-
vince at the South Pole, from which eruptions of water vapor and
ice grains emanating from warm tectonic ridges have been
observed by the Cassini spacecraft (Porco et al., 2006; Hansen
et al., 2006; Waite et al., 2006; Spencer et al., 2006). This activity
is associated with a huge heat power estimated between 5 and
15 GW from thermal emission (Spencer and Nimmo, 2013), which
implies a warm interior, consistent with a liquid water layer
underneath the ice shell and a differentiated interior (Nimmo
et al., 2007; Schubert et al., 2007). Models of tidal dissipation
may explain why the activity is concentrated at the poles, where
dissipation is predicted to be maximal (Tobie et al., 2008;
Běhounková et al., 2010). However, there is still no satisfactory

explanation for why this activity is located only in the south, and
not in the north.

Based on the global shape data which show a depression at the
south pole (Thomas et al., 2007), it has been proposed that the
ocean may be located only in the southern hemisphere (Collins
and Goodman, 2007), thus explaining why the activity would be
concentrated at the south (Tobie et al., 2008). Gravity and shape
data indicate that such an ocean would be at depths of about
30–40 km and extend up to south latitudes of about 50� (Iess
et al., 2014). It has been proposed that the dichotomy between
the north and south hemispheres may be the result of asymmetry
in core shape (McKinnon, 2013). Due to the low pressure and mod-
erate temperature expected in Enceladus’ core, large topography
anomalies may indeed be retained on very long periods of time
(McKinnon, 2013) and may explain why convection-driven activi-
ties in the ice shell is confined only to the south polar terrain
(Showman et al., 2013). Besides the south polar depression, core
topography anomalies could explain, at least partly, the existence
of other big depressions observed at moderate latitudes (between
15�S and 50�N) and uncorrelated with any geological boundaries
(Schenk and McKinnon, 2009).
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McKinnon (2013) proposed three hypotheses to explain the
possible irregularity of Enceladus’ rocky core: accretional melting
of the outer region of the icy moon associated with a degree-one
instability; accretion of icy protomoons around irregular rock
chunks; and collisional merger of two previously differentiated
protomoons. Here we test the latter hypothesis by investigating
the consequences of the collision of a large differentiated impactor
on the shape of Enceladus’ core. Collisions with large differentiated
bodies were likely at the end of satellite accretion, during the final
assemblage phase (e.g. Asphaug and Reufer, 2013). Large impact
basins on other saturnian moons (e.g. Iapetus (Giese et al., 2008),
Mimas (Schenk, 2011), Titan (Neish and Lorenz, 2012)) and other
Solar System bodies (e.g. Vesta (Schenk et al., 2012)) could repre-
sent remnant evidences of such collisions. Large impacts occurring
at the end of the accretion and after, during the rest of the satel-
lite’s evolution, likely influenced the internal structure and espe-
cially the shape of its rocky core. It is also important to
determine the conditions under which Enceladus would have sur-
vived disruption by collisions with deca-kilometric objects, which
would place constraints on its accretion and the subsequent
impact history.

To constrain the consequences of large-scale impacts on Ence-
ladus, we simulated head-on collisions of differentiated impactors
with diameter ranging between 50 and 200 km using the iSALE2D
shock physics code (Wünnemann et al., 2006; Collins et al., 2004;
Davison et al., 2010). From these simulations, we tracked the evo-
lution of rock fragments coming from the impactor and the impact-
induced modification of Enceladus’s core shape. In particular, we
quantified the sensitivity in these outcomes to key model parame-
ters, such as impactor velocity and radius, as well as structure and
mechanical properties of Enceladus’ interior (porosity, strength,
temperature profile, core size, presence of an internal ocean). In
Section 2, we describe our numerical modelling approach; in
Section 3 we present our results. We discuss our results in the
context of the presence of a water ocean in Section 3.3. Conclusions
are highlighted in Section 4.

2. Impact modeling

To model the thermo-mechanical evolution of material during
an impact between two differentiated icy bodies, we use iSALE2D
(Wünnemann et al., 2006; Collins et al., 2004). This numerical
model is a multi-rheology, multi-material shock physics code
based on the SALE hydrocode (Amsden et al., 1980) that has been
extended and modified specifically to model planetary-scale
impact crater formation (e.g., Amsden et al., 1980; Melosh et al.,
1992; Ivanov et al., 1997; Collins et al., 2004; Wünnemann et al.,
2006; Davison et al., 2010). In our simulations, the target structure
and the impactor were simplified to two- or three-layer spherical
bodies consisting of a rocky core, an icy mantle and for the
three-layer case an internal ocean. Interpretation of gravity data
collected by the Cassini spacecraft indicates that the core density
could be as low as 2400 kg m�3, corresponding to a core radius
of about 200 km (Iess et al., 2014). However, as Enceladus appears
to be relatively far from hydrostatic equilibrium (Iess et al., 2014),
there are still significant uncertainties on the core radius and den-
sity. The low core density inferred from gravity data suggests that
the rocky core might be significantly porous, with pores filled by
water ice and/or liquid water, and that a significant fraction of
the core may consist of hydrated silicate minerals. Currently,
iSALE2D does not have provision to describe the behavior of an
ice–rock or water–rock mixture. In our simulations, for simplicity,
we assume complete segregation of the rock and ice-water phase
into discrete layers and we consider dunite as representative of
the rock phase (with density qs ¼ 3330 kg m�3). We reduce the

density of the core by including some initial porosity / (defined
as the ratio of pore volume to total volume) within it, varying from
0% to 50%, corresponding to radius varying between typically
160 km and 200 km. Assuming a core made of pure dunite, a radius
as large as 200 km is consistent with a core porosity of about 50%,
which is at the upper end of the estimated porosity in large aster-
oids (Lindsay et al., 2015). A significant fraction of the core may
also consist of hydrated minerals such as serpentine. In this case
a 200 km core radius would imply a lower porosity. For simplicity,
we consider only dunite as core materials and vary the porosity up
to values of 50%. We also test the possible effect of porosity in the
ice shell by considering values up to 20% as suggested by Besserer
et al. (2013).

In our models, we consider the extreme case where the pores of
both ice and rocks consist of voids, and are not filled with sec-
ondary materials (i.e. water or ice in rock pores). The difference
between saturated porosity (with ice or liquid water) and voids
may lead to differences in terms of mechanical and thermal prop-
erties. This aspect will be discussed in the last section. The effect of
both rock and ice porosity is treated using the �–a porosity com-
paction model (Wünnemann et al., 2006; Collins et al., 2013),
which accounts for the collapse of pore space by assuming that
the compaction function depends upon volumetric strain. For sake
of simplicity, we assume that the impactor material has an identi-
cal composition and porosity to those of the target.

The impact velocity v imp can be decomposed into two
contributions:

v imp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

esc þ v2
1

q
ð1Þ

where vesc is the escape velocity of the impacted planet and v1 is
the velocity of the impactor at a distance much greater than that
over which the gravitational attraction of the impacted planet is
important. The escape velocity of Enceladus is vesc ¼ 240 m/s. As
we consider collisions with relatively large objects (Rimp = 25–
100 km), we limit our analysis to moderate relative velocities, vary-
ing between vesc and 10� vesc , in order to limit the impact-induced
deformation of the satellite and avoid full disruption (Benz and
Asphaug, 1999; Asphaug, 2010). Moreover, this low-velocity impact
regime is representative of the collisional environment at the end of
the accretion. Indeed, N-body simulations from Dwyer et al. (2013)
show that random impact velocity of proto-satellites mostly ranges
between vesc and 5vesc .

We approximated the thermodynamic response of the icy
material using the Tillotson EoS for Ice as in Bray et al. (2008)
and of the rocky material using the ANEOS EoS for dunite material
as in Benz et al. (1989) and Davison et al. (2010) (see Table 1 for
parameter values). Standard strength parameters for dunite were
used to form the static strength model for the rocky core (Collins
et al., 2004; Davison et al., 2010). The static strength model for
ice used in iSALE was derived from low temperature, high pressure
laboratory data and accounts for the material strength dependence
on pressure, damage and thermal softening (Bray et al., 2008). We
also explored the effect on our results of the cohesion of the dam-
aged material (referred to here as Yi for ice and Ys rocks), which
represents the minimum zero-pressure shear strength of cold
material (strength is reduced to zero at the melt temperature).
The minimum strength values considered in our models range
between 10–500 kPa for ice and 100–104 kPa for silicate material.
The Tillotson EoS for ice is severely limited in its applicability for
hypervelocity impact; it includes no solid state or liquid phase
changes. However, as we limit here our analysis to low velocity
encounters (240 < v imp < 2400 m s�1), thought to be dominant at
the end of the accretion, as shown in our simulations, no significant
ice melting occurs and the use of Tillotson EoS is a reasonable
approximation. We also used the Tillotson EoS for the liquid water.
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Material weakening during impact may also be achieved by
acoustic fluidization and/or thermal softening (Melosh and Ivanov,
1999), the latter ofwhich is especially efficient for large-scale events
(Potter et al., 2012). Our simulations including acoustic fluidization
that assumed typical block-model parameters favored in other
works showed no significant effect on simulation results (see also
discussion section). Hence, for simplicity and to reduce the number
of free parameters, we chose to neglect acoustic fluidization.We do,
however, include the effect of temperature on shear strength using
the temperature–strength relationship proposed by Ohnaka
(1995) and described by Collins et al. (2004) and we set the thermal
softening coefficient in this expression to 1.2 as suggested by Bray
et al. (2008). Since we consider the thermal softening during the
impact, the thermal structure of Enceladus before the impact is
probably a key parameter governing the post-impact state. How-
ever, the early temperature profile for such a small body is poorly
constrained. Accretionary models seem to favor a cold accretion
with inner temperatures close to the equilibrium temperature
(Schubert et al., 1981; Monteux et al., 2014). To test the influence
of the initial thermal conditions, we consider three different pre-
impact temperature profiles for the impacted moon: constant tem-
perature, conductive profile, two-layered advective profile. The
impactor is assumed tohave a constant temperaturewith T ¼ 100 K.

Owing to the axisymmetric geometry of iSALE2D, we consider
only head-on collisions (impact angle of 90� to the target tangent
plane). The role of impact angle is left to future studies. To limit
computation time, a 1-to-2 km spatial resolution is used, which
is sufficient to describe the deflection of the rock core surface.
The gravity is calculated from the density structure. For the largest
and fastest impacts, we use iSALE2D’s self-gravity gravity model
(Collins et al., 2011) to correctly assess the gravity field as the body
is strongly deformed and the center of mass of the target moves
upon the collision. As this self-gravity model is expensive in terms
of computational time, we limit our post impact monitoring to the
time needed to deform the rocky core (i.e. we consider that the fall-
back of icy material and the icy-mantle slumping has only a very
minor effect on the morphology of the rocky core). For all the
impacts characterized here, this corresponds to the first hour after
the impact.

3. Numerical results

3.1. Non-porous models

Fig. 1 shows three characteristic simulations: (v imp ¼ 10vesc;

Rimp ¼ 25 km), (v imp ¼ 10vesc;Rimp ¼ 75 km) and (v imp ¼ vesc;

Rimp ¼ 75 km). After such events, a large volume of Enceladus’
mantle is displaced or escapes the orbit of the icy moon. To get a
quantitative measure of deformation induced by the impact event,
we monitor the plastic strain experienced by the impacted mate-
rial. In particular, we calculate the total plastic strain which is
the accumulated sum of plastic shear deformation, regardless of
the sense of shear (Collins et al., 2004). As represented in
Fig. 1, the icy material is highly disturbed by the impact and most
of the plastic deformation occurs in this layer. For the largest
impact velocities (Fig. 1, left and middle), deformation also occurs
at the top of the rocky core and leads to the formation of a depres-
sion. The material removed from the depression is displaced in a
very small uplift of the core, surrounding the depression.

For small impact velocities (Fig. 1, right), the icy mantle is also
highly deformed but the impactor’s rocky core is trapped within
the ice layer. In this low-velocity case, the deformation of the tar-
get’s core and the impact melt production are minor but the sur-
rounding ice is warmed up. Hence, over a longer time scale
governed by a Stokes’ flow, the impactor’s core gently spreads over
the surface of the pre-existing rocky core favoring the formation of
successive fragmented silicate layers (Roberts, 2015). Depending
on the impactor size and impact velocities, our simulations show
that core merging occurs into three distinct regimes (Fig. 2):

(1) For small impactors and impact velocities close to �vesc, the
impactor’s core is simply buried within Enceladus’ icy mantle at a
depth that scales with the penetration depth p (Orphal et al., 1980;
Murr et al., 1998):

p=Rimp ¼ Av2=3
imp ð2Þ

where A is a function of the bulk sound velocity, the geometry and
density difference between the impactor and the target.

(2) For higher impact velocities or larger impactors, the kinetic
energy increases and hence penetration of the impactor’s core
through the target ice mantle is facilitated. When the impactor
penetration depth, p (2), exceeds the ice-mantle thickness, dm,
the impactor induces a deflection of the core boundary (Fig. 2),
the amplitude of which depends on the impactor energy remaining
after crossing the ice mantle. For p � dm or slightly larger, the
impactor core spreads above the target’s core (leading to a positive
core-topography anomaly defined as the difference of post- and
pre-impact core radii below the impact site). (3) However, if more
energy is available, p > dm and the core is strongly deformed, pos-
sibly leading to severe deformation of the satellite, as illustrated in
Fig. 2 for impactors larger than 75 km and/or impact velocities
P10vesc . It has to be noted that, as we limit our post impact mon-
itoring to one hour, for the most energetic impact cases with large
impact velocities (P6 km/s) and large impactor radii (P75 km) the
rocky material excavated from Enceladus’ core and orbiting around
the moon is still moving with significant velocity at the end of the
simulation.

The thermal softening is an efficient process for large-scale
events (Potter et al., 2012). This process is strongly dependent on
the pre-impact temperature field that is unfortunately poorly con-
strained. To test the influence of the pre-impact thermal state, we
consider three different pre-impact temperature profiles for the
impacted moon (Fig. 3): constant temperature (with T � 100 K),
conductive profile (with a temperature gradient value of 1 K/km),
two-layered convective profile (with a core temperature of 450 K
and a mantle temperature of 250 K). As illustrated in Fig. 3, a hotter
temperature profile in the icy shell strongly enhances the ice flow
back and the refill of the core depression. One hour after the
impact, a large cavity remains open in the icy mantle for the con-
stant and cold temperature case. For the two-layered convective
case where the mantle temperature is close to the melting temper-
ature of ice, the icy mantle rapidly flows back leading to a huge jet

Table 1
Typical parameter values for numerical models.

Enceladus radius R 250 km
Rocky core radius Rcore 160–200 km
Icy mantle thickness dm 50–90 km
Surface gravity field g0 0.113 m s�2

Escape velocity vesc 240 m/s
Impactor radius Rimp 25–100 km
Impact velocity v imp 240–2400 m/s

Mantle properties (Ice)
Initial density qi 820 kg m�3

Equation of state type Tillotson
Poisson 0.33
Porosity 0–20%
Minimum strength Yi 10–500 kPa

Core properties (Dunite)
Rocky core density qs 3330 kg m�3

Equation of state type ANEOS
Poisson 0.25
Porosity 0–50%
Minimum strength Ys 100 kPa–10 MPa
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of ice at the impact site. However, even if considering three pre-
impact thermal states significantly modifies the post-impact
dynamics of the icy mantle, this only weakly affects the depth of
the depression within the rocky core that ranges between 12 and
15 km (Fig. 3). Hence, in the following, we consider models with
a constant pre-impact temperature field.

3.2. Influence of ice and rock porosity

The porosity of the material involved during the impact is
known to be a key factor in both the fragmentation and disruption
of the impactor and the target (Jutzi et al., 2008, 2009), and there-
fore it may play a role in our results. Enceladus is believed to con-
tain a high degree of porosity, as are many other small bodies in
the different populations of asteroids and comets (e.g. Lindsay
et al., 2015). To explain the long-wavelength topography of Ence-
ladus, recent models also invoke porosity values ranging between
20% and 30% within the icy mantle of Enceladus (Besserer et al.,
2013). We monitored the rocky core deformation as a function of
the icy mantle porosity with porosities ranging between 0% and
20%. Similar to the simulations with different initial thermal

conditions (Fig. 3), the dynamics of post-impact ice flow in the
deep cavity depends significantly on the porosity, as it affects the
ice mechanical properties (Fig. 4). When the ice porosity equals
20% and because the compacted ice is thermally softened, the icy
material (which is heated by impact to temperatures up to
250 K) re-fills the impact induced cavity in less than one hour.

Nevertheless, as illustrated in Fig. 5, the effect of the icy mantle
porosity on the post-impact core morphology is rather small, at
least for initial porosities ranging from 0% to 20% and for impact
parameters leading to moderate core deformation (v imp ¼ 10vesc

and Rimp ¼ 25 km). Fig. 6 shows the depth of the impact-induced
core depression as a function of the mantle porosity. According
to this figure, the depth of the depression ranges between 8 and
13 km. As mentioned earlier (see Fig. 4), the major influence of
the mantle porosity is its ability to flow back and refill the core
depression. As the impacted ice is severely deformed and com-
pacted during the shockwave propagation, the impact will increase
locally the porosity and the temperature of the icy mantle below
the impact site.

Figs. 6 and 7 show that the influence of core porosity on core
deformation is larger than the corresponding influence of mantle

Fig. 1. Material repartition (left column) and total plastic deformation (right column) as a function of time (from top to bottom) on Enceladus for 3 impact cases:
(v imp ¼ 10vesc ;Rimp ¼ 25 km) (left), (v imp ¼ 10vesc ;Rimp ¼ 75 km) (center) and (v imp ¼ vesc ;Rimp ¼ 75 km) (right). In these models, the grid resolution is 1 km in all directions.
Here both the rocky core and the icy material are considered as nonporous materials.
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Fig. 2. Rocky core morphology as a function of the impactor size and the impact velocity (vesc ¼ 240 m/s). In these models the porosity of the icy material is zero. For each
morphology, the red circle represents the pre-impact spherical shape of the impacted core. The dashed black line represents Eq. (2) with A ¼ 2. Above this critical theoretical
line, the impact induced topography is negative. Below this critical theoretical line, the impact induced topography is positive. The dotted black line represents Eq. (2) with
A ¼ 1. Above this critical theoretical line, very highly deformed cores are formed and acoustic fluidization may contribute to their final shape. However the deformation is too
large and probably not compatible with the Enceladus morphology. We limit our post impact monitoring to one hour which means that for large impact velocities (P6 km/s)
and large impactor radii (P75 km) the rocky material excavated from Enceladus’ core and orbiting around the moon is still moving with significant velocity at the end of the
simulation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Rock Ice

Fig. 3. Material repartition one hour after the impact (bottom) for three different pre-impact temperature profiles (top) (with v imp ¼ 10vesc ;Rcore ¼ 160 km and Rimp ¼ 25 km).
The color of the temperature profile corresponds to the color of the rectangle surrounding the material repartition snapshot. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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porosity. Indeed, increasing the porosity of the core from 0% to 50%
(and thus increasing its radius from 160 to 200) increases the max-
imum depth of the depression caused by the impact from �13 km
to �31.5 km. To explain this feature, two effects shall be invoked.
The first one is that increasing the rocky core porosity increases
its size to maintain its mass. Hence, the top of the rocky core is clo-
ser to the surface and the impactor penetration depth needed to
deform the rocky core is reduced accordingly. The second one is
that porosity can enhance the rocky core deformation because
the core material is less dense and easier to compact. To decipher
between these two effects we ran a non-consistent model with a
non-porous 200 km rocky core radius surrounded by a 50 km thick
icy mantle (Fig. 8, first column). At the end of this model, the
depression depth is 18.5 km (compared to 31.5 km when the rocky
core porosity is 50% and to 13 km when the rocky core has a radius
of 160 km) meaning that both increasing the core size and the
porosity favor deeper impact-induced depressions. This also sug-
gests that density/compaction has a greater influence than core
radius on the depth of the impact-induced core depression. We
also ran a model with a 50% porosity 160 km rocky core radius
(Fig. 6) where the obtained depression depth is 15 km (close to
value obtained in the non-porous case). In this non-consistent case,
a 8 km-thick ice block is trapped between the impactor and the
target’s core that prevents the formation of a deeper cavity. We
should, however, keep in mind that in our simulations, we consider

void porosity, while in reality pores should be filled by liquid water
or water ice, which would affect compaction. The results presented
here should be considered as an estimation of the maximal effect
associated to impact-induced porosity compaction.

3.3. Influence of minimum strength values and water ocean

In all the models described above, the minimum strength values
were set to Yi ¼ 500 kPa for ice and Ys ¼ 10 MPa for silicate mate-
rial. These values represent the upper range of the plausible values
since recent estimates of the strength of the surface of Comet
Tempel-1 obtained minima strength values in the order of 1–
10 kPa (Richardson and Melosh, 2013). For the minimum strength
of the rocky mantle, this value is also likely to range between the
strength of the lunar soil (1 kPa) to the strength of the terrestrial
soil (<100 kPa) (Mitchell et al., 1972; Lambe and Whitman,
1979). We have tested the influence of these two parameters using
lower values, Yi ¼ 10 kPa and Ys ¼ 100 kPa. As illustrated in Fig. 9
(second column) (called ‘‘highly deformable”), decreasing the min-
imum strength of both the ice and the rocky materials tends to
increase the deformability of the rock core leading to both a deeper
and wider depression. Ultimately, for a 200 km radius rocky core
with 50% porosity (Fig. 9, second columns), the depth of the
depression can reach 54.5 km. Here again, the conditions in term
of porosity and strength are rather extreme, and the objectives of

Fig. 4. Material repartition as a function of the icy mantle porosity one hour after the impact (v imp ¼ 10vesc ;Rimp ¼ 25 km). The rocky core is represented in gray while the icy
material is represented in white. In these models, the grid resolution is 1 km in all directions.

Fig. 5. Rocky core morphology as a function of the icy mantle porosity (with Rcore ¼ 160 km). For each morphology, the red circle represents the pre-impact spherical shape of
the impacted core. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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this simulation are to illustrate the maximal depression depth that
could be generated by a large impact on Enceladus.

Figs. 8 (third and fourth columns) and 9 (third column) show
that the presence of a deep water ocean (considered as an inviscid
fluid with a density of 910 kg/m3) above the rocky core tends to
reduce the impact-induced deflection of the core surface. Liquid
water and water ice have comparable compressibility, water being
slightly more compressible. The main difference concerns their
resistance to shear. Liquid water has no strength (and is considered
a completely inviscid material in the simulation), while ice has
some strength. In the presence of liquid water, there is complete
mechanical decoupling of shear deformation between the water
and the core, whereas in the latter case shear stresses exist at
the ice-core boundary. In the presence of the water ocean, the lat-
eral extent of the morphology anomaly as well as its depth are
smaller than without an ocean. Indeed, for Rcore ¼ 160 km, the
depth of the impact induced cavity decreases from 13 km without
an ocean to 3.5 km with an ocean. For Rcore ¼ 200 km and / ¼ 50%,
the depth of the impact induced cavity decreases from 31.5 km

without an ocean to 22.5 km with an ocean. This tends to illustrate
that it is easier to enhance post-impact negative topography
anomalies in the absence of a water ocean. Including a thick sub-
surface water ocean has the opposite effect of increasing the
impact velocity or the impactor size, because it concentrates defor-
mation in the ice mantle above, decoupling it from the rocky core
below. On the other hand, the presence of the ocean seems to
enhance the plastic strain in the deepest part of the core (Fig. 8,
third and fourth columns). In parallel to compaction, impact-
induced fracturing is likely to generate a porosity increase (via
the dilatancy process) (Collins, 2014) that could in return favor
fluid circulation within the deformed rocky core.

4. Discussion and conclusion

In order to investigate the morphological consequences of
collisions between differentiated impactors and Enceladus, we
performed numerical impact simulations for impactor radii and

Fig. 6. Depth of the impact induced depression as a function of the rocky core porosity (black circles) and as a function of the icy mantle porosity (red squares) (v imp ¼ 10vesc

and Rimp ¼ 25 km). The vertical line for 0% porosity represents the range of depression depths obtained when considering a 100% icy (lower value) and a 100% rocky (upper
value) impactor. The black filled circle at 50% porosity represents the unrealistic case with a core radius of 160 km (while in the other cases the core radius increases with
porosity). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Rocky core morphology as a function of the rocky core porosity. For each morphology, the red circle represents the pre-impact spherical shape of the impacted core.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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velocities ranging between 10% and 40% Enceladus’ radius and 1–
10 times Enceladus’ escape velocity (0.24–2.4 km/s), and for
various assumptions for the structure and mechanical properties
of Enceladus’ interior. Our results showed that the dynamical
response of the icy mantle to the impact is strongly dependent
on the assumed thermo-mechanical properties for the ice.
However, the icy mantle response has minor effects on the
impact-induced deformation of the rock core. Only the presence
of an internal ocean between the icy mantle and the rock core
can significantly limit the rock core deformation.

Our simulations showed that the main controlling parameters
for the post-impact shape of Enceladus’ rock core are the impactor
radius and velocity. We have identified three regimes: (1) For low
energy impacts (61.5–2 � 1023 J), the impactors do not pass com-
pletely through the icy mantle and the core surface remains
unmodified. The rock core of the impactors are deformed by the
impact events, but remains trapped within the icy mantle. The
impactor core embedded in the icy mantle would then progres-
sively sink and spread, leading to a positive core topographic
anomaly. (2) For more energetic impacts, the impactors completely
penetrate though the icy mantle and hit the core surface. The
impact leads to a negative core topography surrounded by a posi-
tive anomaly of smaller amplitude. The depth and lateral extent of
the excavated area is mostly determined by the impactor radius
and velocity. The shape of the excavated area can be significantly
enhanced for high core porosity and very low material strengths,
but its amplitude and extent remain primarily determined by the
impactor parameters. In this regime, accounting for the acoustic

fluidization does not change the final core morphology (not shown
here). (3) For even more energetic impacts, the core is very
strongly deformed, which does not appear to be compatible with
Enceladus’ core morphology (see Fig. 2). Our simulations of these
events do not follow the full evolution of the impact scenario so
we cannot predict the final core structure; however, it is likely that
some of these events lead to full body disruption and that, in non-
disruptive impacts, acoustic fluidization may contribute to the final
shape of the rocky core and would therefore need to be included to
analyze possible outcomes.

For impact velocities higher than 2.4 km s�1ð10� vescÞ, moder-
ate deformation of the core is possible only for impactors smaller
than 25 km. During the Late Heavy Bombardment, high-velocity
collisions with impactors exceeding 20 km is likely and therefore,
as recently highlighted by Movshovitz et al. (2015), full disruption
and re-accretion of the satellite may have occurred possibly several
times during this period. This implies that any large impact leaving
a long-wavelength signature on the core shape should have taken
place after the Late Heavy Bombardement. This also requires rela-
tively low velocity impacts, and therefore encounter with planeto-
centric bodies rather than with heliocentric bodies. Alternatively,
as proposed by Charnoz et al. (2011), Enceladus may have formed
late during the history of the Saturn system, thus limiting the risk
of full disruption. Following the model of Charnoz et al. (2011),
Enceladus may have accreted from a swarm of differentiated
embryos emerging from the outer edge of a massive ring system.
In such a model, multiple low velocity collisions between decamet-
ric differentiated impactors and a growing Enceladus are expected.

Fig. 8. Material repartition (left column) and total plastic deformation (right column) as a function of time (from top to bottom) on Enceladus for Rcore ¼ 200 km,
(v imp ¼ 10vesc and Rimp ¼ 25 km). We consider 4 models: a non-consistent non-porous rocky core (first column), a porous rocky core with a porosity of 50% (second column), a
non-consistent non-porous rocky core overlaid by a 20 km thick water ocean (third column) and a porous rocky core with a porosity of 50% overlaid by a 20 km thick water
ocean (fourth column). In these models, the grid resolution is 1 km in all directions.
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The irregular core shape of Enceladus, as constrained from Cassini
gravity and topography data (McKinnon, 2013; Lefèvre et al.,
2015), may constitute a record of this accretional process.

Various processes will probably alter the core topography after
an impact event, so that the amplitude of core deflection predicted
in our simulations should be considered as an upper limit. Rock
fragments would be likely transported by the ice flow back to
the impact cavity, filling partly the impact-induced depression.
Even if the core is relatively cold, topography relaxation may occur
to some extent, especially for low-strength rock material. Pro-
longed water interactions may also partly erode the topography
and again reduce the topography anomaly. Detailed modelling of
the subsequent topography evolution is beyond the scope of the
present study, and will require future modeling effort. The 2D
nature of our simulations also optimizes the amplitude of
impact-induced core deflection as only head-on collisions can be
considered. It is known that impact angle affects the strength
and distribution of the shock wave generated in the impact and
therefore the perturbed region (e.g. Pierazzo and Melosh, 2000).
For more oblique impacts, the impactor kinetic energy will be more
efficiently transferred to the icy mantle, leading to a more efficient
deformation of the icy mantle and a larger amount of escaping
materials (e.g. Korycansky and Zahnle, 2011). The volume of icy
mantle affected by the impact, which is already large for head-on
collisions as shown with our 2D simulations, will be further
increased. Another limitation of our modelling approach is the
assumption regarding the mechanical properties of the rock core.
We considered dunite with various degree of void porosity as rep-
resentative of the rock core composition, since a relatively well-
defined equation of state exists for this material (Davison et al.,
2010). Based on the interpretation of the Cassini gravity data,
which suggest a low density core (2400 kg m�3, Iess et al.
(2014)), the rock core may contain a significant fraction of highly

hydrated minerals, as well as free water or/and ice in rock pores.
Currently, we are not able to consider a mixture of ice and rocks
for both the impactor’s core and the target’s core. However, to esti-
mate an upper limit of the deformation, we have performed a run
corresponding to our classical impact model (v imp ¼ 10vesc and
Rimp ¼ 25 km) with 100% ice-filled pores (i.e. a core made of pure
ice). In this unrealistic case (not shown here), the impactor’s core
is eventually buried at a depth of �170 km (i.e. 80 km below the
core-mantle boundary) which is far larger than the depth of the
depression (�30 km) obtained with a 50% porous rocky core. This
limitation also stands for the structure of the impactor’s core that
is likely to have remained undifferentiated in the context of an
early formation. To estimate the influence of the impactor’s degree
of differentiation, we have also considered the v imp ¼ 10vesc case
with a 25 km radius impactor made of pure ice and an impactor
made of pure dunite. In the first case, the impact induces a flatten-
ing of �0.4 km at the core’s surface below the impact site (see
Fig. 6). In the second case, the impact induces a flattening of
�23.2 km. This result, even if performed for an unrealistic water
ice content, suggests the ice/rock ratio in the core may play a
strong influence on the response of the core to large impacts. This
suggests that the results presented here should be considered valid
only for differentiated interior models with rock-dominated core
and a relatively small porosity content (<10–20%). Future works
are required constrain more precisely the effect of hydrated miner-
als and mixture with high ice-water/rock ratio in the interior.

Large impacts are likely to modify the ice/rock ratio by eroding
significantly the shallower part of the impacted moon. Our results
show that vertical impacts with v imp > 6vesc and Rimp > 75 km, can
erode up to half the ice volume from the impacted body (Fig. 1, sec-
ond column). Several factors such as a hot, porous pre-impact man-
tle and the presence of a deep water ocean increase the ability of
the icy mantle to deform. Hence, these parameters are also likely

Fig. 9. Rocky core morphology for different pre-impact core radii (Rcore ¼ 160 km (top) and 200 km (bottom)). First and third columns: Yi ¼ 500 kPa and Ys ¼ 10 MPa, second
column (‘‘highly deformable”) Yi ¼ 10 kPa and Ys ¼ 100 kPa. In the third column we consider a water ocean (with a thickness of 20 km) above the rocky core. For each
morphology, the red circle represents the pre-impact spherical shape of the impacted core. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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to influence the post-impact ice/rock ratio by decreasing the
fraction of ice in the post-impact moon. The impact angle is
another key parameter that governs the fraction of escaped
material (e.g. Korycansky and Zahnle, 2011). However, to limit
the computational time and as we have restricted our study to
vertical impacts, monitoring the long-term evolution of the
ice/rock ratio is beyond the scope of our study.

Despite the limitations, the simulations we performed highlight
the crucial role played by impacts on the evolution of Enceladus.
Besides explaining the irregular shape of the core, impacts also
provide efficient mechanisms to enhance thermo-chemical
exchanges between the deep interior and the surface. For models
with an internal water ocean, we can see that a large volume of
the ocean is temporarily exposed to the surface, thus potentially
releasing a large fraction of volatile initially stored dissolved in
the ocean. Large impacts cause a strong damage of the ice on a very
large portion of the icy mantle, which will likely have conse-
quences on the subsequent convective mantle dynamics and inter-
action with the fractured surface. These also lead to a large plastic
strain in the rock core underneath the impact site, which may
enhance macroporosity. This would promote fluid circulation
throughout a large fraction of the core, favoring serpentinization
processes (Malamud and Prialnik, 2013) and hydrothermal activi-
ties (e.g. Hsu et al., 2015). Further modeling efforts will be needed
to understand the consequences of such impact events on the long-
term evolution of Enceladus. Lastly, the effects of large impacts are
not confined to Enceladus. Similar effects are very likely on the
other moons of Saturn as well as on other planetary objects, such
as Ceres (e.g. Davison et al., 2015; Ivanov, 2015) and Pluto (e.g.
Bray and Schenk, 2015) for which impact bombardment has prob-
ably played a key role in their evolution.
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Tobie, G., Čadek, O., Sotin, C., 2008. Solid tidal friction above a liquid water reservoir
as the origin of the south pole hotspot on Enceladus. Icarus 196, 642–652.
http://dx.doi.org/10.1016/j.icarus.2008.03.008.

Waite, J.H. et al., 2006. Cassini ion and neutral mass spectrometer: Enceladus
plume composition and structure. Science 311, 1419–1422. http://dx.doi.org/
10.1126/science.1121290.

Wünnemann, K., Collins, G.S., Melosh, H.J., 2006. A strain-based porosity model for
use in hydrocode simulations of impacts and implications for transient crater
growth in porous targets. Icarus 180, 514–527. http://dx.doi.org/10.1016/j.
icarus.2005.10.013.

310 J. Monteux et al. / Icarus 264 (2016) 300–310

508



Space Sci Rev  (2018) 214:39 
https://doi.org/10.1007/s11214-018-0473-x

Water and the Interior Structure of Terrestrial Planets
and Icy Bodies

J. Monteux1 · G.J. Golabek2 · D.C. Rubie2 · G. Tobie3 ·
E.D. Young4

Received: 30 July 2016 / Accepted: 11 January 2018
© Springer Science+Business Media B.V., part of Springer Nature 2018

Abstract Water content and the internal evolution of terrestrial planets and icy bodies are
closely linked. The distribution of water in planetary systems is controlled by the tempera-
ture structure in the protoplanetary disk and dynamics and migration of planetesimals and
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1 Introduction

The Solar System displays a strong dichotomy between the inner region that is characterized
by relatively dry planetary objects having a very small water fraction (<0.1%), and the outer
solar system where water ice constitutes a large fraction of solid material (>20%), which
is inherited from accretion processes. When compared with other planetary systems, the
Solar System seems however rather unusual. Exoplanet surveys have revealed that planets
intermediate in mass between Earth and Neptune are surprisingly common, but are notably
absent in the Solar System (Mayor et al. 2014; Howard et al. 2012; Marcy 2014). Model
mass-radius relationships indicate a great diversity of interior compositions and atmospheric
extents for the Super-Earth/Mini-Neptune-planet class (e.g. Howard et al. 2012), suggesting
a wide range of volatile contents (including water) and compositions.

The distribution of water in the planetary system is controlled by the temperature struc-
ture in the protoplanetary disk and dynamics and migration of planetesimals and planetary
embryos (Raymond et al. 2004; Cowan and Abbot 2014; O’Brien et al. 2014; Rubie et al.
2015a). This results in the formation of planetesimals and planetary embryos with a great
variety of compositions and water contents. Subsequent accretionary processes can lead to
the formation of planets that range from completely dry planets to “water worlds” with
more than 100 Earth-oceans of water (1 ocean = 1.5 × 1021 kg H2O) (Raymond et al. 2004;
Cowan and Abbot 2014; O’Brien et al. 2014; Rubie et al. 2015a). As the evolution of wa-
ter content inside a growing proto-planet is a strong function of pressure-temperature con-
ditions, the early stages of planetary formation that govern their accretion rates and their
early heat budget may have played a major role in the water distribution in the solar sys-
tem. Indeed, depending on the accretion rate and on the formation time of the building
blocks of the terrestrial planets relative to the timescale of radiogenic heating by the decay
of short-lived 26Al, water can either be incorporated as an ice–rock mixture or in the form
of hydrated silicates or be absent. Aqueous alteration appears to be common in carbona-
ceous chondrites (Kerridge and Bunch 1979; Zolensky et al. 1989; Krot et al. 1998). The
proportion of planetesimal water incorporated into rock depends critically on whether wa-
ter was mobile or stagnant (e.g., Young 2001; Young et al. 1999, 2003; Bland et al. 2009;
Fu et al. 2017; Castillo-Rogez and Young 2017). In turn, the water content of Solar Sys-
tem objects likely played a key role in the internal evolution of the solar system bodies.
For example, water dissolved in silicate minerals is known to significantly reduce man-
tle viscosity and melting temperature (e.g. Hirth and Kohlstedt 1996; Katz et al. 2003;
Hirschmann 2006). It has therefore a potential influence on the early differentiation pro-
cesses and a strong feedback on the thermal state of the mantle and the vigor of convection
(e.g. Korenaga 2010).

Water is also the major constituent of the moons orbiting Jupiter (except for Io), Sat-
urn, Uranus and Neptune, and all planetary objects beyond Neptune (e.g. Hussmann et al.
2015). In these icy objects, water is likely present either as thick ice shells or deep water
oceans (e.g. Hussmann et al. 2006) and in some cases is being ejected from venting plumes
composed mainly of water vapor and ice particles (e.g. Porco et al. 2006 for Enceladus,
Roth et al. 2014 for Europa). The combined effect of accretional heating, radiogenic decay
by short-lived isotopes, tidal heating associated with despinning, and viscous heating asso-
ciated with sinking negative rock diapirs may increase the internal temperature above the
melting point of ice (e.g. Tobie et al. 2013). This may result in a partial to full ice–rock sep-
aration. During this differentiation as well as at the present-day, interactions between solid
rock and liquid water might have promoted chemical reactions facilitated by the presence of
ammonia (Schubert et al. 2010; Sohl et al. 2010). It is also possible that aqueous alteration
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might have led to serpentinization of olivine-rich rocks and to the formation of a highly hy-
drated rocky core that may result from a rapid differentiation process that implies large-scale
melting events, as proposed for Saturn’s moon Titan (e.g. Castillo-Rogez and Lunine 2010).

Finally, comets and comet-like objects are another class of objects in which ice has been
detected as a major component (80%) (Encrenaz 2008). These bodies, with radii usually
smaller than 10 km, were formed in the outer Solar System. Comets are undifferentiated
and, hence, represent weakly altered remnants of the early stages of solar-system formation.
Because of radiogenic heating from 26Al and 60Fe, the interior of comets may reach temper-
atures above the melting point of water and ultravolatile species may be lost (Prialnik et al.
2008; Mousis et al. 2017). In the following study, we do not consider the comets and we
will only focus on objects with radii larger than 25 km (see review of Prialnik et al. 2008 for
more details).

The structure of this article is as follows: We first detail the distribution of water in
the protoplanetary disc and its effect on oxidation. Second, we present a discussion of the
effect of internal evolution of planetesimals on water content based on numerical models. In
particular we investigate the influence of planetesimal radius and formation time. We then
discuss the role of water on the internal evolution of proto-planets and terrestrial bodies
focusing particularly on metal/silicate separation and oxygen fugacity evolution. Finally we
briefly describe the internal evolution of icy satellites from their accretion to their present-
day activity and emphasize the role of water in differentiation and alteration processes.

2 Distribution of Water in the Protoplanetary Disc and Its Effect
on Oxidation

Protoplanetary disks of gas and dust are by necessity characterized by radial increases in
temperature and pressure towards the nascent star at their center. The inner portions of the
disk are heated by two mechanisms. So-called “passive” disks are heated at their surfaces by
illumination from the central star. Viscous heating in “active” accretion disks can warm up
the inner portions of the disk to temperatures well above those imposed by passive illumina-
tion alone. The degree of viscous heating depends on the mechanism for angular transport
(accretion onto the star) (e.g., Bai and Stone 2013). The greater the effective viscosity of
the disk, the greater the heating related to accretion. In all cases, there will be specific radii
corresponding to the condensation fronts for various volatile components (referred to as
“snowlines”). From the perspective of volatiles and planet formation, the most important
of these may be that for water. The water snowline separating the inner regions of the disk
where water vapor is stable from the more distal regions of the disk where water ice is stable
is thought to exert a first-order control on the chemistry of planetesimals. The snowline in
an accretion disk is closest to the star at the midplane where the intervening mass of gas and
dust shields the disk from light from the central star. Higher in the disk, the snowline curves
to greater radial distances due to heating of the surfaces of the disk by the central star. We are
most concerned with the position of the water snowline at the midplane when contemplating
planetesimal formation. However it must be kept in mind that the time-dependent position
of the snowline in the midplane and its effects on planetesimal formation over time are still
debated (e.g., Morbidelli et al. 2016).

The bulk compositions of planetesimals and planetary embryos in the protoplanetary
disc, including water and some volatile element abundances, have been constrained by core
formation modelling (Rubie et al. 2015a, 2016). Mantle abundances of siderophile elements
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Fig. 1 The composition of initial bodies (embryos and planetesimals) as a function of heliocentric distance
determined in the accretion/core formation model of Rubie et al. (2015a). At heliocentric distances less than
∼1 au, 99% of all Fe is present as metal and ∼18% of total Si is dissolved in the metal—which makes the
bulk composition very reduced. Beyond ∼1 au, compositions become increasingly oxidized with increasing
heliocentric distance because the fraction of Fe present as metal decreases and the fraction of Fe present
as FeO in the silicate increases. Beyond 6–7 au, compositions are fully oxidized (no metal) and contain 20
wt% water—these are bodies that originally accreted beyond the snowline. The red arrows indicate values of
parameters that were refined by least squares

(Ni, Co, W etc.) can be reproduced in multistage core formation models when the initial 60–
70% of Earth accretes from highly reduced material and the final 30–40% from relatively-
oxidized material, in combination with the effects of Si partitioning into the core (Rubie et al.
2011). The late accretion of oxidized material is also consistent with the relatively late ac-
cretion of volatile elements to the Earth (e.g. Schönbächler et al. 2010; Dauphas 2017). This
scenario was developed further by Rubie et al. (2015a, 2016) by formulating a combined
accretion/core formation model. This was based on “Grand Tack” N-body accretion models
(Walsh et al. 2011; O’Brien et al. 2014) that started with up to ∼200 embryos (distributed
from 0.7 to 3.0 au) embedded in a protoplanetary disc consisting of up to 4400 planetesi-
mals (distributed from 0.7 to 9.5 au). Each accretional collision between embryos and other
embryos and planetesimals was considered to result in an episode of core formation, pro-
vided the impactor was metal-bearing. The bulk composition of each of the starting bodies
was defined in terms of CI ratios of non-volatile elements, with oxygen and water contents
varying as a function of heliocentric distance. Based on these bulk compositions, the com-
positions of equilibrated metal and silicate in each core-formation event were determined by
a combined mass balance/element partitioning approach, thus enabling the evolving compo-
sitions of the mantles and cores of all growing planets to be modeled. The composition of
the model Earth in each simulation was fit to Earth’s mantle composition by a least squares
refinement of the metal-silicate equilibration pressure and several parameters that describe
the compositions of initial bodies (Fig. 1). Best fits to Earth’s mantle composition were ob-
tained when compositions of bodies close to the Sun are highly reduced and those further
out are relatively oxidized (Fig. 1).

The gradient in Fig. 1 requires explanation in the context of the young solar protoplane-
tary disk. Dynamical models have shown that radial mixing within the protoplanetary disk
was likely to occur especially during the late stages of planetary formation (e.g. Chambers
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Fig. 2 Schematic illustrating the
enhancement of the fayalite
component in olivine due to an
increase in water. This scheme
could have operated at
moderately high temperatures in
the protoplanetary disk where
dust was processed

2013; Raymond et al. 2004). Variation in oxygen fugacity across the protoplanetary gaseous
disk is a longstanding question. At temperatures greater than about 500 to 600 K or so,
Fe2SiO4, representing oxidized iron, is unstable at solar oxygen fugacities. This tempera-
ture is lower than the ca. 1400 K required for diffusion and annealing of silicate grains (Figs.
2 and 3). The solution is to pump up the oxidation state of the vapor phase by infusing it
with water inside of the snowline. As the protoplanetary disk evolved, small icy bodies will
have drifted inwards of the snowline, resulting in addition of H2O vapor by subsequent sub-
limation of water ice. The longevity of this vapor depended critically on the competing rates
of inward migration across the snowline and the outward diffusive flux of water driven by
freezing of water at the snowline (e.g., Cuzzi and Zahnle 2004). The result of the competing
fluxes may have been a pulse of elevated H2O/H2 just inside the snowline (Fig. 4). Such
a localized pulse of water vapor has been observed in the TW Hydra transition disk at a
distance of about 4 au from the central star (Zhang et al. 2013). The significant amount of
oxidized iron in grains comprising chondrite matrix, even in rocks with limited evidence for
water–rock reactions, is testament to the fact that such a process must have occurred where
planetesimals were forming (Grossman et al. 2012). The amount of water required can be
estimated from the equilibrium relationship

H2 + 1/2O2 ⇔ H2O

for which we obtain the equation for fO2 (e.g., Krot et al. 2000)

log(fO2) � 2 log

(
H2O

H2

)
+ 5.67 − 256664

T (K)
. (1)

Inspection of this equation shows that in order to change oxygen fugacity by ∼5 log units as
required to shift from solar to “planetary” oxidation states, H2O/H2 must have increased by
a factor of ∼375 at inner disk temperatures of ∼1400 K (Fig. 5). Geometric considerations
suggest that focusing solar abundances of water into the inner 5 au of the disk by inward
transport can only raise the H2O/H2 ratio by about a factor of 10 (where, for example,
surface density varies as 1/R where R is the radial distance from the Sun).

The picture that emerges is one in which ice accreted within planetesimals outside of
the snowline may have reacted with the host rock as the planetesimals evolved in response
to heating by 26Al (see also Sect. 3). Liquid water reactions with rock will have oxidized
the rock. Inside of the snowline there was likely a region where inward migration of ice
enhanced the H2O/H2 ratio in the vapor phase just inside of the snowline, but further into
the disk in the region of terrestrial planet formation, the ambient conditions favored reduced
iron over oxidized iron as a result of higher temperatures and a decrease in gaseous H2O
toward the star. The snowline must have migrated inward with time in response to a decrease
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Fig. 3 Schematic diagram
showing the relationship between
oxygen fugacity and temperature
for a solar gas and for the
oxidation state of iron. At higher
temperatures, reduced iron is
favored over the fayalite
component for a solar-like gas.
At lower temperatures, Fe2SiO4
can be stabilized, but whether
this reaction can actually occur at
lower temperatures is in question.
Typical activities for fayalite in
olivine at two different
temperatures are shown for
illustration

Fig. 4 Schematic diagram illustrating the competition between advection of icy material through the snow-
line of the protoplanetary disk and backwards net transfer of water via diffusion driven by a buildup of water
vapor inside of the snowline. The process is described by Cuzzi and Zahnle (2004) and is consistent with
Spitzer and Herschel observations of TW Hydra (Zhang et al. 2013)

in the stellar accretion rate, and the best fit shown in Fig. 1 suggests that its time-integrated
“fossilized” location (see below) was somewhere between 6 and 2 au.

The position of the midplane water snowline as a function of time can be obtained from
the temperature and pressure structure of a generic protoplanetary accretion disk. The T

and P structure of the disk can be modeled using basic principles of dissipative radiative
losses resulting from orbital torques. The torques are sustained by the viscosity of the disk
that results in the inward spiral of gas towards the growing star. For dimensionless viscosity
parameter α (e.g., Shakura and Sunyaev 1973), sound speed cs , and scale height H(R), the
effective viscosity of the disk is υ = αcsH(R). The temperature at the midplane of the disk
can be written in terms of the accretion rate of the system, ṁ, as follows

Tmidplane =
[ 3

2Σ(R)κR

4
+ 1

]1/4[ 3

8πσ

GM∗ṁ
R3

]1/4

(2)

where κR is the Rosseland mean opacity, Σ(R) is the surface density of the disk that is a
function of R from the central star, G is the gravitational constant, M∗ is the mass of the
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Fig. 5 The logarithm of oxygen fugacity versus temperature for various oxygen buffers relevant for the
early solar system. The heavy dashed line shows the relationship for a solar gas. For comparison, planetary
materials (Earth’s mantle, basalts from various bodies) exhibit oxygen fugacities closer to the iron-wüstite
(IW) and quartz–fayalite–magnetite (QFM) oxygen buffers. Note that the difference between a solar gas
and those planetary materials implies an increase of more than 5 orders of magnitude in oxygen fugacity.
The region shaded in grey represents oxidation states that favor Ti3+ over Ti4+ in calcium–aluminum-rich
inclusions (CAIs) in carbonaceous chondrites. Contours for the activity ratio of the two forms of Ti in CAIs
are also shown

central star, ṁ is the accretion rate and σ is the Stefan–Boltzmann constant. The first term on
the right-hand-side of (2) accounts for the optical depth perpendicular to the midplane and is
equivalent to Tmidplane/Tsurface. The surface temperature is given by the second term. Equation
(2) shows that the temperature of the disk at any radial distance R from the star depends on
the rate of mass accretion through the disk. The latter has been measured in young stellar
objects today and varies from about 10−6 M� yr−1 early in the history of stellar accretion to
10−8 M� yr−1 (Hartmann 2000) later on.

Evaluation of (2) requires evaluating the surface density with distance from the star,
Σ(R). The surface density can be written in terms of the viscosity as (Armitage 2010)

Σ(R) = ṁ

3παcsH(R)
, (3)

where scale height H of the disk as a function of radial distance from the star is

H(R) = cs

Ω
=

√
kbT R3

GM∗μ
, (4)

and where Ω is orbital angular velocity, kb is Boltzmann’s constant, T is the temperature
and μ is the average molecular mass for the gas comprising the disk. Equation (2) can be
evaluated analytically with reasonable precision by assuming a constant value of 1 m2/kg for
κR and replacing (3) with a parameterization for Σ(R) suggested by the mass distribution of
planets in the solar system: Σ(R) ∼ 1200 kg/m2 (R/5 au)−3/4 (compare with Chiang and
Youdin 2010). The result for 10−7 M� yr−1 is shown in Fig. 6.

The competing rates of temperature and pressure-dependent adsorption and desorption
of water onto grain surfaces in the disk define the position of the water snow line. Pressure
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Fig. 6 Calculated temperature and pressure vs. distance from the central star for a solar-like protoplanetary
accretion disk with a mass accretion rate of 10−7 solar masses per year

defines the total number density ntotal of molecules since P = ntotalkbT . Midplane pressures
as a function of radial distance from the star are

P (R) = Σ√
πH(R)

kbT

μ
. (5)

The kinetic theory of gases yields the rate constant for adsorption of molecules onto grain
surfaces:

kads = 〈
πr2

grains

〉
V̂gasngrains (6)

where kads is the rate constant (s−1), rgrains is the average radius of the dust grains, ngrains

is the number density of the dust grains (cm−3), and V̂gas = √
8kbT/(πμ) is the average

gas velocity. Hasegawa et al. (1992) suggest a parameterization for the number density of
grains based on total hydrogen such that ngrains ∼ 1.33 × 10−12nH and nH = 2 × nH2 ∼ ntotal.
Substitution of this expression into (6), together with the mass of water molecules, yields in
SI units

kads = 〈
πr2

grains

〉√
1.18 × 104T (K)1.33 × 10−6(PH2/(kbT )). (7)

Equation (7) can be evaluated using midplane temperatures and pressures ((2), (4), and (5))
and the fact that typical radii for dust grains relevant to the protoplanetary disk environment
are 0.1 µm, or 1 × 10−7 m. The competing rate constant for desorption of water from grains
in SI units is (Willacy et al. 1998):

kdes = 1 × 1012 exp(−4815/T (K)). (8)
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Fig. 7 Position of the water snow line as a function of mass accretion rate as defined by the ratio of the
adsorption and desorption rate constants

At equilibrium rates of adsorption and desorption of water onto dust grains are equal
so we have kadsnH2O,gas = kdesnH2O,grains. Therefore, kads/kdes � 1 represents water frozen
to grains and kads/kdes 	 1 represents where most water molecules exist in the gas phase.
A unit value for kads/kdes defines conditions corresponding to the effective position of the
snow line in the midplane of the disk. Substitution of (2) and (5) into (7) and (8) yields the
plot in Fig. 7 showing the calculated position of the snowline in the disk as a function of
accretion rate. The effective freeze out temperature for ṁ = 10−8 M�/yr is ∼190 K. The
effective temperature for freeze out of water is 170 K for ṁ = 10−7 M�/yr. Most impor-
tantly, we note that basic physics of accretion disks indicates that the calculated position of
the snow line varies from ∼5 au to 2 au when accretion rate varies from 10−7 M�/yr to
10−8 M�/yr, respectively. This is the basis for the assertion that in a solar-like protoplan-
etary disk, we have a good idea of where the snowline should have been as a function of
time.

Of course, radial drift complicates the simple picture described above. Morbidelli et al.
(2016) point out that decoupling of radial drift velocities between dust and gas can result in
a decoupling of “wet” and “dry” gas from the position of the snowline. The rates of icy par-
ticle drift inwards towards the star compared with the rates of planetesimal formation then
become critical for understanding the compliments of water in protoplanetary materials, as
described above in connection with Fig. 1. Morbidelli et al. (2016) suggested that the appar-
ent position of the water snowline recorded by planetesimal formation may be a “fossilized”
snowline imprinted on the disk by the gap opened up by a growing Jupiter. Therefore, the
rough correspondence between the position of the shift in oxygen fugacity in Fig. 1 and the
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natural position of the water snowline for disk mass accretion rates of between 10−7 M�/yr
and 10−8 M�/yr could be a manifestation of a locking in of the position of the snowline at
these accretion rates by opening of a gap in the vicinity of the snowline by proto-Jupiter.

3 Effect of Internal Evolution on Water

During the early evolution of the terrestrial planets and icy bodies, four main sources of en-
ergy may have contributed to their internal thermal budget (e.g. Tobie et al. 2013): (i) Tidal
heating associated with despinning, (ii) radiogenic heating by the decay of short-lived ra-
dioactive isotopes, (iii) impact heating and (iv) conversion of potential energy into heat via
viscous dissipation during core-mantle separation. These four sources of energy likely con-
cern different growth stages or reservoirs and hence will be separated in time and space.
For planetesimals, only short-lived radiogenic (mainly 26Al) heating is relevant (Yoshino
et al. 2003; Rubie et al. 2015b). This source of energy was for several million times larger
than the radiogenic heating rate due to the decay of long-lived isotopes currently expected
on planets and moons. However, this huge heat production decayed rapidly. On the other
hand on planetary embryos and fully accreted terrestrial planets, the release of potential
energy and impact heating have to be taken into account in addition to radiogenic heat-
ing. The impact heating strongly depends on the impact velocity, on the masses of the
target and the impactor as well as the way kinetic energy is converted into heat (Mon-
teux et al. 2007). Hence the size of the growing body that governs the minimum impact
velocity (i.e. the escape velocity) is a key factor. For large growing bodies, large impact
events may generate significant melting within the target and trigger metal–rock or ice–rock
separation potentially leading to runaway differentiation processes (Golabek et al. 2009;
Ricard et al. 2009). Finally on icy moons long-lived radiogenic heating and tidal dissipation
are the most important energy sources, while only the largest impact heating events can play
a role (Monteux et al. 2014).

The composition of the building blocks from which planetary objects form as well as
the early thermal budget should control the amount of water that can be stored in planetary
embryos. To get a first order estimation of the amount of hydrous silicates and leftover
rock–ice mixture available at the end of the thermo-mechanical evolution of planetesimals,
we perform numerical models in 2D infinite cylinder geometry using the finite-difference
marker-in-cell code I2ELVIS (Gerya and Yuen 2007; Golabek et al. 2014; Lichtenberg et al.
2016). The physical parameters and the setup employed are identical to those used in our
previous studies (see Golabek et al. 2014; Lichtenberg et al. 2016).

Based on current planetesimal formation models (e.g. Johansen et al. 2015; Simon et al.
2016), we model planetesimals with radii RP ranging between 25 and 230 km and consider
instantaneous formation times tform ranging from 0 to 3.5 Myr after formation of Ca–Al-
rich inclusions (CAIs). We study here the evolution of planetesimals that formed across the
snowline and were scattered later into the inner solar system (Raymond and Izidoro 2017).
Thus we assume for each planetesimal a starting temperature equal to the temperature of
surrounding space Tspace = 150 K. Since for small objects the release of potential energy
related to accretion is small (Schubert et al. 1986), the resulting temperature increase is neg-
ligible and is not considered here. Thus only short-lived radiogenic heating is relevant. For
simplicity we assume that the planetesimals do not contain metal because both formation of
hydrated silicates and their dehydration occur at lower temperatures than the melting tem-
perature of the eutectic Fe–FeS mixture (1243 K) at low pressures (Brett and Bell 1969),
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so core formation due to percolation is expected to start only after the breakdown of hy-
drated silicates. Therefore we assume that at the start of the model each planetesimal is
composed only of a rock–ice mixture. Here we assume that at T = 273 K the ice melts
and hydrated silicates can form. Under the low-pressure conditions inside a planetesimal the
most temperature-resistant hydrated silicates (amphibolites) break down at T ≈ 1223 K and
dehydrate (Fu and Elkins-Tanton 2014). However it should be taken into account that by
considering the breakdown of amphibolites the current models give only an upper limit for
the amount of hydrated silicates present, since for example more abundant hydrated silicates
like serpentine-phyllosilicates break down at significantly lower temperatures (573–673 K)
(Nakamura 2006; Nakato et al. 2008).

The following additional assumptions and simplifications are used in the numerical
model: We ignore here reaction kinetics and assume that both the formation of hydrated
silicates and their breakdown occur instantaneously at the given temperatures. Also we ig-
nore possible water delivery or loss processes related to impact events. Additionally we do
not consider pore water convection (Young et al. 2003) suggested for smaller planetesimals
(RP < 40–60 km) and assume that after silicate dehydration the water previously incorpo-
rated into hydrated silicates is completely lost to space. Also it should be kept in mind that
even dry silicates still contain small amounts of water (see e.g. Fu and Elkins-Tanton 2014),
thus even planetesimals loosing all hydrated silicates still contain some water, which is not
considered in our numerical model.

The time-dependent amount of hydrated silicate material in each modeled planetesimal
is tracked on the markers of the numerical model. The final 2D area covered by (a) rock–ice
mixture and (b) hydrated silicates is converted for representation purposes analytically into
a 3D volume (see Fig. 8a, b).

The general results show that the amount of both remaining rock–ice mixture and hy-
drated silicates is strongly dependent on the formation time tstart since this parameter con-
trols the abundance of short-lived 26Al (t1/2 = 0.716 Myr), while the radius has only a mod-
est effect (see Fig. 8a, b). As expected late formed objects contain orders of magnitude more
rock–ice mixture and hydrated silicates than early-formed planetesimals. Since formation of
hydrated silicates requires some heating, more of the interior contains hydrated silicates in
late-formed, but large planetesimals, while a primordial rock–ice mixture is best preserved
in the smallest objects experiencing fast cooling. However the results also show that less
hydrated silicates form in planetesimals that accreted very late because the reduced amount
of 26Al radiogenic heating is insufficient to allow for the formation of hydrated silicates
throughout the bulk of the planetesimal interior. This leads to a “sweet spot” for the forma-
tion of hydrated silicates, which is narrower for small planetesimals with RP < 80 km since
these objects cool more efficiently than large planetesimals (see Fig. 8a).

All models start with a rock–ice mixture. Because the temperature at the center of the
planetesimal reaches the maximum value, formation of hydrated silicates starts there and
over time the formation front propagates outwards. For large objects (RP ≥ 100 km) that
formed early enough (tform < 0.75 Myr) the center is also the location where dehydration
starts during later evolution and a dehydration front propagates from there towards the sur-
face. For planetesimals with sufficient 26Al heating both the formation and later the dehy-
dration front are able to propagate throughout the entire planetesimal interior and within
∼106 years the entire planetesimal will loose all hydrated silicates (see Fig. 9). On smaller
objects full dehydration occurs only on objects that formed earlier than tform < 0.75 Myr,
while in the smallest planetesimals considered (RP ≤ 50 km) complete loss of hydrated
silicates is not achieved even inside planetesimals formed at the same time as CAIs (see
Fig. 8a).
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Fig. 8 (a) Final volume of hydrated silicates Vhydr and (b) final volume of rock–ice mixture Vrock-ice. Both
volumes are scaled by the total volume of the specific planetesimal VP for models with different planetesimal
radii RP and formation times tform assuming an initial temperature Tspace = 150 K. Squares represent the
numerical model results. Colours of the squares stand for various final internal states: No hydrous silicates left
(red), outer hydrated shell (orange), inner hydrated shell (yellow) and hydrated interior (green). For clarity
three of the possible final outcomes are sketched on top of subfigure (a) with dehydrated silicates (white),
hydrated silicates (black) and rock–ice mixture (grey)
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Fig. 9 Time-dependent fraction of hydrated silicates inside planetesimals with tform = 1 Myr and
RP = 25–230 km.

Large, but later-formed planetesimals (0.75 Ma ≤ tform < 1.25 Myr) or early-formed, but
small objects exhibit a different final outcome, namely an outer hydrated shell, where the
formation front reached the object’s surface, while the propagation of the dehydration front
ceased at depth due to insufficient 26Al radiogenic heating. Inside large planetesimals that
formed even later (1.25 Ma ≤ tform < 1.75 Myr) neither the formation nor the dehydration
front reach the surface. Under these circumstances the surface is still composed of a rock–ice
mixture while the deep interior is dehydrated and an annulus at intermediate depth contains
hydrated silicates. For late-formed objects (large objects with tform ≥ 1.75 Myr or for smaller
planetesimals with tform ∼ 1.5 Myr after CAI formation) temperatures are never sufficiently
high as to start dehydration and these objects display a hydrated interior and a rock–ice mix-
ture closer to the surface (see Fig. 8a, b). This is in agreement with observations indicating
that some asteroids contain even at present-day significant amounts of volatiles (Hsieh and
Jewitt 2006; Jewitt et al. 2009; Küppers et al. 2014).

Based on these simple models, we can speculate that large (RP > 80 km), late-formed
planetesimals (tform > 1.7 Myr), initially formed across the snowline and implanted into
the main asteroid belt or scattered into the inner solar system during the accretion of the
gas giants (Raymond and Izidoro 2017), can contribute significant amounts of water in the
form of hydrated silicates to growing planetary embryos. This is in general agreement with
both the classical model (e.g. Chambers 2013; Raymond et al. 2009) and the Grand Tack
scenario (Walsh et al. 2011; Rubie et al. 2015a) suggesting that during the later stages of
accretion planetary embryos will accrete material that formed at larger distances from the
Sun.

In conclusion, we have shown that the internal evolution and especially the formation
time of planetesimals relative to the timescale of radiogenic heating by short-lived 26Al
decay may govern the amount of hydrous silicates and leftover rock–ice mixture available
during the late stages of their evolution. In turn, water content may affect the early internal
evolution of the planetesimals and in particular the metal-silicate separation processes to be
discussed in the next section.
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Fig. 10 Effects of water on the
melting of peridotite.
(a) Depression of the peridotite
solidus temperature as a function
of pressure for bulk water
contents of 0, 0.05, 0.1 and 0.3
wt%. (b) Effect of water on melt
fraction F during partial melting
of peridotite shown as isobaric
melting curves at 1 GPa for bulk
water contents ranging from 0 to
0.3 wt%. Note that the kink at a
melt fraction of ∼0.3 is caused
by the disappearance of
clinopyroxene from the mineral
assemblage (from Katz et al.
2003). Note that equivalent
temperatures for a bulk
chondritic composition are lower
by ∼200 ◦C (Fig. 7 in Asahara
et al. 2004). Also the addition of
any incompatible elements (e.g.
the C and S that are present in
chondritic meteorites) will reduce
melting temperatures

4 Effects of Water on Internal Evolution

The most important process occurring during the early internal evolution of a rocky plan-
etary body is differentiation that results in a silicate mantle and a metallic iron-rich core.
The terrestrial planets, Mercury, Venus, Earth and Mars, as well some asteroids, such as
Vesta, all underwent core-mantle differentiation. In addition, based on the existence of iron
meteorites, many early-formed planetesimals also experienced core-mantle differentiation.
Undifferentiated material, as represented by chondritic meteorites, consists of intimate mix-
tures of metal, sulfide, silicate and oxide grains. The formation of metallic cores in differen-
tiated bodies therefore requires metal and silicate to separate over significant length scales
(up to 3000 km in the case of Earth but on the order of 100–500 km in the case of plan-
etesimals). Such segregation was only physically possible at high temperatures at which at
least the metal and probably also the silicates were in a molten state (Stevenson 1990; Rubie
et al. 2015b). High temperatures were the result of the decay of the short-lived 26Al isotope
in planetesimals during the first ∼3 Myr of Solar System history and were later the result
of high-energy collisions that took place during planetary accretion (e.g. Rubie et al. 2015b;
de Vries et al. 2016). Thus planetesimals could only differentiate early, while 26Al was ex-
tant, and were largely unaffected by impact-induced heating because of their low masses (see
Rubie et al. 2015b, Fig. 10). In general, core-mantle differentiation that occurred as a con-
sequence of impact-induced melting could only happen later after bodies had grown suffi-
ciently in mass. Physical and chemical conditions differed significantly during these respec-
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Fig. 11 Schematic section through a terrestrial planet during core formation. A global magma ocean is shown
overlying solid crystalline mantle below which lies the metallic proto-core. Metal is delivered by impactors,
many of which are likely to have been differentiated into core and mantle. The molten impactor cores partially
or completely emulsify in the magma ocean to form small droplets that sink to the base of the magma ocean
and collect there to form liquid “iron ponds”. These sink through the crystalline mantle as diapirs or possibly
are transported through fractures (see Rubie et al. 2015b for a review). Although a possible solid crust is
shown, this may not form when an atmosphere is present because its insulating effect keeps the temperature
at the surface of a magma ocean above the solidus (e.g., Matsui and Abe 1986)

tive episodes. For example, gravitational forces were much smaller during early planetesimal
differentiation and such bodies likely differentiated in the presence of nebular gases, which
dispersed before the formation of the terrestrial planets.

The presence of water in planetary bodies could have had a significant effect on both
the physical processes of core formation and their chemical consequences. For example,
the presence of even small amounts of water strongly reduces the solidus temperature of
silicates (Fig. 10a). It also increases the melt fraction at a given temperature, although this
effect is largest close to the solidus and becomes much smaller as the degree of melting
increases (Fig. 10b).

4.1 Effects of Water on Mechanisms of Core Formation

There are several different mechanisms by which metal and silicate could have segregated
(Fig. 11) and the presence of water would have affected each of these differently. Poten-
tially the mechanisms shown in Fig. 11 could all operate during the differentiation of an
Earth-mass planet. However, as discussed towards the end of this section, core-mantle dif-
ferentiation on small bodies (planetesimals) likely required significant melting (with a melt
fraction of at least 30–50%) as the result of heat produced by the decay of 26Al (see also
Scheinberg et al. 2015).

We first review the possible metal-silicate segregation mechanisms and how these would
be affected by the presence of water and then discuss chemical consequences of water during
core-mantle differentiation.

Percolation of Liquid Metal Through a Polycrystalline or Partially-molten Silicate Ma-
trix Liquid iron-rich metal or sulfide, (Fe, Ni)S, can percolate through a solid polycrys-
talline silicate matrix by porous flow provided the liquid phase forms an interconnected
network along grain boundaries or grain edges rather than isolated melt pockets. Intercon-
nection depends upon the dihedral angle, θ , which is the angle between two solid–liquid
boundaries that are intersected by a solid–solid boundary at a triple junction (Fig. 12; von
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Fig. 12 The dihedral angle θ is
the angle between two
melt–crystal interfaces where
they are intersected by a
crystal–crystal grain boundary at
a triple junction. When θ < 60◦ ,
the melt forms an interconnected
network along grain edges
(bottom left), whereas when
θ > 60◦ there is no
interconnectivity (unless the melt
fraction is high) (from Stevenson
1990)

Bargen and Waff 1986; Stevenson 1990; Rubie et al. 2015b). When θ is less than 60◦, the liq-
uid metal phase is interconnected at any melt fraction and can percolate efficiently through
the crystalline matrix. When θ exceeds 60◦, interconnection only occurs when a critical melt
fraction (e.g. a few volume % or more) is exceeded, which means that metal-silicate segre-
gation cannot occur efficiently. Experimental studies of both natural and synthetic systems
relevant to core formation have shown that, in general, θ lies in the range 80–120◦, at least
up to pressures of ∼25 GPa (Rubie et al. 2015b and references therein). Therefore perco-
lation is unlikely to be a major mechanism of metal-silicate segregation in the terrestrial
planets. However, at pressures <2–3 GPa, the dihedral angle is less than 60◦ if the liquid Fe
contains significant concentrations of oxygen and sulfur (Terasaki et al. 2005, 2008). It is
therefore possible that under oxidizing conditions percolation was an important core forma-
tion mechanism in planetesimals during heating by 26Al decay, especially when the metal
contains sulfur (which reduces the melting temperature of the metal relative to that of the
silicate).

As discussed in the previous section, dehydration of silicates is likely to leave only a few
hundred ppm of water in planetesimals that have been heated by the decay of 26Al. However,
such H2O concentrations would be sufficient to lower the silicate solidus temperature by
100–150 K (Fig. 10a), which means that the percolation of liquid metal or sulfide through
partially molten silicates, rather than crystalline silicates, needs to be considered. Intuitively,
it might be expected that a few percent silicate liquid in the system would enhance the
ability of liquid metal to percolate. However, the opposite is the case and the presence of
silicate melt actually reduces the interconnectivity of metallic liquids (Holzheid et al. 2000;
Rushmer and Petford 2011; Holzheid 2013; Cerantola et al. 2015; Todd et al. 2016). This is
the result of the high liquid metal-liquid silicate interfacial energy that causes metallic blobs
to adopt a spherical geometry so that they become isolated in silicate melt. Consequently
the metallic blobs become trapped in interstices in the partial molten aggregate. Thus, once
silicate liquid forms by partial melting, as temperature increases, any interconnectivity of
liquid metal or sulfide is destroyed. As the temperature rises further, the silicate melt fraction
will eventually become large enough to enable the metallic droplets to become mobile and
to segregate gravitationally. The value of the silicate melt fraction at which this happens
is poorly known but is likely to be in the range 30–50% (Stevenson 1990; Minarik et al.
1996; Holzheid et al. 2000; Costa et al. 2009; Solomatov 2015). At this degree of partial
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melting a magma ocean forms and the segregation mechanism changes to that described
below. Thus the presence of water is likely to significantly delay metal-silicate segregation
in planetesimals by requiring a higher temperature to start than under anhydrous conditions.

Segregation of Liquid Metal in a Silicate Magma Ocean As described above, when
the fraction of silicate melt exceeds a certain value (probably 30–50%), a magma ocean
state is achieved. When the metallic cores of impacting bodies sink through a magma ocean
by gravitational settling, they tend to break up into smaller masses, eventually forming
small droplets through emulsification. The extent to which emulsification occurs is im-
portant because it determines the fraction of accreted metal that equilibrates chemically
with silicate liquid of the magma ocean (e.g., Nimmo et al. 2010; Rudge et al. 2010;
Rubie et al. 2015a). When emulsification and equilibration fail to occur, the impactor’s core
merges directly with the core of the target body by “core merging”. The efficiency of emul-
sification is uncertain, especially for the cores of giant impactors (Rubie et al. 2003; Dahl
and Stevenson 2010; Samuel 2012; Deguen et al. 2014; Wacheul et al. 2014; Kendall and
Melosh 2016; Landeau et al. 2016). The process is extremely difficult to study numerically
because the length scales involved range from 100’s km (or more) to a few mm. In the case
of the Earth, it has been estimated that emulsified droplets of liquid Fe have a stable diam-
eter of ∼1 cm and sink with a velocity of ∼0.5 m/s (Stevenson 1990; Rubie et al. 2003).
Such parameters are a result of molten peridotite having a very low viscosity (Liebske et al.
2005)—which also results in magma oceans convecting vigorously in a turbulent regime.
Because peridotite liquid is already highly depolymerized, the addition of water is unlikely
to have a significant effect on its viscosity. In addition, as shown in Fig. 10b, the presence
of water will have only a small effect on the temperature of magma ocean formation when
the latter is defined to have a silicate melt fraction ≥0.3.

Descent of Diapirs of Liquid Metal Through Crystalline Mantle It has been proposed
that segregated liquid metal accumulates as a pool at the bottom of a magma ocean dur-
ing the differentiation of terrestrial planets. If the base of the magma ocean is separated
from the proto-core by a crystalline mantle, it is likely that the iron melt pool sinks through
the latter as diapirs, perhaps 1–10 km in diameter or larger (Fig. 11; e.g. Stevenson 1990;
Karato and Murthy 1997; Samuel et al. 2010). Water dissolved in crystalline upper mantle
rocks has a strong weakening effect on rheology and reduces the viscosity of solid-state
flow by up to 2–3 orders of magnitude. For example, Hirth and Kohlstedt (1996) show that
810 ± 490 H/106 Si dissolved in olivine reduces the viscosity by a factor of 500 ± 300
compared with that of dry olivine. The descent velocity of metal diapirs can be described by
Stokes’ Law. Since the Stokes’ sinking velocity is inversely proportional to mantle viscosity,
the effect of water is large and could enhance the descent velocity by up to 2–3 orders of
magnitude, at least in upper mantle peridotite.

Numerical models of diapirs sinking through the solid mantle of Earth-sized bodies in-
dicate that a wet rheology favors diapir sinking, while a dry rheology leads to preferential
formation of iron-filled dikes (Golabek et al. 2009). It was shown both analytically and nu-
merically that this changes the heat partitioning between iron and silicates (Ke and Soloma-
tov 2009; Golabek et al. 2009). Whereas the sinking of diapirs results in heat preferentially
partitioning into the silicate mantle, the propagation of iron dikes results in the preferential
heating of the iron. Thus the presence of water in the crystalline mantle could affect the
thermal state of a terrestrial planet after core formation.

In summary, the effect of water on the temperature and timing of magma ocean forma-
tion in accreting planetary bodies, as required for metal-silicate segregation, is very small.
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In relatively oxidized planetesimals, the presence of water may eliminate the possibility of
metal-silicate segregation by percolation, as proposed by Terasaki et al. (2008), so that seg-
regation only starts at a magma ocean stage after mantle material is at least 30–50% molten.
If the descent of diapirs of liquid metal through crystalline mantle occurs, water dissolved
in the mantle material would greatly enhance the rate of this process. On the other hand, an
absence of water could change the descent mode from sinking diapirs to diking, thus affect-
ing the heat partitioning between iron and silicates and modifying the thermal state of the
early terrestrial planet.

4.2 Effects of Water on the Chemistry of Core Formation

The main geochemical effect of metal-silicate segregation to form the core and mantle of a
planetary body is that siderophile (metal-loving) elements, such as Ni, Co, V, Cr, W, Mo,
etc., partition into liquid metal and are thus transported from the mantle into the core. Con-
sequently, all siderophile elements are variably depleted in Earth’s mantle, relative to solar
relative abundances, by factors of up to almost 1000. The degree of depletion depends on
the extent to which an element partitions into metal. This is described by the metal-silicate
partition coefficient, Dmet-sil

M , which for element M is defined simply as:

Dmet-sil
M = Cmet

M

Csil
M

where Cmet
M and Csil

M are the molar (or wt%) concentrations of M in the metal and silicate,
respectively. Most metal-silicate partition coefficients for siderophile elements depend on
pressure (P ) and/or temperature (T ). In addition, and of great importance for the present
discussion, they depend strongly on oxygen fugacity fO2 , as shown by the redox reaction:

M + (n/4)O2 = MOn/2

metal silicate liquid

where n is the valence of element M when incorporated in silicate liquid as an oxide compo-
nent. When fO2 is low, this reaction shifts to the left thus increasing Dmet-sil

M , whereas when
fO2 is high the reaction shifts to the right thus decreasing Dmet-sil

M .
When modeling core formation, the extent to which Earth’s mantle has been depleted

in siderophile elements enables estimates to be made of the conditions (P , T , fO2 ) of
metal-silicate equilibration during core formation (e.g. Wade and Wood 2005; Walter and
Cottrell 2013; Rubie et al. 2011, 2015a, 2016). Traditionally, it has been assumed that
core formation was a single-stage event, thus enabling unique values for P , T and fO2

to be determined (Walter and Cottrell 2013; see Table 3 in Rubie et al. 2015b). However,
“single-stage” core formation is clearly unrealistic because metal is delivered to a grow-
ing planet during the entire accretion process, which in the case of Earth likely lasted
for up to 100 Myr (e.g. Jacobson et al. 2014). Thus, in recent years more realistic core
formation models have been formulated. Firstly, in models of “continuous” core forma-
tion (Wade and Wood 2005; Wood et al. 2006), material is accreted to Earth in small
(1%) increments with the metal component being equilibrated with the silicate mantle at
the base of a magma ocean. In a second class of models, core formation is multi-stage
and the accretion of mostly-differentiated embryos and planetesimals to growing plan-
ets is linked to episodes of metal-silicate equilibration and core formation (Rubie et al.
2011, 2015a, 2016). In both types of models, magma ocean depth increases as planets grow
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so that the pressure and temperature of metal-silicate equilibration both increase as accre-
tion proceeds. In addition, the oxygen fugacity at which metal and silicate equilibrate has to
increase by 2–3 orders of magnitude during accretion in order to reproduce the concentra-
tions of siderophile elements in Earth’s mantle (Wade and Wood 2005; Wood et al. 2006;
Rubie et al. 2011). There are at least three mechanisms that can result in, or contribute to,
this increase of fO2 , two of which are intimately related to water. Note that oxygen fugacity
is determined from the compositions of co-existing metal and silicate relative to that of the
iron-wüstite (IW) buffer, as follows:


IW = 2 log

[
aFeO

aFe

]
.

Here 
IW is the deviation of fO2 from the IW buffer in log units, and aFeO and aFe are the
activities of FeO and Fe in the silicate and metal, respectively. Under low oxygen fugacities
(e.g. 
IW = −4) the FeO content of the silicate is low (e.g. <1 wt%), whereas at higher
oxygen fugacities (e.g. 
IW = −2) the FeO content becomes similar to that of Earth’s
mantle (∼8 wt%).

Partitioning of Silicon into the Core Under reducing conditions and especially at high
temperature, Si becomes siderophile (e.g. Mann et al. 2009) and this element partitions into
liquid core-forming metal by the reaction

SiO2 + 2Fe → Si + 2FeO.

mantle core core mantle

According to this reaction, for every mole of Si that partitions into the core, two moles
of FeO are added to the mantle. This reaction is therefore very efficient at increasing the
oxygen fugacity, as required by the core formation models of Wade and Wood (2005) and
Rubie et al. (2011, 2015b).

Oxidation of Metal by Accreted Water At the end of core formation, the oxygen fugac-
ity of Earth’s mantle was low (∼IW − 2) whereas it is currently several orders of magnitude
higher (close to the FMQ buffer). In the upper mantle, the currently high oxygen fugacity
is the result of a high Fe3+ concentration in some of the constituent minerals (O’Neill et al.
1993). The increase in fO2 after core formation may have been caused by the disproportion-
ation reaction

Fe2+ → Fe3+ + Fe metal

which occurs as a result of the crystallization of the lower-mantle mineral bridgmanite (sili-
cate perovskite) (Frost et al. 2004). Water can also potentially cause oxidization in planetary
interiors, for example by the reaction:

H2O + Fe → H2 + FeO,

metal silicate

for which the loss of hydrogen is required, or, in the absence of metal, by the dissociation
of H2O into oxygen and hydrogen, with the latter being lost. Sharp et al. (2013) proposed
that such reactions were the cause of the increase in fO2 of Earth’s mantle following core
formation.
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All oxidation reactions that are caused by water require that hydrogen is lost from the
system. In the absence of metal, this may be problematic because hydrogen is a strong re-
ducing agent. Therefore, if oxidation is taking place deep in the Earth’s interior, the released
hydrogen has to migrate to the Earth’s surface without causing any reduction of the material
that it comes into contact with, which seems very unlikely. If metal is present, the hydrogen
may be removed by dissolving in the metal, so that, during core formation, it would be trans-
ported to the core of the planet. It is uncertain how efficient this process would be because
the partitioning of hydrogen between metal and silicate under core formation conditions is
poorly known (Okuchi 1997). The oxidation of metal by water during core formation has
been included in the accretion/core formation model of Rubie et al. (2015b) assuming that
all released hydrogen dissolves in the metal. It was thus shown that the role of accreted
water in oxidizing the mantle during core formation is insignificant and that all oxidation
(up to the end of core formation) can be explained by the dissolution of Si into the core (as
discussed above) combined with the effects of the accretion of oxidized bodies due to an
oxidation gradient in the solar nebula (Fig. 1).

5 Differentiation and Evolution of Water-Rich Objects: From Icy Moons
to Ocean-Planets

Most of the physical processes that are discussed to occur during the early stages of planetary
formation also occur in the outer part of the Solar System during the formation of icy moons.
In these bodies the mantle is composed mainly of water ice while their core is essentially
made of rocky material. While the variety of internal structures among the icy moons is still
debated, the essential role of the water is widely accepted. These objects are discussed in
this section.

5.1 Variety of Internal Structures of Icy Moons

Differences in composition and internal structure exist among the major icy satellites
of Jupiter and Saturn, suggesting distinct accretion and differentiation histories (e.g.,
Kirk and Stevenson 1987; Mueller and McKinnon 1988; Mosqueira and Estrada 2003;
Barr and Canup 2008; Monteux et al. 2014). In this section we will focus particularly on
the largest icy moons having a planetary scale, namely Jupiter’s moons Ganymede and Cal-
listo, and Saturn’s moon Titan. The internal structure of these bodies has been constrained
from the measurements of the gravity coefficients from spacecraft radio tracking during
close flybys (e.g. Galileo, Cassini) (Anderson et al. 1996, 2001; Iess et al. 2010, 2012). The
degree-2 gravity coefficients can then be used to infer the moment of inertia of the satellite,
thus providing constraints on the density structure. The normalized moment of inertia about
the spin axis, C/(MTR2

T), is commonly calculated from the fluid Love number using the
Radau–Darwin approximation. This formulation implies that the body’s equipotential cor-
responds to the equilibrium shape due to fluid dynamic flattening. In this approximation, the
degree-two gravity coefficients, C20 and C22, should be equal to −10/3 and are proportional
to the fluid Love number.

In the case of Titan, the ratio between the observed Cobs
20 and Cobs

22 is close to −10/3 (Iess
et al. 2010), suggesting that Titan is relatively close to hydrostatic equilibrium. We can there-
fore use the degree-two gravity coefficients to first order to estimate the fluid Love number
and the corresponding moment of inertia factor. Depending on whether we use the C20 or C22
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coefficients as a reference to determine the fluid Love number, the normalized moment of in-
ertia varies between 0.335 and 0.342. For Ganymede and Callisto, the two coefficients have
not been determined independently, and the −10/3 relationship has been prescribed when
inverting the degree-two gravity coefficients. Using the degree-two coefficients, and apply-
ing the Radau–Darwin relationship, the moment of inertia factors of Ganymede and Callisto
are estimated to be 0.31 and 0.355 (assuming hydrostatic equilibrium), respectively (Ander-
son et al. 1996, 2001). Titan’s value is therefore intermediate between those of Ganymede
and Callisto, suggesting a modest increase of density toward the center. The high moment
of inertia factor obtained by Galileo gravity measurements (C/(MR2) = 0.355) (Ander-
son et al. 2001) suggests an incomplete ice–rock separation within Callisto. In contrast,
Ganymede has a much smaller moment of inertia (C/(MR2) = 0.31) (Anderson et al. 2001)
and shows signs of past endogenic activity (Pappalardo et al. 2004). Hence, Ganymede is
potentially fully differentiated with an icy upper mantle, a rocky lower mantle and a metal-
lic core, which is the origin of a relatively intense intrinsic magnetic field (Kivelson et al.
1998). With similar size and mass, Titan may be an intermediate case between Callisto and
Ganymede. Based on the estimation of its moment of inertia factor, Titan’s interior is more
differentiated than Callisto’s but probably much less than Ganymede’s interior. Like Cal-
listo, Titan might still possess a layer of ice–rock mixture between a rocky core and an outer
ice-rich mantle, unless the rocky core is composed mostly of hydrated minerals (Sohl et al.
2010; Castillo-Rogez and Lunine 2010). A dense atmosphere is currently present at its sur-
face but no intrinsic magnetic field has yet been detected on Titan. However the presence
of a metallic core is plausible within Titan if enough iron was delivered during its accretion
(Grasset et al. 2000). The fact that the interior of Callisto and possibly Titan may still con-
tain a layer of ice–rock mixture suggests that the satellites have avoided significant melting
during accretion and subsequent evolution.

We now discuss the apparently partially-differentiated state of Callisto and Titan,
as suggested by their elevated moment of inertia factors (e.g. Anderson et al. 2001;
Iess et al. 2010; Gao and Stevenson 2013). In the absence of lithospheric strength and shell
thickness variations, these satellites would adopt a perfectly hydrostatic shape, correspond-
ing to a degree-two gravity field. On Titan, the existence of a non-negligible degree-three
in the gravity field as well as significant topography suggest that non-hydrostatic effects
may significantly affect the estimation of the moment of inertia factor (Iess et al. 2010;
Gao and Stevenson 2013; Baland et al. 2014) and that the moment of inertia factor may be
significantly smaller than the value estimated from the Radau–Darwin approximation. On
Callisto, similar non-hydrostatic contributions originating in the lithosphere, which could
not be tested with the Galileo spacecraft data, may also affect the estimation of its mo-
ment of inertia factor (McKinnon 1997; Gao and Stevenson 2013). On these two moons,
the hydrostatic dynamical flattening is relatively small as they orbit relatively far from their
respective planets, and therefore the non-hydrostatic contributions need to be correctly es-
timated in order to accurately infer the moment of inertia factor and the density profiles of
their interior. Future measurements by the JUICE mission (Grasset et al. 2013) will allow us
to test how far Ganymede and Callisto are from hydrostatic equilibrium.

5.2 Differentiation Process in Water-Dominated Interiors

Several scenarios have been proposed to explain the wide range of extents of differentia-
tion among the icy moons that resulted from radioactive and accretional heating. O’Rourke
and Stevenson (2014) showed that although rock–ice separation may be delayed by double-
diffusive convection in the ice–rock interior, ice melting due to progressive radiogenic heat-
ing and subsequent differentiation cannot be prevented. Previous studies showed that it was
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possible to avoid melting if the accumulation of accretion energy was inefficient, i.e. if the
energy was radiated away at a rate comparable to the accretion rate (e.g., Schubert et al.
1981; Squyres et al. 1988; Kossacki and Leliwa-Kopystynski 1993; Coradini et al. 1995;
Grasset and Sotin 1996). Based on these models, the accretion timescales should be longer
than 1 Myr to avoid significant melting and hence differentiation of Callisto, while an ac-
cretion timescale as short as 103–104 yr may be possible for Ganymede. However, these
timescales are dependent on the way heat deposition and cooling are treated. Barr and
Canup (2010) proposed that the Ganymede–Callisto dichotomy can be explained through
differences in the energy received during the Late Heavy Bombardment. Impacts would
have been sufficiently energetic on Ganymede to lead to a complete ice–rock separation,
but not on Callisto. More recently, Monteux et al. (2014) have developed a 3D numerical
model that characterizes the thermal evolution of a satellite growing by multiple impacts,
simulating the satellite growth and thermal evolution for a body radius ranging from 100
to 2000 km. Their results indicate that a satellite exceeding 2000 km in radius may accrete
without experiencing significant melting only in case (i) its accretion history is dominated by
small impactors (radius less than a few kilometers) and (ii) the conversion of impact energy
into heat is unrealistically inefficient. In this context, they underlined that global melting for
large bodies like Titan or Callisto is difficult to avoid.

Once the melting of the icy phase is initiated, ice–rock separation can proceed. This
separation will lead to the accumulation of dense blocks of rock overlying a undifferen-
tiated core consisting of a mixture of rock and ice (e.g., Friedson and Stevenson 1983;
Kirk and Stevenson 1987). The dense layer of accumulated rock is gravitationally unsta-
ble, which leads to large-scale ice–rock separation. Friedson and Stevenson (1983) sug-
gested that an increase in the silicate volume fraction from 44% for Callisto to 55%
for Ganymede could have induced an increase in the internal viscosity of between 1
and 2 orders of magnitude. This increase in the internal viscosity of Ganymede might
have led to a failure of its solid-state convection self-regulation. This failure would then
have limited heat loss, favored partial melting of the ice and enhanced a catastrophic
runaway differentiation (Kirk and Stevenson 1987). Similarly, Nagel et al. (2004) sug-
gested that if Callisto accreted from a mixture of rock and ice and the average size of
the rocks was of the order of meters to tens of meters, then the viscosity would range
between 1013 and 1017 Pa s. For such viscosities, Callisto would have experienced a
gradual, but incomplete unmixing of ice and rocks. This mantle/core separation poten-
tially involves a large amount of heating due to the viscous dissipation of the poten-
tial energy (Flasar and Birch 1973). Contrary to terrestrial planets (Golabek et al. 2009;
Ricard et al. 2009), this runaway separation has not yet been modeled.

5.3 Metal–Rock Separation

If a sufficient amount of native iron is present within the icy moon, an iron core may
eventually form during or after the ice–rock separation. In this case, the deep interior
would be comprised of a probably liquid iron core, and a convecting silicate mantle. Grav-
ity measurements performed by the Radio Science System onboard the Cassini space-
craft suggest that the deep interior of Titan is not fully differentiated (Sotin et al. 2009a;
Iess et al. 2010). However, the presence of an iron core cannot be definitely ruled out, and
additional measurements are required to determine whether Titan possesses an iron core like
Ganymede. On Ganymede, a second differentiation event likely occurred during or after the
ice–rock separation since enough heat had been stored in the metal-silicate mixture leading
to the formation of an iron core. The major observable feature of this metal-silicate sepa-
ration is the presence of an intrinsic magnetic field generated in its deep interior (Kivelson

530



Water and the Interior Structure of Terrestrial Planets and Icy Bodies Page 23 of 33  39 

Fig. 13 Schematic representation of the structure of an icy moon (a) just after accretion and after differenti-
ation leading to (b) a Callisto-like structure, (c) a Titan-like structure or (d) a Ganymede-like structure

et al. 1996). While the ice–rock separation has been extensively studied, the modalities of
metal–rock separation on icy moons and, as a consequence, the modalities of the genera-
tion of intrinsic magnetic fields remain poorly constrained. Another major difficulty is to
constrain the composition and size of the metallic core. Depending on whether the core is
pure iron or a sulfur-iron alloy, it could represent 1 to 30% of the total mass of the icy moon
(Anderson et al. 1996).

Although the interior of Ganymede is currently fully differentiated, the silicate rock and
the iron likely coexisted and reacted with H2O (as ice or water) before metal/silicate sepa-
ration occurred. In this context, it is difficult to envision the formation of a pure iron core
because oxidation of the iron would be unavoidable. This led Crary and Bagenal (1998)
to suggest that Fe3O4-magnetite could maintain a strong remanent magnetic field within the
rocky material of Ganymede. Scott et al. (2002) have shown that the presence of water could
have enhanced the formation of low-density hydrated silicates and the alloying of iron with
sulfur would have resulted in FeS-dominated cores. They performed high-pressure experi-
ments that combined chondritic chemistry with water at a pressure of 1.5 GPa, temperatures
between 300 ◦C and 800 ◦C and a range of oxygen fugacities. Their results indicate that
sulfur may be a significant constituent of Ganymede’s core but they did not observe the
presence of either iron oxide species or metallic iron. Hence they concluded that magnetite
is not a stable phase in the chondrite-water system in contrast with the suggestion of Crary
and Bagenal (1998).

Hence, Ganymede’s core probably contains not just pure iron but also lighter elements.
As mentioned above a candidate for the dominant core-forming assemblage is an alloy of
iron (Fe) and sulfur (S) (Hauck et al. 2006). Indeed sulfur is an element that was abun-
dant in the proto-solar system (Hillgren et al. 2000). Within Ganymede, the core sulfur
concentrations could range between 12 and 20 wt%. Under the pressure conditions of
Ganymede’s core (≈6–10 GPa) a mixture of iron and sulfur forms a binary, eutectic sys-
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tem. A major consequence of adding sulfur to liquid iron is a depression of the liquidus
(e.g., Usselman 1975; Fei et al. 1997). Upon freezing, nearly pure iron (Fe) (Li et al. 2001;
Kamada et al. 2010) crystallizes on the Fe-rich side of the eutectic and iron sulfide (FeS)
on the Fe-poor side. Various experiments have revealed that the eutectic composition of
Fe–FeS becomes increasingly Fe-rich with increasing pressure (e.g., Chudinovskikh and
Boehler 2007; Fei et al. 1997, 2000; Morard et al. 2008). Buono and Walker (2011) have
suggested low and even negative gradients for the melting temperatures of Fe-rich Fe–
FeS alloys in the pressure range of Ganymede’s core. If the melting temperature has a
lower gradient than the core temperature, iron will start to crystallize at the core-mantle
boundary (CMB) and a growing snow zone will form during further cooling (McKinnon
1996; Hauck et al. 2006). However, the unknown oxidation state of the interior during
differentiation limits our ability to constrain whether the composition of a sulfur-bearing
core is on the Fe- or FeS-rich side of the eutectic composition (e.g., Scott et al. 2002;
Breuer et al. 2015). Another important element could be hydrogen. The interaction of na-
tive iron with hydrated material could have led to the addition of hydrogen to the iron core
resulting in the presence of iron hydride (Ohtani et al. 2005; Shibazaki et al. 2009).

5.4 Evidence for Active and Past Aqueous Processes

A range of geophysical evidence indicates that several moons of Jupiter (Europa, Ganymede,
Callisto) and Saturn (Titan, Enceladus, Mimas) harbor extensive liquid water reservoirs be-
neath their cold icy surfaces (Khurana et al. 1998; Kivelson et al. 2000; Iess et al. 2014;
Tajeddine et al. 2014; Thomas et al. 2016). Detection of ammoniated phyllosilicates on
Ceres (de Sanctis et al. 2015) as well as the young age of some extensional features observed
on Pluto (Hammond et al. 2016; Moore et al. 2016) suggest the existence of a subsurface
ammonia-rich ocean, at least in the past, inside these two dwarf planets. Based on evolution
models, many other icy bodies are also predicted to harbor internal oceans underneath their
cold icy shells (Hussmann et al. 2006). These massive oceans constitute the greatest volumes
of potentially habitable space in the Solar System. If chemical interactions with the rocky
core and the irradiated surface provide nutriments and energy sources in sufficient amounts,
the development of primitive life may be envisaged in these water-rich worlds. Several ob-
servational clues suggest that complex interactions between the subsurface oceans and their
warm rocky interiors are presently occurring.

The most convincing evidence for active aqueous processes is provided by the surprising
observations of eruptions of water vapor and salted icy grains at Enceladus’ active south
pole, indicating connections with a subsurface ocean (Postberg et al. 2009, 2011). The
discovery of silicon-rich nano-particles further indicates that hydrothermal interactions are
currently occurring in porous warm (100–200 ◦C) rock and that hydrothermal products are
quickly transported to the plume source (Hsu et al. 2015; Sekine et al. 2015). Moreover,
analysis of gravity, shape and libration data shows that the ice shell thickness at the south
pole is thinner than 5 km, with a globally average value of not more than 21 km, requiring
about 25–30 GW of internal power for such a configuration to be thermally stable (Cadek
et al. 2016). This provides additional constraints in favor of a warm rocky core, powered by
strong tidal dissipation. However, it remains unclear how Enceladus reached such a hyper-
active state.

On Europa, although there is no direct evidence yet, the occurrence of hydrothermal
processes at the seafloor, at present or in recent geological history (<100 Ma), is also likely.
The observation of non-ice colored and hydrated materials in many disrupted areas on the
surface of Europa points to exposure of oceanic species at the surface and to the possible
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existence of suboceanic hydrothermal systems (Zolotov and Kargel 2009). The likelihood
of presently active hydrothermal processes on Europa mostly depends on how much heat
can be generated in the interior at present. Similarly to Enceladus and Io, tidal friction may
contribute to Europa’s internal budget, but in absence of observational constraints, it is still
unclear if tidal friction in the rocky mantle is large enough at present to maintain active
hydrothermal processes (Sotin et al. 2009b).

Despite the separation of the subsurface ocean from the rocky core by a thick high pres-
sure ice mantle, water–rock interactions at the base of the thick ice mantle and the transport
of brine through the ice mantle are still possible on the largest moons like Saturn’s moon
Titan and Jupiter’s moon Ganymede (Vance and Brown 2013; Choblet et al. 2017). It is very
likely that water–rock interactions occurred on these large moons in the past, especially
during the differentiation stage when a large volume of water percolated throughout rock-
dominated layers toward the surface (Tobie et al. 2013) (Fig. 13). The detection of 40Ar,
the decay product of 40K initially contained in silicate minerals, in Titan’s atmosphere (Nie-
mann et al. 2010) as well as the likely presence of salts in the internal ocean of Titan (Béghin
et al. 2012; Baland et al. 2014; Mitri et al. 2014), Ganymede (Saur et al. 2015) and Callisto
(Khurana et al. 1998) indicate that water–rock interaction occurred during the evolution of
these large icy moons. However, it is still unclear for how long these water–rock interactions
lasted and what effects they had on the thermo-chemical evolution of their interiors.

5.5 Role of Volatile Compounds in the Aqueous Alteration Within Icy Bodies

During the early evolution of Pluto, impact heating, radiogenic heat sources (short- and
long-lived) and tidal heating due to the interaction with Charon have likely been significant
to induce a complete differentiation of Pluto’s interior (Schubert et al. 2010, Sekine et al.
2017). At present-day, because of the rapid decay of short-lived radioisotopes and since the
Pluto/Charon system has reached the “dual synchronous” state in which Charon’s orbital
period, spin period, and Pluto’s rotation period are equal, these two major heat sources
are probably too weak to maintain a current water ocean within Pluto’s interior (Robuchon
and Nimmo 2011; Barr and Collins 2015). The surprising discovery of two quasi-circular
mounds on Pluto by New Horizons, suspected to be of cryovolcanic origin (Moore et al.
2016), suggests that the interior of the dwarf planet is more active than initially anticipated
and that water–volatile–rock interactions may have operated during a long period of time in
its interior. The presence of significant amounts of anti-freeze compounds, such as ammonia
and methanol, together with gas compounds in the form of clathrate hydrates may explain
the occurrence of such activity on Pluto. This hypothesis is consistent with the detection of
ammonia-rich and methane-rich areas on Charon (Grundy et al. 2016). Although ammonia
has not been identified on Pluto’s surface, that is dominated by N2 ices (Grundy et al. 2016),
its presence on Charon indicates that it may have played a key role in the chemical evolution
of the Pluto–Charon system, as well as in those of other Kuiper belt objects (Hussmann et al.
2006).

For decades, both ammonia and methanol, have been suspected to strongly affect the
melting and crystallization process in icy bodies (e.g. Lewis 1971; Kargel 1992). The role
of ammonia is expected to be particularly strong during the early stage in the evolution of
icy bodies, when the first aqueous melts are generated during the post-accretional differen-
tiation process and at the end of their evolution when the internal ocean becomes strongly
concentrated in solutes by progressive crystallization of ice (Hussmann et al. 2006; Mala-
mud and Prialnik 2015). Even in the absence of significant heat sources, the presence of
ammonia, as well as methanol (both are present in comparable amount in comets, Cochran
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et al. 2015) can sustain active aqueous processes for long periods of time. The recent detec-
tion of widespread ammoniated phyllosilicates across Ceres’ surface (de Sanctis et al. 2015)
may provide evidence for alteration of chondritic materials by N-bearing fluids. However, in
absence of reliable experimental data on aqueous alteration by concentrated N-bearing flu-
ids, it is difficult to investigate the conditions under which such ammoniated phyllosilicates
may have formed.

6 Conclusions and Outlook

Water content and the internal evolution of terrestrial planets and icy bodies are closely
linked. Indeed, the internal evolution and especially the formation time of the planetesimals
and therefore the extent of radiogenic heating governs the amount of hydrous silicates and
leftover rock–ice mixtures available in the late stages of their evolution. In turn, water con-
tent may affect the early internal evolution of the planetesimals and metal-silicate separation
by favoring the sinking of metal diapirs over percolation processes. On the other hand, the
absence of water could change the descent mode on larger terrestrial bodies from sinking
diapirs to diking, thus affecting the heat partitioning between iron and silicates and mod-
ifying the thermal state of the accreting planet. Moreover, water content can contribute to
an increase of fO2 and thus affect the concentration of siderophile elements within the sil-
icate reservoirs of the Solar System objects. Finally, the water content strongly influences
the differentiation rate among the icy moons, controls their internal evolution and governs
the alteration processes occurring in their deep interiors.

Partitioning of water between the mantle and the surface/atmosphere is also a key factor
in regulating both planetary climate and internal dynamics. This partitioning is controlled
by release of water by erupting melts, by hydrothermal alterations, mainly serpentinization,
trapping some water in the form of hydrated minerals in the crust, and by recycling part of it
deep into the mantle where it can be dissolved in nominally-anhydrous minerals. On Earth,
where the water cycle is driven by plate tectonics, exactly how water partitions between
surface and interior remains uncertain, but it is commonly thought to be of the order of 1.
Parameterized models have recently been proposed to address the question of water cycle
on other terrestrial planets, with different sizes and water contents (Crowley et al. 2011;
Cowan and Abbot 2014; Schaefer and Sasselov 2015). These parameterized approaches
enable some important characteristics of the water cycle to be understood, especially how
surface gravity and the water volume at the surface influence the interior/surface exchange.
However, they cannot describe the complexity of water transport in the mantle and its feed-
back on internal melting and crustal recycling. Describing correctly the coupled evolution
of surface and internal reservoirs of water requires the use of thermo-chemical convection
codes in 3D or at least 2D, including exchange of water between the crust and mantle, the
convective transport in the mantle, its retroaction on viscosity, melting and associated out-
gassing.

Finally, with the discoveries of thousands of exoplanets, we are now entering a new era in
comparative planetology. Even if the dataset is limited to the mass, radius and orbital char-
acteristics of the planetary systems, it already offers a unique opportunity to test the models
of planet formation and evolution. Model mass-radius relationships indicate a great diversity
of interior compositions and atmospheric extents for the Super-Earth/Mini-Neptune-planet
class (e.g. Howard et al. 2012), suggesting a wide range of volatile contents and compo-
sitions. Hence, planetary worlds are probably much more diverse than originally thought,
with a wide range of water and other volatile contents.
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9 Conclusion et intégration au Laboratoire Magmas et Vol-
cans

Depuis le début de ma thèse, je me suis intéressé aux grandes étapes d’évolution primitive
des planètes et lunes du système solaire. J’ai travaillé plus particulièrement sur la relation entre
les impacts météoritiques, l’évolution thermique des jeunes planètes et les premiers épisodes
majeurs de différenciation. Cette thématique de recherche m’a naturellement amené à travailler
sur la dynamique d’évolution du champ magnétique des planètes telluriques mais aussi à consi-
dérer des objets tels que les satellites de glace. Pour cela, j’ai développé et j’adapté des modèles
numériques afin d’obtenir les échelles caractéristiques de temps, de longueur et de tempéra-
ture propres à ces événements qui ont grandement conditionné la structure thermo-chimique
actuelle des planètes.
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FIGURE 33 – Représentation schématique de l’évolution de la structure interne de la Terre
depuis la fin de son accrétion jusqu’à la mise en place d’une tectonique des plaques moderne.

Au cours de mon parcours scientifique, j’ai utilisé des codes numériques (code d’analyse
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de la déformation mécanique, code de convection, code de dynamo cinématique) et j’ai éga-
lement modifié ces outils numériques afin de les adapter pour mieux comprendre comment
évolue l’intérieur des jeunes planètes. J’ai ainsi transformé un code de convection 2D car-
tésien en un code de convection thermique axi-symétrique cylindrique puis en un code de
convection thermo-chimique axi-symétrique sphérique afin de caractériser les conséquences
d’un large impact météoritique sur une planète en croissance. J’ai modifié un code de convec-
tion thermique 3D sphérique pour inclure les effets de l’accrétion et de la différenciation des
satellites de glace. Pour caractériser le refroidissement d’un océan magmatique impliquant
tout le manteau terrestre j’ai développé une approche uni-dimensionnelle afin de pouvoir faci-
lement implémenter des contraintes issues de la pétrologie expérimentale (courbes de fusion,
adiabats, lois de viscosité...). Plus récemment, j’ai pris en main le logiciel COMSOL Mul-
tiphysics qui est un outil de modélisation en éléments finis permettant d’aborder différentes
problématiques telles que les transferts thermiques, la mécanique des fluides et des solides
ou les réactions chimiques. Il s’avère que cet outil est pertinent dans un laboratoire comme
le LMV où les problématiques scientifiques sont très variées et où des progrès scientifiques
majeurs nécessitants d’être envisagés d’un point de vue dynamique sont réguliers.

L’UMR 6524 Laboratoire Magmas et Volcans est une unité de recherche associée au
CNRS. Ce laboratoire développe des programmes de recherche afin de comprendre l’ensemble
des processus magmatiques et volcaniques, depuis la fusion dans le manteau terrestre jusqu’à
l’éruption en surface en utilisant les méthodes et les outils les plus performants de différentes
disciplines de la Pétrologie, de la Géochimie et de la Volcanologie et en s’appuyant sur un
parc important d’appareillages expérimentaux et de caractérisations chimiques et physiques
des roches et des minéraux. Mon arrivée au LMV en 2014 a permis d’apporter de nouvelles
compétences en termes de modélisation numérique à ce laboratoire, en accord avec les éva-
luations AERES et HCERES qui avaient explicitement souligné le besoin du laboratoire en
terme de modélisation géodynamique en complément, notamment, des approches transverses
en pétrologie et géochimie isotopique sur les thématiques de la Terre interne et de l’origine du
volcanisme.

Cette activité de recherche s’insère dans la thématique transverse «Terre primitive» du la-
boratoire (j’en suis l’animateur depuis 2022), et dont le but est de comprendre et caractériser
les mécanismes géodynamiques, la structure interne et les signaux géochimiques des objets
de la Terre primitive. Me concernant, ce laboratoire me permet de bénéficier d’expertises dans
plusieurs domaines complémentaires, en particulier en géochimie et en pétrologie expérimen-
tale qui apportent tous deux des contraintes majeures sur la séquence d’événements et les
conditions dans lesquelles les processus d’accrétion et de différenciation planétaires se sont
déroulées. Ainsi, ce projet est un élément charnière entre les membres de l’équipe Pétrolo-
gie (D. Andrault, A. Bouhifd, G. Manthilake) et ceux de l’équipe Géochimie dont plusieurs
membres sont impliqués depuis longtemps dans l’analyse et la datation des éléments géo-
chimiques traceurs des évènements terrestres primitifs (M. Boyet, M. Garçon, M. Guitreau).
Ce projet permet ainsi de donner une autre dimension à ces deux équipes en apportant des
contraintes sur la dynamique, les forces, la physique des mouvements que la géochimie et la
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pétrologie expérimentale ne peuvent pas traiter.

Les moyens nécessaires pour mener à bien mon activité de recherche sont des instruments
de calcul puissants permettant de lancer des codes numériques résolvant les équations de la
dynamique des fluides que j’ai déjà développés ou que je souhaite adapter au quotidien. Ces
instruments sont déjà présents au sein de l’UMR puisque celle-ci possède des moyens de calcul
aux niveaux local (clusters), régional (Centre de Calcul Intensif Auvergrid) et bénéficie d’accès
aux centres nationaux (le Centre Informatique National de l’Enseignement Supérieur et Institut
du Développement et des Ressources en Informatique Scientifique).

Les neuf années que j’ai passées au Laboratoire Magmas et Volcans m’ont permis de voir
quels étaient mes besoins pour aller plus loin dans mon activité de recherche mais aussi pour
développer la modélisation numérique dans ce laboratoire. Tout d’abord, mon expérience d’en-
cadrement des thèses de Baraa Qaddah (2017-2020) et de Tristan Engels (2021-2024) montrent
qu’il est possible d’attirer et de conserver des étudiants motivés pour des travaux liés à la dyna-
mique interne de le Terre Primitive alors que l’offre de formation attire plutôt des étudiants en
volcanologie. Les étudiants formés à l’Université Clermont-Auvergne dans le parcours Mag-
mas et Volcans sont sensibilisés à la mécanique des fluides, aux questions liées à la Terre
primitive et à la dynamique de la Terre interne. J’envisage prochainement de déposer à l’École
Doctorale un sujet lié aux effets de marées sur le refroidissement de la Terre primitive.

De plus, ces neuf années ont été jalonnées de projets et de publications avec des collègues
qui souhaitaient renforcer leurs conclusions ou aller au-delà de leur expertise en s’appuyant
sur des modèles numériques. Ainsi aujourd’hui il est courant que je développe des modèles
avec des géochimistes (M. Guitreau, M. Boyet) et avec des spécialistes de la pétrologie expé-
rimentale (D. Andrault, A. Bouhifd, G. Manthilake). Ces collaborations n’ont pas pour autant
limité mes collaborations avec des chercheurs d’autres laboratoires que ce soit en France (M.
Le Bars, G. Tobie, H. Samuel, P. Auclair-Desrotour) ou à l’étranger (J. Arkani-Hamed, S.
Marchi).

Enfin, les collaborations récentes avec mes collègues pétrologues, géochimistes mais aussi
volcanologues m’ont montré à quel point il fallait être réactif en terme de développement
numérique afin de pouvoir apporter regard différent sur leurs résultats expérimentaux. Par
exemple, je développe actuellement des modèles numériques en collaboration avec O. Roche
afin de calibrer un dispositif expérimental permettant de caractériser la dynamique d’une
chambre magmatique. Il s’agit notamment de caractériser l’effet d’injection de magmas sur
la fusion et la remobilisation du matériel fondu pré-éxistant. Pour cela, O. Roche et moi avons
travaillé sur le dimensionnement d’une expérience en laboratoire impliquant des matériaux
analogues (liquides, volatils, particules). Notre collaboration a permis de designer au mieux
le dispositif expérimental de cette étude. Mais pour développer ces modèles numériques, nous
avons besoin de considérer des géométries et des rhéologies complexes et de tels modèles ne
peuvent être développés que sur des échelles de temps courtes. Ainsi il semble qu’un outil
tel que COMSOL Multiphysics soit particulièrement adapté dans ce laboratoire. Et au vu du
nombre croissant des sollicitations, il serait à l’avenir intéressant d’avoir au LMV un Ingénieur
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dédié au développement de tels modèles.
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Io’s partially molten interior. Contribution of bulk dissipation. Astronomy and Astrophysics
650, A72.

Kirk, R. L., Stevenson, D. J., Jan. 1987. Thermal evolution of a differentiated Ganymede and
implications for surface features. Icarus 69, 91–134.

Kivelson, M. G., Warnecke, J., Bennett, L., Joy, S., Khurana, K. K., Linker, J. A., Russell,
C. T., Walker, R. J., Polanskey, C., Sep. 1998. Ganymede’s magnetosphere : Magnetometer
overview. J. Geophys. Res. 103, 19963–19972.

Kleine, T., Münker, C., Mezger, K., Palme, H., 2002. Rapid accretion and early core formation
on asteroids and the terrestrial planets from Hf-W chronometry. Nature 418, 952–955.

Kleine, T., Rudge, J. F., 2011. Chronometry of Meteorites and the Formation of the Earth and
Moon. Elements 7, 41–46.

Kleine, T., Touboul, M., Bourdon, B., Nimmo, F., Mezger, K., Palme, H., Jacobsen, S. B.,
Yin, Q.-Z., Halliday, A. N., 2009. Hf-W chronology of the accretion and early evolution of
asteroids and terrestrial planets. Geochimica et Cosmochimica Acta 73, 5150–5188.

Koker, N. d., Steinle-Neumann, G., Vlf çek, V., 2012. Electrical resistivity and thermal conduc-
tivity of liquid Fe alloys at high P and T, and heat flux in Earth‚Äôs core. Proceedings of the
National Academy of Sciences 109 (11), 4070–4073.

Kokubo, E., Ida, S., Jan. 2000. Formation of Protoplanets from Planetesimals in the Solar
Nebula. Icarus 143, 15–27.

Konôpková, Z., McWilliams, R. S., Gómez-Pérez, N., Goncharov, A. F., Jun. 2016. Direct
measurement of thermal conductivity in solid iron at planetary core conditions. Nature
534 (7605), 99–101.

554
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