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Titre: Contributions à la stabilisation robuste de réseaux de systèmes hyperboliques.
Mots clés: EPDs hyperboliques, réseaux, backstepping, équations à retards intégrales, systèmes à retards,
équations intégrales.

Résumé:
Les réseaux de systèmes hyperboliques, éventuelle-

ment couplés à des équations différentielles ordinaires
(ODE), constituent une représentation essentielle pour
décrire une grande variété de systèmes complexes, pou-
vant modéliser la propagation d’ondes, des systèmes de
trafic routier, des dispositifs de forage ou des réseaux de
communication. Le contrôle et l’estimation d’état pour
de tels systèmes sont des problèmes difficiles en rai-
son de la nature distribuée des différents sous-systèmes
composant le réseau (dépendance temporelle et spa-
tiale), de la structure de graphe possiblement intriquée
du réseau et de l’impossibilité physique/économique
de placer des capteurs et actionneurs en tout point
du domaine spatial. Ce manuscrit présente quelques
contributions récentes concernant la stabilisation ro-
buste des réseaux de systèmes hyperboliques. Nous
montrons d’abord qu’en utilisant des transformations
de backstepping appropriées, la classe de réseaux que
nous considérons peut-être réécrite comme un ensem-
ble d’équations à retards intégrales. Sous certaines hy-
pothèses structurelles, cette nouvelle forme se prête
mieux à la synthèse de lois de commande stabilisantes.

Nous nous concentrons ensuite sur les réseaux avec
une structure de chaîne afin de proposer de nouvelles
méthodologies dépassant les limitations structurelles
rencontrées précédemment. Nous considérons dans un
premier temps le cas où les actionneurs et les cap-
teurs sont disponibles à une extrémité de la chaîne.
En introduisant des prédicteurs d’état, nous présen-
tons une approche récursive permettant de stabiliser
l’ensemble de la chaîne. Nous nous intéressons en-
suite au cas où les actionneurs et capteurs ne sont
disponibles qu’à la jonction entre deux sous-systèmes
composant la chaîne. Nous montrons qu’une telle con-
figuration ne garantit pas systématiquement la con-
trôlabilité de la chaîne. À l’aide de conditions de con-
trôlabilité/observabilité adéquates, nous proposons des
lois de commande stabilisantes simples en utilisant un
nouveau type de transformation intégrale. Enfin, nous
illustrons comment nos résultats s’appliquent à deux
cas d’étude : l’estimation de la vitesse d’une tête de
forage et la stabilisation de deux segments d’autoroute
en cascade. Nous concluons le manuscrit en donnant
quelques perspectives générales.

Title: Contributions to the robust stabilization of networks of hyperbolic systems.
Keywords: hyperbolic PDEs, networks, backstepping, integral delay equations, time-delay systems.

Abstract: Networks of hyperbolic systems, possibly
coupled with ordinary differential equations, consti-
tute an essential paradigm to describe a wide variety
of large complex systems, including wave propagation,
traffic network systems, drilling devices, or communi-
cation networks. Controlling and monitoring networks
of hyperbolic systems are difficult control engineering
problems due to the distributed nature of the different
subsystems composing the network (time and space
dependency), the possibly involved graph structure of
the network, and the physical/economic infeasibility
of placing sensors and actuators everywhere along the
spatial domain.

This manuscript presents some recent contribu-
tions to the robust stabilization of networks of hyper-
bolic systems. We first show that using appropriate
backstepping transformations, the class of networks un-
der consideration can be rewritten as a set of Integral
Delay Equations. This new form is more amenable to
the design of stabilizing output feedback control laws

under structural assumptions. We then focus on net-
works with a chain structure to derive new methodolo-
gies that overcome the previously encountered struc-
tural limitations. We first consider the case where the
actuators and sensors are available at one end of the
chain. Using appropriate state predictors, we present a
recursive approach to stabilize the whole chain. Then,
we focus on the case where the actuators and sensors
are only available at the junction between two sub-
systems composing the chain. We show that such a
configuration does not always guarantee the control-
lability of the chain. Under appropriate controllabil-
ity/observability conditions, we will design simple sta-
bilizing control laws using a new type of integral trans-
formation. Finally, we illustrate how our results apply
to two test cases: estimating the drill bit source sig-
nature in a drilling device and stabilizing two cascaded
freeway segments. We conclude the manuscript by giv-
ing some general perspectives.
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Notations and symbols

The following list describes several symbols that will be later used within the body of the document. The
parameters n,m, p, q are positive integers, while a < b are real numbers. Most of the definitions directly
extend for b = +∞.

Rn nth dimensional Euclidean space.

Cn nth dimensional complex space.

Rn×m The set of real-valued matrices of dimensions n×m.

R+ The set of non-negative real numbers.

Cn×m The set of complex-valued matrices of dimensions n×m.

Kn×m Can either be Cn×m or Rn×m.The associated norm is denoted || · ||.
For any X ∈ Kn, ||X|| =

√∑p
i=1 |Xi|2.

|a| The absolute value of a.

vi For v ∈ Kn, the ith entry of the vector v.

Re(s) Real part of s ∈ C.

Im(s) Imaginary part of s ∈ C.

C+ Open complex right half plane: C+ = {z ∈ C, Re(z) > 0}.

Ca The space {z ∈ C, Re(z) ≥ −a}.

Idn The identity matrix of dimension n (denoted Id if no confusion arises).

M⊤ The transpose of a matrix M ∈ Kn×m.

Mi,j For M ∈ Kn×m, the (i, j)th entry of the matrix M .

Sp(M) The spectral radius of a matrix M ∈ Kn×m.

σ̄(M) The largest singular value of M ∈ Kn×m.

σ(M) The smallest singular value of M ∈ Kn×m.

ess sup
x∈[a,b]

f Essential supremum of a function f defined on [a, b].

Cp([a, b],Kn) Space of Kn-valued functions that are p times continuously
differentiable on [a, b].
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Lp([a, b],Kn) Space of Kn-valued functions whose pth power is integrable on [a, b].
The associated norm is denoted || · ||Lp

For any f ∈ Lp([a, b],Kn), ||f ||Lp = (
∫ b

a
||f(t)||pdt) 1

p .

L∞([a, b],Kn) Space of Kn-measurable functions bounded almost everywhere on [a, b].
The associated norm is denoted || · ||L∞

For any f ∈ L∞([a, b],Kn), ||f ||L∞ = ess sup
x∈[0,1]

||f(x)||.

H1([a, b],R) One-dimensional Sobolev space: the subset of functions f in L2([a, b],R)
such that f and its weak derivative of order 1 have a finite L2 norm.
The associated norm is denoted || · ||H1 .

For any f ∈ H1([a, b],R), ||f ||H1 =
√∫ b

a
(f(t))2 + (f ′(t))2dt.

1Ω Characteristic function of the set Ω ⊆ R: 1Ω(θ) =

{
1 if θ ∈ Ω
0 else.

∂yf Partial derivative of a function f with respect to the variable y.

ḟ Time-derivative of a function of time f .

s The Laplace variable.

f(s) The Laplace transform of a function f(t) (provided it is well defined).
If no confusion arises, it will be denoted f(s).

δ(·) The Dirac distribution.

A(0) Wiener algebra: convolution Banach algebra of BIBO-stable generalized
functions in the sense of [Vid72]. A function f(·) belongs to A(0) if it
can be expressed as f(t) = fr(t) +

∑∞
i=0 fiδ(t− ti), where

fr ∈ L1(R+,R),
∑

i≥0 |fi| <∞, 0 = t0 < t1 < . . . .

A(β) If we only have e−βtgr ∈ L1(R+,R) (β being a real), then we say that
g ∈ A(β). The associated norm is ||g||A = ||gr||L1 +

∑
i≥0 |gi|.

An input-output linear system given in the form of a convolution,
y = h ⋆ u is BIBO-stable if its kernel h belongs to the class A.

Â(0) Banach space of Laplace transforms of elements in A(0).
The associated norm is ||ĝ||Â(0) = ||g||A(0).

Â−(0) Subalgebra of Â(0) such that Â−(0) = {f |f ∈ Â(β), for some β < 0}.

Â∞(0) Subalgebra of Â(0) such that Â∞(0) = {f |f ∈ Â−(0), infs∈C̄+,|s|≥ρ

|f(s)| > 0 for some ρ > 0}.

B̂(0) Callier Desoer class of transfer functions: quotient algebra Â−[Â∞(0)]−1.

diag(ai) For 1 ≤ i ≤ n, ai ∈ R, diagonal matrix of dimensions n with diagonal
entries given by ai.

diag(M,N) For M ∈ Rm×m, N ∈ Rn×n, the block diagonal matrix of dimensions
m+ n with diagonal blocks given by M and N .
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Tu Upper unit triangular domain: Tu = {(x, y) ∈ [0, 1]2, x ≤ y}.

Tℓ Upper unit triangular domain: Tℓ = {(x, y) ∈ [0, 1]2, x ≥ y}.

U Unit square: U = {(x, y) ∈ [0, 1]2}.

ϕ[t](θ) Partial trajectory of the function ϕ : [−τ,∞) 7→ Km (with τ > 0
and −τ ≤ θ ≤ 0). We have ϕ[t](θ) = ϕ(t+ θ).

L2([−τ, 0],Kn) Banach space of L2 functions mapping the interval [−τ, 0] into Kn.
The associated norm is denoted || · ||L2

τ

For any ϕ[t] ∈ L2([−τ, 0],Kn), ||ϕ[t]||L2
τ
= (
∫ 0

−τ
||ϕ(t+ s)||2dt) 1

2 .

When no confusion arises, this space will be denoted L2
τ .

H1([−τ, 0],R) Banach space of H1 functions mapping the interval [−τ, 0] into R.
The associated norm is denoted || · ||H1

τ
.For any ϕ[t] ∈ H1

τ ([−τ, 0]
,R), ||ϕ[t]||H1

τ
=
√∫ b

a
(ϕ(t+ s))2 + (ϕ′(t+ s))2dt.

Cpw([−τ, 0),Rn) Banach space of piecewise continuous functions mapping the interval
[−τ, 0) into Rn. It will be denoted Cpw

τ when no confusion arises.

D+v(φ[t]) Dini upper right-hand derivative of a functional v(φ[t])

13



14



Acronyms
ARZ Aw-Rascle-Zhang.

BCS Boundary Control System

BIBO Bounded-Input Bounded-Output

BHA Bottom Hole Assembly

DHCS District Heating and Cooling Systems.

HPDE Hyperbolic Partial Differential Equation.

IDE Integral Delay Equation.

ISS Input-to-State Stability.

LWR Lighthill–Whitham–Richards.

ODE Ordinary Differential Equation.

PDE Partial Differential Equation.

PHS Port-Hamiltonian Systems.

RHF Right Half Plane.

SDE Stochastic differential equations.

SNR Signal-to-Noise Ratio.
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mation techniques (visits in 2022, several joint publications).

◦ Collaboration with M. Krstic and H. Yu from the University of San Diego, United States, on
the questions related to the control of traffic networks (fifteen days long visit in 2020, three
publications). Creation of a CNRS International Research Network (IRN "PheSTiNS").

◦ Collaboration with K. Morris from the University of Waterloo, Canada, on the questions of
model reductions for output-feedback controllers for infinite dimensional systems (visits in 2017
and 2019, 5 months in total). Creation of a CNRS International Research Network (IRN "Ph-
eSTiNS").

◦ Collaboration with Y. Le Gorrec and Y. Wu from FEMTO-ST, France, on the questions of
damping assignment and performance specifications for infinite-dimensional systems (regular stays
in 2020 and 2021, two publications + one submission, CNRS project submission).

◦ Collaboration with N. Espitia from the CRIStAL laboratoy, France, on the questions related to
event-triggered control (visits in 2020 and 2021, two publications).

◦ Collaboration with F. Bribiesca-Argomedo and M. Di Loretto from Ampère laboratoy, INSA
Lyon, France, on the questions related to the control of networks of Partial Differential Equations
(regular visits in 2017, 2020-2023, several joint publications).

◦ Collaboration with D. Bresch-Pietri from MinesParis, France, on the questions of Lyapunov
analysis for neutral time-delay systems, and robust stabilization of systems with stochastic input
delays (regular visits in 2022, 2023, two publications).

1.9.2 . On-going research projects
1. Coordinator of the Young Researcher Project (JCJC) PANOPLY

• Subject: PrActical control of Networks Of hyPerboLic sYstems.

• Funding: Agence Nationale de la Recherche (ANR), 250k€.

• Duration: 4 years starting from March 2024.

• Collaboration: J. Auriol, F. Bribiesca-Argomedo (INSA Lyon), S. Tliba (L2S), L. Brivadis (L2S),
Y. Wu (FEMTO-ST).

• Summary of the proposal: This project aims to develop an advanced systematic framework for
the practical control of networks of linear hyperbolic systems. Graphs can describe such networks:
each node corresponds to an elementary hyperbolic subsystem, and each edge corresponds to the
interconnection between the different subsystems. The first objective is understanding the links
between the network structure (nb of cycles, incidence matrix) and its controllability/observability
(C/O) properties. We aim to characterize the configurations for a given graph structure that
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guarantees C/O. To identify reflections of graph-theoretic notions on the system properties, we
will use the concepts of structural controllability and controllability of multi-agent systems as
a starting point. The second objective is to develop generic analytical techniques to quantify
closed-loop performances with respect to industry-inspired performance indices. This is crucial
to optimize actuators/sensors placement and to tune the controllers we will design. Finally,
we aim to design modular, scalable, and numerically implementable output feedback controllers
for an admissible configuration of actuators and sensors. The design must introduce degrees
of freedom to guarantee potential trade-offs with respect to implementation constraints. The
proposed methodology will be based on a graph representation of the network and its systematic
structural analysis. It will also use recent results obtained for simple networks showing strong
relations between spectral controllability and the existence of a solution for a set of appropriate
integral Fredholm equations, from which it is possible to derive explicit controllers. To validate
our theoretical results and compare them to conventional strategies, we will benchmark them on
an experimental test case that presents several specifications. This test case corresponds to the
active control of vibrations in mechanical structures equipped with piezoelectric actuators.

2. Coordinator of the CNRS "Projet Emergence" AURA

• Subject: Approche mUltiphysique pour la Recherche de systèmes cibles par bAckstepping.

• Funding: CNRS, 6500€.

• Duration: 1 year starting from January 2023.

• Collaboration: J. Auriol, Y. Le Gorrec (FEMTO-ST), Y. Wu (FEMTO-ST).

• Summary of the proposal: The main scientific objective of this project is to propose a structural
representation of the physical phenomena involved in the dynamics of linear hyperbolic systems
using Port Hamiltonian Systems (PHS). Such a representation facilitates stability analysis and
will allow the definition of a class of target systems for the backstepping method that are both
reachable and easily configurable. This will lead to the introduction of degrees of freedom while
designing control laws for infinite-dimensional systems, thus allowing trade-offs between various
performance indices. This project implies members of the FEMTO-ST laboratory (in Besançon)
with expertise in PHSs. An experimental test device is also available. Funding for the project
covers missions between Paris and Besançon, participation in a conference, and an M2 research
internship.

3. Member of the IRN project PheSTInS

• Subject: Phénomènes Spatiaux-Temporaux et Interconnexions des Systèmes.

• Funding: CNRS, 30k€.

• Role: Coordinator of a Coordinated Research Action (CoRA): AI and control of infinite-dimensional
systems. Participation in CoRA 1 (Inhomogeneity in space/time and nonlinear control) and CoRA
2 (Delay, Transport, and Propagation).

• Duration: 5 years starting from January 2024.

• Collaboration: More than 60 researchers, postdocs, and Ph. D. students from France, the United
States, and Canada.

• Summary of the proposal: The “PheSTInS” network has three objectives. The first consists of
making progress in analyzing and controlling infinite dimensional dynamical systems. These
topics are at the interface between Automatic Control, Applied Mathematics (Canada), and
Engineering and Applied Mathematics (United States). Thus, the related scientific objectives
cover a broad thematic spectrum related to dynamic systems in infinite dimensions. The sec-
ond objective is to promote the rapprochement of the network members and strengthen the
collaborations between the French, American, and Canadian teams (research work carried out
jointly) in a structured framework (from two angles: themes and scientific objectives associated
with each theme). Finally, the last objective is to provide an attractive and flexible framework
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for young researchers; depending on the local dynamics and the particularities of the partners
involved in the project (Saclay, Toulouse, Lille, Nantes, Grenoble, Nancy), the implementation
of theses in joint supervision between French and American or Canadian universities is to be
expected. The project is structured in the form of four CoRAs covering a reasonably broad
thematic spectrum - control of nonlinear dynamic systems under the assumption of spatial and
temporal heterogeneities (CoRA 1), analysis and control of delay systems, propagation phenom-
ena, and transport (CoRA 2), hybrid control and infinite-dimensional dynamic systems (CoRA
3) and finally, Artificial Intelligence (AI) and the control of dynamic systems with distributed
parameters (CoRA 4) involving teams with strong thematic complementarity.

4. Member of a H-CoDe "non thematic" call

• Subject: Modélisation des interactions et contrôle par stimulation en boucle fermée des réseaux
neuronaux claustro-corticaux.

• Funding: H-Code, 10k€.

• Duration: 2 years starting from January 2023.

• Collaboration: T. Bal, A. Destxhe, S. Jacquir, C. Monier, G. Ouanounou, M. Pananceau, J.
Auriol, L. Brivadis, A. Chaillet.

• Summary of the proposal: The claustrum is a deep brain structure whose function remains mys-
terious despite a recent resurgence of interest because of its hyperconnected “hub” neuroanatom-
ical organization. It comprises a layer of neurons densely connected to almost all cortical regions.
Although works in the literature report the involvement of the claustrum in high-level cognitive
functions (attention, consciousness), the participation of different types of claustral neurons and
their dynamics within the claustral network and in a closed loop with the cerebral cortex is still
subject to discussion. It is, therefore, fundamental to understand both the organization of CL
neurons and how this organization is related to the processing of information passing through
the claustrum. Work has shown that the claustrum may play a role in synchronizing neuronal
oscillations between cortical areas. However, some questions remain open: what is the relation-
ship between claustro-cortical and cortico-cortical synchronizations? Do they occur at the same
frequency? What triggers claustrum activity? What process terminates the synchronization
generated in the cortex by the claustrum? Considering the different cell types in the claustrum
expressing other discharge properties, are local cortical circuits differentially affected by these
subpopulations? The work carried out within the framework of this project should make it pos-
sible to advance our understanding of signal processing in the claustrum and, consequently, to
elucidate how the claustrum contributes to processing cerebral information.

5. Member of a H-CoDe "non thematic" call ClaControl

• Subject: Claustro-Cortical Network Oscillations: mechanisms, modeling, and control.

• Funding: H-Code, 20k€.

• Duration: 2 years starting from October 2023.

• Collaboration: T. Bal (coordinator), G. Ouanounou, M. Pananceau, A. Ledoux, C. Monier, A.
Destexhe, S. Jacquir, A. Chaillet, J. Auriol, L. Brivadis, V. Jirsa, D. Depannemaecker.

• Summary of the proposal: The claustrum holds a central position in the brain hierarchy, being
reciprocally connected to all cortical and many subcortical structures. It is phylogenetically pre-
served from reptiles to humans. The role of this brain hub remains mysterious despite a surge
of experimental studies in the last five years (in Europe, the USA, and Japan, but barely in
French labs). There are a growing number of proposed functions for the claustrum through-
out the sleep-wake cycle: from attention to controlling cognitive functions or slow-wave sleep
rhythms. One of the partners has designed a brain slice preparation containing the claustrum
synaptically connected to parts of the cerebral cortex. They found that the cla neuronal network
is the generator of a new type of slow oscillation in the 0,3-1 Hz range (preliminary data). In
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this project, we will experimentally unravel the cellular and network mechanisms of claustrum
oscillations and their interactions with cortical networks. They have full expertise in electrophys-
iology/optogenetic/imaging tools, and they will experiment tools emerging from control theory
for the analysis and control of neural network dynamics. Then, we will integrate the biological
data obtained before and during the grant (cell types; membrane properties; synaptic circuit
structure and properties, oscillatory activities) in spiking computational models of claustral cells
and circuits and examine the emergence of oscillatory regimes. A reduction from spiking to
mean-field models will then be performed with the goal of inserting the claustrum hub and its
dynamics into the connectome-based model of The mouse Virtual Brain (TVBm). The project
will therefore bring new knowledge on the claustrum, showing for the first time its oscillatory
properties and mechanisms, and its control of cortical networks. On a larger scale, it opens the
possibility to examine virtually claustrum functions (and malfunctions) in the existing model of
the whole brain.

6. Member of a H-CoDe "non thematic" call VibRo

• Subject: Renouvellement des équipements matériels et logiciels pour les plateformes Vibrations
et Robotique (ViBro)

• Funding: H-Code, 7k€.

• Duration: 2 years starting from October 2023.

• Collaboration: S. Tliba, R. Bonalli, J. Auriol, I. Boussaada, K. Ammari.

• Summary of the proposal: The main objective of this project is to renew some L2S computer
hardware and real-time acquisition/computation/control systems. These experimental setups
are intended for testing some of the output feedback controllers presented in this manuscript.
We will consider, in particular, the non-trivial case of three-dimensional mechanical structures,
such as thin mechanical structures of the plate type governed by the PDEs of Kirshoff-Love or
Reisner-Mindlin. We will hire a Master’s intern to implement these aspects.

1.10 . Synthesis of the research works and description of the main results,
projects, and perspectives

Distributed parameter systems provide a natural representation of industrial processes involving
the evolution of quantities in time and space. In particular, hyperbolic partial differential equations
play a crucial role in the mathematical description of transport phenomena with finite propagation
speeds, e.g., transport of matter, sound waves, and information. Networks of hyperbolic systems
(possibly coupled with Ordinary Differential Equations) constitute an essential paradigm to describe
a wide variety of large complex systems, including wave propagation, traffic network systems, electric
transmission lines, hydraulic channels, drilling devices, communication networks, smart structures,
multiscale and multiphysics systems. These systems are a source of complex control engineering
problems and often have stringent environmental safety and economic feasibility constraints.
For instance, oil and gas pipelines can be modeled by networks of conservation laws. Since leaking
pipelines cause severe damage to the environment and economic losses, it is, therefore, crucial to
detect and find leaks in these pipelines accurately. Similarly, controlling complex traffic networks
is essential for reducing contamination and fluidifying the density of cars on the roads. Controlling
and monitoring networks of hyperbolic systems is a complex task due to the distributed nature of
the different subsystems composing the network (time and space dependency), the possibly involved
graph structure of the network, and the physical/economic infeasibility of placing sensors and
actuators everywhere along the spatial domain (they are usually located at some nodes of the
network).

During my thesis, I derived robust stabilizing output feedback controllers for elementary hyperbolic
systems. These systems are elementary in that one boundary of the system is fully actuated or
measured. The proposed approaches relied on the backstepping method. I also showed strong
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connections between hyperbolic systems and time-delay systems of neutral types with distributed
delays.

In my "post-thesis" works, I mainly focused on developing a systematic framework for the
practical control of networks of linear hyperbolic systems and underactuated systems. I de-
veloped new tools (Fredholm-based time-delay transformations, recursive interconnected frameworks,
filtering methods to guarantee robustness) that strongly rely on the time-delay representation of hy-
perbolic systems. This explains why I also worked on time-delay systems of neutral type. In the
meantime, I also considered several application test cases as traffic networks and drilling vibrations.
Recently, I also considered other classes of infinite-dimensional systems as neural fields and stochastic
systems. In what follows, the publication references correspond to the publications given in Chapter 4.

1.10.1 . Control of underactuated time-delay integral difference equations
◦ Description of the main results: Due to the strong connections between hyperbolic and time-delay

systems of neutral type, it appeared crucial to deeply analyze this latter class of systems as
such a representation is often more straightforward and could facilitate the design of controllers
or observers. Networks of hyperbolic systems have equivalent stability properties to those of time-
delay difference equations with distributed delays, namely, Integral Delay Equations (J5). These
systems may be underactuated (i.e., there are fewer control inputs than states), and the control
action may even be delayed due to the underlying transport phenomenon. We first succeeded in
designing predictors for this class of systems (J18). In the case of fully actuated systems, we even
obtained an explicit expression of this prediction, depending only on the state and input history
and involving integral kernels, which are the solutions to recursive Volterra equations (J22). We then
considered the case of two equations, only one of them being actuated. Under appropriate spectral
controllability conditions, we could rewrite the system as one equation with distributed actuation.
Then, we could introduce a set of candidate control inputs expressed as distributed delayed feedback
of the state and the input. A control law from this set will stabilize the system if an associated set of
Fredholm equations admits a solution. Interestingly, it appeared that the spectral controllability
conditions imply the existence of solutions for these integral equations (C10, C16). State observers
could be designed following a similar path (C17, J24). In the meantime, we took advantage of this
time-delay representation to derive a filtering technique that robustifies stabilizing controllers for
systems composed of heterodirectional linear first-order hyperbolic Partial Differential Equations
(PDEs) interconnected with Ordinary Differential Equations (ODEs) through their boundaries.
Assuming that a stabilizing controller is available, we derived simple sufficient conditions under
which appropriate low-pass filters can be combined with the control law to robustify the closed-
loop system.

◦ Collaborations: L2S, MinesParis, INSA Lyon.

◦ Perspectives: The central perspective would be to extend the proposed integral approach (requiring
solving a Fredholm equation) to the case of an arbitrary number of equations under appropriate
controllability conditions. In this context, we should focus on some tools from operator theory.
One promising path to follow would be to understand the links between the system structure
(actuation matrix) and the corresponding Fredholm integral equation. We could take advantage
of the structure to simplify the system’s description and subdivide it into simpler sub-networks.
Another interesting perspective would be to focus on the time-delay representation of hyperbolic
systems with in-domain control. As they can be rewritten as time-delay systems with distributed
actuation, similar techniques could be applied, thus allowing the derivation of explicit feedback
laws.

1.10.2 . Practical control of networks of hyperbolic systems
◦ Description of the main results: Before considering arbitrary networks of hyperbolic systems, we

first focused on chains with a cascade structure (i.e., the graph representing the network is a
straight line, and the actuator is located at one of its extremities). We derived a general backstep-
ping controller for a chain of scalar hyperbolic systems (J12) before proposing a more generalizable
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recursive method that combines state prediction and tracking (C15, J17). In both cases, the
actuator was at the end of the chain. The proposed approach is modular and relies on simple
conditions for each subsystem of the chain. Thus, it could be extended to chains that include
ordinary differential equations or parabolic systems (as long as the proposed conditions are still
verified). We extended this approach to non-scalar systems in J18. We have recently shown that
depending on the actuators/sensors locations, the system may not be controllable/observable.
For instance, considering two hyperbolic systems with actuation at the junction, we obtained spec-
tral controllability conditions under which it was possible to derive stabilizing control laws using
Fredholm operators (J24). We expect this approach to be generalizable to an arbitrary number
of subsystems.

In the meantime, we focus on the output regulation - output tracking problem for a hyper-
bolic system coupled at both boundaries with ordinary differential equations, representing actuator
and load dynamics (O1, J23, SJ2). Finally, we recently analyzed simple networks using a Port-
Hamiltonian approach (C21, C23). This gave us a physical framework to parameterize the
closed-loop properties of our system. Introducing degrees of freedom in the design is crucial to
guarantee potential trade-offs w.r.t implementation constraints.

◦ Collaborations: L2S (thesis of J. Redaud), FEMTO-ST, MinesParis, INSA Lyon.

◦ Perspectives: The central objective is to generalize our existing results to more general network
structures. One first perspective would be to enhance the qualitative analysis to understand the
links between the network structure (e.g., number of cycles, incidence matrix) and its controlla-
bility/observability properties for a given position of actuators/sensors. We aim to characterize
the possible actuator/sensor configurations for a given graph structure that guarantees control-
lability/observability. To identify reflections of graph-theoretic notions on the system properties,
we could take advantage of the concepts of structural controllability and controllability of
multi-agent systems. Then, we could aim to develop generic analytical techniques to quantify
closed-loop performances with respect to industry-inspired performance indices (e.g., sensitivity,
robustness margins, data sampling, convergence rate, computational effort). This step is crucial
to optimize actuator/sensor placement and tune the proposed controllers. Finally, we want to
design output-feedback controllers for an admissible configuration of actuators and sensors. The
control design methods should be modular, scalable, and numerically implementable. Intro-
ducing degrees of freedom in the design is crucial to guarantee potential trade-offs with respect
to implementation constraints. We will consider numerical aspects and model reduction to quantify
the computational effort inherent to our approaches.

1.10.3 . Parameters estimation and stick-slip mitigation for drilling devices
◦ Description of the main results: Extracting resources from the earth’s subsurface - oil, gas, miner-

als, and thermal energy - requires drilling long slender boreholes from the surface to the subsurface
target. Drilling devices are the source of complex dynamic behaviors as many dynamic phe-
nomena are involved, such as vibrations, bending and twisting quasi-static motion, and bit-rock
interactions. The interaction between the drill string and the borehole or between the bit and the
rock may generate undesired oscillations, including destructive stick-slip oscillations, which may
cause fatigue of the equipment, a deterioration of the performance of the process, or a premature
failing of the bit. In order to improve the performance of drilling systems (Rate Of Penetration),
prevent any eventual damage, and reduce safety risks, it is crucial to have a clear understanding of
the underlying dynamics. This implies estimating the different physical parameters and monitoring
the system’s state in real time. These estimations can then be used to design a proper mitigation
strategy. Using the backstepping methodology, we first derived an adaptive observer for the
torsional motion of the drilling device with the bit off-bottom (J8). This observer could estimate
Coulomb’s friction parameter (one cause of stick-slip) and be validated against field data. An
alternative estimation procedure was also recently derived in (C19). Then, we derived a procedure
to guarantee closed-loop toolface control (J11). Recently, using the proposed observer, we de-
rived and compared several advanced control strategies to eliminate stick-slip oscillations (C14,
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J21). The proposed strategies combined multiplicity-induced dominancy (MID) techniques and our
recursive interconnected dynamics framework.

In the meantime, we focused on estimating torsional and axial vibrations in the presence of
bit-rock interaction. We first adjusted our model and the corresponding observer to estimate
the states and the new unknown parameters (e.g., intrinsic energy of the rock), thus obtaining a
self-tuning model (C7). Then, we derived a new recursive methodology using seismic-while-
drilling data to obtain a reliable estimation of the nature of the rock (J9, J16, C8). This new
methodology has been used to improve sensing and imaging for efficient energy exploration in
complex reservoirs (J13, J15, SJ1, C12, C13, C18). Recently, we focused on machine-learning-
based estimation methods (C20). The research team includes researchers, postdocs, and Ph.Ds
students.

◦ Collaborations: L2S, University of Calgary, UQAM, MinesParis, Norce.

◦ Perspectives: Among the different perspectives, we would like first to focus on coupled axial-
torsional dynamics. A complete analysis will include model validation against field data. We also
envisage tests of the proposed techniques on real drilling devices. Finally, we would like to focus
on physics-informed transformer-based neural networks for enhanced estimation of drilling
dynamics.

1.10.4 . Robust output-feedback control of traffic flow networks
◦ Description of the main results: Freeway traffic modeling and control have been intensively in-

vestigated over the past decades. One crucial control problem consists of the suppression of
stop-and-go traffic oscillations. Among the traffic management infrastructures, we can cite
ramp meterings and varying speed limits (VSL). Ramp meterings can regulate the traffic flow rate
entering from the on-ramp to the mainline freeway, while VSL can modify the velocity at a specific
location. Following the objective of deriving efficient and reliable control strategies, recent contri-
butions rely on macroscopic models that represent the traffic dynamics at an aggregate level. These
models describe freeway traffic dynamics using aggregated state values which are easy to sense and
actuate, leading to a particular interest in freeway traffic management. They predict the evolu-
tion of continuous traffic states in the temporal and spatial domains by employing hyperbolic PDEs
describing traffic density and velocity dynamics. Among the most popular models, we can cite the
first-order Lighthill–Whitham–Richards (LWR) model and the second-order Aw–Rascle–Zhang
(ARZ) model. The ARZ model can describe stop-and-go oscillations by adding a velocity PDE
to the LWR model. During the last decades, various traffic ramp-metering control strategies have
been developed and successfully implemented to suppress the stop-and-go traffic oscillations on
the freeway either upstream or downstream of the ramp. In particular, H. Yu and M. Krstic de-
signed backstepping boundary control laws for ramp metering. Unfortunately, such a control
strategy was inefficient for controlling complex networks or even simple cascaded freeway segments
connected by a junction.

In this context, I started working in 2019 with H. Yu and M. Krstic, and we could develop boundary
output feedback controllers for traffic flow on two cascaded freeway segments connected by
a junction (C6, C9, J19). The control strategy and the observer design were adjusted from my
recent results on the stabilization of interconnected hyperbolic systems (C4). We later considered
a more realistic setting to implement the ramp metering on a digital platform developing an event-
triggered boundary output controller. Contrary to the continuous control law, we used an event-
triggered scheme so that the control signal is only updated when an event-triggering condition is
satisfied. The event-triggered control design emulates the backstepping boundary output feedback
and uses a dynamic event-triggered strategy to determine the time instants at which the control
value must be updated. N. Espitia brought his expertise to show the existence of a uniform minimal
dwell time (independent of initial conditions), thus avoiding the Zeno phenomenon and guaranteeing
the exponential convergence of the closed-loop system under the proposed event-triggered control
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scheme. This work was presented at the 3rd DECOD-workshop before being published in O2 and
J20.

Finally, in collaboration with M. Pereira and B. Kulcar, we recently showed closed-loop mean-
square exponential stability of the proposed control strategies under random system parameter
perturbations, provided the nominal parameters are sufficiently close to the stochastic ones on
average. Indeed, random variables would better describe some parameters (such as the drivers’
behavior or road parameters). This strongly relates to my recent research interests in stochastic
systems.

◦ Collaborations: L2S, University of California San Diego (USA), CRIStAL (France), Chalmers Uni-
versity of Technology (Sweden).

◦ Perspectives: Future perspectives include the design of a periodic event-triggered control strategy
to monitor the triggering condition periodically, saving computational resources. Moreover, we wish
to investigate the questions related to quantized implementations of event-triggered controllers.
They will lay the foundations for digital realizations of boundary-backstepping-based controllers. We
then aim to extend the proposed strategies to more complex networks. We would also continue
to investigate the effect of stochastic disturbances on the control strategy. Another interesting
perspective is considering a vehicular platoon both from the macroscopic and microscopic points
of view and investigating and quantifying the relations between the two models. To this purpose, a
coupled hyperbolic-Ordinary Differential Equation model is of interest. The coupling is generated
by considering the impact of macroscopic variables for the microscopic model in the vehicles’
control laws. Consequently, the hyperbolic part will depend on the speed average value of the set
of vehicles generated by the finite-dimensional dynamics. Such a mixed model could allow more
accurate estimations of the system’s global (macroscopic and microscopic) state. Such reliable
estimations could be used to design more efficient control algorithms that eliminate stop-and-go
oscillations.

1.10.5 . Adaptive control and parameter estimation for neural fields.
◦ Description of the main results: The central problem of the project is related to the treatment by

deep brain stimulation (DBS) for Parkinson’s disease. The treatment consists of electrically stim-
ulating specific areas of the patient’s brain via permanently implanted electrodes. Although the
method is effective and commonplace, it needs significant practical and theoretical shortcomings.
Currently, the signal transmitted by the electrodes is in an open loop. Therefore, the evolution of the
patient’s health condition or the progressive electrode deterioration requires manual adaptation of
the signal. Many recent works propose to develop closed-loop stimulation methods for two rea-
sons. First, to ensure that the signal emitted is effective, it allows the alteration of the pathological
brain oscillations from which the patient suffers. Second, to ensure that the signal does not affect
the regular brain activity of the patient, in particular when pathological oscillations are absent.
Mathematically, these systems can be described by non-linear integro-differential equations
(Wilson-Cowan type equations), the integral part corresponding to a Hilbert-Schmidt operator.
With L. Brivadis (postdoc) and A. Chaillet, we first assumed that we could control/measure a
whole neural population. We ensured the existence of an equilibrium point for the closed-loop
system (J26). Then, we proposed an online estimation of the neural field kernels (C22). This
estimation could then be used to design an adaptive controller (SJ4). The different strategies
rely on the operator theory, persistence of excitation, and Lyapunov functions.

◦ Collaborations: L2S, Institut des Neurosciences Paris-Saclay NeuroPSI (France).

◦ Perspectives: The first perspective we want to follow is leveraging the different assumptions that
are currently required. In particular, the proposed estimation/control strategies require the mea-
surements of a whole neuronal population. We aim to consider the case of a finite number of
pointwise sensors and actuators while focusing on sensor/actuator placement. Then, in collabora-
tion with the NeuroPSI laboratory, we aim to test our estimation techniques on real data. Finally,
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the proposed parametric identification techniques we recently developed could be used to estimate
the core of synaptic interconnections between neurons in the claustrum (ClaControl project).

1.10.6 . Efficient control of stochastic systems
◦ Description of the main results: Stochastic equations naturally arise when modeling processes whose

dominant dynamics are affected by a probabilistic disturbance. Recently, we considered with D.
Bresch-Pietri and S. Kong the robustness of delayed linear integral difference equations with re-
spect to random delays. With M. Pereira and B. Kulcsar, we extended the proposed approach
to guarantee closed-loop mean-square exponential stability of scalar hyperbolic systems under
random system parameter perturbations, provided the nominal parameters are sufficiently close
to the stochastic ones on average (SC2). Our objective is now to take into account the effect of
stochastic disturbances (and not simply random parameters) on the global dynamics. With R.
Bonnali and I. Boussaada, we hired a Ph.D. student (G. Velho) to design methods for efficient
and theoretically guaranteed control of a broad class of coupled stochastic and partial differ-
ential equations. The proposed approaches must be constructive to obtain a semi-explicit design
of the corresponding control laws, enabling performance-efficient numerical paradigms. In SJ5,
we submitted some preliminary results for the efficient control of stochastic equations. The pro-
posed methodologies could then be adequately coupled with existing control methods for hyperbolic
equations.

◦ Collaborations: L2S (thesis of G. Velho), MinesParis, Chalmers University of Technology (Sweden).

◦ Perspectives: Among the possible perspectives, we would like to investigate under which conditions
the well-posedness of statistical linearization can be strengthened, enabling general efficient and
reliable numerical methods for controlling non-linear stochastic equations. We would also like to
investigate under which conditions the most recent methods for hyperbolic systems can be extended
to a broader class of systems and, in particular, develop techniques that are as much independent
as possible from any inherent regularizing property of the system (e.g., optimization methods
or modular approaches). Another perspective could be to leverage statistical linearization to
transform the stochastic part of the interconnection into a (constrained) well-posed equation and
leverage the aforementioned improved methods for interconnected hyperbolic/differential equations
systems to design efficient control strategies for the original system.
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2 - Student Supervision
In what follows, the publication references correspond to the publications listed in Chapter 4. In

the publication list, the names of the different students are written using specific colors.

2.1 . Ph.D. Supervision

1. Mr. Gabriel Velho (November 2022-present date)

• Subject: Efficient and reliable control of coupled stochastic and partial differential equations.
Stochastic differential equations (SDEs), which are coupled with (possibly non-linear) partial
differential equations (PDEs), are a class of systems that naturally arise when modeling pro-
cesses whose dominant probabilistic dynamics are affected by a distributed dynamics (destabi-
lizing second-order convection-diffusion-reaction effects, or transport phenomena for instance).
These systems are called SDE+PDE systems. A relevant example of an SDE+PDE system is
provided by District Heating and Cooling Systems (DHCSs). DHCSs deliver thermal energy to
a network of buildings from an outside source. They offer numerous advantages over individual
building apparatus, including greater safety and reliability, reduced emissions, and reliance on
alternative fuels such as biomass or waste. However, due to low operating temperatures and
limited flow capacity, customer demand can be met only if 1) non-linear SDE-based dynamical
models are leveraged to capture as many uncertain weather fluctuations as possible and 2) the
aforementioned stochastic models are coupled with sophisticated non-linear PDEs to accurately
capture energy losses which often occur along pipelines and hinder performance. In turn, the
overall setting requires to efficiently and reliably control a complex SDE+PDE system. Unfor-
tunately, too few specific works on SDE+PDE systems appear in the literature, hence calling
for the design of novel tools for the efficient modelization and control of such systems. This
thesis aims to design methods for efficient and theoretically guaranteed control of a broad class
of SDE+PDE systems. The proposed approaches must be constructive to obtain a semi-explicit
design of the corresponding control laws, enabling performance-efficient numerical paradigms.

• Supervision: J. Auriol (main supervisor, 45%, dérogation HDR), R. Bonalli (advisor, 45%), and
I. Boussaada (advisor, 10%).

• Fundings: Contrat doctoral Ministère de l’Enseignement Supérieur et de la Recherche. Ecole
Doctorale STIC, L2S, CentraleSupélec.

• Publications: So far, G. Velho submitted one journal paper (SJ5), has submitted one conference
paper and is working on one journal paper.

2. Mrs. Jeanne Redaud (November 2020-present date)

• Subject: Robust control of chains of scalar hyperbolic Partial Differential Equations.
Networks of interconnected linear partial differential equations (PDEs) are a class of systems
that naturally arise when modeling industrial processes for which the dominant dynamics involve
a transport phenomenon. Elementary PDE systems can be connected between themselves or
with Ordinary Differential Equations. Related applications include (among others) electrical
transmission lines, traffic networks, multiphase flows, or smart grids. Such networks are generally
underactuated, which makes their stabilization challenging. This explains why the stabilization
of such systems is an active research topic. The main objective of this thesis was to derive
general controllability and observability criteria for a class of scalar interconnected systems
with a chain structure. The proposed approach had to be constructive in order to obtain an
explicit design of the corresponding control laws and observers.
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Since the beginning of her thesis, Jeanne has contributed to the development of a control method
called "recursive interconnected framework," allowing her to stabilize (under general assump-
tions) chains of systems of scalar interconnected partial differential equations (contributions C15,
J17). This approach was applied to stabilizing a drilling device (contribution C19). In the case
of simple chains, she also solved the trajectory tracking/disturbance rejection problem (contri-
bution O2, contribution SJ2), a crucial step for real implementation. Jeanne has implemented a
new approach for the design of control laws and observers for systems of integral delay equations
with distributed actuation and measurement (contributions C16, C17). This approach relied on
Fredholm integral transformations and was extended to certain classes of networks of partial
differential equations (contribution J24). Undoubtedly, this new tool will be the key to design-
ing stabilizing controllers for underactuated networks of partial differential equations. Recently,
Jeanne has been interested in the possibility of going beyond the simple stabilization and the
possibility of imposing particular properties on closed-loop systems via the use of a Hamiltonian
formalism (submissions C21, C23, and SJ3). Her thesis defense is scheduled for November 2023.

• Supervision: J. Auriol (co-supervisor till 2023, 75%, main supervisor since 2023 (dérogation
HDR), 100%) and S.-I. Niculescu (main supervisor till 2023, 25%).

• Fundings: Contrat doctoral Ministère de l’Enseignement Supérieur et de la Recherche. Ecole
Doctorale STIC, L2S, CentraleSupélec.

• Publications: So far, J. Redaud published two journal papers (J17, J24), eight conference
papers (C16, C17, C19, C21, C23, C24), one book chapter (O1). Two journal papers (SJ1,
SJ3) are under revision. The difference in terms of supervision percentage is manifested by the
fact that S.-I. Niculescu did not participate in several contributions (and consequently did not
co-authored them).

• Awards:
◦ Nominated (accessit) for the Ph.D. award of the doctoral school STIC of Université Paris

Saclay, 2022.
◦ TDS 2021 best student paper award for the paper co-authored with J. Auriol and S.-I.

Niculescu entitled Observer design for a class of delay systems using a Fredholm transform
and presented at the 16th IFAC workshop on time-delay systems, Guangzhou, China, 2021.

2.2 . Postdoctoral fellows

1. Dr. Lucas Brivadis (October 2021-October 2022)

• Subject: Adaptive control of neural fields. Application to Parkinson’s disease. During his post-
doctorate at L2S, Lucas worked on adaptive control problems for neural field populations. The
central problem of the project is related to the treatment by deep brain stimulation (DBS)
for Parkinson’s disease. The treatment consists of electrically stimulating specific areas of the
patient’s brain via permanently implanted electrodes. Although the method is effective and
commonplace, it needs significant practical and theoretical shortcomings. Currently, the signal
transmitted by the electrodes is in an open loop. The evolution of the patient’s health condition
or the progressive deterioration of the electrode, therefore, requires manual adaptation of the
signal. Many recent works propose to develop closed-loop stimulation methods for two reasons.
First, to ensure that the signal emitted is effective, in particular, that it allows the alteration of
the pathological brain oscillations from which the patient suffers. Second, to ensure that the
signal does not affect the normal brain activity of the patient, in particular when pathological
oscillations are absent. The objective of the postdoc was to develop adaptive control methods
to meet these specifications. Lucas ensured the existence of an equilibrium point of the closed-
loop system in J26. He worked on designing new control laws whose objective is to cancel the
components of pathological neuronal activity while preserving the asymptotic behavior of the
healthy activity. In C22, he proposed an online estimation of the neural field kernels. This
estimation can be used to design an adaptive controller (SJ4).
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• Supervision: J. Auriol (50%), A. Chaillet (50%).

• Fundings: L2S Postdoctoral Grant, L2S, CentraleSupélec.

• Publications: We collaborated with L. Brivadis on two journal papers (J26 and SJ4) and one
conference paper (C22).

• Current position: L. Brivadis is now a CNRS Researcher (Chargé de Recherches Classe Normale,
CRCN) since October 2022, Université Paris-Saclay, CNRS (UMR 8506), Centrale-Supélec, Lab-
oratoire des Signaux et Systèmes (L2S), UMR CNRS 8506, Gif-sur-Yvette, France.

2. Dr. Ismaïla Balogoun (October 2023-October 2024)

• Subject: Certified stabilization of partial differential equations with prescribed solutions decay
rate.
It has been shown in [ADM19] that hyperbolic systems have equivalent stability properties as the
ones of time-delay difference systems with distributed delays. Thus, it becomes possible to apply
appropriate methods developed for time-delay systems to analyze quantitatively and qualita-
tively the closed-loop system properties or design appropriate and simple stabilizing controllers.
Recently, G. Mazanti and I. Boussaada have set a new paradigm of Partial Pole Placement
(PPP) for linear time-invariant functional differential equations and some classes of partial dif-
ferential equations. The PPP relies on two main strategies, themselves certified by the spectral
distribution properties of time-delay systems: multiplicity-induced-dominancy (MID) and co-
existing-real-roots-induced-dominancy (CRRID). The objective for Ismaïla will be to extend
the MID and CRRID properties to stabilize hyperbolic systems. This would pave the way for
a new generation of stabilizing controllers that are simple to implement (and consequently do
not require an expensive computational cost) while explicitly taking into account the delays and
high-frequency content in the model (which should lead to overall increased performance). This
will require analyzing the dominancy properties in the multi-delay and distributed-delay contexts.

• Supervision: J. Auriol (34%), I. Boussaada (33%), G. Mazanti (33%).

• Fundings: L2S Postdoctoral Grant, L2S, CentraleSupélec.

2.3 . MSc supervision

1. Mrs. Lea Prade Njoua Dongmo (March 2023 - September 2023)

• Subject: Machine learning and mixed ODE-PDE for mesoscopic traffic control systems.
Disruptive technologies have paved the road for new types of traffic control systems. Two
main approaches have been proposed in the literature: 1) traffic management through intelli-
gent infrastructures imposing speed limitations according to traffic conditions, based on a PDE
modeling describing the traffic flow from a macroscopic point of view (mainly flow and density
of the whole set of vehicles); 2) displacement of autonomous vehicles to reduce stop-and-go
waves propagation and traffic oscillations via the concepts of String Stability, based on an ODE
modeling describing the traffic flow from a microscopic point of view (every single vehicle-driver
unit and the interactions with the others). Recently, new methods targeting exploiting the in-
teraction between the controlled vehicles and the surrounding flow can be used to modify the
traffic density to improve congestion and reduce emissions. These methods are based on a meso-
scopic approach, introducing macroscopic information in a microscopic framework for improving
local control strategies. A state variable describing the macroscopic information in an aggregate
formalism is defined. The necessity to investigate the matching between the macroscopic vision
and the microscopic one arises to verify the compatibility of the mixed approach. The goal is to
consider a vehicular platoon both from the macroscopic and microscopic points of view and to
investigate and quantify the relations between the two models. To this purpose, a coupled PDE-
ODE model is of interest. The coupling of the ODE model with the PDE is generated by taking
into account the impact of macroscopic variables for the microscopic model in the control laws.
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Consequently, the PDE will depend on the speed average value of the set of vehicles generated
by the ODEs. Such a mixed model could allow more accurate estimations of the system’s global
(macroscopic and microscopic) state. Such reliable estimations could be used to design more
efficient control algorithms that eliminate stop-and-go oscillations.

• Supervision: J. Auriol (50%), A. Iovine (50%).

• Publications: We have submitted one journal paper in IEEE Transactions on Control Systems
Technology.

• Fundings: L2S, CentraleSupélec.

2. Mr. Maxence Lamarque (December 2022 - March 2023)

• Subject: Design of Lyapunov functionals for systems of balance laws.
This internship aims to investigate necessary and sufficient Lyapunov conditions for Input-to-
State Stability (ISS) of Linear Difference Equations with pointwise and distributed delays sub-
ject to an exogenous additive signal. Grounding on recent works in the literature on necessary
conditions for the exponential stability of Difference Equations, we aim to propose a quadratic
Lyapunov functional involving the derivative of the so-called delay Lyapunov matrix. The objec-
tive is to prove that ISS of Linear Integral Difference Equations is equivalent to the existence
of an ISS Lyapunov functional. We wish to apply this result to the stability and ISS analysis of
hyperbolic Partial Differential Equations of balance laws.

• Supervision: D. Bresch-Pietri (85%), J. Auriol (15%).

• Publications: We plan to submit a journal paper before the end of the year.

• Fundings: Parcours Recherche, Centre Automatique et Systèmes, MinesParis.

3. Mr. Yun-Ithry Gamrani (October 2021 - present date)

• Subject: Development of a numerical toolbox for the control of partial differential equations.
In order to control systems of partial differential equations, different theoretical methods have
been proposed in the literature. In general, such approaches require the solution of a complex
set of equations to be implemented. Moreover, they may present a certain number of degrees
of freedom that are supposed to ensure a compromise between performance, disturbance re-
jection, robustness to noise, and delays (phenomena that appear naturally during a practical
implementation but that are often neglected during theoretical developments). There is yet to
be a systematic method in the literature for the numerical solution of such equations or cali-
brating the associated degrees of freedom. However, these steps are crucial for implementing
such control laws on real systems. The main objective of this research project is to develop a
numerical toolbox similar in its operation to what has been done for finite dimensional systems
(in Matlab and Python, for example), allowing the synthesis of control laws for systems of par-
tial differential equations while respecting the various constraints of the imposed specifications
(speed of convergence, robustness or accuracy, for example). So far, Yun-Ithry has developed
and compared several numerical algorithms to solve the so-called "kernel equations" that appear
when using the backstepping methodology. He also focused on investigating explicit solutions
when the coefficients of the kernel equations have an explicit structure. He recently obtained
promising results using Fourier analysis.

• Supervision: J. Auriol (100%).

• Fundings: Parcours Recherche, CentraleSupélec.

• Current position: Yun-Ithry is currently taking a gap year during which he will work with myself
and B. Kulcsar on a different project. He will complete the current project in 2024.

4. Mrs. Jordan Curkain (February 2019 - September 2018)
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• Subject: Impacts and challenges of acoustic seismic while drilling.
The oil and gas industry, operating and service companies, and academia are actively searching
for ways to look ahead of the drill bit while drilling to reduce the risks and costs of the operation
and improve the well-placement process. Optimal drilling in challenging and highly heterogeneous
reservoirs, where geological data cannot adequately constrain high-frequency variations in rock
properties, requires reliable subsurface information from around and ahead of the drill bit. To
provide this, we wanted to develop a seismic-while-drilling (SWD) imaging algorithm using signal
processing, drillstring modeling, and prestack wave-equation migration. To extend the visibility
ahead of the bit, we use the drill bit as a seismic source and image the changes in acoustic
properties of rocks both around and ahead of the drill bit. The common practice is to build
reverse vertical seismic profile (R-VSP) gathers. Here, we use a blind deconvolution algorithm
to estimate the drill-bit source signature from the data directly. The proposed methodology was
tested on the McMurray Formation. Jordan collaborated on journal articles [J13], [J15], and the
conference paper [C12]. This work was directly related to my postdoctoral project.

• Supervision: S. Najedi (80%), J. Auriol (20%).

• Fundings: University of Calgary.

• Current position: Jordan is now Geologist in Training at Canadian Natural Resources Limited
(CNRL).

5. Mr. Pierre-François Massiani (September 2017 - February 2018)

• Subject: Parameter estimation in a Rijke tube.
The objective of this research project was to design an adaptive estimator for a Rijke tube.
The Rijke tube is a simple test case for the analysis of thermoacoustic oscillations. It can
be modeled by an ODE sandwiched between two transport equations. Pierre-François first
built an experimental setup before designing a theoretical observer that he tested on various
experimental test cases. This subject was directly related to my research activities since the
Rijke tube corresponds to a simple test case of interconnected systems.

• Supervision: J. Auriol (75%), F. Di Meglio (25%).

• Fundings: Parcours Recherche, MinesParis.

• Current position: Pierre-François is now a 3rd year Ph.D. student at RWTH Aachen University,
Germany.

6. Mr. Hubert Menou (September 2016-February 2017)

• Subject: Passive vibration damping in a washing machine with a CRONE control.
The non-uniform distribution of the laundry inside the drum mainly causes washing machine
vibrations. The passive controllers currently used (string-damper systems) are only sized for
some nominal masses and do not guarantee a constant damping quality regardless of the laundry
distribution. This project aimed to strengthen the washing machine vibration damping efficiency
with respect to the different possible masses configurations. The proposed control strategy relied
on the CRONE method. The supervision of this subject was entrusted to me because of the
underlying problems related to mechanical vibrations.

• Supervision: J. Auriol (50%), F. Di Meglio (50%).

• Fundings: Parcours Recherche, MinesParis.

• Current position: Hubert has defended his Ph.D. in 2023, MinesParis, PSL Research University.
He is now working at Fairmat.
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3 - Teaching activities
Even though teaching is not compulsory due to my status as a CNRS researcher, I have always

appreciated this activity of transmitting knowledge. It seems essential to me to bring science to life
and to give students a taste of it. This is why I have always sought to maintain a teaching activity. It
also allows sharing some of my research interests and meeting with brilliant students who can continue
with a thesis. During my career (between 2016 and 2023), I gave more than 550 hours of teaching
in French, Moroccan and Canadian establishments (automatics, mathematics, optimization, data
analysis, and complex analysis). Below, I briefly describe the courses I taught for each establishment.
The complete synthesis of my teaching activities is given in Table 3.1. The different hours are given
in ETD (Equivalent TD).

3.1 . Mines Paris, PSL Research University (2016-present date)

1. Complex analysis and applications: pedagogical responsibility, lectures, tutorials (2021-present
date).

• Description: This course is given during the international Athens week with students from several
universities in Europe. The first part of the course is an introduction that is designed to expose
the theory of complex analysis in a short amount of time. The attempts to solve the pain points
experienced by attending students over the years explain most of the deviations from standard
expositions. We skip some technical proofs (that will still be available for the most motivated
students), focusing on the meaning of the different concepts. The second part of the course
focuses on use cases of complex analysis in engineering. Numerous modern problems in many
unrelated fields (scientific computing, image editing, signal processing, control problems) can be
solved by complex analysis even though their statements have nothing to do with this theory.

• This class is an excellent opportunity to emphasize the links between complex analysis and some
current research domains. The concepts introduced during the class are, for instance, crucial for
the analysis of time-delay systems (and consequently of hyperbolic systems). Thus, this class
can motivate some students to start an internship or a thesis in these domains.

• 40 Master students (M1/M2), (40h ETD per year)
• Total: 120h ETD.

2. Differential, integral and stochastic calculus: tutorials and optional lectures (2020-present
date)

• Description: This course introduces the critical concepts of differential calculus (differentials of
first and second order, Hessian), integral calculus (Lebesgues’ integral, Lp spaces), differential
equations, stability, and Lyapunov analysis.

• This course is a unique opportunity to meet students from MinesParis who can become potential
Ph.D. students two years later. Moreover, I have the opportunity to give two lectures on differ-
ential calculus in infinite dimensional spaces and an introduction to partial differential equations.
These lectures can sensitize the students to my research fields.

• 20 first year students (L3), (25h ETD per year and 10 hours per year of oral exams).
• Total: 100h ETD.

3. Differential calculus: tutorials (2016-2018)

• Description: This class introduced the concept of differential, ordinary differential equations and
partial differential equations (conservation laws). It also included some developments related to
optimization and calculus of variations.

39



• I taught this class during my Ph.D. and it was related to my research expertise.

• 25 first year students (L3), (15h ETD per year and 10 hours per year of oral exams).

• Total: 30h ETD.

4. Introduction to control theory: tutorials (2015-2018)

• Description: The course presents the fundamental tools for controlling dynamic systems. It
illustrates the importance of stability, controllability, and observability properties. The numerical
aspects of controllers/observers implementation are described.

• I taught this class during my Ph.D. and it was related to my research expertise. Some students
from my tutorial groups joined the Centre Automatique et Systèmes as interns first and then as
Ph.D. students.

• 25 first year students (L3), (16h ETD per year)

• Total: 48h ETD.

5. Mechatronics: Invited expert (2016-2018)

• Description: I was selected as an invited expert to help a group of 10 students in their mecha-
tronics project. The project consisted in the design and manufacturing of a Ball-droid (BB8).

• This expertise mission was a good opportunity to sensitize the students on the difficulties related
to the real implementation of the theoretical controllers.

• 10 Master students (M1), (15h ETD per year including 3h of oral exams).

• Total: 30h ETD.

6. Introduction to complex analysis: tutorials (2016-2017)

• Description: This course was an introduction to the main concepts of complex analysis.

• I taught this class during my Ph.D. as it was related to my research expertise. Some students
from my tutorial groups joined the Centre Automatique et Systèmes as Ph.D. students.

• 20 Master students (M1), (16h ETD per year).

• Total: 32h ETD.

3.2 . CentraleSupélec (2020-present date)

1. Model representations and analysis: tutorials (2020-present date)

• Description: The objective is of this course is to represent and analyze the evolution of a
system by means of a model that is analytically or numerically exploitable, adapted to the
objective of modeling, determined in terms of modeling assumptions, representativeness and
level of complexity, and to determine its validity domain.

• This course allows me to get in touch with CentraleSupelec students and is related to some
critical challenges in automatics.

• 35 first year students (L3), (15h ETD per year). Total: 45h ETD.

3.3 . EMINES, Maroc (2020-present date)

1. Dynamical systems and control theory: tutorials (2020-present date).

• Description: This course is an introduction to dynamical systems and to control theory. It
includes theoretical developments (e.g. Kalman’s criterion, LQR) and numerical implementation
using Python.
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• This course is directly related to my research expertise. Several students from EMINES contacted
me to join the Master ATSI in CentraleSupélec.

• 25 second year students (M1), (25h ETD per year).

• Total: 100h ETD

3.4 . Université Paris-Saclay (2020-present date)

1. Research initiation seminars: lectures.

• Description: This series of Research initiation seminars aims to give students an overview of some
current and trendy research fields. My seminar is devoted to Boundary control of hyperbolic
Partial Differential Equations. I try to give the students some keys to understanding broadly
used techniques in the community.

• Thanks to this course, I can present to Master students some of my most recent research results.
Some of them contacted me for an internship.

• 35 second ATSI Master students (M2), 3 hours per year (4.5h ETD per year).

• Total: 12.5h ETD.

3.5 . University of Calgary, Canada (2019)

1. Introduction to optimization, data analysis and control theory: pedagogical responsibility,
lectures, tutorials (2019).

• Description: The objective of this series of lectures was to introduce the basic concepts of op-
timization (gradient algorithms, Newton’s algorithm), data analysis (classifications, regressions,
unsupervised learning, reinforcement learning), and control theory (pole placement, controlla-
bility, observability). Classical algorithms were implemented using Python. Several test cases
inspired by the industry were deeply analyzed.

• I created this course and was entirely in charge of it. Thus, I could sensitize the students to
my research interest. Most of the students were from the geophysical or chemistry departments.
Thus I focused on examples from these research fields. After my departure at the end of my
postdoc, the course was still maintained due to the highly positive feedback.

• 60 Master students (M1/M2), (50h ETD per year).

• Total: 50h ETD.

2. Introduction to machine learning: lectures and tutorials (2019)

• Description: The objective of this series of lectures was to introduce the basic concepts of ma-
chine learning (classifications, regressions, unsupervised learning, reinforcement learning). Clas-
sical algorithms (e.g., K-means, classifiers) were implemented using Python.

• 30 Master students (M2), (20h ETD per year).

• Total: 20h ETD

3.6 . ENSTA ParisTech (2016-2017)

1. Control of dynamical systems: tutorials (2016-2017).

• Description: The course presents the fundamental tools for controlling dynamic systems. It
illustrates the importance of stability, controllability, and observability properties. The numerical
aspects of controllers/observers implementation are described.
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• I taught this class during my Ph.D. as it was related to my research expertise. Some students
from my tutorial groups joined the Centre Automatique et Systèmes as interns.

• 30 second year students (M1), 15 hours (ETD) per year.

• Total: 30h ETD.

Mines ParisComplex analysis and applications 2021-2023 120h ETD1A Differential, integral, stochastic calculus 2020-2023 100h ETD1A Differential calculus 2016-2018 30h ETD1A Introduction to control theory 2015-2018 48h ETD2A Mechatronics 2016-2018 30h ETD2A Introduction to complex analysis 2016-2018 32h ETD
CentraleSupélec1A Model representations and analysis 2020-2023 45h ETD
EMINES2A Dynamical systems and control theory 2019-2023 100h ETD
Université Paris-SaclayResearch initiation seminars 2020-2023 12.5h ETD
University of CalgaryOptimization, data analysis, control theory 2019 50h ETDIntroduction to machine learning 2019 20h ETD
ENSTA Paris Tech2A Control of dynamical systems 2016-2018 30h ETD
Total 617.5h ETD

Table 3.1: Synthesis of teaching activities between 2016 and 2023
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4 - List of publications
Publications by the author of the manuscript as of January 16, 2023. All the articles are available

on HAL. My name is written as J. Auriol, while the name of each student I supervised is written with
a specific color.

4.1 . Journal Papers with reviewing committee

J28 J. Redaud, J. Auriol, Y. Le Gorrec, In domain dissipation assignment of boundary controlled
Port-Hamiltonian systems using backstepping, Systems and Control Letters, 2024, [RALG24].

J27 J. Redaud, F. Bribiesca-Argomedo, J. Auriol, Output regulation and tracking for linear ODE-
hyperbolic PDE-ODE systems, Automatica, 2024, [RBAA24].

J26 L. Brivadis, C. Tamekue, J. Auriol, A comment on "Robust stabilization of delayed neural fields
with partial measurement and actuation" [Automatica 83 (2017) 262-274], Automatica, 2023,
[BTA22].

J25 J. Auriol, F. Bribiesca-Argomedo, F. Di Meglio, Robustification of stabilizing controllers for ODE-
PDE-ODE systems: a filtering approach, Automatica, vol. 147, p.110724, 2023, [ABADM23].

J24 J. Redaud, J. Auriol, S.-I. Niculescu, Stabilizing Output-feedback control law for Hyperbolic
Systems using a Fredholm transformation, IEEE Transactions on Automatic Control, vol.67
(12), p.6651-6666, 2022, [RAN22c].

J23 J. Auriol, F. Bribiesca-Argomedo, Observer design for n+m linear hyperbolic ODE-PDE-ODE
systems, IEEE Control Systems Society letters, vol .7, p.283-288, with presentation at the IEEE
Conference on Decision and Control, Cancun, 2022, [ABA22].

J22 J. Auriol, S. Kong, D. Bresch-Pietri, Explicit Prediction-based Control for Linear Difference Equa-
tions with Distributed Delays, IEEE Control Systems Society letters, with presentation at the
IEEE Conference on Decision and Control, Cancun, 2022, [AKBP22].

J21 J. Auriol, I. Boussaada, R. Shor, H. Mounier, S.-I. Niculescu, Comparing advanced control strate-
gies to eliminate stick-slip oscillations in drillstrings, IEEE Access, vol. 10, p.10949-10969,
2022, [ABS+22].

J20 N. Espitia, J. Auriol, H. Yu and M. Krstic, Traffic flow control on cascaded roads by event-
triggered output-feedback, International Journal of Robust and Non-linear Control (IJRNC),
2022, [EAYK22b].

J19 H. Yu, J. Auriol, M. Krstic, Simultaneous Downstream and Upstream Output-Feedback Stabi-
lization of Cascaded Freeway Traffic, Automatica, vol. 136, p.110044 2022, [YAK22].

J18 J. Auriol, D. Bresch-Pietri, Robust state-feedback stabilization of an underactuated network of
interconnected n+m PDE systems, Automatica, vol. 136, pp.110040, 2022, [ABP22].

J17 J. Redaud, J. Auriol, S.-I. Niculescu, Output-feedback control of an underactuated network of
interconnected hyperbolic PDE-ODE systems, Systems and Control Letters, vol. 154, p.104984,
2021, [RAN21b].

J16 J. Auriol, N. Kazemi, S.-I. Niculescu, Sensing and computational frameworks for improving drill-
string dynamics estimation, Mechanical Systems and Signal Processing, vol. 160, p.107836,
2021, [AKN21].
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J15 N. Kazemi, S. Nejadi, J. Auriol, J. Curkan, R. Shor, K. Inannen, S. Hubbard, I. Gates, Advanced
sensing and imaging for efficient energy exploration in complex reservoirs, Energy Report, vol.
6, p.3104-3118, 2020, [KNA+20].

J14 J. Auriol, U.J.F. Aarsnes, F. Di Meglio, R. Shor, Robust control design of under-actuated
2 × 2 PDE-ODE-PDE systems, IEEE Control Systems Society letters, vol. 5, no 2, p.469-
474, with presentation at the IEEE Conference on Decision and Control, Jeju Island, Korea,
2020, [AADMS20].

J13 S. Najedi, N. Kazemi, J.A. Curkan, J. Auriol, P.R. Durkin, S.M. Hubbard, K.A. Innanen, R.J.
Shor, I.D. Gates, Look ahead of the bit while drilling: potential impacts and challenges in the
McMurray Formation, SPE Journal, vol. 25, no 05, p.2194-2205, 2020, [NKC+20b].

J12 J. Auriol, Output-feedback stabilization of an underactuated cascade network of interconnected
linear PDE systems using a backstepping approach, Automatica, vol. 117, 2020, [Aur20].

J11 J. Auriol, R.J. Shor, U.J.F. Aarsnes, F. Di Meglio, Closed-loop toolface control with the bit
off-bottom, Journal of Process Control, vol. 90, p.35-45, 2020, [ASADM20].

J10 J. Auriol, F. Di Meglio, Robust output feedback stabilization for two heterodirectional linear
coupled hyperbolic PDEs, Automatica, vol. 115, p.108896, 2020, [ADM20].

J9 J. Auriol, N. Kazemi, R.J. Shor, K.A. Innanen, I.D. Gates, A sensing and computational frame-
work for estimating the seismic velocities of rocks ahead of the drill bit, IEEE Transactions on
Geoscience and Remote Sensing, vol. 58, no 5, p.3178-3189, 2019, [AKS+19].

J8 U.J.F. Aarsnes, J. Auriol, F. Di Meglio, R.J. Shor, Estimating friction factors while drilling, Journal
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5 - Introduction: Practical Control of
Networks of hyperbolic systems

5.1 . General context

Distributed parameter systems provide a natural representation of industrial processes involving
the evolution of quantities in time and space. In particular, hyperbolic partial differential equations
play a crucial role in the mathematical description of transport phenomena with finite propagation
speeds, e.g., transport of matter, sound waves, and information. Networks of hyperbolic systems,
possibly coupled with Ordinary Differential Equations (ODEs), constitute an essential paradigm to
describe a wide variety of large complex systems, including electric transmission lines [MWTA00],
gas flow pipelines [RNM15]-[GD11], heat exchangers [XS02], flexible structures [PH22], traffic flow
[AHB08, YK23], oil well drilling [Aam16, AS18], open channel flow [CANB99], [dHPC+03], or mul-
tiphase flow [DM11, DBVdHJ10, DBAR12]. Controlling and monitoring networks of hyperbolic sys-
tems are difficult control engineering problems due to the distributed nature of the different
subsystems composing the network (time and space dependency), the possibly involved graph struc-
ture of the network, and the physical/economic infeasibility of placing sensors and actuators
everywhere along the spatial domain. The stringent operating, environmental and economical re-
quirements and the high mathematical complexity of these systems explain why traditional control
methods exhibit a limited range of applicability and have not been successful at high technology
readiness levels (TRLs) [ADM20, CZ12]. Thus, the theory of control of distributed parameter sys-
tems needs substantial advancements to achieve control and estimation objectives for such network
structures.

The analysis of networks of balance laws is motivated by challenging recent engineering problems.
For instance, such systems can model oil and gas pipelines. Since leaking pipelines cause economic
losses and severe environmental damage, it is crucial to detect and locate leaks accurately [AA22].
Although internal monitoring methods (based, e.g., on ultrasound [Qid09]) detect leakages accu-
rately, they are expensive and may require distributed measurements all along the network. This is
why external methods based on estimations of the distributed states have been recently developed
for simple network configurations [AA22]. Similarly, controlling traffic networks is essential in the
near future for reducing contamination and fluidifying the density of cars on the roads. The traffic
on a single freeway segment can be modeled by a set of hyperbolic equations (known as the ARZ
model [YK23]), and stabilizing controllers that suppress stop-and-go oscillations have been designed
in [YK23, ZPQ19]. However, when considering a general freeway network configuration, there is an
effect on traffic flow stability from freeway branches merging or diverging, from branches looping back
or forming a “beltway.” Therefore, the controllability of general networks of ARZ models, with in-
puts at various locations along the interconnected freeway branches, is a complex question. Indeed,
before designing stabilizing controllers to suppress stop-and-go oscillations, one must determine the
input locations and actuation types that make the system controllable. These two challenging exam-
ples may explain the tremendous scientific interest in the design of stabilizing controllers for networks
of hyperbolic systems.

5.1.1 . Boundary control of elementary hyperbolic systems
Before considering complex network structures, different theoretical approaches have been devel-

oped during the last decades to design boundary controllers and observers for one-dimensional linear
balance law systems [BC16, Chap. 5]. Among them, one can find flatness-based controllers [MZ04,
SDMKR13], optimization controllers [Lio71] or Lyapunov-based controllers [CBdN08, Cor09, PGW12]
that have for instance enabled the design of dissipative boundary conditions [CBdN08, Cor09]. In
this context, the backstepping approach [KS08] is a constructive method with some distinguishing
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features. It consists of performing an invertible change of variables (using an integral transforma-
tion) to map the original system into a simpler form (called "target system") amenable to analysis,
control, and observer design. This results in explicit controllers, similar to classical finite-dimensional
counterparts, expressed as functionals of the distributed states. The backstepping approach was ini-
tially introduced in [SK04] for a class of parabolic equations before producing results for wave equa-
tions [KGBS08] and linear (or quasilinear) hyperbolic systems [CVKB13, ADM16a, CHO17, DG19,
ADM18, ADM16b]. A complete history of the backstepping method for Partial Differential Equations
(PDEs) and of its extensions has been given in [VK17]. Interestingly, for linear hyperbolic systems, one
of the major by-products of the backstepping controllers is to (partially) solve the finite-time stabiliza-
tion and observability problems stated in [Rus72, Rus78b] and generalized by Tatsien Li in [Li10]. The
reader is referred to [CN20, CN21a] for the most recent results on the optimal finite-time stabilization
of homogeneous quasilinear hyperbolic systems.

One of the main difficulties with the backstepping method is finding a suitable target system.
It should be simple enough to allow the design of the control law. Still, in the meantime, one must
prove the existence of a transformation mapping the original system to the desired target system. The
choice of the target system directly impacts the closed-loop performance. The general question of
reachable target systems is still an open problem. For hyperbolic equations, they were usually chosen
as finite-time stable [CN21a], thereby shadowing the robustness properties of the corresponding closed-
loop systems [LRW96, MVZ+09]. These robustness limitations may come from uncertainties in the
parameters, disturbances acting on the system, noise on the measurements, neglected dynamics, or
delays acting on the actuators. It has been observed (see [DLP86, LRW96]) that for many feedback
systems, the introduction of arbitrarily small time delays in the loop may cause instability for any
feedback. In particular, the controllers designed to guarantee finite-time stability are usually non-
strictly proper and therefore may have zero robustness margins. In [ADM20], the authors introduced
tuning parameters in the design, thus guaranteeing potential trade-offs between different specifications
(namely delay-robustness and convergence rate). The main idea behind these modifications was to
avoid the complete cancellation of the reflection terms at the boundaries of the spatial domain of the
PDE. The gained robustness comes at the price of degraded performance. A general robustification
procedure was proposed in [ABADM23]. This robustification was achieved by the design of appropriate
filters, generalizing the approaches in [BSBADLE19, ABP22]. As it will appear in its manuscript, the
questions related to the choice of the target system in terms of closed-loop properties are exacerbated
when applying the backstepping methodology to networks of PDEs.

Interestingly, hyperbolic systems of linear balance laws have strong connections with a specific
class of neutral-type time-delay systems. The earliest link is made through D’Alembert’s for-
mula [D’A49] that transforms a wave equation into a difference equation. More generally, using the
method of characteristics, systems of linear first-order uncoupled hyperbolic PDEs can be transformed
into difference equations. In [Rus78a, Rus91], the existence of a mapping between the solutions of
potentially coupled linear first-order hyperbolic PDEs and zero-order neutral systems is proved using
spectral methods. In [KK14], the mapping is proved to be unique and is explicitly constructed for
a single hyperbolic equation with a reaction term. Furthermore, in [KK14], the authors have stated
that the stability analysis is easier while converting the PDEs to a time-delay form. Indeed various
methods have been proposed for the stability and robustness analysis of neutral systems, such as nec-
essary and sufficient stability conditions based on complex analysis [BC63, HL02]. These connections
were being generalized in [ADM19]: using appropriate backstepping transformations, a general class
of hyperbolic systems can be rewritten as a set of simpler Integral Delay Equations (IDEs). This
representation allowed the development of new tools for the analysis and control design of hyperbolic
systems [BSBAA+19, Aur18, AdAV20]. Therefore, such a time-delay representation of hyperbolic
systems will be a cornerstone of the methods we present in this manuscript.

5.1.2 . From elementary systems to networks
Interconnections of hyperbolic systems (potentially coupled with ODEs) are not a new problem

as such networks naturally arise in multiple industrial processes (e.g., electric power transmission sys-
tems [SWGR13], or traffic networks [YK23]). In particular, interconnections with a cascade chain
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structure have received specific attention [AS18]. Indeed, this sub-class of networks can model
challenging industrial processes as the propagation of torsional waves in drilling systems [AS18] or
deepwater construction vessels [SWS10]. Most constructive control designs for such systems are based
on the backstepping approach. Of particular note are results concerning cascaded interconnections
of hyperbolic PDE-ODE systems, such as [Aam12, DG21, ABABS+18]. For ODE-PDE-ODE con-
figurations, an output-feedback controller has been designed in [DGK18] based on assumptions that
guarantee the existence of a Byrnes–Isidori normal form for one of the ODE. These restrictions are
partially avoided in [BSBADLE19], where the control design relies on a rewriting of the intercon-
nection as a time-delay system. This approach was later extended in [WK20] to encompass a state
observer. Some recent developments have also been obtained for interconnected PDE systems with
non-linear ODEs using a modular design of tracking controllers [IGDR21]. In [Aur20], the author
designed a stabilizing output feedback controller for a chain composed of an arbitrary number of
scalar subsystems using a recursive backstepping transformation. This approach was generalized
in [RAN21b] by introducing a new recursive dynamics framework. This new framework is modular
since the control law only requires simple properties for each subsystem (controllability, trackability,
observability, predictability).

In most (if not all) of the contributions listed above, the actuators (or sensors) were always at one
end of the chain. There are several situations in which the actuator may be placed at an arbitrary chain
node. For instance, when developing traffic control strategies on vast road networks, the actuator
(ramp metering) can be located at a crossroad (junction of two roads) [YK23]. Having an actuator
located at one of the intersection nodes of the chain raises challenging controllability questions.
In most cases, such interconnected systems may not be controllable, and appropriate controllability
conditions must be derived [RAN22c]. Under appropriate spectral controllability/observability condi-
tions [Pan76, Mou98], it becomes possible to design a stabilizing control law, as it will be shown in this
manuscript. Spectral approaches have been developed for networks of wave equations in a broader
configuration detailed below. However, to our knowledge, no existing contributions solve the problem
for an arbitrary chain composed of non-scalar balance laws subsystems with arbitrary actuator/sensor
locations.

Beyond the (relatively) simple cascade structure, some systems can only be expressed using more
general network topologies, such as star-shaped networks (i.e., networks with a central vertex belong-
ing to all edges) [DZ06, GS10], tree-shaped networks (i.e., networks without cycles) [BY15, PR14]
or cycles [DZ06]. A graph representation has been proposed in [DZ06] for arbitrary networks of wave
equations. Such complex network structures have attracted much research effort [BCG+14, DZ06].
For instance, the exact controllability of nodal profile for quasilinear hyperbolic systems in a tree-
like network has been assessed in [GL11] using the method of characteristics. It has been shown
that depending on the graph structure, some types of controllability (exact/approximate) may not be
obtained [TW09]. To identify reflections of graph-theoretic notions on the system properties, the con-
cept of structural controllability has been introduced in [Lin74]. As there is a gap between knowing
the controllability properties of the system and the design of constructive control laws, different ap-
proaches have been proposed for designing stabilizing controllers. PI boundary controllers have, for
instance, been considered in [BCT15] for fully actuated tree-like networks (i.e., with one control input
per vertex), establishing stability conditions with quadratic Lyapunov functions. In [SWGR13], the
authors consider a flatness-based feedforward control design. For networks of wave equations, most
contributions [BY15, DZ06] use spectral methods based on eigenvalues. Although these eigenvalues
cannot be explicitly computed, obtaining specific information on their asymptotic behavior is possible.
Alternative approaches based on reformulating the systems as non-autonomous difference equations
are given in [CMS16].

5.1.3 . General objective
The general objective of this manuscript is to present some recent developments for the practical

control of networks of linear hyperbolic systems. The proposed control strategies are said to be
practical in the sense that they are constructive and easily implementable. We will show how to obtain
sufficient conditions to guarantee the output-feedback stabilization of a large class of networks of
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ODE-PDE-ODE systems. These sufficient conditions correspond to rank conditions for the associated
control/observer operators. To go beyond these limitations and investigate more complex networks
and underactuated systems that do not necessarily verify these conditions, we show that it is crucial
to focus on the structural properties of the network. In particular, we will focus on interconnections
of hyperbolic systems with a chain structure and introduce novel and original control strategies. We
will also show how to apply these strategies to industry-inspired test cases. In the rest of this chapter,
we present the generic mathematical representation we use to describe the class of systems under
consideration. We then introduce some elementary properties and definitions that will be required in
the rest of the manuscript. We show that the proposed representation covers many examples already
considered in the literature. Finally, we present the complete outline of the manuscript.

5.2 . Systems under consideration, well-posedness and control objectives

5.2.1 . Generic representation of interconnected systems
In this section, we give a generic mathematical representation that can describe any arbitrary

network configuration of linear hyperbolic equations potentially coupled with ODEs (see Section 5.3
for examples). Although constructive control designs require specific structural assumptions, this
representation will allow us to introduce preliminary results that will be milestones for the develop-
ments we present in this manuscript. More precisely, we consider in this manuscript the following
general n×m linear hetero-directional hyperbolic system coupled through its boundaries with linear
ODEs 

Ẋ(t) = A0X(t) + E0v(t, 0) +BXU(t),
u(t, 0) = C0X(t) +Qv(t, 0) +BuU(t),
∂tu(t, x) + Λ+∂xu(t, x) = Σ++(x)u(t, x) + Σ+−(x)v(t, x),
∂tv(t, x)− Λ−∂xv(t, x) = Σ−+(x)u(t, x) + Σ−−(x)v(t, x),
v(t, 1) = Ru(t, 1) + C1Y (t),

Ẏ (t) = A1Y (t) + E1u(t, 1),

(5.1)

which is defined for almost every (t, x) ∈ [0,+∞) × [0, 1]. The state of the system is denoted
(X(t), u(t, ·), v(t, ·), Y (t)) and belongs to the space χ, defined by

χ = Rp × L2([0, 1],Rn)× L2([0, 1],Rm)× Rq, (5.2)
where p, n,m and q are positive integers. The associated χ−norm is defined by

||(X(t), u(t, ·), v(t, ·), Y (t))||χ =
√
||X(t)||2Rp + ||u(t, ·)||2L2 + ||v(t, ·)||2L2 + ||Y (t)||2Rq , (5.3)

i.e., the square of this norm corresponds to the sum of the squares of the usual Euclidean or L2-norm
of each component. The matrices Λ+ and Λ− are diagonal and represent the transport velocities.
We have Λ+ = diag (λi) and Λ− = diag (µi) and we assume that their coefficients satisfy

−µm < · · · < −µ1 < 0 < λ1 < · · · < λn.

These transport velocities are assumed to be constant. However, all the results we present in this
manuscript can be easily extended to space-dependent transport velocities at the cost of technical
and lengthy computations. We denote τ the maximum transport delay for the PDE system

τ = max
i,j

(
1

λi
+

1

µj
). (5.4)

The spatially-varying coupling matrices Σ·· are regular matrices (we assume here that each coefficient
of the matrix is a continuous function). Without any loss of generality, we can assume that the
diagonal entries of Σ++ and Σ−− are equal to zero, i.e., we have

∀ x ∈ [0, 1], ∀ 1 ≤ i ≤ n, ∀ 1 ≤ i ≤ m, Σ++
i,i (x) = Σ−−

j,j (x) = 0. (5.5)
54



Indeed, these diagonal terms can be transferred to the anti-diagonal terms using an exponential change
of variables [CVKB13]. The control input is denoted U(t) ∈ Rr, where r is a positive integrer. The
different constant coupling matrices satisfy A0 ∈ Rp×p, E0 ∈ Rp×m, BX ∈ Rp×r, Bu ∈ Rn×r, C0 ∈
Rn×p,A1 ∈ Rq×q, E1 ∈ Rq×n, C1 ∈ Rm×q,R ∈ Rm×n,Q ∈ Rn×m. Due to the matricesBX andBu,
the control input can directly act on the ODE state X or the PDE boundary u(t, 0). Nevertheless,
in what follows, we do not consider the case where the PDE and the ODE can be simultaneously
actuated, which means that either BX ≡ 0 or Bu ≡ 0. Finally, we consider the case of uncollocated
measurements:

y = CY Y (t) + Cuu(t, 1), (5.6)
where CY ∈ Rd×q and Cu ∈ Rd×n, where d is a positive integer. Again, we consider that we do not
simultaneously measure the PDE and ODE states, which means either CX ≡ 0 or Cu ≡ 0. The case
of collocated measurements can be solved using analogous methodologies.

5.2.2 . Well-posedness
Throughout the manuscript, we will design controllers that stabilize the system (5.1) in the sense

of the χ-norm. However, to simplify the analysis (for instance, in Chapter 9 where we consider the
pointwise evaluation of the states u and v), it might be interesting to require stronger regularity
properties for the system. More precisely, we will consider that the state of the system remains in the
following space

χ0 = Rp ×H1([0, 1],Rn)×H1([0, 1],Rm)× Rq, (5.7)
where the associated χ0-norm is defined by

||(X(t), u(t, ·), v(t, ·), Y (t))||χ0 =
√
||X(t)||2Rp + ||u(t, ·)||2H1 + ||v(t, ·)||2H1 + ||Y (t)||2Rq . (5.8)

We then have the following well-posedness result for the open-loop system.

Theorem 5.2.1.

For every initial condition (X0, u0, v0, Y0) ∈ χ0 that verifies the compatibility conditions
u0(0) = C0X0 +Qv0(0), v0(1) = Ru0(1) + C1Y0, (5.9)

there exists one and one only
(X,u, v, Y ) ∈ C1([0,∞), χ) ∩ C0([0,∞), χ0),

which is a solution to the open-loop Cauchy problem (5.1) (i.e., U ≡ 0). Moreover, there ex-ists κ0 > 0 such that for every (X0, u0, v0, Y0) ∈ χ0 satisfying the compatibility conditions,the unique solution verifies
||(X(t), u(t, ·), v(t, ·), Y (t))||χ ≤ κ0eκ0t||(X0, u0, v0, Y0)||χ, ∀t ∈ [0,∞). (5.10)

Proof : The proof can be adjusted from [BC16, Theorem A.1, Theorem A.6]. It relies on Lumer-Philipps
theorem [LP61, Paz12]. ■

This theorem (and most of the results presented in the manuscript) could be adjusted to deal with
weak solutions to the Cauchy problem (5.1), as shown in [BC16]. However, this would be at the cost
of involved technical computations. It is important to emphasize that Theorem 5.2.1 only shows the
well-posedness in open-loop. The closed-loop well-posedness could be shown using the admissibility of
the control operator [Cor09] (since the control law we design will be continuous in time) or adjusting
the proof of Theorem 5.2.1. The compatibility condition (5.9) may be changed in closed-loop to
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encompass the effect of the feedback law that has been designed. Thus, it may appear artificial
and rather stringent, as it requires very specific values of the initial conditions. However, as shown
in [CVKB13], it is possible to modify our control laws in a way that, without losing the stabilizing
properties, does not require any specific values in the initial values beyond the natural conditions.
Moreover, the different control strategies proposed throughout the manuscript rely mainly on the
backstepping methodology [KS08]. Using invertible and bounded transformations, the closed-loop
system can be mapped to a target system for which usual well-posedness results (as Theorem 5.2.1)
can be straightforwardly applied. Consequently, the original and target systems share equivalent
regularity and stability properties. This is why the well-posedness of the closed-loop system will not
be discussed.

5.2.3 . Stabilization Objectives
Stabilizing controllers

The main objective of this manuscript consists in designing output feedback controllers that stabilize
the system (5.1) in the sense of the following definition.

Definition 5.2.1 The zero equilibrium of the closed-loop system (5.1) is exponentially stable if there
exist κ0 and ν > 0 such that for any initial condition (X0, u0, v0, Y0) ∈ χ, we have

||(X(t), u(t, ·), v(t, ·), Y (t))||χ ≤ κ0e−νt||(X0, u0, v0, Y0)||χ 0 ≥ t
Even if the state of the system lies in the space χ0, we only consider its stability properties in the
sense of the χ-norm, which can somehow be related to the global energy of the system. Several
contributions in the literature considered the stabilization of (5.1) using various techniques, e.g.,
Byrnes–Isidori normal in [DGK18], inversion of the ODE dynamics in [BSBADLE17]. However, a
large number of the proposed controllers feature vanishing robustness margins. Indeed, as detailed
in [LRW96, CZ12, HL02], controls laws designed to stabilize hyperbolic systems can result in unstable
closed-loop systems in the presence of arbitrarily small delays in the feedback loop or uncertainty in
some parameters. To design stabilizing control laws for the class of system (5.1), it may be convenient
either to cancel the reflection terms in the PDE or to inverse the ODE dynamics using high-order
derivatives. Although such approaches considerably simplify the design, the resulting control laws are
not strictly proper, which may result in vanishing robustness margins [ABABS+18] (which is a major
difference with finite-dimensional linear time-invariant systems). In this manuscript, we aim to design
robust stabilizing controllers.

Stability and robustness concepts

We now introduce some stability and robustness concepts useful in the whole manuscript. In particular,
we emphasize the links between exponential stability in the sense of Definition 5.2.1 and the transfer
function associated to (5.1) (see [CM09]). In what follows, the multivariable extensions of the Wiener
algebra or the Callier Desoer functions (as well as the corresponding Laplace transforms) will be
denoted with aM (e.g.M(B̂(0))). We refer the reader to the Notation section for a proper definition
of the different algebras we use in the rest of this section. For the Callier-Desoer class, we have the
following simple representation:

B̂(0) = Â−(0)[R∞(0)]−1,

where
R∞(0) = {f ∈ Cp(s) | f has no poles in C0 and is nonzero at ∞},

where Cp(s) denotes the algebra of proper rational transfer functions with complex coefficients. We
now recall several results adjusted from [CM09].

Definition 5.2.2 If a system maps every input U in L2(0,∞) to an output y in L2(0,∞), and
if supU ̸=0

||y||2
||U ||2 < ∞, the system is stable. A transfer function G(s) is proper if for sufficiently

large ρ, sup
Re(s)≥0,|s|>ρ

|G(s)| <∞. If the limit of G(s) at infinity exists and is 0, G is said to be strictly

proper.
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Theorem 5.2.2.

A linear system is stable if and only if its transfer function G belongs to H∞ = {G : C+ →
C |G analytic and sup

Re(s)>0
|G(s)| <∞}, with the norm ||G||∞ = sup

Re(s)>0
|G(s)|. In this case, the

function G is called a stable transfer function.
Consider now a feedback controller K ∈MB̂(β). We have the following definition from [CZ12].

Definition 5.2.3 The feedback system (G,K) (where G, K ∈ MB̂(β)), is said to be β−input-
output stable if and only if

1. There exists a ρ > 0 such that

inf
s∈C−β , |s|≥ρ

|det(Id−G(s)K(s))| > 0;

2. The transfer matrices S = (Id−GK)−1, KS, SG, and I +KSG are inMÂ−(β).

K is called a β−stabilizing controller for G. If β = 0, we use the expression input-output stable, and
we call K a stabilizing controller.

Recall that f ∈ Â−(β) is holomorphic and bounded on C−β and sup
s∈C−β

≤ ||f ||β . In the Laplace

domain, the closed-loop stability properties for a given controller may then be analyzed by focusing
on the characteristic equation. In particular, it is crucial to show that S does not have any poles
in the closed right-half plane. The reader is referred to [LGM99] for the links between the spectral
radius and the spectral bound of the associated semigroup (the so-called spectrum-determined growth
condition). However, as shown in the next sections, specific properties exist for time-delay systems
of neutral type. Finally, we recall different robustness concepts

Definition 5.2.4 (w-stability [CZ12]) Consider a plant transfer function G ∈ MB̂(0) and a feed-
back controller K ∈ MB̂(0). The closed-loop system is w-stable if and only if for any approximate
identity Iδ (where 0 ≤ δ < µ), the closed-loop transfer function GK (I + IδGK)−1 is stable. An
approximate identity is a family of transfer functions Iδ ∈MÂ−(0) such that

1. ∥Iδ∥∞ < 1 , I0 = I;

2. On every compact set of C+
0 , Iδ converges to I when δ goes to zero.

Suppose that (G,K) is input-output stable. Then (G,K) is w-stable if there exists a ρ > 0 such that

sup
{s∈ C+

0 | |s|>ρ}
||G(s)K(s)|| < 1. (5.11)

Approximate identities may include more general transfer functions than the ones stemming from
uncertainties on the delays. Thus, w-stability implies delay-robust stability in the sense of [LRW96].
It also includes robustness with respect to some uncertainties (but not all, since it has been shown
in [ADM20] that approximate identities cannot model uncertainties in the transport velocities).

Definition 5.2.5 Let G and G∆ be transfer matrices inMB̂(0). A perturbation ∆a ∈MB̂(0) is an
admissible multiplicative uncertainty if G∆ = (I+∆a)G, if ∆a has no poles on the imaginary axis, and
if G and G∆ have the same number of unstable poles in C̄+. It is an admissible additive uncertainty
if G∆ = G +∆a and if either ∆a is a transfer matrix satisfying the previous requirements, which is
strictly proper on C̄+, or it is a stable perturbation. If G = M̃−1Ñ is a left-coprime factorization of G
over MÂ−(0) [CZ12], a perturbation (∆N ,−∆M ) ∈ MÂ−(0) is an admissible left-coprime-factor
uncertainty if det(M̃ +∆M ) ∈ Â∞(0) and G∆ = (M̃ +∆M )−1(Ñ +∆N ).
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Toward robust stabilization

The objective of this manuscript consists in designing stabilizing controllers for the system (5.1) in
the sense of Definition 5.2.1, but that also are w-stable and robust in the sense of Definition 5.2.5.
Several solutions have been proposed in the literature to overcome possible robustness issues while
designing stabilizing controllers. A first solution was to cancel only a part of the reflection terms in
the PDE, using a convolutional procedure as performed, e.g., in [AA19, Woi13, MZ04]. Although
somehow standard, this approach presents the drawback of not distinguishing the effects of high and
low frequencies in terms of stability and robustness. In addition, such an approach can be chal-
lenging when considering chains with many subsystems. An alternative approach has been proposed
in [BSBADLE19, ABP22]. It combines the proposed non-proper control law with a well-tuned low-
pass filter. The resulting control law then becomes strictly proper, which guarantees the existence of
robustness margins. We will show in the next chapter how this approach can be generalized to obtain
a filtering methodology that robustifies stabilizing control laws for the system (5.1). This filtering
technique will simplify the design of stabilizing controllers for the proposed class of systems as it
dissociates the stabilization problem from the robustness problem.

5.3 . Examples of networks and stabilizing control laws

The framework proposed by the representation (5.1) is extremely broad and can describe various
interconnected systems. Under specific structural assumptions, system (5.1) corresponds to simple
configurations for which the control design becomes simple. In this section, we give some examples
that have either been studied in the literature or will be analyzed in the manuscript. These examples
are crucial as they allow the development of specific techniques that can be generalized to complex
networks.

5.3.1 . Heterodirectional linear coupled hyperbolic PDEs
Choosing A0 ≡ E0 ≡ C0 ≡ BX ≡ A1 ≡ E1 ≡ C1 ≡ 0, Bu = In, X(0) = 0 and Y (0) = 0,

system (5.1) can be rewritten as a system of heterodirectional linear coupled hyperbolic PDEs:

∂tu(t, x) + Λ+∂xu(t, x) = Σ++(x)u(t, x) + Σ+−(x)v(t, x),

∂tv(t, x)− Λ−∂xv(t, x) = Σ−+(x)u(t, x) + Σ−−(x)v(t, x),

v(t, 1) = Ru(t, 1), u(t, 0) = Qv(t, 0) + U(t).

This class of system corresponds to balance laws [BC16] and can model wave propagation, traffic
network systems [YK23], electric transmission lines [LLM+16], hydraulic channels [dHPC+03], or
communication networks. It is schematically pictured in Figure 5.1.

U(t)
u(t, x)

v(t, x)

Σ−+ Σ+− RQ

0 1 x

Figure 5.1: Schematic representation of a heterodirectional linear hyperbolic PDE system.
For this class of systems, stabilizing control laws have been designed in [HDMVK16, ADM16a,

CHO17] using the backstepping approach [KS08]. The proposed controllers guarantee finite-time
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stabilization. However, they require the cancellation of the reflection term Qv(t, 0), which results in
a non-strictly-proper controller. This raises some robustness issues with respect to small delays in the
loop [AAMDM18]. Modifications have been proposed in [ADM19] (by canceling only a part of the
reflection terms) to guarantee the existence of robustness margins.

5.3.2 . ODE-PDE-ODE system with scalar hyperbolic states

In the case where n = m = 1 and Bu ≡ 0, system (5.1) corresponds to an ODE-PDE-ODE
system with scalar hyperbolic states. This structure naturally arises when considering linear systems
of balance laws with finite-dimensional actuators and load dynamics. It is the case of drilling devices
where the PDE part of the system corresponds to the propagation of the mechanical wave, while
the actuated ODE corresponds to the top drive and the unactuated ODE models the Bottom Hole
Assembly (BHA) at the end of the drilling pipe. We consider such a system in Chapter 10. Similarly,
Unmanned Aerial Vehicles (UAV)-cable-payload structure [WK20], or mining cable elevators [WK22]
can be modeled by ODE-PDE-ODE systems. A schematic representation of such a configuration is
given in Figure 5.2.

Ẋ = A0X + E0v(t, 0)

+BXU(t)

u(t, x)

v(t, x)

Σ−+ Σ+− RQ

C0

E0 C1

E1

Ẏ = A1Y + E1u(t, 1)

0 1 x

Figure 5.2: Schematic representation of an ODE-PDE-ODE system.
For this class of systems, stabilizing controllers have been designed in [WKP18, DGK18] or

in [BSBADLE19]. However, most of the proposed designs, even though mathematically correct, pos-
sess a zero robustness margin. In [BSBADLE19], the proposed control law combines the backstepping
approach with a Laplace analysis. Several assumptions were required to guarantee exponential stabil-
ity. A low-pass filter has been added to the control law to make it strictly proper, thus guaranteeing
the existence of robustness margins.

5.3.3 . Cascade network of interconnected PDEs

In [Aur20], we detailed the design of a robust stabilizing output feedback control law for an
underactuated cascade network of n systems of two heterodirectional linear first-order hyperbolic
Partial Differential Equations interconnected through their boundaries, only one of the subsystems
being actuated. Such a network is pictured in Figure 5.3. This class of system may appear when
considering oil production systems made of networks of pipes (whose principal line is known as the
manifold) [MJ17] or traffic network systems [YAK22]. Such a system can be recast under the form(5.1) using a technique referred to as folding (see [Aur20, ABP22] for details). The control strat-
egy proposed in [Aur20] combines successive backstepping transformations with a specific cascade
structure. However, it is hardly generalizable to other types of interconnections. An extension for
two coupled n +m hyperbolic systems has been proposed in [ABP22], combining the backstepping
approach with a flatness-based feedforward tracking control design. The case of a cascade of n+m
hyperbolic systems will be deeply analyzed in Chapter 8.

5.3.4 . Interconnected PDE-ODE systems

The framework proposed by system (5.1) can describe interconnections of ODEs and PDEs sub-
systems in a cascade structure. Each subsystem may be actuated. Such a configuration is described
in Figure 5.4 in the case of N subsystems.
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Figure 5.3: Schematic representation of a chain of linear PDE subsystems.
Uj(t)

Subsystem j . . .. . .

U1(t)

Subsystem 1

UN (t)

Subsystem N

Figure 5.4: Schematic representation of a chain of ODEs/PDEs subsystems.

5.4 . Organization of the manuscript

The framework proposed in system (5.1) can describe complex networks composed of intercon-
nected elementary hyperbolic/ODEs subsystems. The different subsystems are called elementary
in that if taken alone, we already know how to design stabilizing output-feedback control laws for
such subsystems. In that sense, the framework given by equations (5.1) is comprehensive and can
describe various interconnected systems. Therefore, it legitimates the investigation of the controlla-
bility/observability properties of the system (5.1) in its most generic form. In Chapter 6, we present
two important technical results used in the whole manuscript. First, we will show that the system (5.1)
has equivalent stability properties to those of a time-delay system of neutral type. This representation
will simplify the design of stabilizing controllers. Then, we will present a robustifying methodology
that will simplify the design of robust stabilizing controllers for the proposed class of systems as it
dissociates the stabilization problem from the robustness problem.

In Chapter 7, we give general assumptions under which it becomes possible to design stabilizing
output feedback controllers. However, we will show that these assumptions are restrictive as we will
exhibit some simple examples that do not fulfill them and for which we can still design stabilizing con-
trollers. Indeed, it is essential to emphasize that equations (5.1) give a general representation that may
not always be the most suitable for all systems since it could hide specific network/cascade structures
of the system that could be leveraged in the control design. In particular, we will focus in Chapter 8
on chains of subsystems actuated at one extremity of the chain. We will give generic conditions to
design stabilizing control laws using a recursive interconnected framework. These conditions are less
restrictive than those proposed in Chapter 7 but require a specific cascade structure.

Beyond the network’s structure, the available actuators/sensors’ location is crucial to design
an appropriate stabilizing output feedback law. It has been recently shown that depending on the
actuators/sensors’ locations, the system may not be controllable/observable [RAN22c]. In Chapter 9,
we will consider the case of interconnected scalar hyperbolic systems but with the actuator located at
one junction (and not at the extremity of the chain). We will prove that under appropriate spectral
controllability conditions, designing a stabilizing control law is possible based on Fredholm integral
equations.

These specific cases only cover some of the possible configurations. However, the different theo-
retical tools we introduce in the manuscript for stabilizing cascade systems and simple underactuated
systems can become milestones to designing output feedback controllers for more complex networks
with arbitrary actuators/sensor locations. Moreover, the proposed approaches can be used to solve
challenging application cases. In particular, we will focus in Chapter 10 on estimating the drill bit
source signature in a drilling device. In Chapter 11, we will consider the stabilization of stop-and-go
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oscillations in traffic networks.
Finally, we will conclude the manuscript with some perspectives to develop a systematic frame-

work for the practical control of networks of linear hyperbolic systems. More precisely, a network
could be described as a graph: each node corresponding to an elementary subsystem and each edge
corresponding to the interconnection laws (boundary conditions) between the different subsystems.
Therefore, the objective will be to enhance the qualitative analysis and generalize the proposed tech-
niques to understand the links between the structure of the network (e.g., number of cycles, incidence
matrix) and its controllability/observability properties for a given position of actuators/sensors.
We aim to characterize the possible actuators/sensors configurations for a given graph structure
that guarantee controllability/observability. We will also discuss introducing tuning parameters in the
design to guarantee potential trade-offs with respect to implementation constraints. This will also em-
phasize the need for generic analytical techniques to quantify closed-loop performances with respect
to industry-inspired performance indices (e.g., sensitivity, robustness margins, data sampling, conver-
gence rate, and computational effort). We will also propose some discussions related to numerical
integration and model reduction questions.
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6 - Time-delay representation and ro-
bustification

It has been long noticed that some linear hyperbolic systems of Partial Differential Equations can
be represented as difference time-delay systems. The earliest links were made through D’Alembert’s
formula [D’A49] that transforms a wave equation into a difference equation. More generally, using
the method of characteristics, systems of linear first-order uncoupled hyperbolic PDEs can straight-
forwardly be transformed into difference equations. In [Rus91, Rus78a], the existence of a mapping
between the solutions of potentially coupled hyperbolic PDEs and zero-order difference systems is
proved using spectral methods. In [KK14], the mapping is proved to be unique and is explicitly de-
rived for a single hyperbolic equation with a reaction term. Furthermore, the authors have stated that
the stability analysis is easier when converting the first-order hyperbolic PDEs to a delay equation.
These connections were extended in [ADM19] where it was shown that hyperbolic systems of linear
balance laws could be rewritten as a set of simple neutral-type time-delay systems, namely Integral
Delay Equations (IDEs). This representation has allowed the extension of time-delay systems meth-
ods (see [HVL93, Nic01]) to hyperbolic systems, thus simplifying the control design or the robustness
analysis [ADM19]. In this chapter, we first show that such a time-delay representation can be ob-
tained for the class of system (6.1). Introducing appropriate backstepping transformations [KS08], we
show that the networks under consideration share equivalent stability properties to those of (IDEs).
This time-delay representation will be crucial in the design of stabilizing controllers we propose in the
following chapters.

Throughout this manuscript, we want to design practical control strategies in the sense that
the associated controllers should be constructive, easily implementable, and guarantee the existence
of robustness margins. It has been observed in [LRW96, CZ12, AAMDM18] that introducing ar-
bitrarily small time delays in the loop may cause instability for many hyperbolic systems. In most
cases, such a lack of robustness is induced by the fact that the proposed controller is not strictly
proper [AAMDM18, Aur18]. Indeed, classical control strategies may require canceling reflection
terms or inverting dynamics to simplify the design. Therefore, in the second part of this chapter, we
introduce a robustifying technique that will simplify the control design by decoupling the design
of a stabilizing control law from its robustification. This robustification is achieved by introducing
appropriate filters that, when applied conjointly with the (possibly) non-strictly proper controller, will
ensure robust stability of the closed-loop dynamics. This technique will considerably simplify the
design we propose in the following chapters. It extends the approach derived in [Mor94, Mor95] for
wave equations. Below, we rewrite system (6.1) for the sake of completeness

Ẋ(t) = A0X(t) + E0v(t, 0) +BXU(t),
u(t, 0) = C0X(t) +Qv(t, 0) +BuU(t),
∂tu(t, x) + Λ+∂xu(t, x) = Σ++(x)u(t, x) + Σ+−(x)v(t, x),
∂tv(t, x)− Λ−∂xv(t, x) = Σ−+(x)u(t, x) + Σ−−(x)v(t, x),
v(t, 1) = Ru(t, 1) + C1Y (t),

Ẏ (t) = A1Y (t) + E1u(t, 1),

(6.1)

the different parameters being defined in Section 5.2. This chapter is inspired by the results of [ADM19,
ABADM23].

6.1 . Time-delay formulation

In this section, we adjust the results from [ADM19] to rewrite (6.1) as a time-delay system. The
proposed approach relies on successive backstepping transformations [KS08] that will move in-domain
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coupling terms from the PDE equations. Using the method of characteristics, obtaining the desired
time-delay system will then become possible.

6.1.1 . Integral transformations
First integral transformation: removing in-domain coupling terms

Inspired by [CHO17], we first combine two integral transformations to move the local coupling
terms Σ·· to the actuated boundary (in the form of integral terms). Due to these transformations,
non-local coupling terms and ODE terms will appear in the system. Consider the following Volterra
transformation, similar to the one introduced in [CHO17, HDMVK19, ADM19].

X(t) = X̄(t)−
∫ 1
0 L1(y)α(t, x)dy −

∫ 1
0 L2(y)β(t, x)dy,

u(t, x) = α(t, x)−
∫ 1
x L

αα(x, y)α(t, y)dy −
∫ 1
x L

αβ(x, y)β(t, y)dy + γα(x)Y (t),

v(t, x) = β(t, x)−
∫ 1
x L

βα(x, y)α(t, y)dy,−
∫ 1
x L

ββ(x, y)β(t, y)dy + γβ(x)Y (t),

(6.2)

where the kernels L·· are bounded piecewise continuous functions defined on Tu = {(x, y) ∈ [0, 1]2, x ≤
y}, while the kernels L1, L2, γα and γβ are bounded functions defined on [0, 1]. They satisfy the
following set of equations on their respective domains of definition

Λ∂xL(x, y) + ∂yL(x, y)Λ = Σ(x)L(x, y),
Λ∂xγ(x) = Σ(x)γ(x)− γ(x)⊤Ā1,
∂xL1(x)Λ

+ = A0L1(x) + E0L
βα(0, x)−D0(L

αα(0, x)−QLβα(0, x)− C0L1(x)),
∂xL2(x)Λ

− = −A0L2(x)− E0L
ββ(0, x) +D0(L

βα(0, x)−QLββ(0, x)− C0L2(x)),

(6.3)

with the boundary conditions{
ΛL(x, x)− L(x, x)Λ = Σ(x), γα(1) = D1, γβ(1) = RD1 + C1,
L1(0) = D0(Λ

+)−1, L2(0) = (D0Q+ E0)(Λ
−)−1,

(6.4)
where Λ = diag(Λ+,−Λ−), Σ =

(
Σ++ Σ+−

Σ−+ Σ−−

)
, L =

(
Lαα Lαβ

Lβα Lββ

)
, γ = (γα, γβ). The matrices D0

and D1 are arbitrary matrices of appropriate dimensions. They will be chosen later to simplify the
design of stabilizing controllers or state observers. For instance, if the pair (A1, E1) is stabilizable,
the matrix D1 can be chosen such that Ā1 is Hurwitz. We define the matrices Ā0 and Ā1 by

Ā0 = A0 +D0C0, Ā1 = A1 + E1D1. (6.5)
Finally, we define Lαα

ij for i ≤ j by

Lαα
ij (0, y) = QLβα(0, y) + C0L1(y). (6.6)

To this set of equations, we add arbitrary continuous values for Lαα
ij (x, 1) (when i > j), and Lββ

ij (x, 1)

(when i > j), and Lββ
ij (0, y) ( i ≤ j). The following lemma assesses the existence of the ker-

nels L··, γα, and γβ .

Lemma 6.1.1 The set of equations (6.3)-(6.6) has a unique solution (Lαα, Lαβ, Lβα, Lββ , L1, L2,
γ1, γ2) in (Tu)4 × [0, 1]4, which is bounded and piecewise continuous.

Proof : The proof follows from [DMBAHK18, Theorem 3.2]. The main idea consists of reinterpreting the
ODEs in (6.3)-(6.6) as PDEs evolving in the triangular domain Tu with horizontal characteristic lines (since
there is only an evolution along the x-axis). ■

The transformation (6.2) is a Volterra transformation and, therefore, invertible [Yos60]. It maps the
original system (6.1) to the target system

˙̄X(t) = Ā0X̄(t) +G3α(t, 1) +G4Y (t) +BXU(t) +D0BuU(t),
α(t, 0) = C0X̄(t) +Qβ(t, 0) +Qγβ(0)Y (t) +BuU(t)− γα(0)Y (t)

+
∫ 1
0 F

α(y)α(t, y)dy +
∫ 1
0 F

β(y)β(t, y)dy,
∂tα(t, x) + Λ+∂xα(t, x) = G1(x)α(t, 1),
∂tβ(t, x)− Λ−∂xβ(t, x) = G2(x)α(t, 1),

β(t, 1) = Rα(t, 1), Ẏ (t) = Ā1Y (t) + E1α(t, 1),

(6.7)
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where the functions G1 and G2 verify the following Volterra integral equations (the existence of
solutions are guaranteed in [Yos60]).

G1(x) =

∫ 1

x

Lαα(x, y)G1(y) + Lαβ(x, y)G2(y)dy − Lαα(x, 1)Λ+ + Lαβ(x, 1)Λ−R− γα(x)E1, (6.8)
G2(x) =

∫ 1

x

Lβα(x, y)G1(y) + Lββ(x, y)G2(y)dy − Lβα(x, 1)Λ+ + Lββ(x, 1)Λ−R− γβ(x)E1. (6.9)
The matrices G3 and G4 are defined by

G3 = L2(1)Λ
−R− L1(1)Λ

+ +

∫ 1

0
L1(y)G1(y) + L2(y)G2(y)dy, (6.10)

G4 = E0γβ(0) +D0(Qγβ(0)− γα(0)). (6.11)
Finally, the matrices Fα and F β are defined by

Fα(y) = Lαα(0, y)−QLβα(0, y)− C0L1(y), (6.12)
F β(y) = Lαβ(0, y)−QLββ(0, y)− C0L2(y). (6.13)

Note that Fα is strictly lower triangular due to equation (6.6). We have the following theorem

Theorem 6.1.1 There exists an invertible bounded linear map Fo : χ → χ such that for every
initial condition (X0, u0, v0, Y0) ∈ χ, if (X̄, ᾱ, β, Y ) ∈ C0([0,+∞), χ) denotes the solution to (6.7)
satisfying the initial data (X̄(0), α(0, ·), β(0, ·), Y (0)) = F−1

o (X,u0, v0, Y0), then (X,u, v, Y ) =
Fo(X,α, β, Y ) is the solution to (6.1) satisfying (X(0), u(0, ·), v(0, ·), Y (0)) = (X0, u0, v0, Y0).
Moreover, if the state (X̄, α, β, Y ) exponentially converges to zero in the sense of the χ-norm, so
does the state (X,u, v, Y ), solution of (6.1).

Proof : The proof is a consequence of the invertibility of the backstepping transformations and the bounded-
ness of the different kernels [KS08]. ■

Remark 6.1.1 The transformation Fo depends on the design parameters D0 and D1 that have not
been chosen yet. We now denote it Fo(D0, D1) to emphasize this dependency.

The target system (6.7) will be of specific interest for designing state observers. However, in terms of
control purposes, it may be convenient to transform the coupling term G1(x)α(t, 0) by a term that
depends on α(t, 1).

Second integral transformation:

Consider the following transformations defined by

α(t, x) = α̌(t, x)−
∫ 1

x
Ľ(x, y)α̌(t, y)dy (6.14)

α̌(t, x) = ᾱ(t, x)−
∫ 1

0
L̄(x, y)ᾱ(t, y)dy, (6.15)

The kernel Ľ is a lower triangular matrix (i.e., (Ľ)ij = 0 if i < j) whose components are bounded
piecewise continuous functions. The kernel L̄ is a strictly upper-triangular matrix (i.e., L̄ij = 0
if i ≥ j) whose components are bounded piecewise continuous functions. The invertibility of the
transformation is a consequence of its triangular structure. The kernel Ľ satisfies the following set of
equations if i ≥ j

Λ+∂xĽ(x, y) + ∂yĽ(x, y)Λ
+ = 0, (6.16)

Λ+Ľ(x, x)− Ľ(x, x)Λ+ = 0, (6.17)
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(Ľ(x, 1))ij = (G1(x)(Λ
+)−1)ij +

∫ 1

x

n∑
k=1

Ľik(x, y)Ǧkj(y)
1

λj
dy, (6.18)

where the matrix Ǧ(x) is strictly upper-triangular (i.e. Ǧi,j(x) = 0 if i ≥ j) and satisfies for all x ∈
[0, 1]

(Ǧ(x))ij = (G1(x))ij +

∫ 1

x

n∑
k=1

Ľik(x, y)Ǧkj(y)dy if i < j. (6.19)

Lemma 6.1.2 The set of equations (6.16)-(6.19) has a unique solution in Tu, which is bounded and
piecewise continuous.

Proof : The proof is a consequence of the triangular structure of the different matrices appearing in the
equations. For j = 1, equation (6.18) can be rewritten as

(Ľ(x, 1))i1 = (G1(x)(Λ
+)−1)i,1.

Combining this boundary condition with equation (6.17), we can solve equation (6.16) to compute Ľi1 on its
domain of definition. For j = 2, equation (6.19) can be rewritten as

(Ǧ(x))12 = (G1(x))12 +

∫ 1

x

Ľ11(x, y)Ǧ12(y)dy,

which is a Volterra equation that can be solved to obtain Ǧ12(y) [Yos60]. This in turns gives the kernels Ľi2

using (6.18). Iterating the process allows us to compute the kernel matrix Ľ and the function Ǧ. ■

The kernel L̄ satisfies the following set of equations

Λ+∂xL̄(x, y) + ∂yL̄(x, y)Λ
+ = 0, L̄(1, y) = 0, (6.20)

(L̄(x, 1))ij = (Ǧ(x)(Λ+)−1)i,j if i < j, (6.21)
Due to its triangular structure, we can obtain a direct expression of L̄ (and consequently show its
existence) using the method of characteristics. This yields the following lemma

Lemma 6.1.3 The set of equations (6.20)-(6.21) has a unique solution in U , which is bounded and
piecewise continuous.

The invertibility of the transformation (6.15) is a consequence of the triangular structure of the
kernel L̄. The transformations (6.14)-(6.15) map the system (6.7) to the target system

˙̄X = Ā0X̄ +G3ᾱ(t, 1) +G4Y (t) +BXU(t) +D0BuU(t),
ᾱ(t, 0) = C0X̄(t) +Qβ(t, 0) +Qγβ(0)Y (t) +BuU(t)− γα(0)Y

+
∫ 1
0 F̄

α(y)ᾱ(t, y)dy +
∫ 1
0 F

β(y)β(t, y)dy,
∂tᾱ(t, x) + Λ+∂xᾱ(t, x) = G5(x)ᾱ(t, 0),
∂tβ(t, x)− Λ−∂xβ(t, x) = G2(x)ᾱ(t, 1),

β(t, 1) = Rᾱ(t, 1), Ẏ = Ā1Y + E1ᾱ(t, 1),

(6.22)

where

F̄α(y) =Fα(y) + L̄(0, y) + Ľ(0, y) +

∫ 1

0
Ľ(0, ν)L̄(ν, y)dν −

∫ 1

0
Fα(ν)L̄(ν, y)dν

−
∫ y

0
Fα(ν)Ľ(ν, y)dν +

∫ 1

0

∫ η

1
Fα(ν)Ľ(ν, η)L̄(η, y)dνdη.

The upper-triangular matrix function G5 is defined by

G5(x) = L̄(x, 0)Λ+ +

∫ 1

0
L̄(x, y)G5(y)dy.

The initial condition of the system (6.22) is denoted (X̄, ᾱ0, β0, Y ) ∈ χ. It is obtained by applying
the different inverse backstepping transformations on the initial condition (X,u0, v0, Y0) of the sys-
tem (6.1). The original system (6.1) and the target system (6.22) have equivalent stability properties.
In particular, we have the following lemma
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Theorem 6.1.2 There exists an invertible bounded linear map Fc : χ → χ such that for every
initial condition (X̄, u0, v0, Y0) ∈ χ, if (X̄, ᾱ, β, Y ) ∈ C0([0,+∞), χ) denotes the solution to (6.22)
satisfying the initial data (X̄(0), ᾱ(0, ·), β̄(0, ·), Y (0)) = F−1

c (X0, u0, v0, Y0), then (X,u, v, Y ) =
Fc(X̄, ᾱ, β, Y ) is the solution to (6.1) satisfying (X(0), u(0, ·), v(0, ·), Y (0)) = (X0, u0, v0, Y0).
Moreover, if the state (X̄, ᾱ, β, Y ) exponentially converges to zero in the sense of the χ-norm, so
does the state (X,u, v, Y ), solution of (6.1).

Proof : The transformation Fc corresponds to the composition of the transformations (6.2) and (6.14)-(6.15).
The rest of the proof is a simple consequence of the invertibility of the backstepping transformations and the
boundedness of the different kernels [KS08]. ■

This theorem implies that the system (6.22) can be used for stability analysis and control design.
Again, the transformation Fc depends on the design parameters D0 and D1. To emphasize this
dependency, we now denote it Fc(D0, D1). Although the target system (6.22) may appear more
complex than the original system (6.1) it presents the advantage that the right part of the PDE
equations does not contain any local in-domain coupling terms but only terms that depend on ᾱ(t, 1)
and ᾱ(t, 0). Note that similar transformations can be applied without the ODEs (i.e., X ≡ Y ≡ 0).

6.1.2 . Target system in delay form
Using the method of characteristics, it is possible to express ᾱ(t, x) and β(t, x) as functions of

(delayed values of) ᾱ(t, 0). Consequently, denoting z(t) = ᾱ(t, 0), we can show that z is the solution
of an IDE [ADM19]. More precisely, we have the following lemma

Lemma 6.1.4 There exist an integer N > 0, positive delays τi ≤ τ , constant matrices F z
i , F

X
i

and F Y
i and piecewise continuous bounded functions Hz, HX , HY such that for all t > τ , we have

z(t) =

N∑
i=1

F z
i z(t− τi) +

∫ τ

0

Hz(ν)z(t− ν)dν + C0X̄(t) + (Qγβ(0)− γα(0))Y (t) +BuU(t) (6.23)
˙̄X(t) = Ā0X̄ +

n∑
i=1

FX
i z(t−

1

λi
) +

∫ τ

0

HX(ν)z(t− ν)dν +G4Y (t) +BXU(t) +D0BuU(t), (6.24)

Ẏ (t) = Ā1Y (t) +

n∑
i=1

FY
i z(t−

1

λi
) +

∫ τ

0

HY (ν)z(t− ν)dν. (6.25)
Proof : The proof can be found in [ABADM23] and is similar to the one given in [ADM19]. The different
matrices F ·

i and H· can be explicitly computed following the methodology of [ADM19]. They only depend
on the kernels of the backstepping transformations and the parameters of the system. ■

On the interval [0, τ ] the function z(t) could be expressed as a function of the initial conditions (ᾱ0, β0)
of the system (6.22). The proof of this result is technical but relies on the ideas developed in
[BSBAA+19]. Thus, performing a translation, the function z(t) = ᾱ(t, 0) could alternatively be seen
as a function that belongs to H1([0, τ ],Rn) or H1([−τ, 0],Rn). Without the ODEs, the z-equation
corresponds to an Integral Delay Equation (IDE): a difference equation with a distributed-delay
term. The analysis of the principal part of the IDE (i.e., the difference equation alone, without the
integral term) has been the purpose of extensive investigation, particularly to characterize the root
distribution for the associated characteristic equation [AH80, Hen87]. We will recall some of these
properties below. Difference equations or IDEs can model a wide variety of systems in biology [CKG96],
chemistry, epidemiology [CK76], or in engineering sciences [Nic01]. They are particularly useful to
model electric networks [Bra68, Sle71, Ras74, CK68]. For all 0 < r ≤ τ , let us define the space χr

as
χr = Rp × L2([−r, 0],Rn)× Rq

and define the associated χr-norm as

||(X(t), z[t], Y (t))||χr =
√
||X(t)||2Rp + ||z[t]||2L2

r
+ ||Y (t)||2Rq . (6.26)

The following theorem shows how the stability properties of (X̄, z, Y ) relate to those of (X̄, ᾱ, β, Y ).

67



Theorem 6.1.3 There exists two constants κ0 and κ1, such that for any linear bounded state-
feedback law U(t), for any t > τ

κ0||(X̄(t), z[t], Y (t))||2χ 1
λn

≤ ||(X̄(t), ᾱ(t, ·), β(t, ·), Y (t))||2χ ≤ κ1||(X̄(t), z[t], Y (t))||2χτ
. (6.27)

Moreover, if U(t) = 0 for all t < 2τ , the exponential stability of (X̄, z[t], Y ) in the sense of the χτ

norm is equivalent to the exponential stability of (X̄, ᾱ, β, Y ) in the sense of the χ norm.

Proof : Inequality (6.27) follows with minor adjustments from [ADM19]. Let us now prove the second part of
the theorem. There exists M ∈ N and 0 ≤ t0 ≤ 1

λn
such that τ = M

λn
+ t0. For all t ≥ τ , we have

∫ τ

0

(z(t− ν))T z(t− ν)dν =

M−1∑
k=1

∫ 1
λn

0

(z(t− ν − k

λn
))T z(t− ν − k

λn
)dν

+

∫ t0

0

(z(t− ν − M

λn
))T z(t− ν − M

λn
)dν. (6.28)

Assume that the state (X̄, z[t], Y ) is exponentially stable in the sense of the χτ norm. Combining the definition
of exponential stability with the right-hand-side of inequality (6.27), there exist C0 > 0 and ν0 > 0 such that
for all t > τ ,

||(X̄(t), ᾱ(t, ·), β(t, ·), Y (t))||2χ ≤ C0e
−νt||(X̄(τ), z[τ ], Y (τ))||2χτ

.

Then, using equation (6.28), we obtain

||(X̄(τ), z[τ ], Y (τ))||2χτ
≤

M−1∑
k=1

||(X̄(τ), z[τ− k
λn

], Y (τ))||2χ 1
λn

+ ||(X̄(τ), z[τ− M
λn

], Y (τ))||2χt0
.

Consequently, using the left-hand-side of inequality (6.27) we have

||(X̄(t), ᾱ(t, ·), β(t, ·), Y (t))||2χ ≤ C0e
−νt

M∑
k=1

||(X̄(τ), α(τ − k

λn
, ·), β(τ − k

λn
, ·), Y (τ))||2χ

≤ C1e
−νt||(X̄(0), α(0, ·), β(0, ·), Y (0))||2χ,

where we have used the well-posedness of the open-loop system (equation (5.10)) to obtain the last inequality.
A similar inequality can be obtained using (5.10) for t ≤ τ . This implies the exponential stability of the state
(X̄, ᾱ, β, Y ) in the sense of the χ-norm. Let us now assume that the state (X̄, ᾱ, β, Y ) is exponentially stable
in the sense of the χ-norm. Due to equation (6.28) and inequality (6.27), we have for all t > τ

||(X̄(t), z[t], Y (t))||2χτ
≤

M∑
k=1

||(X̄(t), α(t− k

λn
, ·), β(t− k

λn
, ·), Y (t))||2χ.

Consequently, using the exponential stability of (X̄, ᾱ, β, Y ), there exists C0 > 0 and ν > 0 such that for all
t > 2τ

||(X̄(t), z[t], Y (t))||2χτ
≤ C0e

−νt||(X̄(τ), α(τ, ·), β(τ, ·), Y (τ))||2χ.

The right-hand-side of inequality (6.27) implies

||(X̄(t), z[t], Y (t))||2χτ
≤ κ1C0e

−νt||(X̄(τ), z[τ ], Y (τ))||2χ.

A similar inequality can be obtained τ ≤ t ≤ 2τ , due to [HVL93, Chapter 9, Theorem 3.4]. This concludes
the proof. ■

The fact that the norms are different on the two sides of the inequality is related to the structure of the
difference equation (see, for instance, the design of converse Lyapunov-Krasovskii functions [PK13]).
Note that the equivalence regarding exponential stability has only been proved under U(t) = 0 for all
t < 2τ . This last condition is not restrictive regarding a stabilization objective as it only affects the
transient. In what follows, we will assume that the delays τi are rationally independent. Indeed,
as shown in [HVL93], extending the variable z (and increasing its dimension), it is always possible to
rewrite the system in a framework where the delays are rationally independent. System (6.23)-(6.24)
can be seen as a comparison system for the PDE system (6.22) (see, e.g., [Nic01] and the references
therein). Note that any feedback law expressed in terms of (X̄, z, Y ) can, in the end, be expressed
as a function of (X̄, u, v, Y ) using the invertible transformation Fc(D0, D1).
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6.1.3 . Equations in the Laplace domain
To analyze the stability properties of the system (6.23)-(6.25), it may be easier to consider a

frequential approach (using the Laplace transform). Without any loss of generality (in terms of
asymptotic stability analysis), we assume all-zero initial conditions. The Laplace transform applied
to (6.23)-(6.24) leads to

z(s) = F (s)z(s) + P11(s)z(s) + P12(s)X̄(s) + P13(s)Y (s) +BuU(s), (6.29)
(sId− Ā0)X̄(s) = P21(s)z(s) + P23(s)Y (s) +BXU(s) +D0BuU(s), (6.30)
(sId− Ā1)Y (s) = P31(s)z(s), (6.31)

where

F (s) =

N∑
i=1

F z
i e

−τis, P11(s) =

∫ τ

0
Hz(ν)e

−νsdν, P12(s) = C0, (6.32)

P21(s) =

n∑
i=1

FX
i e−τis +

∫ τ

0
HX(ν)e−νsdν, P13(s) = Qγβ(0)− γα(0), (6.33)

P31(s) =

n∑
i=1

F Y
i e

− s
λi +

∫ τ

0
HY (ν)e

−νsdν, P23(s) = G4. (6.34)
Let us denote ∆(s) the matrix defined by

∆(s) =

Id− F (s)− P11(s) −P12(s) −P13(s)
−P21(s) (sId−A0) −P23(s)
−P31(s) 0 (sId− Ā1)

 . (6.35)

The next theorem shows how the properties of the matrix ∆ relate to the stability properties of (6.23)-(6.24).
Theorem 6.1.4 The open-loop system (i.e. U ≡ 0) (6.23)-(6.24) is exponentially stable in the sense
of the χτ -norm if and only if there exists η > 0 such that all solution of the characteristic equa-
tion det(∆(s)) = 0 satisfy Re(s) < η.

Proof : The proof is obtained from [HVL93, Theorem 3.5] and [Hen74]. ■

This theorem can be adjusted in closed-loop, including the feedback terms added by U(s) in the
matrix ∆.

6.1.4 . A remark on robustness
As Section 5.2.3 explains, we want to stabilize the PDE system (6.1) robustly. Considering the

time-delay system (6.23)-(6.24), the notion of delay-robust stabilization has to be compared to the one
of strong stabilization [HVL93, HL02, MN07, MVZ+09]. Let us consider that (Qγβ(0) − γα(0)) ≡
C0 ≡ Bu ≡ 0. Then, equation (6.23) rewrites

z(t) =

N∑
i=1

Miz(t− τi) +
∫ τ

0
H1(ν)z(t− ν)dν. (6.36)

We can introduce the following concept of strong stability.

Definition 6.1.1 (Strong stability [HL02]) The system (6.36) is said to be strongly stable if it
is stable in the sense of the L2([−τ, 0],Rn)-norm and if it remains stable in the presence of small
variations acting on the delays τi and τ .

One can notice that the problem of strong stability is related to the problem of robustness with respect
to uncertainties in the transport velocities or to delay-robustness. Depending on the matrix Mi, the
principal part of the difference equation (6.36) (i.e., the function Id − F (s)) may have an infinite
number of roots in C+. More precisely, we have the following lemma
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Lemma 6.1.5 If the delays τi are rationally independent and if

sup
θp∈[0,2π]N

Sp (
N∑
k=1

Mk exp(iθk)) > 1, (6.37)
then there exists η < 0 such that the equation det(Id−F (s)) = 0 has an infinite number of solutions
in Cη.

Proof : Theorem 2.1 in [HL02] guarantees the existence of a solution in Cη for some η < 0. We can then
apply a continuity argument [AH80, Corollary 3.3]. ■

Unfortunately, if det(Id−F ) has an infinite number of zeros in Cη, so does det(∆), as stated below.

Lemma 6.1.6.

Let η < 0. If the function det(Id − F ) has an infinite number of zeros on Cη , then the func-tion det(∆) (where ∆ is defined by equation (6.35)) has an infinite number of zeros whosereal parts are strictly positive.
Proof : The proof of this lemma can be adjusted from [Aur18, Lemma 6.1.4] and relies on arguments
from [Lev40, Theorem VIII] and [Boi13]. It can also be obtained using [Hen74]. ■

Consequently, if equation (6.37) is verified, it implies (in the case of rationally independent delays)
that the function det(∆) has an infinite number of solutions in C+. It has been shown in [LRW96]
that having an open-loop transfer function with a non-finite number of poles in the open right-half
plane makes delay-robust stabilization impossible. This is consistent with [CZ12, Corollary 9.1.4].
Thus, to avoid such a case, we make the following assumption.

Assumption 6.1.1 We have

sup
θp∈[0,2π]N

Sp (
N∑
k=1

F z
k exp(iθk)) < 1. (6.38)

Then, there exists η0 > 0 such that Id− F (s) does not vanish on Cη0 .

In the case of rationally independent delays, Assumption 6.1.1 corresponds to a necessary condition
for delay-robust stabilization and prevents the characteristic equation det(Id−F (s)) = 0 from having
an infinite number of poles on C+. As shown in [ADM19], this condition implies the exponential
stability of the open-loop PDE system (u, v) in (6.1) in the absence of the coupling terms Σ·· and
of the ODE-states. This property still holds in the case of rationally dependent delays. However,
in that case, it is possible to simplify condition (6.38). Furthermore, since the spectral radius of a
matrix is upper-bounded by any matrix norm, easy-to-compute sufficient conditions for this spectral
radius condition to hold can be derived using different norms of the matrices involved at the cost of
increased conservatism [CBdN08]. This spectral condition has since been considerably analyzed in
the literature (see [MVZ+09, HV12, SOB10, Car96, DDLM15, Fri02, Nic01, Pep05]). Alternatively,
Lyapunov–Krasovskii functionals with prescribed derivative defined by the so-called Lyapunov delay
matrix have also been proposed in [KZ03, EM14]. In the rest of the manuscript, we will consider that
Assumption 6.1.1 is satisfied.

6.2 . A filtering approach for the robustification of stabilizing controllers

The problem of designing a stabilizing control for the system (6.1) has not been solved in the
general case and will be the purpose of the next chapters. In most cases considered in the literature
(see the examples given in Section 5.3), it appears convenient for the control design to cancel some
of the PDE boundary reflection terms or to invert a part of the ODE dynamics. However, this may
result in a non-strictly proper control law, which implies robustness issues [ABABS+18]. Here, we
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give general conditions under which it is possible to low-pass filter the (potentially non-strictly proper)
control law to make it strictly proper, thus preserving suitable robustness properties while keeping the
controller design simple. Indeed, the proposed approach separates the stabilization problem from
the robustness problem. This robustification will be achieved by the design of appropriate filters,
generalizing the approaches in [BSBADLE19, ABP22], that robustify the controller with respect
to delays and parameter uncertainties. More precisely, when applied conjointly with the existing
controller, they will ensure strong stability of the closed-loop dynamics. The filters will be designed by
leveraging the fact that robustness issues appear at high frequencies. We give sufficient conditions that
ensure strong stabilization provided the original control laws ensure exponential stabilization. This
strategy can be considered as a generalization of the PI controllers calibrated for drilling applications
such as SoftSpeed [KN09] or Z-torque, which aim at canceling the boundary reflection only on a
portion of the frequency domain, as detailed in [ADMS18b].

Consider the dynamical system expressed in the Laplace domain by the set of equations (6.29)-(6.31). Let us denote ℓ̄0 (resp. ℓ̄1) the largest eigenvalue (in modulus) of (sI− Ā0) (resp. (sI− Ā1)).
To simplify the analysis, we consider that D0 = 0. Let us define Cu = {s ∈ C+, |s| > max(ℓ̄0, ℓ̄1)},
so that the functions (sI − Ā0)

−1 and (sI − Ā1)
−1 are properly defined in Cu. Consider a feedback

law U(s) of the form

U(s) = Kz(s)z +KX(s)X̄ +KY (s)Y, (6.39)
where the operators Kz, KX , and KY are holomorphic functions that will satisfy some conditions
given later. They belong to the Callier-Desoer class of transfer functions. Most (if not all) the feedback
laws that have been designed in the literature [CHO17, DMBAHK18, ABABS+18, BSBADLE19] to
stabilize systems of the form (6.1) have this expression in the Laplace domain. However, a non-
strictly-proper control may not guarantee the existence of robustness margins [ABABS+18]. This is
why we will give general conditions under which it becomes possible to low-pass filter the control
law to obtain a strictly proper control law, thus allowing the existence of robustness margins. The
closed-loop characteristic equation associated to (6.29)-(6.31) with the feedback law (6.39) reads as

det(Q(s)) = det(I1(s)− P0(s)−BK(s)) = 0

where the matrix I1(s) is defined by I1(s) = diag (Id−F (s), sId−Ā0, sId−Ā1), while the matrix P0(s)
is defined by

P0(s) =

P11(s) P12(s) P13(s)
P21(s) 0 0
P31(s) 0 0

 .

The matrices B and K(s) are defined by

B =
(
Bu BX 0

)T
, K(s) =

(
Kz(s) KX(s) KY (s)

)
.

We consider that the proposed feedback law has been designed to stabilize the system exponentially,
i.e., we make the following assumption

Assumption 6.2.1 The system (6.29)-(6.31) with the feedback law (6.39) is exponentially stable.
Then, there exist η1 > 0 and ϵ > 0 such that | det(Q(s))| > ϵ for all s ∈ Cη1 . Moreover, we assume
that the explosion rate of the function K(s) is, at worst, polynomial.

In what follows, we denote η = min{η0, η1} (where η0 is defined in Assumption 6.1.1).

6.2.1 . Low-pass filter design
We now give general results that guarantee the possibility to low-pass filter the control U(s) and

make it strictly proper while stabilizing the system (6.29)-(6.31). We distinguish the two cases BX ≡ 0
(only the PDE is actuated) and Bu ≡ 0 (only the ODE is actuated) as the requirements slightly differ
depending on the considered case. We first rewrite Assumption 6.1.1 in a more amenable form.

Assumption 6.2.2 There exists 0 < ϵ0 < 1 such that σ̄(F (s)) < ϵ0 < 1 on Cη.

We start with the case where only the PDE is actuated (i.e. BX ≡ 0).
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Theorem 6.2.1.

Consider the system (6.29)-(6.31) with the stabilizing feedback control law U(s) givenby (6.39). Consider that Assumption 6.2.1, and Assumption 6.2.2 are satisfied. Assumethat BX ≡ 0 and that
1. The controller gains are such that the functions BuKY (s)(sId − Ā1)

−1P31(s),
BuKX(s) (sId− Ā0)

−1P21(s), and BuKX(s)(sId− Ā0)
−1P23(s)(sId− Ā1)

−1 are strictlyproper
2. The functionKz(s) is defined byKz(s) = Kp

z (s)+Ku
z (s), whereKp

z (s) is strictly properandKu
z satisfiesKu

z (s) = −H0(s)F (s), such thatBuH0(s) is similar to a diagonalmatrixwhose components belong to [0,1].
For any M > 0 and any integer N > 0, define w(s) a low-pass filter (i.e. w(s) → 1as |s| → 0 and |w(s)| → 0 as |s| → +∞) with relative degree N , such that we haveon Cη , |1− w(s)| < 1, |w(s)| < 1 and the following additional condition if |s| ≤M :

|1− w(s)| < σ(Q(s))

σ̄(
(
Bu 0 0

)T
K(s)) + 1

. (6.40)
Then, there exists M > 0 and N > 0 such that the filtered control law w(s)U(s) stabilizesthe system (6.29)-(6.31) with w(s)K(s) being strictly proper.
Proof : Let us consider a constant M > 0 and define a low pass-filter w(s) that satisfies |1 − w(s)| <
1, |w(s)| < 1 and equation (6.40). The relative order of this filter is denoted N and is chosen such
that w(s)K(s) is strictly proper (which is possible since the growth rate of K(s) is, at worst, polynomial).
Our objective is to prove that we can choose the constant M such that the new filtered control law w(s)U(s)
still guarantees the stabilization of (6.29)-(6.31). Plugging this filtered control law into the system (6.29)-(6.31),
we obtain the characteristic equation:

det(I1(s)− P0(s)− w(s)BK(s)) = 0. (6.41)
In what follows, we denote Q̄(s) = I1(s) − P0(s) − w(s)BK(s). For the sake of contradiction, assume
that equation (6.41) admits a solution s ∈ C0. Consider in a first time that s ∈ Cu so that det(sId − Ā0)
and det(sId − Ā1) do not vanish. Since s is a solution of equation (6.41), there exists ζ ̸= 0 (where ζ =
(ζ1, ζ2, ζ3)) such that Q̄(s)ζ = 0. We obtain

F0(s)ζ1 =(P12(s) + w(s)BuKX(s))ζ2 + (P13(s) + w(s)BuKY (s))ζ3, (6.42)
(sId − Ā0)ζ2 =P21(s)ζ1 + P23(s)ζ3, (6.43)
(sId − Ā1)ζ3 =P31ζ1, (6.44)

where F0(s) = Id − F (s)− P11(s)− w(s)BuKz(s). Multiplying equation (6.44) by (sId − Ā1)
−1 and equa-

tion (6.43) by (sId − Ā0)
−1 and injecting them into equation (6.42), we obtain

F̄ (s)ζ1 =0, (6.45)
where F̄ (s) = F0(s) − P13(s)(sId − Ā1)

−1P31(s) − w(s)BuKY (s)(sId − Ā1)
−1P31(s) − P12(s)(sId −

Ā0)
−1P21(s)−w(s)BuKX(s)(sId−Ā0)

−1P21(s)−(P12(s)+w(s)BuKX(s))(sId−Ā0)
−1 ·P23(s)(sId−Ā1)

−1.
Due to condition (2) in the statement of the Theorem, and Assumption 6.2.2, we have

σ̄(F + w(s)BuK
u
z ) ≤ σ̄(Id − w(s)BuH0(s))ϵ0 ≤ ϵ0,

since BuH0(s) is similar to a diagonal matrix whose component belong to [0, 1] and since for all d ∈
[0, 1], |1 − w(s)d| < 1 (due to the requirements on the filter). Moreover, due to condition (1) and the
definitions of the different matrices, the remaining functions that appear in the definition of F̄ (except the
identity in F0(s)) are strictly proper. Thus, equation (6.45) can be rewritten as

(Id+R1(s) +R2(s) + w(s)R3(s))ζ1 = 0,

where R2 and R3 are strictly proper and where R1(s) satisfies σ̄(R1(s)) ≤ ϵ0 < 1. Consequently, using
the fact that |w(s)| < 1, there exist ϵ1 > 0 and M1 > 0 that do not depend on the choice of w such
that if |s| > M1, we have σ̄(R1(s) + R2(s) + w(s)R3(s)) < 1 − ϵ1, which implies σ(F̄ (s)) > ϵ1. Due to
equation (6.45), we must have ζ1 = 0 which in turns implies ζ2 = ζ3 = 0 due to equations (6.43)-(6.44)
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(since s ∈ Cu). This is a contradiction. Thus, the characteristic equation does not admit a solution in Cu

if |s| > M1. Let us now consider the case |s| < M1. Set M = M1 in the definition of the filter given by
equation (6.40). The closed-loop system (6.29)-(6.31) can be rewritten as

Q(s) = −(1− w(s))
(
Bu 0 0

)T
K(s).

We have (1−w(s))σ̄(
(
Bu 0 0

)T
K(s)) < σ(Q(s)), due to equation (6.40). This results in a contradiction.

Consequently, the characteristic equation has no zeros in C0. The proof could be adjusted to show that the
asymptotic vertical chain of zeros of Q̄(s) cannot be the imaginary axis and that Q̄(s) does not have any
zeros on Cη1 . This proves the exponential stability of the closed-loop system [HVL93, CZ12]. ■

The proof of Theorem 6.2.1 provides a suitable value for the constant M (that depends on N).
The constant N is chosen such that w(s)K(s) is strictly proper (which is always possible as the
explosion rate of the function K(s) is, at worst, polynomial). Although the different conditions given
in the statement of Theorem 6.2.1 may appear complex at first sight, they are simple to verify. The
first condition is always satisfied for bounded feedback gains. In particular, this condition is satisfied
for all the cases currently considered in the literature (see [ABP22] for instance, where X ≡ 0). The
second condition (on the feedback gain Ku

z ) is always satisfied when we cancel all the reflection terms
at the actuated boundary of the PDE (as it is done in [CHO17]). The requirements on the functionKu

z

could be lowered by considering a matrix filter instead of a scalar one. This would allow canceling the
reflection terms arbitrarily. However, in terms of stabilization objective, it appears relevant to cancel
as many reflection terms as possible for each line where a control input is available. In pathological
cases (for instance, a case for which the same control input acts on two boundary conditions), it
may be necessary to perform a change of variables to write the system in a more amenable form.
Overall, we believe that condition (2) is not restrictive in its present form. The following lemma gives
a constructive way to design the filter w.

Lemma 6.2.1 There exists ν0 > 0 such that the low-pass filter defined for all s ∈ C+ by wν0(s) =
1

(1+ν0s)N
satisfies the requirements of Theorem 6.2.1.

Proof : We immediately have |wν0 | < 1 and |1 − wν0 | < 1. The set S = {s ∈ C+, |s| ≤ M} is compact.
Thus, we can define M̃ = infs∈S σ(Q(s))(σ̄(

(
Bu 0 0

)T
K(s)) +1)−1 > 0. Choosing ν0 = M̃

1
N (2M)−1,

we directly obtain |1−wν0(s)| < M̃ , which implies that condition (6.40) is always satisfied. The order of the
filter can be chosen arbitrarily high to make the filtered control law strictly proper. ■

Note that such a filter only has an illustrative purpose and may not be the most relevant choice.
Butterworth filters may have more amenable properties while satisfying the required conditions.

In the second theorem, we consider the case where only the ODE is actuated (i.e., Bz ≡ 0). To
simplify the analysis, we assume that K(s) = Ku(s) + Kb(s), where Kb somehow corresponds to
the bounded parts of K while the functions Ku may not be proper (as it is the case in [BSBADLE19]
when using a dynamical inversion of the ODE). We have the following result.

Theorem 6.2.2.

Consider the system (6.29)-(6.31) with the stabilizing feedback control law U(s) givenby (6.39). Consider that Assumptions 6.2.1 and 6.2.2 are verified. Assume that Bz ≡ 0. As-sume that there exists amatrix Ǎ0 such that (sId−Ǎ0)
−1 is properly defined onCu. Considerthat

1. The function Ku
X(s) satisfies Ku

X(s) = K̄u(s)C0. Moreover, the functions C0(sId −
Ǎ0)

−1BXK̄
u(s), C0(sId − Ǎ0)

−1BXK
u
z (s), and C0(sId − Ǎ0)

−1 BXK
u
Y (s)P31(s) arestrictly proper.

2. The functionKb
X(s) satisfies BXK

b
X(s) = K̄b(s)C0 + Ǎ0− Ā0. Moreover, the functions

(sId−Ǎ0)
−1BXK

b
z(s), (sId−Ǎ0)

−1BXK
b
Y (s)(sId−Ā1)

−1 P31(s), and (sId−Ǎ0)
−1BXK̄

b
Xare strictly proper.

For any M0 > 0 and any N0 > 0 define w0(s) a low-pass filter with sufficiently high rela-
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tive degree N0, that satisfies for all s ∈ Cη1 , |w0(s)| < 1, |1 − w0(s)| < 1 and the additionalcondition

|1− w0| <
σ(Q(s))

σ̄(
(
0 BX 0

)T
Ku(s)) + 1

, (6.46)
if |s| ≤M0. For anyM1 > 0 definew1(s) a low-pass filter with sufficiently high relative de-greeN1, that satisfies for all s ∈ Cη1 |w1(s)| < 1, |1−w1(s)| < 1 and the additional conditionwhen |s| ≤M1

|1− w1| <
σ(Q̄(s))

σ̄(
(
0 BX 0

)T
Kb(s)) + 1

(6.47)

where Q̄(s) = I1 − P0 −
(
0 BX 0

)T
(w0K

u + Kb). Then, there existsM0,M1, N0, N1such that the filtered control law defined by
Uf (s) =w1(s)K

b
z(s)z(s) + w1(s)K

b
Y (s)Y (s) + w1(s)K

b
X(s)X̄(s) + w0(s)K

u
z (s)z(s)

+ w0(s)K
u
X(s)X̄(s) + w0(s)K

u
Y (s)Y (s), (6.48)

is strictly proper and stabilizes the system (6.29)-(6.31).
Proof : We consider in a first time that w1 ≡ 1 and that w0 is a low-pass filter that satisfies |w0(s)| <
1, |1 − w0(s)| < 1, and equation (6.46). Consider that the control law is now Uf (s) = w0(s)K

u
z z(s) +

w0(s)K
u
XX̄(s) + w0(s)K

u
Y Y (s) + Kb

z(s)z(s) + Kb
Y (s)Y (s) + Kb

X(s)X̄(s). For the sake of contradiction,
assume that the characteristic equation of the system admits a solution s ∈ Cη1 . Consider in a first time that
this solution belongs to s ∈ Cu. Thus, there exists ζ ̸= 0 (where ζ = (ζ1, ζ2, ζ3)) such that

(Id − F (s)− P11(s))ζ1 = P12(s)ζ2 + P13(s)ζ3, (6.49)
(sId − Ā0)ζ2 = (P21(s) +BXK

b
z(s))ζ1 + w0(s)BXK

u
X(s)ζ2 +BXK

b
X(s)ζ2

+ w0(s)BXK
u
z (s)ζ1 + w0(s)BXK

u
Y (s)ζ3 + (P23(s) +BXK

b
Y (s))ζ3, (6.50)

(sId − Ā1)ζ3 = P31(s)ζ1. (6.51)
Multiplying equation (6.51) by (sId − Ā1)

−1 and injecting it into equation (6.49), we obtain

F̄ (s)ζ1 = P12(s)ζ2 = C0ζ2, (6.52)
where F̄ (s) = Id−F (s)−P11(s)−P13(s)(sId− Ā1)

−1P31(s). Due to Assumption 6.2.2, there exist ϵF > 0
and MF > 0 such that if |s| > MF , we have σ(F̄ (s)) > ϵF . Consequently, if |s| > MF , we can multiply
equation (6.52) by (F̄ (s))−1 and inject it into (6.50). Using conditions (1) and (2), equation (6.50) can be
rewritten as

(sId − Ǎ0)ζ2 = w0(s)BXK̄
u(s)C0ζ2 + w0(s)BXK

u
z (s)F̄

−1(s)C0ζ2

+ w0(s)BXK
u
Y (s)(sId − Ā1)

−1P31(s)F̄
−1(s)C0ζ2 + (R(s) +BXK̄

b
X)C0ζ2, (6.53)

where the function R(s) is defined by R(s) = [P23(s)(sId − Ā1)
−1P31(s) + P21(s) + BXK

b
Y (s)(sId −

Ā1)
−1P31(s)+BXK

b
z(s)]F̄

−1(s). Note that the function (sId−Ǎ0(s))
−1(R(s)+BXK̄

b
X) is strictly proper due

to the different requirements given in the statement of the theorem. Multiplying equation (6.53) by C0(sId−
Ǎ0)

−1, and denoting ζ̄2 = C0ζ2 we obtain

ζ̄2 = w0(s)C0(sId − Ǎ0)
−1BX(K̄u(s) +Ku

z (s)F̄
−1(s) +Ku

Y (s)(sId − Ā1)
−1P31(s)F̄

−1(s))ζ̄2

+ C0(sId − Ā0)
−1(R(s) +BXK̄

b
X(s))ζ̄2 = G(s)ζ̄2. (6.54)

Due to the second requirement of the theorem, G(s) is strictly proper. There exists M̄0 > MF (that does
not depend on the choice of w0) such that if |s| > M̄0, σ̄(G(s)) < 1. This implies ζ̄2 = 0.Injecting into
equation (6.53), we obtain (sId − Ā0)ζ2 = 0. There exists M0 > 0 such that if s > M0 σ((sId − Ā0)) > 1.
It implies ζ2 = 0 which in turns results in ζ1 = ζ3 = 0. This is a contradiction.

Let us now consider the case |s| < M0. Let us choose this M0 for the definition of equation (6.46). The
closed-loop system (6.29)-(6.31) can be rewritten as Q(s) = −(1 − w0(s))B

(
Ku

z (s) Ku
X(s) Ku

Y (s)
)
.

In the meantime, we have (1 − w0(s))σ̄(B
(
Ku

z (s) Ku
X(s) Ku

Y (s)
)
) < σ(Q(s)), due to equation (6.46).
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This results in a contradiction. Consequently, the characteristic equation cannot be verified in Cη. Thus,
the system is exponentially stable. Moreover, the order of the filter w0 can always be chosen to make
the function w0(s)BXK

u(s) strictly proper (see Lemma 6.2.1). Thus, we have that the function (sId −
Ā0)

−1
(
0 BX 0

)T
Ku(s)C0w0(s)) is strictly proper. Consider now that w1(s) is a low-pass filter that

satisfies |w1(s)| < 1, |1 − w1(s)| < 1, and equation (6.47). Consider that the control law is now Uf (s) =
w0(s)K

u
z z(s) + w0(s)K

u
XX̄(s) + w0(s)K

u
Y Y (s) + w1(s)[K

b
z(s)z(s) +Kb

Y (s)Y (s) +Kb
X(s)X̄(s)]. For the

sake of contradiction, assume that the system’s characteristic equation admits a solution s ∈ Cη1 . Consider
in a first time that this solution belongs to s ∈ Cu. Thus, there exists ζ = (ζ1, ζ2, ζ3) ̸= 0 such that

(Id − F (s)− P11(s))ζ1 = P12(s)ζ2 + P13(s)ζ3, (6.55)
(sId − Ā0)ζ2 = (P21(s) + w1(s)BXK

b
z(s))ζ1 + w0(s)BXK

u
X(s)ζ2 + w0(s)BXK

u
z (s)ζ1

+ w0(s)BXK
u
Y (s)ζ3 + w1(s)BXK

b
X(s)ζ2 + (P23(s) + w1(s)BXK

b
Y (s))ζ3, (6.56)

(sId − Ā1)ζ3 = P31(s)ζ1. (6.57)
In a similar way to what has been done above, we obtain (when |s| > MF )

(sId − Ǎ0)ζ2 = w0(s)BX(Ku
X(s) +Ku

z (s)F̄
−1(s) +Ku

Y (s)(sId − Ā1)
−1P31(s)F̄

−1(s))ζ2

+ (Rw(s) + w1(s)BXK
b
X(s))C0ζ2 − (1− w1(s))(Ā0 −A0), (6.58)

where Rw(s) = [P23(s)(sId − Ā1)
−1P31(s) + P21(s) + w1(s)BXK

b
Y (s)(sId − Ā1)

−1P31(s) + BXw1(s)
Kb

z(s)]F̄
−1(s). Multiplying the right-hand side of equation (6.58) by (sId − Ǎ0)

−1, we obtain strictly proper
functions (since w0(s)BXK

u
· (s) is strictly proper). Thus, there exists M1 > MF (that does not depend on

the choice of w1 since |w1(s)| < 1 and |1 − w1(s)| < 1) such that if |s| > M1, ζ2 = 0. This, in turn,
implies ζ = 0, which is a contradiction. The rest of the proof (when |s| < M1) is a consequence of equation(6.47). ■

Condition (1) is inspired by [BSBADLE19] and naturally appears when dealing with dynamical
inversions of ODE dynamics. The functions Ku correspond to the unbounded parts of the control
input and must grow slower at high frequencies than the ODE part of the dynamics (sId − Ā0).
Condition (2) is always satisfied in that case. Note that two filters are required (one for the unbounded
part and one for the bounded part of the control input). This two-steps procedure is needed since the
filter w1 corresponding to the (bounded) ODE state-feedback needs to be fast enough with respect
to the resulting closed-loop PDE-distal ODE subsystem (the dynamic of which already depending on
the filter w0).

6.2.2 . Robustness properties
We can now show that having a strictly proper control operator (obtained using adequate low-

pass filters) leads to robustness margins. In what follows, we denote G(s) the input-output (the
output being here the state) transfer functions associated to (6.29)-(6.31) and K(s) the controller
transfer matrix, we have that (G,K) is input-output stable, and that GK is strictly proper (since G
is bounded).

Theorem 6.2.3.

Consider system (6.29)-(6.31) with the stabilizing feedback control law (6.39) (i.e. Assump-tion 6.2.1 is verified). Assume that the functions Kz(s), KX(s) and KY (s) are strictly proper.Then, the closed-loop system is w− stable. Moreover,K stabilizesG+∆ for any admissibleadditive perturbation that verifies on C̄+

||∆(s)|| < (||K(s)(Id−G(s)K(s))−1||)−1. (6.59)
Then,K stabilizes (Id+∆)G for any admissiblemultiplicative perturbation that verifies on C̄+

||∆(s)|| < (||G(s)K(s)(Id−G(s)K(s))−1||)−1. (6.60)
Finally, if G = M̃−1Ñ is a left-coprime factorization of G over MÂ−(0), then K stabi-lizes (M̃ +∆M )−1(Ñ +∆N ) for any left-coprime-factor perturbation ∆ = (∆N , −∆M ) thatverifies on C̄+, ||∆M (s)|| < ||M̃(s)|| and

||∆|| < ||
(
K(s)(Id−G(s)K(s))−1M̃−1

(Id−G(s)K(s))−1M̃−1

)
||−1 (6.61)
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Note that the right hand sides of equations (6.59) (6.60) and (6.61) are well defined since GK
is continuous and strictly proper, since (G,K) is exponentially stable, and since det(M̃) ∈ Â∞(0)
(left-coprime factorization).

Proof : The proof is adjusted from [CZ12, Theorem 9.2.6]. The w-stability is a consequence of Definition 5.2.4
as equation (5.11) is verified since GK is strictly proper. Consider now an admissible additive perturbation that
verifies (6.59). Denote G∆ = G+∆. We have det(Id−G∆K) = det(Id−GK) det(Id−∆(K(Id−GK)−1)).
Denote pK (resp. pG) the number of poles of K (resp. G) counted according to their McMillan degree.
Since K stabilizes G, det(Id − GK) has a well defined Nyquist index (ind) equal to −pK − pG [CZ12, Th.
9.1.8]. Consider the function f(s) = det(Id −G∆K)(s). We have

ind(f) = ind(Id −GK) + ind(Id −∆(K(Id −GK)−1)).

The function g1(s) = det(Id−∆(K(Id−GK)−1) has a well defined nonzero limit at infinity in C̄+. Since K
is a stabilizing controller for G, the function g1 is meromorphic on some open set containing C̄+. So g1 has
a well defined Nyquist index. Since ∆ is an admissible perturbation that verifies (6.59), we have that

sup
ω∈R

||∆(jω)(K(jω)(Id −G(jω)K(jω))−1)|| < 1.

Define h(s, t) : (−j∞, j∞)× [0, 1] → C by

h(jω, t) = det(Id − t∆(jω)K(jω)(Id −G(jω)K(jω))−1).

The function h is continuous and h(jω, t) and h(∞, t) are nonzero for every t ∈ [0, 1]. This implies that
the Nyquist index of g1 is equal to zero [CZ12, Lemma A.1.18]. Consequently, K stabilizes G∆. The
proof can be easily adjusted to deal with the case of multiplicative perturbations. For the case of left-
coprime-factor perturbations, the proof can be adjusted noticing that det(Id−G∆) = det(Id−GK) det(Id+
∆MM

−1)) det(Id− (K(Id−GK)−1M̃−1, (Id−GK)−1M̃−1)T ). See [CZ12, Th 9.2.6] for additional details.

■

Theorem 6.2.3 guarantees the existence of robustness margins for a broad class of perturbations:
input delays, uncertainties on the ODE parameters, uncertainties on the transport velocities. Pro-
vided we have a stabilizing control law that fulfills the different requirements of Theorem 6.2.1 or
Theorem 6.2.2, it is possible to low-pass filter it to make it strictly proper. This, in turns, implies
the robustness of the closed-loop system (Theorem 6.2.3). The proposed approach dissociates the
stabilization problem from the robustness analysis, considerably simplifying the design. In particular,
this allows the cancellation of the PDE reflection terms or the inversion of the ODE dynamics, thus
overcoming the limitations highlighted in [ABABS+18]. The robustness results given in Theorem 6.2.3
do not depend on the model of the disturbances but on their bounds (that must be small enough).
One significant advantage of such an approach is that, even for complex systems, it guarantees the
existence of non-zero robustness margins using a simple low-pass filter that can be characterized by a
single degree of freedom (its bandwidth). This bandwidth must verify some constraints that can be
easily computed using the norms of the different functions. Qualitatively, increasing the bandwidth
would imply reducing the robustness (at least with respect to delays). It is worth mentioning that
such an analysis would be necessary to understand how the available degrees of freedom can be ex-
ploited to design a robust controller with optimal behavior for a given uncertainty model for some
industry-inspired constraints (similarly to what is done with H∞-based approaches).

Remark 6.2.1 Having a strictly proper control law is sufficient to guarantee the existence of robust-
ness margins. However, it is not a necessary condition. As seen in [ABABS+18], canceling a part of
the reflection terms while guaranteeing robustness margins is possible. However, the proof, in this
case, may become technical.

Finally, it is essential to mention that such a strictly proper controller can be combined with a state-
observer (a crucial step for practical implementation) and that the resulting output-feedback law can
be made strictly proper by increasing the order of the filter.
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6.3 . Conclusions and perspectives

In this chapter, we have proposed a time-delay representation of the class of networks we consider
in this manuscript. More precisely, using the method of characteristics, we could rewrite system (6.1)
as an Integral Delay Equation coupled with ODEs. This representation will appear helpful in the
design of stabilizing controllers throughout the following chapters. We have shown in this chapter
one possible application of such a representation by introducing a filtering methodology to robustify
(possibly non-strictly proper) stabilizing control laws. More precisely, assuming that a stabilizing
controller is available for the system (6.1), we have derived simple sufficient conditions under which
appropriate low-pass filters can be combined with the proposed control law to obtain a strictly proper
controller, thus enabling the existence of robustness margins. This filtering technique will simplify the
design of stabilizing controllers for the class of systems described by equations (6.1) as it dissociates
the stabilization problem from the robustness problem. From now, we will not have to consider the
robustness properties of the closed-loop system as we know that it is possible to low-pass filter the
controller to make it strictly proper, thus guaranteeing the existence of robustness margins in the sense
of Theorem 6.2.3. However, it is essential to emphasize that the proposed approach is qualitative
for now, as only a sufficient robustness condition has been given on the design of the low-pass filters.
The impact of the tuning of the filter on performance and robustness margins remains unstudied. In
the next chapter, we focus on stabilizing system (6.1) under general assumptions.
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7 - Some insights in the output-feedback
stabilization for generic intercon-
nection configurations

The main objective of this manuscript is to design stabilizing output-feedback controllers for the
general class of ODE-PDE-ODE networks described by the following set of equations

Ẋ(t) = A0X(t) + E0v(t, 0) +BXU(t),
u(t, 0) = C0X(t) +Qv(t, 0) +BuU(t),
∂tu(t, x) + Λ+∂xu(t, x) = Σ++(x)u(t, x) + Σ+−(x)v(t, x),
∂tv(t, x)− Λ−∂xv(t, x) = Σ−+(x)u(t, x) + Σ−−(x)v(t, x),
v(t, 1) = Ru(t, 1) + C1Y (t),

Ẏ (t) = A1Y (t) + E1u(t, 1),

(7.1)

the different parameters being defined in Section 5.2. As explained in the introductory chapter
(Chapter 5), most of the existing results in the literature require specific structural assumptions
to design appropriate stabilizing controllers. For instance, several contributions do not consider fully
interconnected PDE systems but chains (i.e., the matrices Σ·· have a block diagonal structure),
as it is the case of the multi-step approach introduced in [DG20]. Moreover, the control strategy
may change depending on whether the ODE or the PDE is actuated/measured (i.e., if BX ≡ 0 or
Bu ≡ 0). In the case of an actuated PDE (i.e., BX ≡ 0), most of the contributions do not consider
the X-ODE and assume that Bu = Idn. It is the case, for instance, of the backstepping controllers
designed in [ABABS+18, dAVP18, AA19]. For such a framework, disturbance rejection procedures
were also considered in [Aam12, HAK16]. Recently, the output regulation problem was solved in
[DG21] in the case of a wave equation. In the case of an actuated ODE (i.e., Bu ≡ 0), a stabilizing
observer-controller robust to delays has been proposed for a scalar X-ODE in [DMLA20]. In [DGK18],
an output-feedback controller was designed based on assumptions that guarantee the existence of a
Byrnes–Isidori normal form for the X-ODE and a relative degree one condition. These restrictions
were partially avoided in [BSBADLE17] for the case of a scalar PDE system, as the actuated ODE
was simply assumed to be minimum phase for the output that affects the PDE. In [BSBADLE19],
a strictly-proper control law was proposed using less restrictive assumptions on the structure of the
ODE components. This approach was later extended in [WK20] to encompass a state-observer (thus
allowing the design of an output-feedback controller). However, this work still assumed the PDE
subsystem to be scalar.

In this chapter, we introduce generic assumptions under which we can design stabilizing output-
feedback controllers for the network system (7.1). We distinguish the case of an actuated/measured
ODE (Section 7.1) and the case of an actuated/measured PDE (Section 7.2). The proposed design
assumptions are essentially made on the structure of the ODE components and are less restrictive
than those existing in the literature. We do not make in this chapter specific requirements on the
structure of the PDE system (this will be the purpose of the following chapters) and will consequently
require Bu = Idn or rank conditions on the matrices E0, C0, C1, E1 to avoid the configurations of
under-actuated and under-measured PDEs. In the rest of this manuscript, we consider that Assump-
tion 6.1.1 is verified. As explained in Chapter 6, this assumption implies that in the absence of the
ODEs and coupling terms Σ··, the open-loop system (7.1) is exponentially stable. It is necessary to
guarantee the existence of robustness margins in closed-loop.

The results of this chapter generalize the results presented in [RBAA22, RBAA24, ABADM23,
AA19].
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7.1 . Output Regulation and Tracking in the case of an actuated/measured
ODE

Let us consider the ODE-PDE-ODE system (7.1) and assume that only the ODE state X is
actuated, i.e., Bu = 0. The output of the system is given by y(t) = CY Y (t), where CY ∈ Rd×q. We
consider that d ≥ n, which means that the number of measurements is greater than the dimension
of the PDE state u. Without this assumption, it may not be possible to reconstruct the value
of the function u(t, 1). It is a reasonable assumption because no result currently exists for under-
measured hyperbolic PDE systems. The proposed configuration has been considered in [BSBADLE19]
in the case of a scalar PDE subsystem, and a state-observer was proposed in [WK20]. We here
design an output-feedback controller that guarantees the robust stabilization of (7.1) under generic
structural assumptions. Besides this robust stabilization objective, we consider an output regulation-
output tracking problem. More precisely, we consider that the distal ODE subsystem is dynamically
augmented by an exo-system, whose state is denoted Y2(t) ∈ Rq2×1, such that

Y (t) =
(
Y ⊤
1 (t) , Y ⊤

2 (t)
)⊤ ∈ R(q1+q2)×1,

with q1 + q2 = q. The exogenous input can be considered either as a disturbance Ypert and/or as a
known reference trajectory Yref. The additional control objective is to stabilize a virtual output ϵ(t)
defined by

ϵ(t)
.
= CeY (t), (7.2)

with Ce = [Ce1 Ce2]. In most cases, ϵ(t) is a scalar function, such that Ce1 ∈ R1×q1 , Ce2 ∈ R1×q2

and we can only stabilize a linear combination of components of the extended state. The regulation
to zero of this virtual input ϵ fulfills the trajectory tracking and disturbance rejection objectives. Two
simple examples of possible outputs are given below.

• Output regulation problem: choosing Ce1 ̸≡ 0, and Ce2 ≡ 0, we want to regulate to zero a
linear combination of components of Y1(t) in the presence of a disturbance Y2(t).

• Output tracking problem: choosing Ce1,i − Ce2,j = 0, (and the other components of the
extended state equal to zero), we want the ith component of the output Y1 to converge towards
the jth component of a known trajectory Y2,

For the trajectory tracking problem, we consider that the reference trajectory is known and measured.
To emphasize the effect of the exogenous signal (that cannot be controlled), we rewrite the Y -ODE
in (7.1) as

Ẏ (t) = A1Y (t) +

(
E1

0q2×n

)
u(t, 1), with A1 =

(
A11 A12

0q2×q1 A22

)
, (7.3)

where A11 ∈ Rq1×q1 , A12 ∈ Rq1×q2 and A22 ∈ Rq2×q2 . Note that these two output regulation and
output tracking objectives make the complete stabilization at zero impossible in the sense of the
χ-norm of the state (X,u, v, Y ) in (7.1), and we will only be able to guarantee its boundedness.

7.1.1 . Structural assumptions
The proposed approach to design appropriate output-feedback controllers requires several sufficient

yet non-very restrictive assumptions gathered in this subsection. We give some insights regarding their
conservatism.

Assumption 7.1.1 The pairs (A0, B0) and (A11, E1) are stabilizable, i.e. there exist F0 ∈ Rr×p, F1 ∈
Rn×q1 such that Ā0

.
= A0 +BXF0 and Ā11

.
= A11 + E1F1 are Hurwitz.

Assumption 7.1.1 is a classical requirement found in most of the papers dealing with ODE-PDE-ODE
systems [Geh22, DGK18]. It is not overly conservative since without the stabilizability of (A11, E1),
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it becomes impossible to stabilize the Y state independently of the PDE or interconnection structure.
The stabilizability condition on (A0, BX) simplifies the design as no mode of X is stabilized indirectly
through the PDE system. This condition allows us to obtain constructive control formulations with
assumptions that can be easily checked based only on the ODE coefficients and basic finite-dimensional
control tools known to any control engineer.

Assumption 7.1.2 For all s ∈ C0, the matrices (A0, BX , C0) satisfy

rank
(
sId−A0 BX

C0 0n×r

)
= p+ n.

This last assumption serves multiple purposes. It implies that the matrices C0 and BX are not
identically zero. This is crucial for stabilizing the PDE and the Y1 subsystems through X. Under
Assumption 7.1.2, we have that the function P0(s) = C0(sId − Ā0)

−1BX does not have any zero
in C+ common to all its components. Thus, the function P0(s) admits a right inverse whose entries
have no unstable poles (such a right inverse is not necessarily proper) [Moy77]. We denote P+

0

any such right inverse. A possible starting point for the search of such an inverse is given by the
Moore-Penrose right inverse P̄+

0 (s) = P T
0 (s)(P0(s)P

T
0 (s))−1 (which should be verified to be stable

a posteriori). A more involved stable inversion procedure is needed if this is not stable. Such a
procedure is given in Section 7.1.2.

Assumption 7.1.3 The matrix A22 is marginally stable, i.e., all its eigenvalues have zero real parts.
For all initial conditions, the zero-input trajectories remain uniformly bounded with respect to the norm
of the initial condition and in time. Also, there exist matrices Ta ∈ Rq1×q2 , Fa ∈ Rn×q2 solutions to
the regulator equations: {

−A11Ta + TaA22 +A12 = −E1Fa,
−Ce1Ta + Ce2 = 0.

(7.4)
This assumption gives a sufficient structural condition for the existence of a solution for the output
regulation problem [FW75]. It can be related to the non-resonance condition. This is a condition
on the plant’s invariant zeros and the exosystem spectrum at low frequencies. More precisely, A11

and A22 have disjoint spectra, and the number of outputs we regulate (one in the case of a scalar ϵ)
is coherent with the number of inputs. The matrices Ta, Fa can be easily computed using a Schur
triangulation.

Due to the duality between observation and stabilization, we have analogous assumptions to design
the corresponding state observer.

Assumption 7.1.4 The pairs (A0, C0), (A1, CY ) are detectable (i.e. there exist LX ∈ Rp×d

and LY ∈ Rq×m such that Ã0
.
= A0 + LXC0 and Ã1

.
= A1 + LY CY are Hurwitz).

As before, Assumption 7.1.4 is not overly conservative since without the detectability of (A0, C0),
it becomes impossible to reconstruct the Y -state independently of the PDE or interconnection struc-
ture. The detectability condition on (A1, CY ) simplifies the observer design (no modes of Y are
reconstructed indirectly through the PDE). It results in a set of conditions that can be easily tested.

Assumption 7.1.5 For all s ∈ C0, the matrices (A1, E1, CY ) satisfy

rank
(
sId−A1 E1

CY 0d×n

)
= q + n.

The transfer matrix P1(s)
.
= CY (sId − Ã1)

−1E1 has no zeros in the right-half complex plane and
admits a stable left-inverse, not necessarily proper.
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7.1.2 . Stable left-inversion algorithm
In constructing the controller and the observer, a stable left-inverse is required for the ODE system.

This section presents a simple procedure to construct a stable left-inverse for P1(s). This procedure
is adjusted from [ABA22] and is given here to present a complete, self-contained method which is an
alternative, in many cases simpler, to the computation of a Hermite normal form of a matrix. We
present the procedure in the case of the left-inversion, but it can be easily adjusted to obtain a stable
right-inverse.

Preliminary Definitions

Recall that Assumption 7.1.5 guarantees that P1(s) is full-column rank for all s ∈ C+. Further-
more, taking det(sId − Ã1) as a common denominator (of degree p, with all its roots in the com-
plex open left half-plane), we can factor P1(s) as P1(s)

.
= 1

det(sId−Ã1)
P num
1 (s), where P num

1 (s)

has real polynomial entries of degree at most p − 1 (it is a d × m matrix over a Principal Ideal
Domain, which is in fact a Euclidean Domain, see, e.g., [AW92]). The full-column rank property
for s ∈ C0 also applies to P num

1 (s). Given a list of real polynomials P = (l1(s), l2(s), ...lj(s)), we
will denote by gcd(l1, l2, ...lj) the polynomial greatest common divisor of the elements of P, and
by (a1(s), a2(s), ..., aj(s))

.
= bezout(l1, l2, ...lj) a corresponding list of real polynomial coefficients

such that
∑j

k=1 ak(s)lk(s) = gcd(l1, l2, ...lj). To construct a left-inverse for P num
1 (s), we will first

transform it into an upper-triangular form. One possible upper-triangular form is the Hermite normal
form, see, for instance, Theorem 2.9, in [AW92, Ch. 5]. However, in practice, we do not require the
uniqueness provided by this normal form, and it might be simpler to find a different upper-triangular
form with the right properties. We provide a simple method that allows for one such construction.
We begin defining some matrices that we will use to operate on the rows of P num

1 (s) to construct the
desired upper-triangular form. The first matrix, a d× d upper-triangular matrix with real polynomial
entries (of degree at most p − 1), will allow us to replace the ith row of a matrix by a combination
of that row and the following ones and allow us to place a “pivot" element in the diagonal of the
transformed matrix:

T i
p[ci, ..., cd](s)

.
=

[
Idi−1 0i−1,d−i+1

0d−i+1,i−1 U [ci, ..., cd](s)

]
, (7.5)

where U [ci, ..., cd](s) is any d − i + 1 × d − i + 1 polynomial matrix with full rank for s ∈ C+ and
having as first row the polynomials [ci, ..., cd]. Note that a particular choice for this matrix would
be the unimodular (invertible) matrix used to construct the Hermite normal form (see, for instance,
the matrix U1 in the inductive proof of Theorem 2.9 in [AW92, Ch. 5]), it is also worth mentioning
that, unlike the construction of the Hermite normal form, we do not require the elements above the
diagonal to belong to a set of residues modulo the element on the diagonal. We believe that for the
application considered in this paper, this formulation simplifies the necessary computations since, in
many cases, one can complete the first line with d− i adequately chosen rows of the identity Idd−i+1,
as long as one avoids rank deficiencies in C+ (trivial if at least one of the ck polynomials has no roots
in C+). A second, d×d lower-triangular matrix with with real polynomial entries, T i

l [pi+1, ..., pd](s),
will allow us eliminate the elements under the previously constructed “pivot". It is constructed by
replacing all the elements below the diagonal on the i’th column of a d × d identity matrix, by the
column of polynomials [pi+1, ..., pd]

T .

Construction of a stable left-inverse

A stable left-inverse of P1(s) can be found by a method similar to Gaussian elimination, as detailed in
Algorithm 1. Let us remark that a completely analogous algorithm can be used to find a stable right-
inverse in the control case (simply acting on the columns of the transfer matrix instead of the rows or
transposing the system). If the reader already knows P (s), the Hermite normal form of P num

1 (s) and
associated unimodular matrix T (s) such that P (s) = T (s)P num

1 (s), they can skip directly to step 11
of the algorithm. Remark that we do not require the classical condition of the Hermite normal form
of having the elements above the diagonal (in the full column rank case) belonging to a complete
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set of residues modulo the elements of the diagonal (see [AW92, Ch. 5]), which also simplifies the
procedure.

Algorithm 1
1: P (s)← P num

1 (s)
2: T (s)← Id
3: for i = [1, 2, ...,m] do
4: (ci, ..., cd)← bezout(Pi:d,i(s))
5: P (s)← T i

p[ci, ..., cd](s)P (s)6: T (s)← T i
p[ci, ..., cd](s)T (s)7: (pi+1, ..., pd) = −Pi+1:d,i(s)/Pi,i(s)

8: P (s)← T i
l [pi+1, ..., pd](s)P (s)

9: T (s)← T i
l [pi+1, ..., pd](s)T (s)

10: end for At the end of this loop, we obtain an upper triangular polynomial matrix P (s) withHurwitz polynomials on the diagonal and zeros below the diagonal.
11: P (s)← [Idm 0m,d−m

]
P (s) ▷We extract the first n rows of the matrix P (s), which are fullrank in C+.

12: T (s) ← P−1(s)
[Idn 0m,d−m

]
T (s) P , at this step a square, triangular matrix with Hurwitzpolynomial entries in the diagonal, has a trivial stable inverse, andT (s) is, therefore, a stable,left inverse of P num

1 (s)
13: P−

1 (s)← det(sIdq − Ã1)T (s) ▷ P−
1 (s) now contains a stable, left-inverse of P1(s)

7.1.3 . State-feedback control design
In this section, we design a state-feedback controller that will stabilize the virtual output ϵ(t)

(defined by equation (7.2)). The feedback law will be designed by means of frequential analysis.

Time-delay formulation

We first rewrite our system as a time-delay system by following the methodology proposed in Sec-
tion 6.1. The parameters D0 and D1 introduced in equation (6.4) are here chosen as

D0 = 0, D1 =
(
F1 Fa + F1Ta

)
,

where the matrices F1, Fa, Ta are defined in Assumption 7.1.1 and Assumption 7.1.3. Consequently,
the matrix Ā1 now verifies

Ā1 =

(
Ā11 Ā12

0q2×q1 A22

)
, Ā12 = A12 + E1(Fa + F1Ta),

where Ā11 is defined in Assumption 7.1.1. Consider (X̄, ᾱ, β, Y ) = Fc(D0, D1, X, u, v, Y ), where
Fc is defined in Theorem 6.1.2. Let us introduce the intermediate control input Ū such that U(t) =
Ū(t) +F0X̄(t). Adjusting the computations given in Section 6.1, the time-delay system (6.29)-(6.31)
now rewrites in the Laplace domain

z(s) = F (s)z(s) + P11(s)z(s) + P12(s)X̄(s) + P 1
13(s)Y1(s) + P 2

13(s)Y2(s), (7.6)
(sId− Ā0)X̄(s) = P21(s)z(s) + P 1

23(s)Y1(s) + P 2
23(s)Y2(s) +BX Ū(s), (7.7)

(sId− Ā11)Y1(s) = Ā12Y2(s) + P31(s)z(s), (7.8)
(sId−A22)Y2(s) = 0, (7.9)

where the different matrices are defined by equations (6.32)-(6.34) and where the matrices P i
13 and P i

23

are such that
P13 =

(
P 1
13 P 2

13

)
, P23 =

(
P 1
23 P 2

23

)
.
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This distinction is made to emphasize the contributions of the Y1 terms (that we want to stabilize)
and of the Y2 terms (on which we cannot act, due to equation (7.9)). Note that since D0 = 0, we
have P23 = E0γβ(0), due to equation (6.11). Notice that in the absence of the disturbance signal,
the stabilization of z would imply the stabilization of the whole system provided that Ū(s) can be
rewritten as a stable, dynamic state feedback of z. This is a consequence of the cascade structure
of (7.6)-(7.8).
Frequency analysis

Since the matrices Ā0 and Ā1 are Hurwitz, there exists η > 0 such that we can invert (sId − Ā0)
and (sId− Ā1) on Cη. Injecting the corresponding terms into (7.6), we obtain

z(s) = (F (s) +G(s))z(s) +H(s)Y2(s) + C0(sId− Ā0)
−1BX Ū(s)

= F (s)z(s) +G(s)z(s) +H(s)Y2(s) + P0(s)Ū(s), (7.10)
where

G(s) =P11(s) + P 1
13(sId− Ā11)

−1P31(s) + C0(sId− Ā0)
−1P21(s)

+ C0(sId− Ā0)
−1P 1

23(sId− Ā11)
−1P31(s), (7.11)

H(s) =P 2
13(s) + P 1

13(s)(sId− Ā11)
−1Ā12 + C0(sId− Ā0)

−1P 2
23(s)

+ C0(sId− Ā0)
−1P 1

23(sId− Ā11)
−1Ā12, (7.12)

and where P0(s) is defined after Assumption 7.1.2. Using the superposition principle, the control law
is decomposed into two parts: Ū(s) = Uz(s) + UY2(s). We can use each component of the control
law to compensate for the inner dynamics. First, define the transfer function

FY (s)
.
= −P+

0 (s)H(s), (7.13)
such that, knowing the values of Y2, the control law UY2(s) = FY (s)Y2(s) cancels the effect of
the disturbance on the output of the target system. The resulting transfer function is not proper
in general. However, we can use our prior knowledge of the disturbance or trajectory dynamics to
regularize it and design a strictly proper transfer function F̄Y (s), following the procedure described
in Section 7.1.2. We then define

ŪY2(s) = F̄Y (s)Y2(s). (7.14)
Once we canceled the effects of the disturbance on the dynamics or took into account the given
trajectory, equation (7.10) rewrites

z(s) = G(s)z(s) + P0(s)Uz(s).

Next, we introduce the transfer function

Fz(s) = −P+
0 (s)G(s) (7.15)

and define Uz(s) = Fz(s)z(s). Consequently, we obtain z(s) = F (s)z(s), which implies the stabiliza-
tion of z due to Assumption 6.1.1. However, the transfer function Fz(s) may not be strictly proper.
To make it strictly proper and guarantee the existence of robustness margins, we can use the filtering
technique presented in Section 6.2. We have the following theorem

Theorem 7.1.1.

Consider system (7.1) with Bu ≡ 0 under Assumptions 7.1.1, 7.1.2 and 7.1.3. Consider thestate z(s) defined by z(s) = ᾱ(s, 0), the state ᾱ being defined through the backstepping
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transformationFc(D0, D1). Consider the functionsG(s) defined by equation (7.11) and F̄Y (s)defined by equation (7.14). There exist two low pass filters w0(s) and w1(s) that satisfy equa-tions (6.46) and (6.47) such that the control law
U(s) = w1(s)F0X̄(s)− w0(s)P

+
0 (s)G(s)z(s)− F̄Y (s)Y2(s) (7.16)

is strictly proper and guarantees the exponential convergence of the virtual output ϵ(t) (de-fined in equation (7.2)) to zero. Furthermore, the control action U(t) and the trajectoriesofX , u, v, and Y remain bounded.
Proof : The different conditions of Theorem 6.2.2 are verified with C̄ = C0, Kb

X = F0, Ku
X = Ku

Y =
[0, F̄Y ], Kb

Y = 0, and Ku
z (s) = −P+

0 (s)G(s). The operator Kb
z is more difficult to express since X̄

depends on integral terms of z due to the transformation (6.2). We have BXK
b
X = Ā0 −A0, and C0(sId −

Ā0)
−1BXK

u
z (s) = −G(s), that is strictly proper. It implies that the filtered control law exponentially

stabilizes the state z(t) = ᾱ(t, 0). Consequently, due to the transport structure of the ᾱ and β equations
in (6.22), we obtain the exponential convergence to zero of ᾱ and β in the L2-norm. Let us now show
that Ce1Y1 + Ce2Y2 −→ 0. The dynamics of Y1 rewrites

Ẏ1(t) = (A11 + E1F1)Y1(t) + (A12 + E1(Fa + F1Ta))Y2(t) + E1ᾱ(t, 1),

= (A11 + E1F1)Y1(t) + (−E1Fa +A11Ta − TaA22)Y2(t) + E1(Fa + F1Ta)Y2(t) + E1ᾱ(t, 1),

where we have used Assumption 7.1.3 to obtain the last equality. This yields

˙︷ ︸︸ ︷
(Y1 + TaY2)(t) = Ā11(Y1 + TaY2) + E1α(t, 1)︸ ︷︷ ︸

−→0

.

Therefore, the dynamics of Y1 +TaY2 is exponentially stable. It implies that Ce(Y1 +TaY2)(t) = Ce1Y1(t)+
Ce2Y2(t) = ϵ(t) converges to zero. The boundedness of the control input is guaranteed by the fact that
functions F̃ξ, F̃η are strictly proper (as z(s) exponentially converges to zero and Y2(s) is bounded). The
boundedness of the state comes from the invertibility and the boundedness of the backstepping transformation
Fc(D0, D1). ■

Without the exogenous system, the proposed controller solves the classical stabilization problem.
Indeed, the filtered control law exponentially stabilizes the system (6.29)-(6.31). The exponential
stability of (X̄, z, Y ) implies the exponential stability of (X, ᾱ, β, Y ) due to Theorem 6.1.3. This,
in turn, implies the exponential stability of (X,u, v, Y ) due to the invertibility of the backstepping
transformation Fc(D0, D1).

Remark 7.1.1 So far, we have not discussed the time-domain realization of such a feedback law.
Nevertheless, the components of our feedback law are of two types: (i) distributed or pointwise delays
of the states of the system and (ii) transfer matrices. The time-domain realization of the distributed
delays corresponds to an integral operator with delayed values of the states, whereas a suitable state-
space realization of the transfer matrices can be easily found. Thus the control law (7.16) is causal
(it does not require future state values) and can be suitably approximated for implementation.

7.1.4 . Observer design and output-feedback controller
To design our observer, we will use the intermediate system (6.7), where the state (X̄, α, β, Y ) is

obtained from the state (X,u, v, Y ) using the transformation Fo(LX , 0) (defined in Theorem 6.1.1).
The matrix LX is defined in Assumption 7.1.4. We emphasize that the matrix Ā0 now corresponds to
Ã0. The observer state ( ˆ̄X, α̂, β̂, Ŷ ) is the solution of a set of equations that is a copy of the original
dynamics (6.7) to which we add dynamical output injection gains. We denote ỹ(t) = y(t)−CY Ŷ (t),
the difference between the real output and the observer output. The observer equations read as

˙̄̂
X(t) = Ã0

ˆ̄X(t) +G3α̂(t, 1) +G4Ŷ (t)−OX(ỹ),

α̂(t, 0) = Qβ̂(t, 0) + C0
ˆ̄X(t) + (Qγβ(0)− γα(0))Ŷ (t)

+
∫ 1
0 F

α(y)α̂(t, y) + F β(y)β̂(t, y)dy −O0(ỹ(t)),
∂tα̂(t, x) + Λ+∂xα̂(t, x) = G1(x)α̂(t, 1)−Oα(x, ỹ(t)),

∂tβ̂(t, x)− Λ−∂xβ̂(t, x) = G2(x)α̂(t, 1)−Oβ(x, ỹ(t)),

β̂(t, 1) = Rα̂(t, 1),
˙̂
Y (t) = A1Ŷ (t) + E1α̂(t, 1)− LY CY ỹ(t),

(7.17)
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with any (arbitrary) initial conditions in χ. The stable operatorsOi still have to be defined. We denote
with a ·̃ the difference between the real and estimated states. Subtracting the observer dynamics from
the real one, we obtain the error system



˙̃X(t) = Ã0X̃(t) +G3α̃(t, 1) +G4Ỹ (t) +OX(ỹ(t)),

α̃(t, 0) = C0X̃(t) +Qβ̃(t, 0) + (Qγβ(0)− γα(0))Ỹ (t)

+
∫ 1
0 F

α(y)α̃(t, y) + F β(y)β̃(t, y)dy +O1(ỹ(t)),
∂tα̃(t, x) + Λ+∂xα̃(t, x) = G1(x)α̃(t, 1) +Oα(x, ỹ(t)),

∂tβ̃(t, x)− Λ−∂xβ̃(t, x) = G2(x)α̃(t, 1) +Oβ(x, ỹ(t)),

β̃(t, 1) = Rα̃(t, 1), ˙̃Y (t) = Ã1Ỹ (t) + E1α̃(t, 1).

(7.18)

The objective is now to tune the different operators Oi such that the error system exponentially
converges to zero. It is sufficient to show the convergence of X̃, α̃(t, 1), and Ỹ to zero. More
precisely, we have the following lemma

Lemma 7.1.1 If (X̃(t), α̃(t, 1), Ỹ (t)) is exponentially stable in the sense of the χτ -norm, then the
state (X̃, α̃, β̃, Ỹ ) is exponentially stable in the sense of the χ-norm. This implies the convergence of
the observer state to the real state.

Proof : Due to the stability of the observer operators and using the transport structure of α̃, β̃ PDEs, the
exponential convergences of Ỹ and α̃(t, 1) to zero imply the exponential convergence of the states α̃(t, x)
and β̃(t, x). The stability is a consequence of the well-posedness of the system. It can also be proved by
adjusting the proof of Theorem 6.1.3. ■

Design of the operators Oi

We now want to define the operators Oi such that X̃, α̃(t, 1), and Ỹ exponentially converge to zero.
The analysis will be done in the Laplace domain. The Laplace transform of the last equation of (7.18)
yields

(sId− Ã1)Ỹ (s) = E1α̃(s, 1). (7.19)
Due to Assumption 7.1.4, the matrix (sId − Ã1) is invertible in C+. This gives ỹ(s) = C(sId −
Ã1)

−1E1α̃(s, 1). Thus, we obtain α̃(s, 1) = P−
1 (s)Ỹ (s), where P−

1 is a left-inverse of P1 in Assump-
tion (7.1.5). This, in turn, implies

Ỹ (s) = (sId− Ã1)
−1E1P

−
1 (s)ỹ(s).

This means that the terms that are functions Ỹ and α̃(s, 1) and that appear in the error system can
directly be compensated using the observer gains. In particular, we can define OX as

OX(ỹ(s)) = −(G3P
−
1 (s) +G4(sId− Ã1)

−1E1P
−
1 (s))ỹ(s) (7.20)

so that equation (7.18) can be rewritten as (sId − Ã0)X̃(s) = 0, which implies the exponential
convergence of X to zero due to Assumption 7.1.1. Similarly, to get rid of the terms G1 and G2, we
define the operators Oα(x, ỹ) and Oβ(x, ỹ) by

Oα(x, ỹ) = −G1(x)P
−
1 (s)ỹ(s), Oβ(x, Ỹ ) = −G2(x)P

−
1 (s)ỹ(s), (7.21)

such that the PDE equations in (7.18) rewrite as transport equations. Indeed, for t > 1
λ1

+ 1
µ1

, for
every 1 ≤ i ≤ n and every 1 ≤ j ≤ m, we have for every x ∈ [0, 1]

α̃i(t, x) = α̃i(t−
x

λi
, 0), β̃j(t, x) =

n∑
k=1

Rjkα̃k(t−
1− x
µj

, 1). (7.22)
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In what follows, we consider that t > 1
λ1

+ 1
µ1

. The design of the operator O0 is more involved since
this operator must compensate almost all the terms that appear in the boundary condition of α̃(t, 0)
(including the integral terms). To design this observer operator, we will omit the term C0ξ̃ since this
term exponentially converges to zero. We define the operator O0 as follows

(O0(ỹ))i = −((Qγβ(0)− γα(0))(sId− Ã1)
−1E1P

−
1 (s)ỹ(s))i −

i∑
j=1

m∑
k=1

n∑
ℓ=1

∫ 1

0
Fα
ij(ν)

QjkRkℓe
− sν

λj e
− s

µk dν(P−
1 (s)ỹ(s))ℓ −

m∑
k=1

n∑
ℓ=1

∫ 1

0
F β
1k(ν)Rkℓe

− s(1−ν)
µk dν · (P−

1 (s)ỹ(s))ℓ. (7.23)
It has been shown in [ABA22] that with this operator, we obtain

α̃i(t, 0) =
m∑
k=1

n∑
ℓ=1

QikRkℓα̃ℓ(t−
1

µk
− 1

λℓ
, 0), (7.24)

which is exponentially stable due to Assumption 6.1.1. We have the following theorem

Theorem 7.1.2 Consider the operators OX , Oα, Oβ , O0, respectively defined by equations (7.20),
(7.21) and (7.23). Define the observer states (X̂, û, v̂, Ŷ ) = Fo(LX , 0,

ˆ̄X, α̂, β̂, Ŷ ), where the trans-
formation Fo is defined in Theorem 6.1.1, and where ( ˆ̄X, α̂, β̂, Ŷ ) is the solution of the system (7.17).
Then the state (X̂, û, v̂, Ŷ ) exponentially converges to (X,u, v, Y ) in the sense of the χ-norm.

Proof : With this choice of operators, we have already shown that Ỹ and X̃ exponentially converge to zero.
Moreover, the recursive design of O0 implies that for all t > 1

λ1
+ 1

µ1
, all i ≤ n, α̃i(t, 0) is solution of

α̃i(t, 0) =
∑m

k=1

∑n
ℓ=1QikRkℓα̃ℓ(t − 1

µk
− 1

λℓ
, 0) + O(ξ̃), where O is a linear bounded operator. Thus,

α̃(t, 0) exponentially converges to zero, which implies the exponential convergence of α̃(t, 1). Consequently,
Lemma 7.1.1 implies that the state (X̃, α̃, β̃, Ỹ ) exponentially converges to zero for the χ-norm. We conclude
the proof by using the invertibility and boundedness of the linear transformation Fo. ■

Remark 7.1.2 Similarly to what has been done for the controller, it is possible to low-pass filter the
measured output signal y(t) to use only strictly proper observer operators. Indeed, without filtering,
the observer operators Oi may not be strictly proper (due to the use of the left inverses), and the
observer system may consequently be sensitive to measurement delays. Low-pass filtering of the
measurement will lead to strictly proper observer operators while still guaranteeing the convergence of
the estimated states towards the real states. This will consequently allow the existence of robustness
margins.

Output-feedback controller

We can now design a stabilizing output-feedback controller.

Theorem 7.1.3.

Consider system (7.1) with Bu ≡ 0 under Assumptions 7.1.1, 7.1.2 and 7.1.3. Consider the op-eratorsOX ,Oα,Oβ ,O0, respectively defined by equations (7.20), (7.21) and (7.23). Define the
observer states (X̂, û, v̂, Ŷ ) = Fo(LX , 0,

ˆ̄X, α̂, β̂, Ŷ ), where the transformation Fo is definedin Theorem 6.1.1, and where ( ˆ̄X, α̂, β̂, Ŷ ) is the solution of the system (7.17). Define the state
(X̄c, ᾱc, βc, Yc) = Fc(0, (F1 Fa + F1Ta), X̂, û, v̂, Ŷ ), where the transformation Fc is definedin Theorem 6.1.2. Denote zc(s) = ᾱc(s, 0). Consider the functions G(s) defined by equation(7.11) and F̄Y (s) defined by equation (7.14). There exist two low pass filters w0(s) and w1(s)that satisfy equations (6.46) and (6.47) such that the control law

Û(s) = w1(s)F0X̄c(s)− w0(s)P
+
0 (s)G(s)zc(s)− F̄Y (s)(Yc)2(s) (7.25)

is strictly proper and guarantees the exponential convergence of the virtual output ϵ(t) (de-
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fined in equation (7.2)) to zero. Furthermore, the control action U(t) and the trajectoriesofX , u, v, and Y remain bounded.
Proof : Due to Theorem 7.1.2, the observer state exponentially converges to zero. We can express the control
law (7.25) in terms of (7.16) and the error states. This last contribution exponentially converges to zero. Thus,
we can adjust the proof of Theorem 7.1.1 to conclude. ■

7.1.5 . Simulation results
In this section, we illustrate the performance of our output feedback controller in two test cases.

The first test case corresponds to a disturbance rejection problem (exogenous sinusoidal disturbance),
while we consider a trajectory tracking problem in the second case. In both cases, the original open-
loop system is unstable. The system, the observer, and the controller were implemented using Matlab
and Simulink. The evolution of the PDE systems was simulated using an explicit in time, first-order,
upwind finite difference method. The ODE states were simulated using a Runge-Kutta solver (order
4) with fixed timesteps. The transfer functions in the control law were transformed into a state-space
representation for implementation. The evolution of the systems was computed on a 100s time scale,
with a CFL number equal to 0.5. Consider system (7.1) with the following numerical values: n =
1,m = 1, Λ+ = 2, Λ− = 0.7, Σ+− = 0.3, Σ−+ = 0.2, Σ−− = Σ++ = 0 R = 0.5, Q = 0.6. The
ODE dynamics are in dimension p = 4, q1 = 3, q2 = 2, and defined by the matrices

A0 =


0 0.14 0 0.1
0 0 0.14 0

0.29 −0.43 0.57 0.2
0 0 0 −1.1

 , B0 =


0 0
0 −1
1 −1
0 0

 , E0 =


2
−1
0.1
0

 , E1 =

 0.1
−0.05

0



C0 =
(
1 0 0 −0.5

)
, C11 =

(
3 −0.6 0

)
, A11 =

 0.1 0 0
0.05 −0.1 −0.02
0 0 −0.2

 .

The exogenous system is a sinusoidal signal that only acts on the Y -ODE subsystem (i.e., C12 = [0, 0])
through the matrix A12. We have

Ẏ2(t) = A22Y2(t) =

(
0 π
−π 0

)
Y2, A12 =

(
0 0.2 0.05
0.1 0 0

)T

.

The virtual input is defined by Ce =
(
1 0 0 0 0

)
, such that ϵ(t) = Y1,1(t). Thus the control

objective is to stabilize the first component of Y1(t) in the presence of an exogenous sinusoidal
disturbance. We can verify that the different assumptions are satisfied. Notice in particular that A12 ̸∈
Im(E1) (unmatched disturbance), C0B0 = 0, E0 ̸∈ Im(B0) and (A0, B0) is not controllable but is
stabilizable. In our simulations, we used

F0 =

(
41.71 5.43 −1.93 0
42 5 0.14 0

)
, F1 =

(
−5 −15 0

)
,

LX =


−2.45 −0.21
−0.22 −3.49
−15.34 187.6
−129.5 20.2

 , L1 =

−0.720
−0.1

 , L2 =

(
−21.2
27.9

)
,

and LY =
(
−0.72 0 −0.1 −21.1 27.9

)T . We used a space step of 0.0025. An input delay
of 0.1s was introduced in the control action to show the robustness of the design to small delays
in the loop. We used simple low-pass filters of 4th order with different bandwidths. The observer
is initialized with values corresponding to 60% of the real values. As illustrated in Figure 7.1a, the
norm of the unstable open-loop system explodes. However, as shown in Figure 7.1b, the virtual
output ϵ(t) converges to zero with the output-feedback control law, even in the presence of the
disturbance signal. The control inputs are pictured in Figure 7.2a. Finally, the evolution of the norm
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(a) Evolution of the χ-norm of the open-loopsystem (7.1) in the presence of a disturbancesignal.
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(b) Evolution of the state Y1(t) (blue) in closed-loop, in the presence of a disturbance (dottedpink).
Figure 7.1: Time evolution of the norm of the Open-Loop system (a), and time evolution of thestate Y1 in closed-loop (b).
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(a) Evolution of the control inputs U1(t) (blue)and U2(t) (red).
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(b) Evolution of the χ−norm of the errorstate (X̃, ũ, ṽ, Ỹ ).
Figure 7.2: Time evolution of the norm of the Control input (a), and of the χ−norm of the errorstate (b).

of the error state is represented in Figure 7.2b. As expected, the error seems to converge to zero
after the transient. However, the final value is not precisely zero. Even if this discrepancy does not
prevent the stabilization of the virtual output in closed loop, it means that some of our states are
not correctly reconstructed. This mismatch is due mainly to numerical issues since we noticed that
reducing the space step (and consequently the time step due to the CFL condition) implied getting
better estimates. Indeed, when performing the backstepping transformations, some kernels or some
states may have large values compared to others, which could explain the sensitivity when performing
the change of coordinates. Reducing the space step may slow the computations, which is a problem in
a real implementation. It could be interesting to consider implicit solvers or use the Simpson method
to compute the different integral terms instead of the trapezoidal method to overcome this numerical
problem. Finally, it is essential to mention that this numerical issue occurs because of the strong
instability of the open-loop system chosen as an example.

More precisely, we illustrated our approach with a complicated academic example (i.e., one where
we are fully exploiting all of the assumptions to their fullest). This is a worst-case scenario where all
the subsystems are independently unstable, only stabilizable, etc. The controller has to compensate
for all the instabilities in the system (in particular those in the distal ODE system) and takes very
high values, which is also an explanation for the numerical limitations observed. The resulting system
is numerically very stiff and takes an important effort to simulate. The delay margin is non-zero but
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might be small in this highly unstable case. We can reasonably expect better simulation behavior
and delay margins for less unstable systems. In a practical application, and in particular, for a heavy
industrial system, we would not expect all of the components (subsystems) to be independently
unstable and simply stabilizable (in particular, the PDE would most likely be destabilized by the
interconnection with the ODE and not by itself, and the actuator would not be an unstable ODE),
and the actuation will likely require a lot less energy. Furthermore, we would expect a system with a
smaller bandwidth (slow system) to naturally have a higher delay margin. Optimizing the filter could
increase the delay margin, yet, without a theoretical bound for this, it is outside of the scope of this
paper. We do not believe it would have been productive to do so for only one specific example. To
illustrate this statement, we present below simulation results for a simple case. We have chosen the
following numerical values: λ = 2, µ = 0.7, σ+(x) = 0.5 + 0.1 sin(x), σ− = 0.5, ρ = 0.5, q = 0.6.
The ODE dynamics are in dimension n = 4,m = 3, c = 2, and defined by the matrices

A0 =


0 0.014 0 0.01
−4.2 −0.5 0 0
0 0 −0.15 0.2
0 0 0 −0.11

 , B0 =


0 0
0 −1
1 −1
0 0

 , E0 =


0.2
−0.1
0.01
0

 ,

C0 =
(
0.1 0 0 −0.05

)
, C1 =

(
0 1 0.5 0.1 0 0

)
, E1 =

−0.1−0.1
0

 ,

A11 =

−0.29 0.14 0
−0.14 0 0.1

0 0 −0.9

 , A21 =

0 0 0
0 0 0
0 0 0

 , A12 =

1 0 0
0 0 0
0 0 0

 , A22 =

0 0 0
0 0 1
0 −1 0

 .

With this choice of coefficients, the two ODE subsystems are independently exponentially stable (as A0

and A1 are Hurwitz). However, the interconnection with the PDE makes the whole system unstable,
as seen in Figure 7.3a. The reference signal is a sinusoidal function, and the system is subject to
constant disturbance. We used a mesh of 101 points for the space domain. We chose small observer
and controller gains to avoid numerical problems. The observer state slowly converges to the expected
values. The control input is subject to a 0.1s delay, which would be closer to delay values encountered
in real systems. The simulations are now obtained in less than one minute, and the proposed control
strategy guarantees the convergence of the virtual output to zero. As seen in Figure 7.3b, the signal
Y1 converges to the reference signal. The control effort is pictured in Figure 7.4a. As expected, it
shows smaller values than the ones given in Figure 7.2a. Finally, a 3D representation of v(t, x), which
keeps on oscillating in non transient time, is given in Figure 7.3b.

7.2 . Output-feedback stabilization in the case of an actuated/measured PDE

We now consider the case where the control input acts at the connection point between the u-
PDE and the X-ODE (i.e., BX ≡ 0). We make the simplifying assumption that Bu = Id. Similarly,
we consider that we measure the PDE state u(t, 1) (i.e., CY = 0 and Cu = Id). As explained in
the introduction of this chapter, the problem of stabilizing an ODE-PDE-ODE system when the PDE
is actuated has not been well studied in the literature. Indeed, most contributions do not consider
the ODE state X [ABABS+18, ADM20, dAVP18]. In this section, we show how we can use the
time-delay representation to design a stabilizing output-feedback controller.

7.2.1 . State-feedback controller
Consider the variables (X̄, ᾱ, β, Y ) obtained from the initial state (X,u, v, Y ) using the transfor-

mation Fc(0, 0). Consider the time-delay formulation given by equations (6.23)-(6.25) and define the
intermediate control input Ū(t) as

Ū(t) = U(t) +

N∑
i=1

Fiz(t− τi) +
∫ τ

0
Hz(ν)z(t− ν)dν + C0X̄(t)
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(a) Evolution of the different components of thedistal ODE state Y (t) in open-loop.
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(b) Evolution of the state Y1(t) (blue) in closed-loop, in the presence of a disturbance (pink).
Figure 7.3: Time evolution of the norm of the state Y in open-loop (a), and time evolution of thestate Y1 in closed-loop (b).
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(a) Evolution of the control inputs. (b) 3D-evolution of PDE state v(t, x).
Figure 7.4: Time evolution of the norm of the Control input (a), and of the PDE state v(t, x) (b).

+ (Qγβ(0)− γα(0))Y (t). (7.26)
Define z(t) = ᾱ(t, 0). Due to equation (7.26), we have z(t) = Ū(t). Following the computations of
Section 6.1.2, we obtain for all t > τ ,

z(t) = Ū(t) (7.27)
˙̄X(t) = A0X̄(t) +

n∑
i=1

FX
i Ū(t− τi) +

∫ τ

0
HX(ν)Ū(t− ν)dν + E0γβ(0)Y (t), (7.28)

Ẏ (t) = A1Y (t) +

n∑
i=1

F Y
i Ū(t− 1

λi
) +

∫ τ

0
HY (ν)Ū(t− ν)dν. (7.29)

Note that, due to the cancellation of the reflection term
∑N

i=1 Fiz(t−τi), the control law U(t) will not
be strictly proper. Consequently, it will be necessary to low-pass filter it to guarantee the robustness
of the closed-loop system. Inspired by [BLK10], we define the following change of coordinates

Ȳ (t) = Y (t)+τ2
∫ 1

0

( ∫ x

0
e−A1τ(x−y)HY (τ(1− y))dy

)
Ū(t− (1− x)τ)dx, (7.30)

X̄1(t) = X̄(t)+τ2
∫ 1

0

( ∫ x

0
e−A0τ(x−y)H̄X(τ(1− y))dy

)
Ū(t− (1− x)τ)dx, (7.31)
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where H̄X(ν) = HX(ν)− E0γβ(0)τ
∫ 1−ν

τ
0 e−A1(τ(1−y)−νHY (τ(1− y))dy. We obtain

˙̄X1(t) = A0X̄1(t) + E0γβ(0)Ȳ (t) +

n∑
i=1

FX
i Ū(t− τi) + Ē0Ū(t) (7.32)

˙̄Y (t) = Ā1Ȳ (t) +

n∑
i=1

F Y
i Ū(t− 1

λi
) + Ē1Ū(t) (7.33)

where Ē1 = τ
∫ 1
0 e−A1τ(1−y)H2(τ(1−y))dy and Ē0 = τ

∫ 1
0 e−A0τ(1−y)H̄3(τ(1−y))dy. Let us denote

Xc(t) =

(
X̄1(t)
Ȳ (t)

)
, Ac =

(
A0 E0γβ(0)
0 A1

)
.

Inspired by [Art82], we finally define the state Z as

Z(t) = Xc(t) +

n∑
i=1

∫ t

t−τi

eAc(t−s−τi)

(
FX
i

0

)
Ū(s)ds

+

n∑
i=1

∫ t

t− 1
λi

eAc(t−s− 1
λ i

)

(
0
F Y
i

)
Ū(s)ds. (7.34)

Consequently, we obtain Ż(t) = AcZ(t) + B̄Ū(t), with

B̄ =

(
Ē0

Ē1

)
+

n∑
i=1

(
e−AcτiFX

i

e
−Ac

1
λi F Y

i

)
.

We are led to the following assumption

Assumption 7.2.1 The pair (Ac, B̄) is stabilizable, i.e., there exists Kc such that Ac + B̄Kc is
Hurwitz.

We have the following theorem

Theorem 7.2.1.

Consider system (7.1) with Bu = Id. Consider that Assumptions 6.1.1 and 7.2.1 are verified.Consider the control law U(t) defined by equation (7.26) where Ū(t) = KcZ(t), where Z isdefined from X̄ and Y using transformations (7.31)-(7.30) and (7.34). Then, there exists a lowpass filter w0(s) that satisfies equation (6.40) such that the control law Uf (s) = w0(s)U(s) isstrictly proper and exponentially stabilizes the system (7.1).
Proof : The exponential stability of Z implies that Ū converges to zero. This implies the exponential stability
of the state X (using (7.31)) and Y (using (7.30)). This, in turn, implies the exponential convergence of
the state α(t, 0) and consequently of (X,u, v, Y ). Finally, since the controller gains KX , KY are bounded
and since Kz = −F (s), the conditions of Theorem 6.2.1 are verified and the strictly proper controller Uf

exponentially stabilizes the system (7.1). ■

7.2.2 . State observer
Analogously to what we have done in Section 7.1.4, we use the intermediate system (6.7) to

design our observer. The state (X̄, α, β, Y ) is obtained from the state (X,u, v, Y ) using the trans-
formation Fo(0, 0). Consequently, y(t) = u(t, 1) = α(t, 1). Following the methodology proposed in
Section 6.1.2, we can apply the method of characteristics to obtain for t > τ

α(t, 1) =

N∑
i=1

F̄ z
i α(t− τi, 1) +

n∑
i=1

F̄X
i X(t− 1

λ i
) + F̄ Y

i Y (t− 1

λ i
)
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+

∫ τ

0
H̄(ν)α(t− ν, 1)dν +

∑
BU

i U(t− 1

λi
), (7.35)

where the matrices F̄ z
i , F̄X

i , F̄ Y
i , BU

i and H̄ can be explicitly computed following the methodol-
ogy of [ADM19]. Since the functions α(t, 1) and U(t) are both known, we can consider y1(t) =∑n

i=1 F̄
X
i X̄(t− 1

λ i
) + F̄ Y

i Y (t− 1
λ i
) as an available measurement. Define Z as the concatenation of

the vector X̄ and Y and introduce the matrix Ao =

(
A0 G4

0q×p A1

)
. We obtain

Ż(t) = A0Z(t) +GZy(t), (7.36)
where GZ =

(
G3

E1

)
. Defining F o

i =
(
F̄X
i F̄ Y

i

)
, we have y1(t) =

∑n
i=1 F

o
i Z(t − 1

λi
). Applying

Duhamel’s formula to equation (7.36), we obtain for t > 1
λ1

y1(t) =

n∑
i=1

F o
i e

−Ao
λi

(
Z(t)−

∫ t

t− 1
λi

eAo(t−ν)Gzy(ν)dν
)
. (7.37)

We now make the following assumption

Assumption 7.2.2 There exists Lo such that Ao + Lo
∑n

i=1 F
o
i e

−Ao
λi is Hurwitz.

This assumption is the dual condition of Assumption 7.2.1. It can be seen as a detectability condition.
We can now properly define the observer system. Let us denote ( ˆ̄X, α̂, β̂, Ŷ ) as the observer state.
We also define Ẑ as the concatenation of ˆ̄X and Ŷ . They are solutions of the following system

˙̂
Z(t) = AoẐ(t) +GZy(t)− Lo(y1(t)−

∑n
i=1 F

o
i e

−Ao
λi Ẑ(t))

−Lo
∑n

i=1 F
o
i

∫ t
t− 1

λi

eAo(t−ν)Gzy(ν)dν,

α̂(t, 0) = Qβ̂(t, 0) + C0
ˆ̄X(t) + (Qγβ(0)− γα(0))Ŷ (t) +BuU(t)

+
∫ 1
0 F

α(y)α̂(t, y) + F β(y)β̂(t, y)dy −O0(ỹ(t)),
∂tα̂(t, x) + Λ+∂xα̂(t, x) = G1(x)y(t),

∂tβ̂(t, x)− Λ−∂xβ̂(t, x) = G2(x)y(t),

β̂(t, 1) = Rα̂(t, 1),

(7.38)

with any (arbitrary) initial conditions in χ. The operator Oo still has to be defined. We denote with
a ·̃ the difference between the real and estimated states. The error system is obtained by subtracting
the observer dynamics from the real one. We obtain

˙̃Z(t) = AoZ̃(t) + Lo
∑n

i=1 F
o
i e

−Ao
λi Z̃(t),

α̃(t, 0) = C0X̃(t) +Qβ̃(t, 0) + (Qγβ(0)− γα(0))Ỹ (t)

+
∫ 1
0 F

α(y)α̃(t, y) + F β(y)β̃(t, y)dy +O0(ỹ(t)),
∂tα̃(t, x) + Λ+∂xα̃(t, x) = 0,

∂tβ̃(t, x)− Λ−∂xβ̃(t, x) = 0,

β̃(t, 1) = Rα̃(t, 1).

(7.39)

Note that Lemma 7.1.1 still holds. Thus, we want to define the operator Oo such that X̃, α̃(t, 1), and

Ỹ exponentially converge to zero. Since Ao +Lo
∑n

i=1 F
o
i e

−Ao
λi is Hurwitz due to Assumption 7.2.2,

we already have the exponential stability of X̃ and Ỹ . Following the methodology proposed in
Section 6.1.2, we can apply the method of characteristics to obtain for t > τ

α̃(t, 1) =

N∑
i=1

F̄ z
i α̃(t− τi, 1) +

n∑
i=1

F̄X
i X̃(t− 1

λ i
) + F̄ Y

i Ỹ (t− 1

λ i
)
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+

∫ τ

0
H̄(ν)α̃(t− ν, 1)dν +O0(ỹ(t)), (7.40)

where the matrices F̄ z
i , F̄X

i , F̄ Y
i and H̄ are identical to the ones given in equation (7.35) and can be

explicitly computed following the methodology of [ADM19]. Thus, we choose O0(ỹ(t)) as

O0(ỹ(t)) = −
N∑
i=1

F̄ z
i ỹ(t− τi)−

∫ τ

0
H(ν)ỹ(t− ν)dν. (7.41)

We can now write the following theorem

Theorem 7.2.2 Consider the operators O0 defined by equation (7.41). Consider that Assump-
tion 7.2.2 is verified. Define the observer states (X̂, û, v̂, Ŷ ) = Fo(0, 0,

ˆ̄X, α̂, β̂, Ŷ ), where the
transformation Fo is defined in Theorem 6.1.1, and where ( ˆ̄X, α̂, β̂, Ŷ ) is the solution of the sys-
tem (7.38). Then the state (X̂, û, v̂, Ŷ ) exponentially converges to (X,u, v, Y ) in the sense of the
χ-norm.

Proof : The proof is a direct consequence of the previous computations and of Lemma 7.1.1. ■

Again, it is possible to low-pass filter the measured output signal y(t) to obtain strictly proper observer
operators (see Remark 7.1.2).

7.2.3 . Output feedback controller
The proposed observer can be used to design a stabilizing output-feedback controller.

Theorem 7.2.3.

Consider system (7.1) with BX ≡ 0 under Assumptions 6.1.1, 7.2.1 and 7.2.2. Consider the
operator O0 defined by equation (7.41). Define the observer states (X̂, û, v̂, Ŷ ) = Fo(0, 0,

ˆ̄X,

α̂, β̂, Ŷ ), where the transformation Fo is defined in Theorem 6.1.1, and where ( ˆ̄X, α̂, β̂, Ŷ ) isthe solution of the system (7.38). Define the state (X̄c, ᾱc, βc, Yc) = Fc(0, 0, X̂, û, v̂, Ŷ ), wherethe transformation Fc is defined in Theorem 6.1.2. Denote zc(s) = ᾱc(s, 0) and define Z us-ing transformations (7.31)-(7.30) and (7.34). There exist a low pass filter w0(s) that satisfiesequations (6.40) such that the control law
Û(s) = w(s)(−

N∑
i=1

Fizc(t− τi)−
∫ τ

0
Hz(ν)zc(t− ν)dν − C0X̄c(t)

− (Qγβ(0)− γα(0))Yc(t) +KcZ(t)) (7.42)
is strictly proper and exponentially stabilizes the system (7.1).
Proof : The proof is analogous to the one of Theorem 7.1.3. ■

7.2.4 . Simulation results
We illustrate Theorem 7.2.3 with some simulations. The parameters are chosen as Λ+ = 1.2,

Λ− = 2, Σ++ = Σ−− = 0, Σ−+ = −0.35e−x, Σ+− = 0.7x, Q = 0.7, R = 1, E1 = (−0.1, 0.2)T ,

C1 = (0.1, 0.2), C0 = (−0.4− 0.75), E0 = (−0.1, 0.3)T , Bu = 1. A0 = A1 =

(
−0.15 0.1

0 0.1

)
. The

matrix Kc in Theorem 7.2.3 is chosen such that the poles for the eigenvalues of Ac + B̄K are -0.2,
-0.3, -0.4 and -0.5. We choose the same poles for the observer part. The coefficients Σ−+ and Σ+−

are subject to an additive sinusoidal uncertainty (amplitude 0.05). In Figure 7.5 we have pictured the
time evolution of the χ-norm in four situations. The first case corresponds to the closed-loop behavior
without a low-pass filter and delay. In the second case, we consider a 0.05 input delay. Finally, in the
third and fourth cases, we consider a filtered control law (with a simple low-pass filter of 2nd order
with a bandwidth of 40 rad.s−1 and 120 rad.s−1 as illustrated by Lemma 6.2.1) in presence of a 0.05s
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Figure 7.5: Evolution of the || · ||χ-norm of the state for three situations: a) Without filter andinput delay (blue), b) without filter and with an input delay of (red), c) with a low-pass filter andinput delay of 0.05s (yellow).

input delay. The nominal controller exponentially stabilizes the system. Note that the proposed design
may be the cause of high transient values. Due to the cancellation of the reflection term −Qv(t, 0)
in the control design, the unfiltered control law is not robust to this (small) input delay. Conversely,
the filtered control law still stabilizes the system in the presence of this delay. Nevertheless, the filter
slightly deteriorates the transient behavior. Increasing the bandwidth improves the performance but
can deteriorate the robustness margins. Knowing the structure of the uncertainty, it is theoretically
possible to increase the bandwidth (thus improving the performance) while guaranteeing that the
conditions of Theorem 6.2.3 are still verified. However, due to the delay, a deeper analysis would be
required to verify that the closed-loop system is still robust to delays.

7.3 . Conclusions and perspectives

In this chapter, we have introduced generic assumptions under which we could design stabilizing
output-feedback controllers for the network system (7.1). We have distinguished the case of an
actuated/measured ODE (Section 7.1) and the case of an actuated/measured PDE (Section 7.2).
In both cases, the proposed design assumptions were essentially made on the structure of the
ODE components and are less restrictive than those existing in the literature. The controller and
observer designs are based on the time-delay methodology introduced in Chapter 6. We guaranteed
the robustness of the resulting output feedback controllers using filtering techniques.

The proposed methodology avoids configurations where the PDE system is under-actuated or
under-measured. More precisely, we have considered that the control input could act on all the
components of one of the PDE states at the boundary (even if under Assumption 7.1.2 the X-ODE
somehow filters this control input in Section 7.1), which guarantees the controllability/observability
of the isolated PDE part [Li10]. Although the different assumptions we have stated throughout this
chapter are verified for several industrial problems as simple drilling systems [AS18] or deepwater
construction vessels [SWS10, WK22], they are not fulfilled for multiple network configurations. It
is the case, for instance, of the simple interconnection of two scalar PDE systems [ADMBA19].
Therefore, we will focus on interconnected PDE systems with a chain structure in the next chapters.
The interconnection will comprise several interconnected subsystems, only one being actuated through

95



its boundaries. In Chapter 8, the control input and measured output will be located at the end of the
chain, while in Chapter 9, they will be located at one junction between two subsystems. In this last
case, we will only consider the case of two subsystems. The control strategies we will design could
then be coupled with the results of this chapter to deal with more general network configurations.
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8 - Output-feedback stabilization of a
network with a chain structure

In Chapter 7, we have designed output-feedback stabilizing controllers for a general class of ODE-
PDE-ODE network under generic assumptions. Among other requirements, we imposed drastic rank
conditions on the actuation matrices, Bu in the case of an actuated PDE or C0 in the case of an
actuated ODE. In many configurations, such conditions are not satisfied. It is the case, for instance, of
the simple interconnection of two scalar hyperbolic systems [ADMBA19], only one of the subsystems
being actuated. Although it seems for now overly ambitious to design generic control strategies for any
underactuated systems or network configurations, several approaches in the literature have proposed
constructive control designs for networks with specific structures. In particular, chains with a
cascade structure have received particular interest. In such configurations, the graph representing
the network is a straight line, and the actuator/sensor is located at one of its extremities. This
class of system may appear when considering oil production systems made of connected pipes (whose
principal line is known as the manifold) [MJ17]. More precisely, the lower part of the drill string is
usually made up of drill collars that can significantly impact global dynamics due to their inertia.
In particular, these pipes may have different lengths, densities, inertia, or Young’s modulus. These
spatial variations in the characteristic line impedance may cause reflections to appear in the junctions.
Such simple networks with a chain structure can also model traffic systems, as described in [YK23]
in the case of two cascaded freeway segments. Recently, several approaches have been developed
to design stabilizing controllers for such chain structures: e.g., the multi-step approach in [DG20]
or backstepping-based controllers [ADMBA19, Aur20] in the case of scalar subsystems. Although
the latter approach has enabled significant advances, it only considered scalar subsystems and lacked
adaptability from one chain to another. For instance, adding one additional PDE subsystem in the
chain structure was not directly possible in [Aur20]. To remedy this disadvantage, we develop in this
chapter a recursive dynamics interconnection framework to exploit the interconnection structure by
recursively designing observers or controllers for each subsystem, gathering information on the nodes
of the networks. Interconnection properties are used to build the desired output-feedback control law
recursively. We consider an arbitrary number of non-scalar PDE subsystems interconnected through
their boundaries, the actuation being located at one extremity of the chain. The proposed chapter
extends the results from [ABANR21, RAN21b, ABP22] in this more generic setting.

8.1 . Problem under consideration

8.1.1 . Interconnection with a cascade structure
In this chapter, we consider a system composed of N > 0 PDE subsystems interconnected through

their boundaries in a chain structure. Each subsystem is composed of an arbitrary number of linear
hyperbolic PDEs and is modeled by the following set of equations (i ∈ {1, . . . , N})

∂tui(t, x) + Λ+
i ∂xui(t, x) = Σ++

i (x)vi(t, x) + Σ+−
i (x)vi(t, x), (8.1)

∂tvi(t, x)− Λ−
i ∂xvi(t, x) = Σ−+

i (x)ui(t, x) + Σ−−
i (x)vi(t, x), (8.2)

evolving in {(t, x) s.t. t > 0, x ∈ [0, 1]}, where ui = (u1i , . . . , u
ni
i )T and vi = (v1i , . . . , v

mi
i )T .

Similarly to the general system (5.1) introduced in Chapter 6, the matrices Λ+
i > 0 and Λ−

i > 0 are
the constant transport velocity matrices respectively associated to equations (8.1) and (8.2). They are
diagonal positive: Λ+

i = diag(λji )1≤j≤ni and Λ−
i = diag(µji )1≤j≤mi . Moreover, we still consider that

their coefficient verify
−µmi

i < · · · < −µ1i < 0 < λ1i < · · · < λni
i .
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We denote τi the maximum transport delay associated to each PDE subsystem: τi = 1
λ1
i
+ 1

µ1
i
. The in-

domain coupling terms Σ··
i are regular functions, and we still consider that the diagonal entries of Σ++

i

and Σ−−
i are equal to zero. These subsystems are connected through their boundary conditions, which

satisfy

ui(t, 0) = Qi,ivi(t, 0) +Qi,i−1ui−1(t, 1), (8.3)
vi(t, 1) = Ri,iui(t, 1) +Ri,i+1vi+1(t, 0) (8.4)

where the different coupling and Ri,j , Qi,j are constant. By convention we consider that RN,N+1 = 0
and Q1,0 = Id. Moreover, the function u0(t, 1) corresponds to the control input U(t). The measured
output is denoted as y(t) and verifies

y(t) = uN (t, 1). (8.5)
System (8.1)-(8.4) is schematically pictured in Figure 5.3, and we propose in Figure 8.1 a simplified
representation that underlines its chain structure. As explained in Section 5.3.3, the interconnected
system (8.1)-(8.4) can be recast under the form (5.1) (without the ODEs) using a technique referred to
as folding (see [Aur20, ABP22] for details). However, the representation (5.1) shadows the cascade
structure between the different subsystems. This is why, in this chapter, we use the representation
given by equations (8.1)-(8.4). The main advantage of such a representation is that it highlights
that the interactions between the different subsystems only occur at the boundaries (black arrows).
For instance, the output of the second subsystem entering the first subsystem could be seen as a
disturbance acting on the first subsystem (even if the corresponding output of the first subsystem
indirectly modifies this disturbance signal). For a subsystem i, we will call the subsystem i + 1 the
downstream subsystem and the subsystem i− 1 the upstream subsystem.

U(t) System 1 System 2 System N

Figure 8.1: Schematic representation of system (8.1)-(8.4)
The initial conditions of each subsystem belong to H1([0, 1],Rni)×H1([0, 1],Rmi). They satisfy

the appropriate compatibility conditions (as stated in Theorem 5.2.1), so that the system (8.1)-(8.4)
is well-posed (Theorem 5.2.1). The objective of this chapter is to design an output-feedback control
law that stabilizes the interconnected system (8.1)-(8.4) in the sense of the χ-norm (as defined in
equation (5.3), with p = q = 0).

8.1.2 . Structural assumptions
To design an appropriate stabilizing output feedback controller, we require several assumptions.

First, to guarantee the possibility of designing a delay-robust controller and avoid having an infinite
number of unstable roots in the right-half plane, we still consider that Assumption 6.1.1 is verified.
Then, we need the following assumption to stabilize the downstream subsystem states using actuation
from the upstream subsystem.

Assumption 8.1.1 For all i ∈ {2, . . . , N}, the rank of the matrix Qi−1,i is equal to ni.

This assumption implies that the matrix Qi−1,i admits a right inverse. A possible choice is given by
the Moore–Penrose right inverse: Q⊤

i−1,i(Qi−1,iQ
⊤
i−1,i)

−1. This assumption will be used to design
a virtual actuation for each subsystem. One must be aware that it is a conservative assumption.
Still, to the best of our knowledge, only specific results currently exist in the literature for stabilizing
underactuated systems with no specific cascade structure (see [ABABP20]). We are led to a similar
assumption to designing a state observer.

Assumption 8.1.2 For all i ∈ {2, . . . , N}, the rank of the matrix Qi−1,i is equal to ni−1.
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This assumption implies that the matrix Qi−1,i admits a left inverse. Again, this condition is con-
servative, but to the best of our knowledge, only specific results currently exist in the literature for
estimating under-measured systems with no specific cascade structure (see [ABABP20]). Combining
Assumption 8.1.1 and Assumption 8.1.2, we obtain that all the ni are equal and that the matrices
Qi−1,i are invertible. This is related to the fact that we considered uncollocated measurements. In the
case of collocated measurements (i.e., y(t) = v1(t, 0)), Assumption 8.1.2 would have been expressed
as a rank condition on the matrices Ri,i+1 (as it is the case in [RAN21b]).

8.1.3 . Toward a recursive design
From Figure 8.1 and Figure 5.3, it can be seen that a subsystem i will act on the downstream

subsystem i + 1 through ui(t, 1), and on the upstream subsystem i − 1 through vi(t, 0). Thus,
each subsystem can only be stabilized through its upstream subsystem and estimated through its
downstream subsystem. Due to the hyperbolic nature of the different subsystems, the effect of
the control input U(t) on the subsystem i will be delayed and modified by the different in-domain
coupling terms. To stabilize the whole chain, we propose a recursive interconnected dynamics control
framework. Roughly speaking, the control law is recursively obtained by considering stabilizing virtual
inputs for each subsystem and ensuring the output of the upstream subsystem converges to this desired
virtual input. The control design becomes more straightforward and is based on simple assumptions
that can be independently verified for each subsystem. More precisely, we propose the following
control stategy:

1. First, using recursive backstepping transformations, we simplify the structure of each subsystem
to remove the in-domain coupling terms that appear in the ui-PDEs (equation (8.1)).

2. Then, for each subsystem i, we consider the effect of the upstream subsystem i−1 as a delayed
virtual input Ui(t−

∑i−1
j=1

1
λ1
j
) and the effect of the downstream subsystem i+1 as a disturbance

term. We combine appropriate state predictions with a flatness-based feedforward tracking
controller to guarantee that the right output of this subsystem converges to an appropriate
function that will correspond to the delayed virtual input Ui+1(t−

∑i
j=1

1
λ1
j
) that will stabilize

the downstream subsystem. Iterating such a procedure, it is possible to design a stabilizing
control law U(t) for the whole system.

3. The closed-loop stability is shown recursively, using Input-to-State Stability (ISS) properties
of each subsystem.

4. A similar recursive approach is used to design a state observer. Going recursively from one
subsystem to the next, we can estimate delayed values of the states at each subsystem boundary.

5. Finally, similarly to what has been done for finite-dimensional systems [KK17], we can adjust
the state predictors used in the control design to obtain an output-feedback controller.

The proposed framework allows for a “plug-and-play"-like approach to control design since additional
subsystems satisfying similar conditions can be added to the network using the same procedure.
Moreover, it offers interesting perspectives as it can be applied to different classes of interconnected
systems. A promising extension has, for instance, been suggested in [XLKF23] for parabolic systems.

8.2 . State-feedback controller

8.2.1 . Backstepping transformations
The first objective before applying our recursive control strategy is to simplify the structure of the

interconnected system (8.1)-(8.4) in order to "clear the actuation path" of each subsystem by removing
the local terms initially present in equation (8.1). Consider the ith subsystem. We have shown in
Chapter 6 that in the absence of the function vi+1(t, 0) it was possible to apply classical backstepping
transformations (equations (6.2) and (6.14)) to replace the local terms present in equation (8.1) by
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non-local terms that depend on vi(t, 1). It has been shown in [HDMVK19] that for such a simplified
target system, it was possible to design a flatness-based feedforward tracking virtual control input
Ûi(t) that guarantees the convergence of ui(t, 1) to a known reference signal (that could be chosen as
a stabilizing controller for the downstream subsystem). In the presence of the signal term vi+1(t, 0)
(that can be seen as a disturbance signal), the same backstepping transformations would display
additional terms (depending on vi+1(t, 0)) in the actuation path. Due to these new terms, the
approach proposed in [HDMVK19] cannot directly be applied for causality reasons. This is why we
present an original integral transformation to help us overcome these potential causality issues. For
all i ∈ {1, . . . , N}, and all t ≥ 1

λ1
i
, we consider the integral transformation defined by

αi(t, x) = ui(t, x) +

∫ 1

x
Kuu

i (x, y)ui(t, y) +Kuv
i (x, y)vi(t, y)dy

+

∫ x

λ1
i

0
Fi(x, y)vi+1(t− y, 0)dy, (8.6)

βi(t, x) = vi(t, x) +

∫ 1

x
Kvu

i (x, y)ui(t, y) +Kvv
i (x, y)vi(t, y)dy, (8.7)

where the kernels K ··
i are piecewise continuous functions defined on Tu, while the kernels Fi are

piecewise continuous functions defined on the triangular domain {(x, y) ∈ [0, 1] × [0, 1
λ1
i
], y ≤ x

λ1
i
}.

By convention FN+1 = 0. The kernels K ··
i and K ··

i verify the following set of PDEs
Λ+
i ∂xK

uu
i (x, y) + ∂yK

uu
i (x, y)Λ+

i = −Kuu
i (x, y)Σ++

i (y)−Kuv
i (x, y)Σ−+

i (y) +Gi(x)K
uu
i (x, y),

Λ+
i ∂xK

uv
i (x, y)− ∂yKuv

i (x, y)Λ−
i = −Kuu

i (x, y)Σ+−
i (y)−Kuv

i (x, y)Σ−−
i (y) +Gi(x)K

uv
i (x, y),

Λ−
i ∂xK

vu
i (x, y)− ∂yKvu

i (x, y)Λ+
i = Kvu

i (x, y)Σ++
i (y) +Kvv

i (x, y)Σ−+
i (y),

Λ−
i ∂xK

vv
i (x, y) + ∂yK

vv
i (x, y)Λ−

i = Kvu
i (x, y)Σ+−

i (y) +Kvv
i (x, y)Σ−−

i (y),

(8.8)
with the boundary conditions

Λ+
i K

uu
i (x, x)−Kuu

i (x, x)Λ+
i = Σ++

i (x)−Gi(x),
Λ+
i K

uv
i (x, x) +Kuv

i (x, x)Λ−
i = Σ+−

i (x),
Λ−
i K

vu
i (x, x) +Kvu

i (x, x)Λ+
i = −Σ−+

i (x),
Λ−
i K

vv
i (x, x)−Kvv

i (x, x)Λ−
i = −Σ−−

i (x),
Kuu

i (x, 1)Λ+
i = Kuv

i (x, 1)Λ−
i Rii,

(8.9)

where Gi(x) is a piecewise continuous strictly upper-triangular matrix function defined on [0, 1]
through the first boundary condition of (8.9). More precisely, for all 1 ≤ k, ℓ ≤ ni, the boundary
condition Λ+

i K
uu
i (x, x)−Kuu

i (x, x)Λ+
i = Σ++

i (x)−Gi(x) rewrites

(Kuu
i (x, x))kℓ =

(Σ++
i )kℓ

λki − λℓi
, if k > ℓ, (8.10)

(Gi(x))kℓ = (Σ++
i )kℓ + (λℓi − λki )(Kuu

i (x, x))kℓ, if k ≤ ℓ. (8.11)
It is important to emphasize that the matrix Gi is strictly upper-triangular since for k = ℓ, we have
(Gi(x))kℓ = 0 due to equation (8.11) (as the diagonal entries of Σ++

i are equal to zero). To these
boundary conditions we add arbitrary boundary conditions for (Kvv

i (0, y))kℓ when k < ℓ, and arbitrary
conditions for (Kvv

i (x, 1))kℓ when ℓ ≤ k. The set of kernel equations (8.8)-(8.11) admits a unique
piecewise continuous solution [ADM16a]. The kernels Fi verify

Λ+
i ∂xFi(x, y) + ∂yFi(x, y) = Gi(x)Fi(x, y), (8.12)

Fi(x, 0) = −Kuv
i (x, 0)ΛiRi,i+1, (8.13)

(Fi(x,
x

λ1i
))kℓ = 0, 1 < k ≤ ni, 1 ≤ ℓ ≤ mi+1. (8.14)
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Applying the method of characteristics, one can show that equations (8.12)-(8.14) admit a unique
piecewise continuous solution. The transformation (8.6)-(8.7) is a Volterra transformation to which
an affine term that depends on the state vi+1 is added. Consequently, it is invertible [Yos60] and
there exist piecewise continuous functions L··

i defined on Tu and piecewise continuous functions H ·
i

defined on the rectangular domain {(x, y) ∈ [0, 1]× [0, 1
λ1
i
]} such that for all t ≥ 1

λ1
i

ui(t, x) = αi(t, x) +

∫ 1

x
Lαα
i (x, y)αi(t, y) + Lαβ

i (x, y)βi(t, y)dy

+

∫ 1

λ1
i

0
Hα

i (x, y)vi+1(t− y, 0)dy, (8.15)
vi(t, x) = βi(t, x) +

∫ 1

x
Lβα
i (x, y)αi(t, y) + Lββ

i (x, y)βi(t, y)dy

+

∫ 1

λ1
i

0
Hβ

i (x, y)vi+1(t− y, 0)dy. (8.16)
For all t ≥ 1

λ1
i
, the transformation (8.6)-(8.7) maps the system (8.1)-(8.4) to the target system

∂tαi(t, x) + Λ+
i ∂xαi(t, x) = Gi(x)αi(t, x), (8.17)

∂tβi(t, x)− Λ−
i ∂xβi(t, x) = Ḡi(x)αi(t, 1) + f̄i(x)vi+1(t, 0), (8.18)

with the boundary conditions

αi(t, 0) = Qi,iβi(t, 0) +Qi,i−1αi−1(t, 1) +

∫ 1

0
(Kuu

i (0, y)−Qi,iK
vu
i (0, y))ui(t, y)dy

+

∫ 1

0
(Kuv

i (0, y)−Qi,iK
vv
i (0, y))vi(t, y)dy −Qi,i−1

∫ 1

λ1
i−1

0
Fi−1(1, y)vi(t− y, 0)dy, (8.19)

βi(t, 1) = Ri,iαi(t, 1) +Ri,i+1vi+1(t, 0)−Ri,i

∫ 1

λ1
i

0
Fi(1, y)vi+1(t− y, 0)dy, (8.20)

where Ḡi(x) = Kvv
i (x, 1)Λ−

i Ri,i − Kvu
i (x, 1)Λ+

i and f̄i(x) = Kvv
i (x, 1)Λ−

i Ri,i+1. By convention,
we have F0 = 0 and Q1,0α0(t, 1) = U(t). The in-domain coupling terms appearing in equation (8.1)
now have a triangular structure. In equation (8.4), all the local terms have been replaced by non-local
terms that depend on αi(t, 1) and vi+1(t − x

λ1
i
, 0). This structure will simplify the design of the

proposed recursive stabilizing control law. For instance, in the case of a single subsystem (N = 1),
it becomes straightforward to design a stabilizing boundary feedback control law by canceling all the
terms at the actuated boundary (8.19) [ADM16a]. To increase readability, we decided not to express
some ui and vi terms as functions of αi and βi. This will not affect the proposed analysis. In the next
sections, we state several elementary properties for the system (8.17)-(8.20). We will then combine
these properties in Section 8.2.5 to design our recursive stabilizing controller. For t > maxi

1
λ1
j

and

all 1 ≤ i ≤ N , all the backstepping transformations (8.6)-(8.7) are well defined.

8.2.2 . Output trajectory tracking
Consider the ith subsystem composing the interconnection (8.17)-(8.20). Let us define the virtual

control input acting on this subsystem as

Ûi(t) = Qi,i−1αi−1(t+

i−1∑
j=1

1

λ1j
, 1). (8.21)

We do not choose Ûi(t) = Qi,i−1αi−1(t, 1) as the virtual input to guarantee the causality of the final
control law. Indeed, the delay

∑i−1
j=1

1
λ1
j

corresponds to the total largest transport time between the
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control input U(t) and the subsystem i. It reflects the fact that the control input cannot directly act
on the subsystem i, but that its effect is subject to the delay

∑i−1
j=1

1
λ1
j
. Equation (8.19) rewrites

αi(t, 0) = Qi,ivi(t, 0) + Ûi(t−
i−1∑
j=1

1

λ1j
) +

∫ 1

0
Kuu

i (0, y)ui(t, y) +Kuv
i (0, y)vi(t, y)dy

−Qi,i−1

∫ 1

λ1
i−1

0
Fi−1(1, y)vi(t− y, 0). (8.22)

We have the following property that guarantees the possibility for each subsystem to track any arbitrary
function as long as predictions of the different states are available

Property 8.2.1 Consider the ith subsystem (8.17)-(8.20) (i ∈ {1, . . . , N − 1}) and define ζi an
arbitrary known H1([0,∞),Rni+1) function. Assume that there exists t0 > 0 such that for all t > t0
and all x ∈ [0, 1], it is possible to obtain a

∑i−1
j=1

1
λ1
j

units of time ahead prediction of the PDE states

ui(t, x), vi(t, x), αi(t, x), βi(t, x), i.e. there exist predictor functions Pui , Pvi , Pαi and Pβi
such

that for all t > t0 and all x ∈ [0, 1], Pui(t, x) = ui(t+
∑i−1

j=1
1
λ1
j
, x), Pvi(t, x) = vi(t+

∑i−1
j=1

1
λ1
j
, x),

Pαi(t, x) = αi(t +
∑i−1

j=1
1
λ1
j
, x), Pβi

(t, x) = βi(t +
∑i−1

j=1
1
λ1
j
, x). Then, there exists a control law

Ûi(t) such that for any t > t0+
1
λ1
i
, we have αi(t, 1) = ζi(t). Moreover, if ζi(t) ≡ 0, and vi+1(t) ≡ 0,

then, such a control law stabilizes the ith subsystem.

Proof : The proof is inspired by [HDMVK16]. Let us first introduce the intermediate virtual control input
Û tr(t) such that for all t > t0 +

1
λ1
i

Ûi(t) = Û tr
i (t)−Qi,iPvi(t, 0)−

∫ 1

0

(Kuu
i (0, y)Pui(t, y)dy +Kuv

i (0, y)Pvi(t, y)dy

+Qi,i−1

∫ 1
λ1
i−1

0

Fi−1(1, y)Pvi(t− y, 0). (8.23)
This gives αi(t, 0) = Û tr

i (t−
∑i−1

j=1
1
λ1
j
). Applying the method of characteristics on equation (8.17), we obtain

for all 1 ≤ j ≤ ni, for all x ∈ [0, 1], and for all t > t0 +
1
λ1
i
,

αj
i (t, x) = αj

i (t−
1− x

λj
i

, 0) +

ni∑
k=j+1

∫ 1−x

λ
j
i

0

(Gi(x+ λj
iν))jkα

k
i (t+ ν, x+ λj

iν)dν. (8.24)
In particular, since the matrix Gi is strictly upper-triangular, we obtain

αni
i (t, x) = αj

ni
(t+

1− x

λni
i

, 1).

Then, we can recursively show that there exist matrix functions Ǧi such that for all 1 ≤ j ≤ ni, for all
x ∈ [0, 1], for all t > t0 +

1
λ1
i

αj
i (t, x) = αj

i (t+
1− x

λj
i

, 1) +

ni∑
ℓ=j+1

∫ 1−x

λ
j
i

0

(Ǧi(x, ν))jℓα
ℓ
i(t+ ν, 1)dν. (8.25)

Therefore, for all t ≥ t0 +
1
λ1
i
, for all 1 ≤ j ≤ ni, the control law

(Û tr
i (t))j = αj

i (t+

i−1∑
j=1

1

λ1
j

, 0)

= ζji (t+
1

λj
i

+

i−1∑
j=1

1

λ1
j

) +

ni∑
ℓ=j+1

∫ 1

λ
j
i

0

(Ǧi(0, ν))jℓζℓ(t+

i−1∑
j=1

1

λ1
j

+ ν)dν, (8.26)

guarantees αi(t, 1) = ζi(t). If the function ζi is equal to zero, then the ith subsystem converges to zero in
finite time. Using the method of characteristics, we can easily show that it is exponentially stable [ADM16a].
■
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The fact that we need future values of the functions uj , vj , αj , βj (j ≥ i) is induced by the presence
of the delay

∑i−1
j=1

1
λ1
j

in the virtual control input Ûi(t). Due to the transport delay to go from the

left boundary of the αi-PDE (x = 0, where is located the virtual actuation) to its right boundary
(x = 1, where is defined the output we want to track), we also need future values of the reference
signal ζi. However, one can verify that only (t +

∑i
k=1

1
λ1
k
)-ahead of time values of ζi are required.

Finally, we emphasize that Property 8.2.1 does not have to be satisfied for the last subsystem.

8.2.3 . Input-to-State stability
As explained in Section 8.1.3, the control framework we propose recursively stabilizes each subsys-

tem, starting from the last one. For a given subsystem, the corresponding control input corresponds to
the reference signal the upstream subsystem has to track. However, to guarantee closed-loop stability
of the whole chain, we need the following Input-to-State Stability (ISS) property for each subsystem.

Property 8.2.2 Consider the ith subsystem (i ∈ {1, . . . , N − 1}) and consider that Property 8.2.1
holds. Consider that Ûi(t) is defined by equation (8.23). Then, there exist two constants κi > 0 and
ηi > 0 such that for all t > t0 +

1
λ1
i
+ 1

µ1
i
, we have

||(αi(t, ·), βi(t, ·))||2L2 ≤ κi
(
||(ζi)[t]||2L2

ηi
+ ||(ζi)[t]||2L2

−ηi

+ ||(vi+1(·, 0))[t]||2ηi
)
. (8.27)

Proof : Due to Property 8.2.1, we have for all t > t0 + 1
λ1
i
, αi(t, 1) = ζi(t). Applying the method of

characteristics on equation (8.18), we obtain for all j ∈ {1, . . . , N}, for all t > t0 +
1
λ1
i
+ 1

µ1
i

βj
i (t, x) =

ni∑
k=1

(Ri,i)jkζi(t−
1− x

µj
i

) +

mi+1∑
k=1

(Ri,i+1)jkv
k
i+1(t−

1− x

µj
i

, 0)−
ni∑
k=1

mi+1∑
ℓ=1

∫ 1
λ1
i

0

(Ri,i)jk

(Fi(1, y))kℓv
ℓ
i+1(t− y − 1− x

µj
i

, 0)dy +

ni∑
k=1

∫ 1−x

µ
j
i

0

(Ḡi(x+ µj
iν))jkζ

k
i (t− ν)dν

+

mi+1∑
k=1

∫ 1−x

µ
j
i

0

(f̄i(x+ µj
iν))jkv

k
i+1(t− ν, 0)dν.

Since the functions f̄i and Ḡi are bounded, straightforward (but tedious), computations give the existence of
a constant Kβi > 0 such that

||βi(t, ·)||2L2 ≤ Kβi

(
||(ζi)[t]||2L2

1
µ1
i

+ ||(vi+1(·, 0))[t]||2L2
1
µ1
i

+ 1
λ1
i

)
.

Similarly, we can show that there exists a constant Kαi > 0 such that

||αi(t, ·)||2L2 ≤ Kαi ||(ζi)[t]||
2
L2

− 1
λ1
i

.

This concludes the proof. ■

We emphasize that the right-hand side of equation (8.27) involves past and future values of the
functions ζi, which is not an issue from a stability perspective. Moreover, due to Property 8.2.2, the
finite-time convergence to zero of the functions ζi and vi+1 directly implies the finite-time stability
of the state (αi, βi).

8.2.4 . State prediction
The virtual control law given in Property 8.2.1 requires the prediction of future values of the

functions αi, βi, ui, and vi. The following property states that it is possible to design such predictors.

Property 8.2.3 Consider the ith subsystem (8.17)-(8.20) (i ∈ {1, . . . , N}) with the virtual input Ûi(t)
defined in equation (8.21). For t > maxr τr +

∑i−1
k=1

1
λ1
k
, for all x ∈ [0, 1], and all j ∈ {i, . . . , N}, it

is possible to obtain a
∑i−1

k=1
1
λ1
k
-ahead of time prediction of the functions uj(t, x), vj(t, x), αj(t, x),

βj(t, x). More precisely there exist predictor functions Puj , Pvj , Pαj , and Pβj
such that for all t >

maxr τr+
∑i−1

k=1
1
λ1
k
, for all x ∈ [0, 1], Puj (t, x) = uj(t+

∑i−1
k=1

1
λ1
k
, x), Pvj (t, x) = vj(t+

∑i−1
k=1

1
λ1
k
, x),

Pαj (t, x) = αj(t+
∑i−1

k=1
1
λ1
k
, x), Pβj

(t, x) = βj(t+
∑i−1

k=1
1
λ1
k
, x).
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Proof : Consider the ith subsystem (8.17)-(8.20) (i ∈ {1, . . . , N}) with the virtual input Ûi(t) defined in
equation (8.21). Consider j ∈ {i, . . . , N}. For t > maxr τr +

∑i−1
k=1

1
λ1
k
, we will design predictors for the

functions vj(t, 0), αj(t, 1) and αj(t, 0). From these predictors, it will be possible to predict the functions
uj(t, x), vj(t, x), αj(t, x), βj(t, x) (x ∈ [0, 1]). Applying the method of characteristics on equation (8.17),
we can recursively show that there exist matrix functions G̃j such that for all 1 ≤ k ≤ nj ,

αk
j (t, 1) = αk

j (t−
1

λk
j

, 0) +

nj∑
ℓ=k+1

∫ 1

λk
j

0

(G̃j(ν))kℓα
ℓ
j(t− ν, 0)dν. (8.28)

Using the backstepping transformation (8.16) and the method of characteristics (see [ADM19, ABANR21]),
we obtain, for all 1 ≤ k ≤ mj ,

vkj (t, 0) =

nj∑
ℓ=1

(Rj,j)kℓα
ℓ
j(t−

1

µk
j

, 1) +

mj+1∑
ℓ=1

(Rj,j+1)kℓv
ℓ
j+1(t−

1

µk
j

, 0)

+

nj∑
ℓ=1

∫ τj

0

(g1j )kℓ(ν)α
ℓ
j(t− ν, 0)dν +

mj+1∑
ℓ=1

∫ τj

0

(g2j )kℓ(ν)v
ℓ
j+1(t− ν, 0)dν, (8.29)

where g1i and g2i are piecewise continuous functions. We do not give their explicit expression for the sake of
concision. We recall that by convention vN+1(t, 0) ≡ 0. Consider now equation (8.22). We can substitute the
terms ui(t, ·) and vi(t, ·) that appear in the right-hand side of this equation by their expressions as functions
of αi(t, ·), βi(t, ·) and vi+1(t, 0) using the inverse transformations (8.15)-(8.16). Then, applying the method
of characteristics (see [ADM19, ABANR21]), we obtain for j > i,

αk
j (t, 0) =

mj∑
ℓ=1

(Qj,j)kℓv
ℓ
j(t, 0) +

nj−1∑
ℓ=1

(Qj,j−1)kℓα
ℓ
j−1(t, 1) +

nj∑
ℓ=1

∫ τj

0

(h2
i )kℓ(ν)α

ℓ
j(t− ν, 0)dν

+

mj+1∑
ℓ=1

∫ τj

0

(h2
j )kℓ(ν)v

ℓ
j+1(t− ν, 0)dν +

mj∑
ℓ=1

∫ τj−1

0

(h3
j )kℓ(ν)v

ℓ
j(t− ν, 0)dν, (8.30)

where h1
j , h2

j , and h3
j are piecewise continuous functions. We do not give their explicit expression for the sake of

concision. If j = i, the term
∑ni−1

ℓ=1 (Qi,i−1)kℓα
ℓ
i−1(t, 1) is replaced by

∑nj−1

ℓ=1 (Qi,i−1)kℓ(Ûi(t−
∑i−1

r=1
1
λ1
r
))ℓ.

Inspired by [BL14, BPDM16, ABABP20, ABP22], we respectively define for t ≥ maxr τr +
∑i−1

r=1
1
λ1
r
, k ∈

{1, . . . , nj}, ℓ ∈ {1, . . . ,mj} and s ∈ [t − maxr τr −
∑i−1

r=1
1
λ1
r
, t], the functions P k

α0
j
(t, s), P k

α1
j
(t, s), and

P ℓ
v0
j
(t, s) as the respective state predictions of αk

j (t, 0), αk
j (t, 1), and vkℓ (t, 0) ahead a time

∑i−1
r=1

1
λ1
r
. They

are explicitly defined by the following set of equations.

P k
α0
j
(t, s) =



αk
j (s+

i−1∑
r=1

1

λ1
r

, 0) if s ∈ [t−max
r
τr −

i−1∑
r=1

1

λ1
r

, t−
i−1∑
r=1

1

λ1
r

]

mj∑
q=1

(Qj,j)kqP
q

v0
j
(t, s) +

nj−1∑
q=1

(Qj,j−1)kqP
q

α1
j−1

(t, s) +

nj∑
q=1

∫ τj

0

(h1
i )kq(ν)P

q

α0
j
(t, s− ν)dν

+

mj+1∑
q=1

∫ τj

0

(h2
j )kq(ν)P

q

v0
j+1

(t, s− ν)dν +

mj∑
q=1

∫ τj−1

0

(h3
j )kq(ν)P

q

v0
j
(t, s− ν)dν, otherwise,

(8.31)

P k
α1
j
(t, s) =


αk
j (s+

i−1∑
r=1

1

λ1
r

, 1) if s ∈ [t−max
r
τr −

i−1∑
r=1

1

λ1
r

, t−
i−1∑
r=1

1

λ1
r

]

P k
α0
j
(t, s− 1

λk
j

) +

nj∑
q=k+1

∫ 1

λk
j

0

(G̃j(1− λk
j ν))kqP

q

α0
j
(t, s− ν)dν, otherwise,

(8.32)

P ℓ
v0
j
(t, s) =



vℓj(s+

i−1∑
r=1

1

λ1
r

, 0) if s ∈ [t−max
r
τr −

i−1∑
r=1

1

λ1
r

, t−
i−1∑
r=1

1

λ1
r

]

nj∑
q=1

(Rj,j)ℓqP
q

α1
j
(t, s− 1

µℓ
j

) +

mj+1∑
q=1

(Rj,j+1)ℓqP
q

v0
j+1

(t, s− 1

µℓ
j

) +

nj∑
q=1

∫ τj

0

(g1j )ℓq(ν)

P q

α1
j
(t, s− ν)dν +

mj+1∑
q=1

∫ τj

0

(g2j )ℓq(ν)P
q

v0
j+1

(t, s− ν)dν, otherwise,

(8.33)
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with the convention
∑ni−1

ℓ=1 (Qi,i−1)kqP
q

α1
i−1

(t, s) = Ûq
i (s). Though the definitions (8.31)-(8.33) are implicit,

through integral relations of Volterra type, the predictors are well-defined and unique. We write the predictors
as functions of two arguments to emphasize that the prediction should be computed by incorporating measured
delayed states available at time t to improve its robustness in practice. From these definitions, we immediately
have

P k
α0
j
(t, s) = αk

j (s+

i−1∑
r=1

1

λ1
r

, 0), s ∈ [t−max
r
τr −

i−1∑
r=1

1

λ1
r

, t],

P k
α1
j
(t, s) = αk

j (s+

i−1∑
r=1

1

λ1
r

, 1), s ∈ [t−max
r
τr −

i−1∑
r=1

1

λ1
r

, t],

P ℓ
v0
j
(t, s) = vℓj(s+

i−1∑
r=1

1

λ1
r

, 0), s ∈ [t−max
r
τr −

i−1∑
r=1

1

λ1
r

, t].

From the predictors (8.31)-(8.33), it is possible to apply the method of characteristics on the PDEs (8.17)-(8.18), to obtain the corresponding state predictions for the states αj(t, x) and βj(t, x). Finally, using the
transformations (8.15)-(8.16), we obtain the predictions of the state uj(t, x) and vj(t, x). ■

Note that the definitions of the predictors implicitly depend on the initial subsystem i we consider.
Indeed, the different time horizons depend on the parameter i. We chose to omit this dependency as
we believe the notations are sufficiently heavy.

8.2.5 . Recursive state-feedback stabilization
We now have all the tools to apply the proposed recursive dynamics interconnection framework

Theorem 8.2.1 For i ∈ {1, . . . , N}, and for t >
∑N

j=1 2τj , define the sequences of functions ζi

ζN (t) = 0, (8.34)
ζi(t) = QT

i+1,i(Q
T
i+1,iQ

T
i+1,i)

−1Ûi+1(t−
i∑

j=1

1

λ1j
), if i < N , (8.35)

where the functions Ûi are given by equations (8.23)-(8.26), where the different predictors can be
defined as in Property 8.2.3 (using the function Ûi and equations (8.31)-(8.33)). Then, the intercon-
nected system (8.1)-(8.4) with the control law U(t) = Û1(t) is exponentially stable in the sense of the
χ-norm. Moreover, the equilibrium is reached in finite time.

Proof : First observe that the matrices QT
i+1,i(Q

T
i+1,iQ

T
i+1,i)

−1 are well defined due to Assumption 8.1.1.
Moreover, observe that the quantity ζi(t +

∑i
j=1

1

λ
j
i

) that appears in the proof of Property 8.2.1 can be

explicitly computed from Ûi+1(t). Then, the sequences ζi and Ûi are well defined (since equations (8.31)-(8.33) are always well defined). Consequently, the control input U(t) is well-defined and causal.

Next, we briefly show that the closed-loop system (8.1)-(8.4) with the control input U(t) is well-posed. This can
be done either by considering the admissibility of the control operator [CHO16] (the control law is continuous
in time), or by adjusting the proof of Theorem [BC16, Theorem A.1] (that is based on Lumer-Philipps
theorem). Indeed, the different components of the proposed control input U(t) (including the predictors)
can be expressed as delayed values of the boundary states of the system (as vi(t, 0)) or delayed values of
themselves. Such delayed values, could then be expressed using PDEs (after tedious computations).

We now need to prove that the proposed control law stabilizes the system. To ease the computations,
the parameter T (that will be overloaded in the rest of the proof) denotes a finite time large enough to
guarantee that the different predictors and tracking controllers are well-defined. Note that for a subsystem i,
the “predictors" defined in the proof of Property 8.2.3 correspond to exact predictions of the different states
only if the subsystem is subject to the virtual input Ûi(t), i.e., only if Qi,i+1αi−1(t +

∑i−1
j=1

1
λ1
j
, 1) = Ûi(t).

Consider the first subsystem (i = 1) with the control law U(t) = Û1(t). For i = 1, equation (8.23)
and equation (8.26) do not require any state predictions but can be computed using current values of the
different functions. Then, using Property 8.2.1, we have that α1(t, 1) = ζ1(t) for t > T . Consequently,
Q2,1α1(t, 1) = Û2(t − 1

λ1
1
). Therefore the functions defined through equations (8.31)-(8.33) corresponds to

exact 1
λ1
1
-ahead of time predictions of the real states. Thus, Property 8.2.1 implies that α2(t, 1) = ζ2(t)

after a finite time T . Iterating the procedure, we obtain that after a finite time T , for all i ∈ {1, . . . , N},
αi(t, 1) = ζi Consider now the last subsystem (i = N). Since αN (t, 1) = ζN = 0, the functions αN (t, x)
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and βN (t, x) converge to zero in finite time. Applying Property 8.2.2, we obtain the convergence to zero
of the functions αN−1(t, x) and βN−1(t, x) in finite time. Iterating the procedure, all the states (αi, βi)
converge to zero in finite time. Using the inverse backstepping transformations (8.15)-(8.16), we obtain that
the system (8.1)-(8.4) reaches its equilibrium in finite-time. The well-posedness of the closed-loop system
implies its exponential stability. ■

One major advantage of the proposed framework and the recursive design proposed in Theorem 8.2.1
is that it can easily be extended to different classes of subsystems (as ODEs, for instance), as long as
it is possible to derive analogous properties to Property 8.2.1, Property 8.2.2 and Property 8.2.3. One
must be aware that Theorem 8.2.1 completely neglects the robustness aspects of the system. More
precisely, the proposed control strategy consists of recursively canceling all the boundary reflection
terms for each subsystem to track the virtual input of the downstream subsystem. This may lead to
zero robustness margins, as shown in [ABABS+18]. The robustification procedure we proposed in
Chapter 6 cannot be directly applied, as, due to the tracking part, our control law does not fit in the
framework of Theorem 6.2.1. However, we believe that it should be possible to rewrite the proposed
control law in a framework more suitable for the application of Theorem 6.2.1.

Remark 8.2.1 The state-feedback controller designed in Theorem 8.2.1 can be easily extended to
the case of delayed control input. Indeed, similarly to what has been done in the case of delayed
ODEs [KS08], one needs to consider an additional upstream subsystem corresponding to a pure
transport equation, thus inducing a delay that corresponds to the input delay.

8.3 . State estimation and output-feedback stabilization

To design the recursive stabilizing controller we presented in Section 8.2, we need the knowledge
of the states ui(t, x) and vi(t, x) all over the spatial domain [0, 1]. Since the available measurement
corresponds to uN (t, 1), we must design a state observer. In this section, we show how to easily
obtain estimated delayed values of these states. Adjusting the predictors introduced in Section 8.2.4,
it is then possible to reconstruct the desired states.

8.3.1 . Delayed interconnection
Inspired by [KK17], we consider a delayed version of the interconnected system (8.1)-(8.4). Let

us consider τ >
∑N

j=1
1
λ1
j
> 0 a fixed, known delay. We define the τ -delay operator ·̄, such that for

all functions γ defined on [0,+∞), ∀t > τ, γ̄(t) = γ(t− τ). Using this operator, we can obtain the
τ -delayed version of system (8.1)-(8.4). For all t ≥ τ , we have:

∂tui(t, x) + Λ+
i ∂xui(t, x) = Σ++

i (x)ui(t, x) + Σ+−
i (x)vi(t, x), (8.36)

∂tvi(t, x)− Λ−
i ∂xvi(t, x) = Σ−+

i (x)ui(t, x) + Σ−−
i (x)vi(t, x), (8.37)

with the boundary conditions:

ui(t, 0) = Qi,ivi(t, 0) +Qi,i−1ui−1(t, 1), (8.38)
vi(t, 1) = Ri,iui(t, 1) +Ri,i+1vi+1(t, 0), (8.39)

where we still use the convention that Q1,0ū0(t, 0) = U(t − τ) and RN,N+1 = 0. The available
measurement is now given as ȳ(t) = y(t− τ). It implies that we know τ -ahead future values of the
function ȳ(t). Using the backstepping transformations (8.6)-(8.7), we can define the states ᾱi(t, x)
and β̄i(t, x). They are solutions of (8.17)-(8.20) with a τ -delayed control input.

8.3.2 . Estimation of the delayed states
This section shows how to estimate the delayed state ūi(t, x) and v̄i(t, x) from the available

measurements. We first show how to estimate the boundary functions ᾱi(t, 1) and v̄i(t, 0). These
estimations will then be used to reconstruct the states ūi and v̄i. More precisely, we have the following
property.
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Lemma 8.3.1 For all i ∈ {1, . . . , N}, we can design exact state estimators α̂i(·, 1) and v̂i+1(·, 0)
that causally depend on the measurement y(t) such that for all ν ∈ [t, t+

∑i
j=1

1
λ1
j
], α̂i(t+ ν, 1) =

ᾱi(t+ ν, 1) and v̂i+1(t+ ν, 0) = v̄i+1(t+ ν, 0).

Proof : The proof relies on an induction argument. Lemma 8.3.1 obviously holds for i = N with α̂N (t, 1) =
ȳ(t) and v̂N+1(t, 0) = 0. Let us now consider the ith subsystem i ∈ {2, . . . , N}, t > 0 and assume that
we can design exact state estimations α̂i(ν, 1) and v̂i+1(ν, 0) that causally depend on the measurement y(t)
such that for all ν ∈ [t, t +

∑i
j=1

1
λ1
j
], α̂i(t + ν, 1) = ᾱi(t + ν, 1) and v̂i+1(t + ν, 0) = v̄i+1(t + ν, 0). From

equation (8.25), we can define the intermediate estimator α̂i(t, 0) such that for all 1 ≤ k ≤ ni and all t > 0

α̂k
i (t, 0) = α̂k

i (t+
1

λk
i

, 1)−
ni∑

ℓ=k+1

∫ 1

λk
i

0

(Ǧi(ν))kℓα̂
ℓ
i(t+ ν, 1)dν. (8.40)

We immediately obtain that for all ν ∈ [t, t +
∑i−1

j=1
1
λ1
j
], α̂i(t + ν, 0) = ᾱi(t + ν, 0). We now define the

function v̂i(t, 0), such that for all 1 ≤ k ≤ mi

v̂ki (t, 0) =

ni∑
ℓ=1

(Ri,i)kℓα̂
ℓ
j(t−

1

µk
i

, 1) +

mi+1∑
ℓ=1

(Ri,i+1)kℓv̂
ℓ
i+1(t−

1

µk
i

, 0)

+

ni∑
ℓ=1

∫ τi

0

(g1i )kℓ(ν)α̂
ℓ
i(t− ν, 0)dν +

mi+1∑
ℓ=1

∫ τi

0

(g2i )kℓ(ν)v̂
ℓ
i+1(t− ν, 0)dν. (8.41)

We have that for all ν ∈ [t, t+
∑i−1

j=1
1
λ1
j
], v̂i(t+ν, 0) = v̄i(t+ν, 0) due to equation (8.29). Finally, combining

Assumption 8.1.2 and equation (8.30), we can obtain the desired estimations of ᾱi−1(t, 1). The different
estimators are causal as they only require past values of the function y. This concludes the proof. ■

From Lemma 8.3.1, we obtain the following property

Property 8.3.1 For all i ∈ {1, . . . , N}, we can design exact state estimators û(t, x) and v̂(t, x) that
causally depend on the measurement y(t) such that for all t > 0, and all x ∈ [0, 1], û(t, x) = ū(t, x)
and v̂(t, x) = v̄(t, x).

Proof : Combining the state estimations given in Lemma 8.3.1 with the method of characteristics, it is possible
to estimate the state ᾱi and β̄i. Then, we can compute the estimators û(t, x) and v̂(t, x) using the inverse
transformations (8.15)-(8.16). We do not give the explicit expression of these state estimators for the sake of
concision. ■

8.3.3 . Stabilizing output-feedback controller
We have designed in Property 8.3.1 a state-observer that provides a real-time exact estimation of

the delayed states (ūi, v̄i). This state-observer can be combined with the state-feedback controller
designed in Theorem 8.2.1 to obtain an output-feedback stabilizing controller. Indeed, combining
Remark 8.2.1 and Theorem 8.2.1, we can design a state-feedback controller for the delayed sys-
tem (8.36)-(8.39). This state feedback controller requires the knowledge of the delayed states (ūi, v̄i),
provided by Property 8.3.1. Therefore, we can obtain a stabilizing output-feedback controller for the
delayed system (8.36)-(8.39). The exponential stability of the delayed system (8.36)-(8.39) implies
the exponential stability of the original system (8.1)-(8.4).

8.4 . Simulation results

We now test the proposed output-feedback controller in simulations. The different predictors are
implemented using a backward Euler approximation of the different integral terms. The numerical
values we used are given below.

Λ+
1 = 1, Λ+

2 = 2, Λ−
1 =

(
1.3 0
0 1.6

)
, Λ−

2 =

(
0.8 0
0 1.4

)
, Σ++

1 = Σ++
2 = 0,

Σ+−
1 = Σ+−

2 =
(
0.45 0.23

)
, Σ−+

1 =
(
0 0.45

)
, Σ−−

1 =

(
0 −0.1
0.2 0

)
,
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Figure 8.2: Evolution of the || · ||χ-norm of the open-loop system and of the closed-loop system(for two different filters) with an input delay of 0.2s. The filters have been designedwith ν0 = 0.1and ν0 = 0.5. The norm of the open-loop system has been divided by 50 for readability reasons.

Σ−+
2 =

(
−0.2 0.2

)
, Σ−−

2 =

(
0 0

0.45 0

)
, Q12 = 0.3, Q11 =

(
0.3 0.6

)
,

R22 =
(
0.8 0.6

)
, Q21 =

(
0.4 0.24
0 0.4

)
, Q22 =

(
0.6
0.6

)
, R12 =

(
0.4.
0.3

)
These coefficients are chosen such that the two PDEs subsystems are independently unstable in
open-loop and such that the resulting interconnected system remains unstable. Assumption 8.1.1
and Assumption 8.1.2 are obviously satisfied, while we can check numerically that Assumption 6.1.1
is also verified. In the simulations, we low-pass filtered the control law. We chose a low-pass filter
w(s) = 1

1+ν0s
, with ν0 = 0.1 or ν0 = 0.5. We have pictured in Figure 8.2 the evolution of the

χ-norm of the open-loop system and of the closed-loop system with the filtered control law in the
presence of a delay of 0.2 seconds. As it can be seen, the system exponentially converges to zero.
The corresponding control effort has been plotted in Figure 8.3.

8.5 . Conclusion and perspectives

In this chapter, we have introduced a recursive methodology to design a stabilizing output-
feedback controller for a network of N PDE subsystems with a chain structure. The different subsys-
tems are interconnected through their boundaries, and the control input is located at one extremity of
the chain. The proposed framework required several fundamental properties for each subsystem: out-
put trajectory tracking, input-to-state stability, predictability (we can design predictors of the different
states), and observability. We have shown that these properties were always satisfied for hyperbolic
subsystems. The proposed approach is modular in that additional subsystems can easily be included.
Moreover, we believe the proposed framework can be extended to different types of subsystems (such
as ODEs and parabolic equations) as it has been done in [RAN21b] with an ODE at the end of the
chain, provided similar properties can still be verified. Recent results have been developed in [XLKF23]
for parabolic systems using an analogous recursive approach. One current limitation of the proposed
approach is its high complexity and computational burden. We need to compute state predictions
for each subsystem composing the interconnection, which may be time-consuming. This numerical
burden may explode with the number of subsystems, thus making any implementation impossible. To
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Figure 8.3: Evolution of the control effort U1(t) and U2(t) (ν0 = 0.1).
leverage the numerical effort induced by these controllers, it may be necessary to approximate them
(e.g., by finite-dimensional systems). This emphasizes the necessity of investigating the questions
of model reduction using late-lumping techniques [ERW17, AMDM19]. Recently, machine-learning
approximations (based on the DeepONet algorithm) have been successfully tested in [SLY+22] on
simple examples, but there is no general proof of convergence yet. Concerning implementing the
proposed recursive control law, we underline that the robustness aspects have been neglected in this
chapter. However, we believe Theorem 6.2.1 can be adjusted to cover the proposed control strategy.
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9 - Output-feedback stabilization at
the junction of two scalar intercon-
nected systems

In Chapter 8, we have developed a recursive dynamics interconnection framework to stabilize
interconnections of PDE systems with a chain structure. This approach presents the advantage of
being generic and comfortable to implement as it only requires simple fundamental properties of
each subsystem. However, one primary requirement is that actuators/sensors are all located at one
extremity of the chain. There are several situations in which the actuator may be located at an
arbitrary node of the chain. For instance, when developing traffic control strategies on vast road
networks, the actuator (ramp metering) can be located at a crossroad (junction of two roads). This
situation has been considered in [YK19] in a simple configuration (in particular, some boundary
coupling terms were equal to zero). Having an actuator located at one of the intersection nodes of
the chain raises challenging controllability questions. As we will see, such interconnected systems
may not be controllable, and appropriate controllability conditions must be derived. Solving such a
problem is necessary for stabilizing complex networks and underactuated systems.

The control strategy we present in this chapter is as follows: using backstepping transformation,
and as suggested in Chapter 6, we rewrite the original hyperbolic network as a set of simpler Integral
Delay Equations (IDEs) with pointwise and distributed control terms. Then, we can introduce a set
of candidate control inputs expressed as distributed delayed feedback of the state and the input. A
control law from this set will stabilize the system if an associated Fredholm equation admits a
solution. Similar techniques will be used to design the associated state observers.

Unlike Volterra integral equations, Fredholm equations do not necessarily admit a solution [Yos60].
Consider the Fredholm integral operator T : L2([a, b],Rn)→ L2([a, b],Rn) defined by

T
(
z(·)
)
=Mz(·)−

∫ b

a
K(·, y)z(y)dy, (9.1)

where a < b are real, n > 0 is an integer, M is an invertible matrix that belongs to Rn×n, K is
bounded piecewise continuous on the square {(x, y) ∈ [a, b]2}. Note that the integral part of the
operator has a regularizing effect, such that ∀z ∈ L2([a, b],R)n,

∫ b
a K(x, y)z(y) ∈ H1([a, b],Rn).

The following lemma gives conditions under which the operator T is invertible.

Lemma 9.0.1 Consider two linear operators A,B, such that D(A) = D(B) ⊂ L2([a, b],Rn). Con-
sider the Fredholm integral operator T : L2([a, b],Rn)→ L2([a, b],Rn) as defined by equation (9.1).
Assume that

(a) ker(T ) ⊂ D(A),

(b) ker(T ) ⊂ ker(B),

(c) ∀z ∈ ker(T ), T Az = 0,

(d) ∀s ∈ C, ker(sId−A) ∩ ker(B) = {0}.

Then, the operator T is invertible.

Proof : The proof is analogous to the one in [CHO16, Lemma 2.2, Proposition 2.6]. Since the integral part
of T is a compact operator, the Fredholm alternative [Bre10] implies that dimker(T ) < ∞. Suppose that
ker(T ) ̸= {0}. Due to condition (a), for all z ∈ ker(T ) Az is well-defined, and condition (c) implies that
ker(T ) is stable by A, that is to say, for all z ∈ ker(T ), Az ∈ ker(T ). Since ker(T ) is finite-dimensional and
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U(t) y(t)1 00 1

Figure 9.1: Schematic representation of the system (9.2)-(9.4).

not reduced to {0}, the restriction A| ker(T ) of A to ker(T ) has at least one eigenvalue ν ∈ C. Let ζ be the
corresponding eigenfunction. Thus, ζ ∈ ker(ν −A) and ζ ∈ ker(B) by condition (b). This is in contradiction
with condition (d). Thus, ker(T ) = {0} and T is injective. Using the Fredholm alternative [Bre10], we
obtain that T is invertible. ■

As it will appear through the rest of the chapter, condition (d) of Lemma 9.0.1 relates to a con-
trollability/observability condition. The results of this chapter are inspired by [ABABP20, RAN22c,
RAN21c, RAN21a, RA23] but introduce a more elegant methodology directly based on IDEs.

9.1 . Problem under consideration

In this chapter, we consider the case of a simple interconnection of two scalar hyperbolic systems.
Contrary to what we have done so far, the actuator and sensor are located at the junction. More
precisely, each subsystem i ∈ {1, 2} is modeled by

∂tui(t, x) + λi∂xui(t, x) = σ+i (x)vi(t, x), (9.2)
∂tvi(t, x)− µi∂xvi(t, x) = σ−i (x)ui(t, x), (9.3)

with t > 0, x ∈ [0, 1] and where σ+i , σ
−
i are two continuous in-domain coupling functions. The

velocities λi and µi are constant and positive. The two subsystems are interconnected through their
boundaries

u1(t, 0) = q11v1(t, 0), v2(t, 1) = ρ22u2(t, 1), (9.4)
v1(t, 1) = U(t) + ρ11u1(t, 1) + ρ12v2(t, 0), (9.5)
u2(t, 0) = q22v2(t, 0) + q21u1(t, 1). (9.6)

The different couplings terms qij and ρij are assumed to be constant. The actuation U(t) is located
at the right boundary of the first subsystem. We assume that we measure the state at the opposite
boundary of the unactuated subsystem: y(t) = v2(t, 0). This system is pictured in Figure 9.1 and
fits in the formalism given in Chapter 6. This can be seen by performing the change of variable
“x = 1 − x”. We denote (u0)i(·) = ui(0, ·) ∈ H1([0, 1],R), (v0)i(·) = vi(0, ·) ∈ H1([0, 1],R) the
initial conditions of the system. As stated in Theorem 5.2.1, they satisfy the compatibility conditions
so that the open-loop system is well-posed. We define τ1 and τ2 as the total transport times associated
with each equation:

τ1 =
1

λ1
+

1

µ1
, τ2 =

1

λ2
+

1

µ2
. (9.7)

Since the actuator is located at the junction, the recursive methodology detailed in Chapter 8 cannot
be applied. More precisely, the re-circulation induced by the couplings between the two subsystems
may create some unstable loops that prevent stabilization. As it appears in the analysis, the design
of stabilizing controllers will require specific controllability and observability assumptions.
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9.1.1 . Operator formulation
To derive controllability and observability conditions and to design the associated controllers and

observers, we need first to rewrite the system (9.2)-(9.4) in the abstract form

d

dt


u1
v1
u2
v2

 = A


u1
v1
u2
v2

+BU, (9.8)

where we can identify the operators A and B through their adjoints by taking formally the canonical
scalar product of (9.8) with smooth test functions and comparing with the weak formulation [CHO16].
The operator A is thus defined by

A : D(A) ⊂ L2([0, 1],R4)→ L2([0, 1],R4)
u1
v1
u2
v2

 7−→

−λ1∂xu1 + σ+1 (·)v1
µ1∂xv1 + σ−1 (·)u1
−λ2∂xu2 + σ−2 (·)v2
µ2∂xv2 + σ−2 (·)u2

 , (9.9)

with D(A) = {(u1, v1, u2, v2) ∈ H1([0, 1],R4)| u1(0) = q11v1(0), v2(1) = ρ22u2(1), v1(1) =
ρ11u1(1) + ρ12u2(1), u2(0) = q22v2(0) + q21u1(1)}. The operator A introduced by equation (9.9) is
densely defined and closed [BC16]. Its adjoint A⋆ is given by

A⋆ : D(A⋆) ⊂ L2([0, 1],R4)→ L2([0, 1],R4)

(
u
v

)
7−→


λ1∂xu1 + σ−1 (·)v1
−µ1∂xv1 + σ+1 (·)u1
λ2∂xu2 + σ−2 (·)v2
−µ2∂xv2 + σ+2 (·)u1

 , (9.10)

with D(A⋆) = {(u1, v1, u2, v2) ∈ H1([0, 1],R4)| u1(1) = ρ11µ1

λ1
v1(1) +

q21λ2

λ1
u2(0), u2(1) = ρ22µ2

λ2

v2(1), v1(0) = q11λ1

µ1
u1(0), v2(0) = q22λ2

µ2
u2(0) +

ρ12µ1

µ2
v1(1)}. We recall that both A and A⋆ are

quasi-dissipative [BC16] and generate C0-semigroups. The operator B ∈ L(R, D(A⋆)′) is defined
through its adjoint B⋆ ∈ L(D(A⋆),R)

B⋆(
(
u1 v1 u2 v2

)⊤
) = µ1v1(1). (9.11)

As mentioned in Chapter 6, one can prove that B is admissible [CHO16]. Finally, the measurement
operator C ∈ L(D(A),R) is defined by

C(
(
u1 v1 u2 v2

)⊤
) = u2(0). (9.12)

9.1.2 . Structural assumptions
We first consider that Assumption 6.1.1 is verified to avoid having an infinite number of un-

stable roots in the right-half plane. Simple computations show that when the delays are rationally
independent, this assumption rewrite

sup
(θ1,θ2)∈[0,2π]2

Sp (

(
ρ11q11e

iθ1 ρ12q11e
iθ1

ρ22q21e
iθ2 ρ22q22e

iθ2

)
) < 1, (9.13)

which implies |ρ11q11| < 1 and |ρ22q22| < 1. We now make some structural assumptions on the
boundary couplings of the interconnected system. These assumptions are natural and necessary to
allow stabilization (or state estimation).

Assumption 9.1.1 The boundary coupling coefficient q21 satisfies q21 ̸= 0.
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This assumption is crucial for stabilizing the whole system. Indeed, if q21 = 0, it is impossible to act
on subsystem “2” using the control input on subsystem “1”. Thus, without this assumption, it would
be impossible to stabilize the potentially unstable subsystem “2”. Moreover, if q21 = 0, subsystem 1
is not observable using solely the available measurement v2(t, 0).

Assumption 9.1.2 The coupling coefficients q11 and ρ22 satisfy

q11 ̸= 0, and ρ22 ̸= 0.

This assumption is more restrictive. If q11 = 0, the control input can act on subsystem “2” through
distributed terms only. At that stage, the methodology we present in the rest of the chapter cannot
be adjusted to deal with this case. Similar considerations arise in the observer design in the case
ρ22 = 0. Finally, we state controllability and observability conditions.

Assumption 9.1.3 The operators A⋆ and B⋆ defined by equation (9.10) and equation (9.11) verify

∀s ∈ C, ker(s−A⋆) ∩ ker(B⋆) = {0}. (9.14)
Assumption 9.1.3 corresponds to a controllability condition similar to the one given in [CHO16]. It
is related to the approximate controllability of the system and has been introduced by [Fat66] in a
much larger setting. Finally, we make the dual observability assumption that reads as follows

Assumption 9.1.4 The operators A and C defined by equation (9.9) and equation (9.12) verify

∀s ∈ C, ker(s−A) ∩ ker(C) = {0}. (9.15)
9.2 . Time-delay representation

Following the methodology we have introduced in Chapter 6, we use backstepping transforma-
tions to rewrite the system (9.2)-(9.4) as a time-delay system. For the sake of the completeness of
the chapter (and since the system is simpler than the one we considered in Chapter 6), we briefly
reintroduce the backstepping transformations.

9.2.1 . Intermediate target system
Consider the two invertible integral transforms Li, i ∈ {1, 2} acting on H1([0, 1],R2) such that(

ui
vi

)
= Li

(
αi

βi

)
, and defined for all x ∈ [0, 1] by

{
u1(t, x) = α1(t, x)−

∫ x
0 L

11
1 (x, y)α1(t, y) + L12

1 (x, y)β1(t, y)dy,
v1(t, x) = β1(t, x)−

∫ x
0 L

21
1 (x, y)α1(t, y) + L22

1 (x, y)β1(t, y)dy,
(9.16){

u2(t, x) = α2(t, x)−
∫ 1
x L

11
2 (x, y)α2(t, y) + L12

2 (x, y)β2(t, y)dy,

v2(t, x) = β2(t, x)−
∫ 1
x L

21
2 (x, y)α2(t, y) + L22

2 (x, y)β2(t, y)dy,
(9.17)

where the kernels Lij
1 (resp. Lij

2 ) are bounded piecewise continuous functions defined on the lower
triangular part (resp. upper triangular part) of the unit square Tℓ (resp. Tu) that satisfy

λi∂xL
11
i (x, y) + λi∂yL

11
i (x, y) = σ+i (x)L

21
i (x, y),

λi∂xL
12
i (x, y)− µi∂yL12

i (x, y) = σ+i (x)L
22
i (x, y),

µi∂xL
21
i (x, y)− λi∂yL21

i (x, y) = −σ−i (x)L11
i (x, y),

µi∂xL
22
i (x, y) + µi∂yL

22
i (x, y) = −σ−i (x)L12

i (x, y),

(9.18)

with boundary conditions
L12
1 (x, x) = − σ+

1 (x)
λ1+µ1

, L21
1 (x, x) =

σ−
1 (x)

λ1+µ1
,

L11
1 (x, 0) = µ1

λ1q11
L12
1 (x, 0), L22

1 (x, 0) = λ1q11
µ1

L21
1 (x, 0),

L12
2 (x, x) =

σ+
2 (x)

λ2+µ2
, L21

2 (x, x) = − σ−
2 (x)

µ2+λ2
,

L11
2 (x, 1) = µ2ρ22

λ2
L12
2 (x, 1), L22

2 (x, 1) = λ2
µ2ρ22

L21
2 (x, 1).

(9.19)
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These two sets of equations admit a unique continuous solution [CVKB13]. The two Volterra trans-
forms (9.16)-(9.17) map the original system (9.2)-(9.4) to the target system

∂tαi(t, x) + λi∂xαi(t, x) = 0, (9.20)
∂tβi(t, x)− µi∂xβi(t, x) = 0, (9.21)

with the boundary conditions

α1(t, 0) = q11β1(t, 0), β2(t, 1) = ρ22α2(t, 1), (9.22)
β1(t, 1) = U(t) + ρ11α1(t, 1) + ρ12v2(t, 0) +

∫ 1

0
(L21

1 (1, y)− ρ11L11
1 (1, y))α1(t, y)dy

+

∫ 1

0
(L22

1 (1, y)− ρ11L12
1 (1, y))β1(t, y)dy −

∫ 1

0
ρ12L

21
2 (0, y)α2(t, y)dy

−
∫ 1

0
ρ12L

22
2 (0, y)β2(t, y)dy, (9.23)

α2(t, 0) = q22β2(t, 0) + q21α1(t, 1) +

∫ 1

0
(L11

2 (0, y)− q22L21
2 (0, y))α2(t, y)dy

+

∫ 1

0
(L12

2 (0, y)− q22L22
2 (0, y))β2(t, y)dy −

∫ 1

0
q21L

11
1 (1, y)α1(t, y)dy

−
∫ 1

0
q21L

12
1 (1, y)β1(t, y)dy. (9.24)

Again this target system can be expressed using an abstract operator formulation:

d

dt

(
α1 β1 α2 β2

)⊤
= AT

(
α1 β1 α2 β2

)⊤
+BU, (9.25)

where the operator AT is defined by

AT : D(AT ) ⊂ L2([0, 1],R2)→ L2([0, 1],R2)(
α1 β1 α2 β2

)⊤ 7−→ (
−λ1∂xα1 µ1∂xβ1 −λ2∂xα2 µ2∂xβ2

)
, (9.26)

with a domain D(AT ) obtained using the boundary conditions (9.23)-(9.24). Its adjoint is given by

A⋆
T : D(A⋆) ⊂ L2([0, 1],R2)→ L2([0, 1],R2)

α1

β1
α2

β2


⊤

7−→


λ1∂xα1 + p+1 (·)β1(1) + q+1 (·)α2(0)
−µ1∂xβ1 + p−1 (·)β1(1) + q−1 (·)α2(0)
λ2∂xα2 + p+2 (·)β1(1) + q+2 (·)α2(0)
−µ2∂xβ2 + p−2 (·)β1(1) + q−2 (·)α2(0)

 , (9.27)

where p+1 (x) = L21
1 (1, x)−ρ11L11

1 (1, x), p−1 (x) = L22
1 (1, x)−ρ11L12

1 (1, x), p+2 (x) = −ρ12L21
2 (0, x),

p−2 (x) = −ρ12L22
2 (0, x), q+2 (x) = L11

2 (0, x) − q22L
21
1 (0, x), q−2 (x) = L12

2 (0, x) − q22L
22
2 (0, x),

q+1 (x) = −q21L11
1 (1, x), q−1 (x) = −q21L22

1 (1, x). This new operator still verifies the controllabil-
ity condition. More precisely, we have the following lemma.

Lemma 9.2.1 If Assumption 9.1.3 is verified then ∀s ∈ C, ker(s−A⋆
T ) ∩ ker(B⋆) = {0}.

Proof : The proof is a consequence of the invertibility of the backstepping transformations. Direct computa-
tions can show it. ■

9.2.2 . Integral Delay Equation
Let us denote z1(t) = β1(t, 1) and z2(t) = α2(t, 0). Using the method of characteristics, we have

for all t ≥ max{τ1, τ2}

z1(t) =ρ11q11z1(t− τ1) + ρ12ρ22z2(t− τ2) + U(t)
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+

∫ τ1

0
H11(ν)z1(t− ν)dν +

∫ τ2

0
H12(ν)z2(t− ν)dν, (9.28)

z2(t) =q21q11z1(t− τ1) + q22ρ22z2(t− τ2)

+

∫ τ1

0
H21(ν)z1(t− ν)dν +

∫ τ2

0
H22(ν)z2(t− ν)dν, (9.29)

where the functions Hij are defined by

H11(ν) = µ1(L
22
1 (1, 1− µ1ν)− ρ11L12

1 (1, 1− µ1ν))1[0, 1
µ1

](ν) + q11λ1(L
21
1 (1, λ1ν −

λ1
µ1

)

− ρ11L11
1 (1, λ1ν −

λ1
µ1

))1] 1
µ1

,τ1]
(ν),

H12(ν) = −ρ12λ2L21
2 (0, λ2ν)1[0, 1

λ2
](ν)− µ2ρ12q22L22

2 (0, 1− µ2ν +
µ2
λ2

)1] 1
λ2

,τ2]
(ν)

H21(ν) = −q21µ1L12
1 (0, 1− µ1ν))1[0, 1

µ1
] − λ1q11q21L11

1 (1, λ1ν −
λ1
µ1

))1] 1
µ1

,τ1]
(ν)

H22(ν) = λ2(L
11
2 (0, λ2ν)− q22L21

2 (0, λ2ν))1[0, 1
λ2

](ν)− µ2ρ22(L12
2 (0, 1− µ2ν +

µ2
λ2

)

− q22L22
2 (0, 1− µ2ν +

µ2
λ2

))1] 1
λ2

,τ2]
(ν).

The states z1 and z2 can be seen as H1([−max{τ1, τ2}, 0],R) functions with the appropriate initial
conditions (the compatibility conditions are still verified). Thanks to Theorem 6.1.3, the exponential
stability of the time-delay system (9.28)-(9.29) in the sense of the χmax{τ1,τ2} norm will imply the
exponential stability of the system (9.2)-(9.4) in the sense of the χ-norm. These two norms are defined
in Chapter 6. Since U(t) only appears in equation (9.28), we can use it to cancel the right-hand side
of the equation and consider z1 as an artificial controller acting on equation (9.29). More precisely,
we can introduce the intermediate control input Ū(t) defined by

Ū(t) = ρ11q11z1(t− τ1) + ρ12ρ22z2(t− τ2) + U(t)

+

∫ τ1

0
H11(ν)z1(t− ν)dν +

∫ τ2

0
H12(ν)z2(t− ν)dν, (9.30)

such that equation (9.29) rewrites

z2(t) =aŪ(t− τ1) + bz2(t− τ2)

+

∫ τ1

0
H21(ν)Ū(t− ν)dν +

∫ τ2

0
H22(ν)z2(t− ν)dν, (9.31)

where a = q21q11 and b = q22ρ22. We consider that U(t) = 0 for t < max{τ1, τ2}. It is important to
emphasize that a ̸= 0 and |b| < 1 due to Assumptions 9.1.1 and 9.1.2. Equation (9.31) corresponds
to a Integral Delay Equation (IDE). The actuation in (9.31) appears through pointwise and distributed
delay terms. It has been seldom studied in the literature [BLK16, Pon15], and is a major difference
compared to existing results. However, we assume here that there is (at least) a pointwise delay in
the actuation since a ̸= 0. Obviously, the difficulties in stabilizing equation (9.31) are related to the
simultaneous presence of a distributed-delay term for the actuation and the state. Let us formally take
the Laplace transform of equation (9.31). We have F0(s)z2(s) = F1(s)U(s), where the holomorphic
function F0 and F1 are defined by

F0(s) = 1− be−τ2s −
∫ τ2

0
H22(ν)e

−νsdν, (9.32)
F1(s) = ae−τ1s +

∫ τ1

0
H21(ν)e

−νsdν. (9.33)
The following lemma shows that under Assumption 9.1.3, the functions F0 and F1 cannot simulta-
neously vanish.
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Lemma 9.2.2 If Assumption 9.1.3 is verified, then for all s ∈ C, rank[F0(s), F1(s)] = 1.

Proof : Consider that Assumption 9.1.3 is verified. Then, due to Lemma 9.2.1, we have ∀s ∈ C, ker(s −
A⋆

T ) ∩ ker(B⋆) = {0}. Consider (α1, β1, α2, β2)
T ∈ (ker(s−A⋆

T ) ∩ ker(B⋆)). We obtain

sα1(x) = λ1α
′
1(x) + q+1 (x)α2(0)

sβ1(x) = −µ1β
′
1(x) + q−1 (x)α2(0)

sα2(x) = λ2α
′
2(x) + q+2 (x)α2(0)

sβ2(x) = −µ2β
′
2(x) + q−2 (x)α2(0)

with the boundary conditions α1(1) = q21λ2
λ1

α2(0), α2(1) = ρ22µ2
λ2

β2(1), β1(0) = q11λ1
µ1

α1(0), β2(0) =
q22λ2
µ2

α2(0), and β1(1) = 0. Straightforward (but lengthy) computations show that there is a unique trivial
solution only if F0(s) and F1(s) do not vanish at the same point, that is, rank[F0(s), F1(s)] = 1 ■

The fact that rank[F0(s), F1(s)] = 1 corresponds to a classical spectral controllability condition
[Mou98, Pan76].

9.3 . Design of a state-feedback controller

In this section, we design a state-feedback controller Ū(t) that stabilizes equation (9.31). It will
then be straightforward to obtain a stabilizing control law U(t) for the original system (9.2)-(9.4). To
simplify the computations, we will consider that

τ1 = (N + 1)τ2, (9.34)
where N ∈ N. This assumption can be made without any loss in generality as it is always possible to
artificially delay the control law Ū(t) in equation (9.30) by δ0 > 0 such that τ̄1 = τ1 + δ0 becomes
a multiple of τ2. In the meantime, the piecewise continuous function H21 could be extended by 0 to
be defined on [0, τ̄1].
We propose to look for the desired control law under the form

Ū(t) =

∫ τ2

0
f(ν)z2(t− ν)dν +

∫ τ1

0
g(ν)Ū(t− ν)dν, (9.35)

with f and g piecewise continuous matrix-valued functions to be defined. We set Ū(t) = 0 for
t < τ̄1. To design f and g, we will first compute the quantity z2(t) −

∫ τ1
0 g(ν)z2(t − ν)dν. Using

equation (9.31) and expression (9.35), we get for t ≥ τ1 + τ2

z2(t)−
∫ τ1

0
g(ν)z2(t− ν)dν = bz2(t− τ2) + a

∫ τ2

0
f(ν)z2(t− ν − τ1)

− b
∫ τ1

0
g(ν)z2(t− ν − τ2) +

∫ τ2

0
H22(ν)z2(t− ν)dν −

∫ τ1

0

∫ τ2

0
g(ν)(H22(η)

z2(t− ν − η)dη)dν +
∫ τ2

0

∫ τ1

0
f(ν)(H21(η)z2(t− ν − η)dη)dν. (9.36)

Using Fubini’s theorem, we can rewrite the double integrals. We have∫ τ2

0

∫ τ1

0
f(ν)(H21(η)z2(t− ν − η)dη)dν =

∫ τ2

0
(

∫ ν

0
f(η)H21(ν − η)dη)z2(t− ν)dν

+

∫ τ1

τ2

(

∫ τ2

0
f(η)H21(ν − η)dη)z2(t− ν)dν

+

∫ τ2+τ1

τ1

(

∫ τ2

ν−τ1

f(η)H21(ν − η)dη)z2(t− ν)dν,

and ∫ τ1

0

∫ τ2

0
g(ν)(H22(η)z2(t− ν − η)dη)dν =

∫ τ2

0
(

∫ ν

0
g(η)H22(ν − η)dη)z2(t− ν)dν
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+

∫ τ1

τ2

(

∫ ν

ν−τ2

g(η)H22(ν − η)dη)z2(t− ν)dν

+

∫ τ2+τ1

τ1

(

∫ τ1

ν−τ2

g(η)H22(ν − η)dη)z2(t− ν)dν.

Consequently, equation (9.36) now reads

z2(t) = bz2(t− τ2) +
∫ τ2

0
I1(ν)z2(t− ν)dν +

∫ τ1

τ2

I2(ν)z2(t− ν)dν

+

∫ τ1+τ2

τ1

I3(ν)z2(t− ν)dν, (9.37)
where I1, I2 and I3 are respectively defined on [0, τ2], [τ2, τ1], and [τ1, τ1 + τ2] by

I1(ν) =g(ν) +H22(ν) +

∫ ν

0
f(η)H21(ν − η)dη −

∫ ν

0
g(η)H22(ν − η)dη, (9.38)

I2(ν) =g(ν)− bg(ν − τ2) +
∫ τ2

0
f(η)H21(ν − η)dη

−
∫ ν

ν−τ2

g(η)H22(ν − η)dη, (9.39)
I3(ν) =af(ν − τ1)− bg(ν − τ2) +

∫ τ2

ν−τ1

f(η)H21(ν − η)dη

−
∫ τ1

ν−τ2

g(η)H22(ν − η)dη, (9.40)
Provided that we can choose f and g such that I1 ≡ 0, I2 ≡ 0, and I3 ≡ 0, we obtain z2(t) =
bz2(t − τ2) which implies the exponential stability of z2 since |b| < 1. The following lemma states
that such functions f and g can be uniquely defined.

Lemma 9.3.1 Consider the functions I1, I2, and I3 defined in equations (9.38)-(9.40). There exist
two unique piecewise continuous functions (f, g) such that I1(ν) = 0 for ν ∈ [0, τ2[, I2(ν) = 0 for
ν ∈ [τ2, τ1[, and I3(ν) = 0 for ν ∈ [τ1, τ1 + τ2].

Proof : Let us first introduce the intermediate functions gk defined on [0, τ2] such that for all ν ∈ [kτ2, (k +
1)τ2] (0 ≤ k ≤ N) we have gk(ν) = g(ν + kτ2). The system I1(ν) = 0, I2(ν) = 0, I3(ν) = 0 is equivalent to

g0(ν)−
∫ ν

0

g0(η)H22(ν − η)dη +

∫ ν

0

f(η)H21(ν − η)dη = −H22(ν) (9.41)
gk(ν)− bgk−1(ν)−

∫ τ2

ν

gk−1(η)H22(ν − η + τ2)dη −
∫ ν

0

gk(η)H22(ν − η)dη

+

∫ τ2

0

f(η)H21(ν + kτ2 − η)dη = 0, (9.42)
af(ν)− bgN (ν)−

∫ τ2

ν

gN (η)H22(ν + τ2 − η)dη +

∫ τ2

ν

f(η)H21(ν + τ1 − η)dη = 0, (9.43)
where 0 < k ≤ N and ν ∈ [0, τ2]. We now define the operator T : (L2([0, τ2],R))N+2 → (L2([0, τ2],R))N+2

by

(T



f
gN
...
gk

...
g0


)(ν) =



af(ν)− bgN (ν)−
∫ τ2
ν
gN (η)H22(ν + τ2 − η)dη +

∫ τ2
ν
f(η)H21(ν + τ1 − η)dη

· · ·
...

gk(ν)− bgk−1(ν)−
∫ τ2
ν
gk−1(η)H22(ν − η + τ2)dη −

∫ ν

0
gk(η)H22(ν − η)dη

+
∫ τ2
0
f(η)H21(ν + kτ2 − η)dη

...
g0(ν)−

∫ ν

0
g0(η)H22(ν − η)dη +

∫ ν

0
f(η)H21(ν − η)dη


We want to show that equations (9.41)-(9.43) admit a unique solution. This will result from the invertibility
of the operator T . To show this latter property, let us introduce the operators AT defined on D(AT ) ⊂
L2([0, τ2],R)N+2 by

AT : D(AT ) → L2([0, τ2],R)N+2
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ϕ
ψN

...
ψ0

 7−→


∂xϕ+ ϕ(0)H22(·)

∂xψN + ϕ(0)H21(·+Nτ2)
...

∂xψ0 + ϕ(0)H21(·)

 , (9.44)

where D(AT ) = {(ϕ, ψN , . . . , ψ0) ∈ (H1([0, τ2],R))N+2, ϕ(τ2) = bϕ(0), ψN (τ2) = aϕ(0), ψk(τ2) =
ψk+1(0), 0 ≤ k < N}. We define the operator BT : D(AT ) → (L2([0, τ2],R))N+2, by

BT (
(
ϕ ψN · · · ψ0

)⊤
) = ψ0(0).

We now show that the operators T , AT and BT verify the requirements of Theorem 9.0.1. Let us consider
h = (f, gN , · · · , g0) in ker(T ). We have for all 1 ≤ k ≤ N

gk+1(0)− gk(τ2) = b(gk(0)− gk−1(τ2)).

Since g0(0) = 0, we can recursively show that gk(τ2) = gk+1(0). Direct computations give af(0) = gN (τ2)
and f(τ2) = bf(0). Consequently h ∈ D(AT ). Since g0(0) = 0, we also have h ∈ ker(BT ). Consider now
s ∈ C and (ϕ, ψN , · · · , ψ0) ∈ ker(sId −AT ) ∩ ker(BT ). We have for all 0 ≤ k ≤ N and all x ∈ [0, τ2]

sϕ(x) = ϕ′(x) + ϕ(0)H22(x), sψk(x) = ψ′
k(x) + ϕ(0)H21(x+ kτ2),

⇒ϕ(x) = (esx −
∫ x

0

H22(ν)e
s(x−ν)dν)ϕ(0), ψk(x) = esxψk(0)− ϕ(0)

∫ x

0

H21(ν + kτ2)e
s(x−ν)dν,

The first equation gives F0(s)ϕ(0) = 0, where F0 is defined in equation (9.32). In the meantime, we obtain

aϕ(0) = ψN (τ2) = esτ2ψN (0)− ϕ(0)

∫ τ2

0

H21(ν +Nτ2)e
s(τ2−ν)dν

= esτ2ψN−1(τ2)− ϕ(0)

∫ τ1

Nτ2

H21(ν)e
s((N+1)τ2−ν)dν.

Iterating the procedure, we obtain F1(s)ϕ(0), where F1 is defined in equation (9.33). Applying Lemma 9.2.2,
we obtain that s = 0 and the last requirement of Lemma 9.0.1 is verified. We now need to show the last
condition of Lemma 9.0.1, i.e., AT (h) ∈ ker(T ). We have for all x ∈ [0, τ2]

af ′(x) + af(0)H22(x)− bg′N (x)− bf(0)H21(x+Nτ2)−
∫ τ2

x

((g′N (η) + f(0)H21(η +Nτ2))H22(x+

τ2 − η)− (f ′(η) + f(0)H22(η))H21(x+ τ1 − η))dη = af ′(x) + af(0)H22(x)

− bg′N (x)− bf(0)H21(x+Nτ2) +

∫ τ2

x

(f ′(η)H21(x+ τ1 − η)− g′N (η)H22(x+ τ2 − η))dη (9.45)
Since h ∈ ker(T ), we also have

af ′(x) =bg′N (x)− gN (x)H22(τ2) + f(x)H21(τ1)−
∫ τ2

x

(f(η)H ′
21(x+ τ1 − η)− gN (η)H ′

22(x+ τ2 − η))dη.

Consequently, using integration by parts and injecting into (9.45), we obtain the quantity in (9.45) is equal
to zero. Performing analogous computations, for all the lines of T , we obtain that AT (h) ∈ ker(T ). All
the requirements of Lemma 9.0.1 are verified. Consequently, the operator T is invertible and the set of
equations (9.41)-(9.43) admit a unique solution in (L2([0, τ2],R))N+2. These solutions are piecewise contin-
uous due to the regularity of the functions H21 and H22 and to the regularizing effect of the integral. This
concludes the proof. Note that this proof can be adjusted when τ1 is not a multiple of τ2 at the price of
technical subtleties. ■

Lemma 9.3.2 Consider the functions I1, I2 and I3 defined in (9.38)-(9.40) and let f and g be the
unique piecewise continuous functions that lead to I1(ν) = 0 for all ν ∈ [0, τ2], I2(ν) = 0 for all
ν ∈]τ2, τ1], and I3(ν) = 0 for ν ∈ [τ1, τ2 + τ1] (as stated in Lemma 9.3.1). Consider the control law
Ū defined by equation (9.35), and z2 a solution of equation (9.31). Then, for all t > τ1 + τ2, we have
Ū(t) = bŪ(t− τ2). Moreover, the transfer function between z2 and Ū is strictly proper.

Proof : Consider that g and f are chosen such that I1 ≡ I2 ≡ I3 ≡ 0 (which is always possible due to
Lemma 9.3.1). We have

Ū(t)− bŪ(t− τ2)−
∫ τ2

0

H22(ν)Ū(t− ν)dν =

∫ τ1

0

g(ν)Ū(t− ν)dν

− b

∫ τ1

0

g(ν)Ū(t− ν − τ2)dν −
∫ τ2

0

(

∫ τ1

0

H22(ν)g(η)Ū(t− ν − η)dη)dν
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+ a

∫ τ2

0

f(ν)Ū(t− τ1 − ν)dν +

∫ τ2

0

f(ν)(

∫ τ1

0

H21(η)Ū(t− η − ν)dη)dν,

where we have first used the expression of Ū given in equation (9.35) and then substituted the z2 terms
using equation (9.31). This equation is identical to equation (9.36). Since I1 ≡ I2 ≡ I3 ≡ 0, analogous
computations to the ones performed after equation (9.36) give Ū(t) = bŪ(t − τ2). Taking the Laplace

transform of equation (9.35), we obtain Û(s) =
∫ τ2
0 f(ν)e−νsdν

1−
∫ τ1
0 g(ν)e−νsdν

X̂(s), which, due to Riemann-Lebesgue’s

lemma, defines a strictly proper transfer function. ■

Combining Lemma 9.3.1 and Lemma 9.3.2, we can now write the following theorem.

Theorem 9.3.1 Consider the functions I1, I2 and I3 defined in (9.38)-(9.40) and let f and g be the
unique piecewise continuous functions that lead to I1(ν) = 0 for all ν ∈ [0, τ2], I2(ν) = 0 for all
ν ∈]τ2, τ1], and I3(ν) = 0 for ν ∈ [τ1, τ2 + τ1] (as stated in Lemma 9.3.1). Then, the closed-loop
system consisting of the plant (9.2)-(9.4) and the control law

U(t) = −ρ11q11z1(t− τ1)− ρ12ρ22z2(t− τ2) + Ū(t)

−
∫ τ1

0
H11(ν)z1(t− ν)dν −

∫ τ2

0
H12(ν)z2(t− ν)dν, (9.46)

where Ū =
∫ τ2
0 f(ν)z2(t− ν)dν +

∫ τ1
0 g(ν)Ū(t− ν)dν is exponentially stable. Moreover, the control

law U(t) exponentially converges to zero and can be low-pass filtered such that the resulting filtered
control operator is strictly proper while stabilizing the plant (9.2)-(9.4).

Proof : Lemma 9.3.1, guarantees the existence of f and g such that I1 ≡ I2 ≡ I3 ≡ 0. Consequently,
equation (9.37) rewrites z2(t) = bz2(t − τ2) which implies the exponential stability of z2 since |b| < 1. Due
to Lemma 9.3.2, the control law Ū(t) also verifies Ū(t) = bŪ(t − τ2) and is therefore exponentially stable.
Due to the definition of Ū given in equation (9.35), the L2-norm of Ū can be bounded by the L2 norm of the
initial condition associated to z2. Since z1(t) = Ū(t), for t ≥ max{τ1, τ2} the state (z1, z2) is exponentially
stable, which implies the exponential convergence of the control input U(t) and of the plant (9.2)-(9.4) (using
the invertibility of the backstepping transformations and Theorem 6.1.3). Finally, applying Theorem 6.2.1,
we can low-pass filter the control operator to make it strictly proper. ■

9.4 . State-observer and output-feedback controller

In this section, we design a state observer for the system (9.2)-(9.6), using the available measure-
ment y(t) = v2(t, 0).

9.4.1 . Simplification of the system
Similarly to what we have done in the previous chapters, we first transform the system (9.2)-(9.6)

into a simpler target system. Consider the backstepping integral transformations Mi, i ∈ {1, 2}
defined on H1([0, 1],R2) such that

(
ui
vi

)
=Mi

(
ai
bi

)
. More precisely, we have

{
u1 = a1 +

∫ 1
x M

11
1 (x, y)a1(y) +M12

1 (x, y)b1(y)dy,

v1 = b1 +
∫ 1
x M

21
1 (x, y)a1(y) +M22

1 (x, y)b1(y)dy,
(9.47){

u2 = a2 +
∫ x
0 M

11
2 (x, y)a2(y) +M12

2 (x, y)b2(y)dy,
v2 = b2 +

∫ x
0 M

21
2 (x, y)a2(y) +M22

2 (x, y)b2(y)dy,
(9.48)

where the kernels M ij
1 (resp. M ij

2 ) are piecewise continuous bounded functions defined on Tu (resp.
Tℓ). They satisfy the same set of equations (9.18) as kernels L··

i with the boundary conditions
M12

1 (x, x) = − σ+
1 (x)

λ1+µ1
, M21

1 (x, x) =
σ−
1 (x)

λ1+µ1
,M22

1 (0, y) = 1
q11
M12

1 (0, y),

M11
1 (0, y) = q11M

21
1 (0, y), M12

2 (x, x) =
σ+
2 (x)

λ2+µ2
, M21

2 (x, x) = − σ−
2 (x)

µ2+λ2
,

M11
2 (1, y) = 1

ρ22
M21

2 (1, y), M22
2 (1, y) = ρ22M

12
2 (1, y).

120



These two sets of equations admit a unique piecewise continuous solution [VKC11]. Applying the
transformations (9.47) -(9.48) we obtain the target system

∂tai(t, x) + λi∂xai(t, x) = Ha
i (x)a1(t, 1) + F a

i (x)b2(t, 0) +Ka
i (x)U(t), (9.49)

∂tbi(t, x)− µi∂xbi(t, x) = Hb
i (x)a1(t, 1) + F b

i (x)b2(t, 0) +Kb
i (x)U(t), (9.50)

with the boundary conditions

a1(t, 0) = q11b1(t, 0), b1(t, 1) = ρ11a1(t, 1) + ρ12b2(t, 0) + U(t), (9.51)
a2(t, 0) = q22b2(t, 0) + q21a1(t, 1), b2(t, 1) = ρ22a2(t, 1). (9.52)

The associated initial conditions are (a0i (·), b0i (·))T = M−1
i ((u0i (·), v0i (·))T ) ∈ H1([0, 1], R2) and

satisfy the appropriate compatibility conditions The in-domain coupling terms F a
i , F

b
i , H

a
i , H

b
i are

defined by the set of equations

H∗
1 (x) +

∫ 1

x
M i1

1 (x, ν)Ha
1 (ν) +M i2

1 (x, ν)Hb
1(ν)dν = λ1M

i1
1 (x, 1)− µ1ρ11M i2

1 (x, 1),

F ∗
1 (x) +

∫ 1

x
M i1

1 (x, ν)F a
1 (ν) +M i2

1 (x, ν)F b
1 (ν)dν = −µ1ρ12M i2

1 (x, 1),

H∗
2 (x) +

∫ x

0
M i1

2 (x, ν)Ha
2 (ν) +M i2

2 (x, ν)Hb
2(ν)dν = −λ2q21M i1

2 (x, 0),

F ∗
2 (x) +

∫ x

0
M i1

2 (x, ν)F a
2 (ν) +M i2

2 (x, ν)F b
2 (ν)dν = µ2M

i2
2 (x, 0)− λ2q22M i1

2 (x, 0),

with i = 1 if ∗ = a, and i = 2 if ∗ = b. The coupling terms K are defined by(
Ka

1 (x)
Kb

1(x)

)
=M−1

1 (

(
−µ1M12

1 (x, 1)
−µ1M22

1 (x, 1)

)
),

(
Ka

2 (x)
Kb

2(x)

)
≡ 0. (9.53)

These coupling terms are well-defined since the associated equations are Volterra integral equations
that admit a unique solution [Yos60]. Due to the piecewise continuity of the kernels M ij and the
regularizing property of the integral operator, H∗

i , F
∗
i ,K

∗
1 are piecewise continuous. We finally have

y(t) = b2(t, 0).

9.4.2 . Observer design
We design our observer as a copy of the target system (9.49)-(9.52) with output injection terms

(Luenberger-type observer). We denote âi and b̂i the observer states. They verify the following set
of equations

∂tâi(t, x) + λi∂xâi(t, x) = Ha
i (x)â1(t, 1) + F a

i (x)y(t) +Ka
i (x)U(t)

+Ga
i (x)(b̂2(t, 0)− y(t)), (9.54)

∂tb̂i(t, x)− µi∂xb̂i(t, x) = Hb
i (x)â1(t, 1) + F b

i (x)y(t) +Kb
i (x)U(t)

+Gb
i(x)(b̂2(t, 0)− y(t)), (9.55)

with the boundary conditions

â1(t, 0) = q11b̂1(t, 0), b̂1(t, 1) = ρ11â1(t, 1) + ρ12y(t) + U(t), (9.56)
â2(t, 0) = q22y(t) + q21a1(t, 1), b̂2(t, 1) = ρ22â2(t, 1). (9.57)

The piecewise-continuous functions Ga
i and Gb

i still have to be defined. The initial conditions of
system (9.54)-(9.57) are arbitrary H1-functions that satisfy the appropriate compatibility conditions.
We define ãi = ai − âi and b̃i = bi − b̂i the error states. They verify

∂tãi(t, x) + λi∂xãi(t, x) = Ha
i (x)ã1(t, 1) +Ga

i (x)b̃2(t, 0), (9.58)
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∂tb̃i(t, x)− µi∂xb̃i(t, x) = Hb
i (x)ã1(t, 1) +Gb

i(x)b̃2(t, 0), (9.59)
with the boundary conditions

ã1(t, 0) = q11b̃1(t, 0), b̃1(t, 1) = ρ11ã1(t, 1), (9.60)
ã2(t, 0) = q21ã1(t, 1), b̃2(t, 1) = ρ22ã2(t, 1). (9.61)

This error system can be expressed using an abstract operator formulation:

d

dt

(
ã1 b̃1 ã2 b̃2

)⊤
= (Ã+ GC)

(
ã1 b̃1 ã2 b̃2

)⊤
, (9.62)

where the operator Ã is defined by

Ã : D(Ã) ⊂ L2([0, 1],R2)→ L2([0, 1],R2)
ã1
b̃1
ã2
b̃2

 7−→

−λ1∂xã1(1) +Ha

1 (·)ã1(1)
µ1∂xb̃1 +Hb

1(·)ã1(1)
−λ2∂xã2 +Ha

2 (·)ã1(1)
µ2∂xb̃2 +Hb

2(·)ã1(1)

 , (9.63)

with a domain D(Ã) = {(ã1, b̃1, ã2, b̃2) ∈ (H1([0, 1],R)4, ã1(0) = q11b̃1(0), ã2(0) = q21ã1(1),
b̃1(1) = ρ11ã1(1), b̃2(1) = ρ22ã2(1)}. Finally, the operator G is defined on R by G(x) = (Ga

1(x),
Gb

1(x), G
a
2(x), G

b
2(x)). We have the following lemma

Lemma 9.4.1 If Assumption 9.1.4 is verified then ∀s ∈ C, ker(s− Ã) ∩ ker(C) = {0}.
Proof : The proof is analogous to the one of Lemma 9.2.1. ■

Design of the observer gains

The objective is to design the gains Ga
i and Gb

i such that the error system (9.58)-(9.61) exponentially
converges to zero. Let us denote w̃1 = ã1(t, 1) and w̃2 = b̃2(t, 0). Using the method of characteristics,
we obtain for t ≥ max{τ1, τ2}

w̃1(t) = ρ11q11w̃1(t− τ1) +
∫ τ1

0
Hw

11(ν)w̃1(t− ν) +Hw
12(ν)w̃2(t− ν)dν, (9.64)

w̃2(t) = ρ22q21w̃1(t− τ2) +
∫ τ2

0
Hw

21(ν)w̃1(t− ν) +Hw
22(ν)w̃2(t− ν)dν, (9.65)

where

Hw
11(ν) = Ha

1 (1− λ1ν)1[0, 1
λ1

](ν) + q11H
b
1(µ1ν −

µ1
λ1

)1] 1
λ1

,τ1]
(ν),

Hw
12(ν) = Ga

1(1− λ1ν)1[0, 1
λ1

](ν) + q11G
b
1(µ1ν −

µ1
λ1

)1] 1
λ1

,τ1]
(ν),

Hw
21(ν) = Hb

2(µ2ν)1[0, 1
µ2

](ν) + ρ22H
a
2 (1− λ2ν +

λ2
µ2

)1] 1
µ2

,τ2]
(ν),

Hw
22(ν) = Gb

2(µ2ν)1[0, 1
µ2

](ν) + ρ22G
a
2(1− λ2ν +

λ2
µ2

)1] 1
µ2

,τ2]
(ν).

The observability condition given in Lemma 9.4.1 can be rewritten as a spectral observability condition.

Lemma 9.4.2 Define the holomorphic functions F̃0(s) = 1− ρ11q11e−τ1s+
∫ τ1
0 Hw

1 1(ν) e
−νsdν and

F̃1(s) = 1 − ρ22q21e−τ2s +
∫ τ2
0 Hw

2 1(ν)e
−νsdν. If Assumption 9.1.4 is verified, then for all s ∈ C,

rank[F̃0(s), F̃1(s)] = 1.

Proof : The proof is analogous to the one of Lemma 9.2.2. ■
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Let us compute w̃1(t)−
∫ τ2
0 Hw

22(ν)w̃1(t− ν)dν. Using equation (9.65), we obtain

w̃1(t)−
∫ τ2

0
Hw

22(ν)w1(t− ν) = ρ11q11w̃1(t− τ1) +
∫ τ1

0
Hw

11(ν)w̃1(t− ν)dν−∫ τ2

0
ρ11q11H

w
22(ν)w̃1(t− ν)dν −

∫ τ2

0
Hw

22(ν)(

∫ τ1

0
Hw

11(η)w̃1(t− ν − η)dη)dν

−
∫ τ1

0
Hw

12(ν)ρ22q21w̃1(t− ν)dν −
∫ τ1

0
Hw

12(ν)(

∫ τ2

0
Hw

21(η)w̃1(t− ν − η)dη)dν

Analogous computations to the ones done in Section 9.3 give

w̃1(t) =ρ11q11(t− τ1) +
∫ τ1

0
Ĩ1(ν)w̃1(t− ν)dν +

∫ τ2

τ1

Ĩ2(ν)w̃1(t− ν)dν

+

∫ τ1+τ2

τ2

Ĩ3(ν)w̃1(t− ν)dν, (9.66)
where Ĩ1, Ĩ2 and Ĩ3 are respectively defined on [0, τ1], [τ1, τ2], and [τ2, τ1 + τ2] by

Ĩ1(ν) =H
w
22(ν) +Hw

11(ν)−
∫ ν

0
Hw

22(η)H
w
11(ν − η) +Hw

12(η)H
w
21(ν − η)dη (9.67)

Ĩ2(ν) =H
w
22(ν)− ρ11q11Hw

22(ν − τ1)−
∫ ν

ν−τ1

Hw
22(η)H

w
11(ν − η)dη

−
∫ τ1

0
Hw

12(η)H
w
21(ν − η)dη, (9.68)

Ĩ3(ν) =− ρ11q11Hw
22(ν − τ1)− ρ22q21Hw

12(ν − τ2)−
∫ τ2

ν−τ1

Hw
22(η)H

w
11(ν − η)dη

−
∫ τ1

ν−τ2

Hw
12(η)H

w
21(ν − η)dη, (9.69)

The following lemma states that we can find Ga
i , G

b
i such that the integral terms Ĩi vanish.

Lemma 9.4.3 Consider the functions Ĩ1, Ĩ2, and Ĩ3 defined by equations (9.67)-(9.69). There exist
four unique piecewise continuous functions (Ga

1, G
a
2, G

b
1, G

b
2) such that I1(ν) = 0 for ν ∈ [0, τ1[,

I2(ν) = 0 for ν ∈ [τ1, τ2[, and I3(ν) = 0 for ν ∈ [τ2, τ1 + τ2].

Proof : Define g̃ = Hw
22 and f̃ = ρ22q21H

w
12. This change of coordinates is invertible since ρ22q21 ̸= 0 due to

Assumption 9.1.1 and Assumption 9.1.2. We can then adjust the proof of Lemma 9.3.1 using Assumption 9.1.4
(expressing it for the target system (9.58)-(9.61)). It is then straightforward to compute the functions Ga

i and
Gb

i . ■

Theorem 9.4.1 Consider the functions Ĩ1, Ĩ2 and Ĩ3 defined by equations (9.67)-(9.69) and let Ga
i

and Gb
i be the unique piecewise continuous functions that lead to I1(ν) = 0 for all ν ∈ [0, τ2],

I2(ν) = 0 for all ν ∈]τ2, τ1], and I3(ν) = 0 for ν ∈ [τ1, τ2 + τ1] (as stated in Lemma 9.3.1). Define
the functions (ûi, v̂i) =Mi(âi, b̂i), where (α̂i, β̂i) are solutions of the system (9.54)-(9.57) and where
the transformationsMi are defined by equations (9.47)-(9.48). Then, the states (ûi, v̂i) exponentially
converge to the original states (ui, vi).

Proof : Let us choose Ga
i and Gb

i such that I1(ν) = 0 for all ν ∈ [0, τ2], I2(ν) = 0 for all ν ∈]τ2, τ1], and
I3(ν) = 0 for ν ∈ [τ1, τ2+τ1]. Then w̃1(t) = ρ11q11w̃1(t−τ1) and consequently w̃1 exponentially converges to
zero. Computing w̃2(t)−ρ11q11w̃2(t−τ1)−

∫ τ1
0
H11(ν)w̃2(t−ν), we can show that w̃2(t) = ρ11q11w̃2(t−τ1)

and that consequently w2 is exponentially stable. It is then straightforward to conclude the proof using
Theorem 6.1.3. ■

Since the boundary condition of the observer system contains non-strictly proper terms corresponding
to the measurement, it may lead to some robustness issues. To avoid such a problem, it is possible
to low-pass filter the output y(t), as done for the control input. However, this step is not mandatory
if the objective is the design of output-feedback controllers since the controllers are already low-pass
filtered.
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9.4.3 . Output-feedback controller
We can now combine the state observer designed in Section 9.4.2 with the full state feedback

control law U(t) designed in Section 9.3, to obtain an output feedback controller.

Theorem 9.4.2 Consider the observer system (9.54)-(9.57), with the appropriate observer gains de-
fined as in Theorem 9.4.1. Define the functions (α̂i, β̂i) = L−1

i (Mi(âi, b̂i)), where the transformations
Li (resp. Mi) are defined by equations (9.16)-(9.17) (resp. (9.47)-(9.48)). Consider the functions f ,
g defined as in Theorem 9.3.1. Then, the closed-loop system consisting of the plant (9.2)-(9.4) and
the control law

U(t) = −ρ11q11β̂1(t− τ1, 1)− ρ12ρ22α̂2(t− τ2, 0) + Ū(t)

−
∫ τ1

0
H11(ν)β̂1(t− ν)dν −

∫ τ2

0
H12(ν)α̂2(t− ν, 0)dν, (9.70)

where Ū =
∫ τ2
0 f(ν)α̂2(t−ν, 0)dν+

∫ τ1
0 g(ν)Ū(t−ν)dν is exponentially stable. Moreover, the control

law U(t) exponentially converges to zero and can be low-pass filtered such that the resulting filtered
control operator is strictly proper while stabilizing the plant (9.2)-(9.4).

Proof : The control law U(t) can be rewritten as the sum of the nominal control law designed in Theorem 9.3.1
to which is added an error term that is exponentially stable. Using the input-to-state stability of the system and
the boundedness/invertibility of the different integral operators [LADMA18], we can show the simultaneous
exponential convergence of the original system (9.2)-(9.4) and of the error system (9.58)-(9.61). ■

9.5 . Simulation results

In this section, we illustrate the performance of the proposed output-feedback controller with
some simulation results. The numerical values of the parameters are

(
λ1
λ2

)
=
(
1
2

)
,
( µ1
µ2

)
=
(
1.3
1.8

)
,( σ+

1

σ+
2

)
=
(−0.5
−0.3

)
,
( σ−

1

σ−
2

)
=
(
0.8
0.7

)
,
( q11 ∗
q21 q22

)
=
(

1 ∗
0.6 0.9

)
,
( ρ11 ρ12

∗ ρ22

)
=
(
0.3 0.8
∗ 0.9

)
. The observer values

are initialized to 0. We simulated our system on a time scale of 50s. As illustrated in Figure 9.2
(blue curve), the parameters are chosen such that the whole interconnected system remains unstable
in open-loop. However, the closed-loop system with the control law (9.70) is exponentially stable,
as expected. We have pictured in Figure 9.3a the corresponding control effort. Finally, we illustrate
the performance of our observer on Figure 9.3b. The L2−norm of the error state (ũ1, ṽ1, ũ2, ṽ2)
converges to zero, so the estimated states converge towards the real ones.
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Figure 9.2: Time evolution of the χ-norm of the system (9.2)-(9.6) in open-loop (blue) and inclosed-loop (red).
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(a) Time evolution of the control effort U(t).
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(b) Time evolution of the χ-norm of the error.
Figure 9.3: Time evolution of the control effort and of the χ-norm of the error state.

9.6 . Conclusions and perspectives

This chapter introduces a new methodology to stabilize a chain of two interconnected hyperbolic
PDE subsystems for which the actuator and the measurement are located at the junction. Using a
backstepping transformation, we have rewritten the original hyperbolic network as a set of simpler
IDEs with pointwise and distributed control terms. Then, we introduced a set of candidate control
inputs expressed as distributed delayed feedback of the state and the input. We have shown that a
control law from this set stabilizes the system if an associated set of Fredholm equations admits a
solution. Interestingly, spectral controllability conditions implied the existence of solutions for these
integral equations. Following a similar path, we could design state observers and obtain an output-
feedback controller. We believe that our constructive approach can be extended to a larger number
of non-scalar subsystems. It could also be combined with the results of Chapter 8 to tackle a wider
diversity of physical systems with an arbitrary number of PDEs or ODEs.

Interestingly, the proposed methodology could be a milestone for the control of underactuated
systems. Consider, for instance, the following underactuated 1+2 hyperbolic system, in which only
one of the two leftward-convecting equations is actuated

∂tw(t, x) + Λ∂xw(t, x) = Σ(x)w(t, x), (9.71)
where w(t, x) = (u(t, x), v1(t, x), v2(t, x))

T , {(t, x) s.t. t > 0, x ∈ [0, 1]}, and with the following
boundary conditions

u(t, 0) = q1v1(t, 0) + q2v2(t, 0), (9.72)
v1(t, 1) = ρ1u(t, 1) + U(t), v2(t, 1) = ρ2u(t, 1). (9.73)

The diagonal matrix Λ is given by Λ = diag(λ,−µ1,−µ2), where the different velocities λ, µ1, µ2
are assumed to be constant and positive. The components of the matrix Σ are continuous functions.
Such a system was stabilized in [ABABP20] under restrictive assumptions since the authors assumed
exponentially stable actuation dynamics. Rewriting the system as an IDE with distributed actuation,
it is possible to adjust the techniques proposed in this chapter to obtain a stabilizing controller under
appropriate controllability conditions.
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10 - Application to the estimation of
the drill bit source signature in a
drilling device

In this chapter, we apply the theoretical findings of the previous chapters to an application case.
More precisely, we propose a sensing and computational framework to estimate the drill bit
source signature during drilling operations. The proposed methodology is adjusted from the approach
proposed in Chapter 8.

A drilling device comprises three components: the surface drill rig, which includes a rotating
mechanism (usually a rotary table or a top drive suspended over the drill floor by the traveling block),
the drill string, and the Bottom Hole Assembly (BHA). The torsional and axial motions generated
at the surface are transferred to the drill string and the BHA. The drill string is an interconnection
of pipes that are steel tubes with a length of typically 10 m. These pipes are usually run in tension
to avoid the effect of fatigue due to a potential helical buckling. They are hollow so that a mud
pump can inject a drilling fluid to clean, cool, and lubricate the bit to evacuate the rock cuttings.
The BHA comprises the bit (a rock-cutting device), a series of relatively heavy pipe sections known
as drill collars (much thicker pipes that provide the necessary weight to perform the perforation),
stabilizers (at least two spaced apart), which prevent the drill string from unbalancing, and "shock
subs" that absorb vibrations between the bit and the drill-collars. While the BHA length remains
constant, the drill pipes total length may increase as the borehole depth does. The weight exerted on
the bit impacts the cutting process performance, measured by the Rate-Of-Penetration (ROP). The
nature of the boundary conditions at the bit–rock interface is a critical aspect of the model and is
discussed in detail below. This mechanical part is combined with a hydraulic system to maintain the
Bottom-Hole Circulating Pressure (BHCP) between pre-specified constraints. Such a drilling system
is schematically pictured in Figure 10.1.

While drilling, the interaction with the rock can generate significant vibrations, resulting in an
inefficient ROP. It may also raise safety issues. These vibrations have been extensively studied in
the literature [DA98, Jan93, SMLR11]. Among them, torsional oscillations, known as stick-slip,
are characterized by a series of stopping – "sticking" – and releasing – "slipping" – events of the
bit. These oscillations can reduce the Rate of Penetration, damage the well by causing fatigue on the
equipment, and eventually lead to premature failure of the bit [KKD+99]. Such oscillations are caused
by Coulomb friction-induced side forces [AS18] and non-linear frictional force actuating at the bit by
contact with the rock [LvCK02, NW13]. Indeed, numerous models consider those stick-slip oscillations
are related to the velocity-weakening of the frictional force at the bit (Stribeck-like effect) associated
with typical dry friction profiles (static friction and dynamic friction) [Bre92, KHC+15]. However,
the stick-slip phenomenon can also occur off-bottom and does not require a velocity weakening in
the bit-rock interaction [BBHS89, ATK86, ZHS16]. In this context, to reduce the harmful effects
of such vibrations and improve the performance of the drilling device, it appears necessary to clearly
understand the dynamics of the drill string. A class of distributed models has been extensively analyzed
in [AvdW19, GDD09]: the axial and torsional dynamics are described by a set of hyperbolic PDEs.
A validation against field data for the corresponding torsional model has been proposed in [AS18].
Based on these distributed models, control mechanisms have been proposed to reduce the effects of
undesirable vibrations in the system [vdWVvH+18, ADMS18a, ADMS18b]. However, such control
mechanisms often depend on the properties of the drilled rock (which is a priori unknown). The
dependence of the drill string dynamic response to the bit-rock interaction and rock properties is
verified in [SDHC15]. Accordingly, estimating the drilled rock’s characteristics (such as seismic velocity
or intrinsic specific energy) appears necessary to improve drilling devices’ performance. Estimating
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Figure 10.1: Schematic representation of thedrilling and sensing system (Figure modified from[CCH+19]). Figure 10.2: Schematic indicating thedistributed drill string lying in deviatedbore-hole.

rocks’ seismic velocities while drilling is difficult as downhole sensors are expensive and may raise
potential technical risks. This chapter aims to design three algorithms that provide a near-
real-time estimation of the rock’s nature for a directional multi-sectional well.

Drill bit-rock interactions generate compressional (P) and vertical components of shear (SV)
waves. These waves propagate through the sub-surface and reach sensing devices (geophones or
hydrophones). In onshore environments, geophones record the particle velocity, and hydrophones,
in offshore environments, measure the pressure component. The drill bit-rock interaction wavefields
recorded by the sensors near the surface are known as Seismic While Drilling (SWD) data sur-
face [PM04]. Drill bit-rock interactions can also generate reflected wavefields that travel through
the drill string. These wavefields can be recorded by accelerometers mounted on top-drive. The
accelerometers provide hook-load and hook-speed measurements. The sensing tools give vital in-
formation about the sub-surface, which helps us efficiently model the drill string dynamics. SWD
measurements can provide the drill bit position through check shots or sonic calibrations through
reflectivity characterization [PM04] or provide subsurface structure around and ahead of the drill
bit [KSI18, NKC+20b]. In drilling environments where recording the SWD data is not feasible or lacks
quality, we need to explore alternative options. Here, we use the approach proposed in Chapter 8 to
obtain expressions of the downhole force and velocity as functions of top-drive measurements. Then,
we can use SWD data or classical parameter estimation techniques [BA77] on the downhole boundary
condition to estimate the rock properties. These estimations can then improve state estimations and
control strategies [AKIS20, NKC+20b]. We also propose an alternative approach based on machine
learning [CBG90, GBC16].

The results of this chapter are inspired from [AKS+19, AKN21].

10.1 . Drill string model

In this section, we present a model that describes the mechanical dynamics of the drill string.
This model is similar to the one presented in [AKS+19] and is inspired by [AvdW19, GDD09].

10.1.1 . Distributed Axial dynamics of the drill string
We model the dynamics of a directional drilling system of length L (Figure 10.2). In this model,

x denotes the curvilinear abscissa, x = 0 is the top-drive position, and x = L is the position of
the drill bit. We denote ϕ(x) the well’s inclination at the position x. Let us denote ξ(t, x) the
axial displacement of the drill string. It is a function of (t, x) evolving in {(t, x) | 0 < t < T, x ∈
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[0, L]} (where T is a positive time). The axial force associated to ξ can be found from the strain,
given as the local relative compression: w(t, x) = AE (ξ(t,x)−ξ(t,x+dx))

dx , A being the cross-sectional
area of the drill string, E being its Young’s modulus and dx → 0 the infinitesimal axial position
increment. The axial velocity satisfies v(t, x) = ∂ξ(t,x)

∂t . These states are pictured in Figure 10.2.
The drill string ratio diameter/length, typically less than 10−4, implies that the drill string can be
modeled using an Euler–Bernoulli beam model. More precisely, using the distributed model given
in [DMA15, GvdWNS09], we can derive the dynamics of interest by assuming elastic deformations
and using equations of continuity and state. The axial motion satisfies the following wave Partial
Differential Equation

∂2ξ

∂t2
(t, x)− c2ξ

∂2ξ

∂x2
(t, x) = −kξ

∂ξ

∂t
(t, x) +

ρ̄

ρ
g sin(ϕ(x)), (10.1)

where cξ =
√

E
ρ , ρ being the pipe mass density and kξ is a damping coefficient representing the

viscous shear stresses acting on the pipe. The term h(x) = ρ̄
ρg sin(ϕ(x)) accounts for the acceleration

of gravity acting on the submerged weight ρ̄. It is a simple (but still realistic and consistent) model
for the gravitational force. From (10.1), we have that the axial force and velocity satisfy the following
set of PDEs

∂w(t, x)

∂t
+AE

∂v(t, x)

∂x
= 0, (10.2)

∂v(t, x)

∂t
+

1

Aρ

∂w(t, x)

∂x
= −kξv(t, x) + h(x). (10.3)

The topside weight on the drill string, w(t, 0), corresponds to the system actuation. The downhole
boundary condition at x = L is obtained from a force balance on the lumped Bottom-Hole Assembly
(BHA). These two boundary conditions will be introduced below. Model (10.2)-(10.3) does not consider
the Coulomb friction between the drill string and the borehole, also known as the side force. It has
been shown in [AS18] that for torsional oscillations, the normal component of this Coulomb friction
term (usually modeled using a differential inclusion) can have significant effects on stability, even
when the bit is off-bottom since it can be a source of stick-slip. Consequently, the axial components
of such Coulomb non-linear friction terms may also have a non-negligible effect on the dynamics (even
if this has not been broadly studied in the literature) [BVDWN11]. We choose not to include this
differential inclusion in our model to simplify the design of our different algorithms. The proposed
model (10.2)-(10.3) has been extensively analyzed in [AvdW19, GDD09]. All the trends the models
predict are supported by field measurements [RGD07]. Moreover, validation against field data (at
least for the torsional part of the model) has been proposed in [AS18].

10.1.2 . Discontinuities of a multiple sectioned drill string

The lower part of the drill string is usually made up of drill collars that may greatly impact the
global dynamics due to their inertia [AA16]. In particular, these pipes may have different lengths,
densities, inertia, or Young’s modulus. This change in the characteristic line impedance may cause
reflections in the traveling waves. Let us assume we have N different sections (N ∈ N), and let us
denote xi the spatial coordinate of the junction point between the (i−1)th-section and the ith-section.
Let us denote x1 = 0, xN+1 = L and (wi(t, x), vi(t, x)) the force and velocity along the ith section
of the drill string. The corresponding physical parameters will also be expressed using the superscript
i (for instance, ρi will be the density of the ith section). The boundary conditions at the transition
are given by the following continuity constraints

vi(t, xi+1) = vi+1(t, xi+1), wi(t, xi+1) = wi+1(t, xi+1). (10.4)
When there is no ambiguity, this superscript will be omitted to ease the notations.
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Figure 10.3: Roller-cone bits used in softerand shallower formations (a); roller-conebits used in deeper and harder formations(b) (Source: Adapted from [Fra10]). Figure 10.4: Forces acting on an in-verted V shape tooth (Source: Adaptedfrom [Fra10]).
10.1.3 . Topside boundary condition

The drill string is connected at the top to the top-drive suspended over the drill floor by the trav-
eling block. Several drill lines connect this block, one attached to the deadline anchor and the other
spooled on a drum controlled by AC induction motors [Cay18]. Thus, we can consider that the
operator controls the weight on the drill string w0(t) = w(t, 0). This yields

−EA∂ξ(t, x)
∂x

|x=0 = w0(t), (10.5)
where w0 is considered as a (known) input.

10.1.4 . Downhole boundary condition: bit-rock interaction
In this section, we compute the downhole boundary condition. As the length of the BHA (≈ 200m)

is much smaller than the one of the drill string (≈ 2000m), its effect can be lumped into an ODE
coupled with the drill string [AAK19, DMA15]. Thus, the downhole boundary condition at x = L
can be obtained from a force balance on the lumped BHA. This yields

Mb
∂v

∂t
(t, L) = −wb(v(t, L), w(t, L)) + w(t, L) +

ρ̄

ρ
Mbg, (10.6)

where Mb is the mass of the lumped BHA and wb(·, ·) the force acting from the rock on the BHA
through the drilling bit, known as the weight on bit (WOB). To express the bit-rock interface laws,
we follow the approach developed in [RGD07] for drag bits (consistent with laboratory results). As
suggested in [Fra10], the tool’s action is decomposed into three independent processes: a pure cutting
process taking place ahead of the cutting face, a pure indentation process, and a frictional contact
process mobilized along with the interface between the wear flat and the rock. Integrating the effects
of all the individual cutters, the weight-on-bit wb can be decomposed into a contribution associated
with the forces transmitted by the cutting face of each cutter (wc), a contribution corresponding to the
indentation process (wi) and another corresponding to the forces acting on the cutter wear flats (wf ).
In what follows, we choose to include the contribution wi into wf since both are constant. These
two forces are pictured in Figure 10.4. Following the approach elaborated within the context of PDC
bits [DRS08, AAK19], the cutting process is split into three successive regimes. A frictional contact
process dominates the first phase (Phase I ) due to bit dullness. During the second phase (Phase
II ), contact forces are fully mobilized, and additional forces contribute to cutting. Finally, during the
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last phase (Phase III ), the frictional contact forces increase due to insufficient hole cleaning. Ideally,
drilling should be performed to the foundering point (Phase II/III transition). As shown in [AAK19],
the expression of the WOB depends on the phase. We will assume that we are in Phase II (cutting
phase) and that the depth of cut is greater than the combined depth of cut at Phase II/III transition.
Consequently, the WOB is expressed as

wb(v(t, L), w(t, L)) = wf + wc = wf +Kd(t) = wf + aζϵd(t), (10.7)
where wf is a friction weight independent of the bit velocity (and therefore constant) while K = aζϵ,
with a being the bit radius, ζ a characterization of the cutting angle and ϵ the intrinsic specific
energy of the rock [DD92, RGD07]. The function d(t) is the combined depth of cut per revolu-
tion [Cay18, GvdWNS09, RGD07]. It satisfies the following equation, d(t) = v(t,L)

ωbit(t)
, where the bit

angular velocity ωbit is assumed known here. We have previously presented a fully validated torsional
model to estimate ωbit, which may be integrated into the present here through a coupling at the drill
bit [AAS20]. Experimental evidence for the proposed expression of the weight-on-bit (equation (10.7))
for drag bits has been obtained with a small drilling machine in [DRS08]. For a roller-cone bit, such
an expression has been validated in [Fra10] with a series of laboratory tests at atmospheric pressure
conducted with an in-house designed drilling rig together with published experimental data. Thus,
the boundary condition (10.6) rewrites as

Mb
∂2ξ

∂t2
(t, L) =− aζϵ

ωbit

∂ξ(t, L)

∂t
− wf − EA

∂ξ(t, L)

∂x
+
ρ̄

ρ
Mbg. (10.8)

10.1.5 . Problem under consideration
Our objective is to provide a near real-time estimation of the nature of the drilled rock,

i.e., intrinsic energy ϵ or seismic velocity, to improve drill string dynamics estimation. To properly
model the drill string dynamics, we need to know the seismic velocity of the drilled rocks. However,
the seismic velocities provided by surface seismic processing may be inaccurate before drilling. The
methodology we proposed to estimate the seismic velocities of rocks relies on the recursive framework
designed in Chapter 8. As shown in Section 9.4.2, we can estimate the (delayed) downhole force and
velocity. Then, we can apply one of the following estimation procedures:

1. The first algorithm uses seismic-while-drilling measurements. We first express the force ex-
erted on the bit as a function of the (measured) top-drive force and velocity without depending
on the downhole boundary condition or the subsurface. We estimate the rock’s seismic velocity
by combining this expression with the knowledge of far-field radial and angular displacements
(obtained using seismic sensors).

2. The second algorithm directly uses the boundary condition (10.8). We express the force exerted
on the bit and the corresponding velocity as functions of the (measured) top-drive force and
velocity. Then, we apply signal filtering and parameters estimation techniques to equation (10.8)
to obtain the intrinsic specific energy of the rock.

3. The last algorithm is based on a machine learning approach. Applying a Fast Fourier Trans-
form (FFT) to the measured outputs (top-drive force and velocity) and choosing relevant at-
tributes such as the dominant frequencies and their corresponding gains. Then, by pairing the
relevant attributes to their corresponding ϵ, we run a neural network learning algorithm to train
the model. The training is done with a set of thousand of simulations for which the parameters
of interest are modified between each run.

10.2 . Expression of the drill bit axial force and velocity

Two of the three algorithms we introduce in this chapter require knowledge of the axial force
and velocity exerted at the drill bit. Once the system has been rewritten in the Riemann coordi-
nates [LeV02], we can obtain such estimations using the recursive methodology presented in Chap-
ter 8.
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10.2.1 . Derivation of Riemann invariants
On the set {(t, x)| 0 < t < T, x ∈ [xi, xi+1]}, we define the Riemann invariants as

ui(t, x) = (
∂

∂t
ξi(t, x)− ciξ

∂

∂x
ξi(t, x))e

kiξ

2ci
ξ

x

, (10.9)
zi(t, x) = (

∂

∂t
ξi(t, x) + ciξ

∂

∂x
ξi(t, x))e

−
kiξ

2ci
ξ

x

. (10.10)
Consequently, on each section, equation (10.1) rewrites

∂

∂t
ui(t, x) + ciξ

∂

∂x
ui(t, x) = −

kiξ
2
e

kiξ

ci
ξ

x

zi(t, x) + hi1(x), (10.11)
∂

∂t
zi(t, x)− ciξ

∂

∂x
zi(t, x) = −

kiξ
2
e
−

kiξ

ci
ξ

x

ui(t, x) + hi2(x), (10.12)

where hi1(x) = h(x)e

kiξ

2ci
ξ

x

and hi2(x) = h(x)e
−

kiξ

2ci
ξ

x

. In the Riemann coordinates, the boundary
conditions at the junctions (10.4) rewrite for i < N + 1

zi(t, xi+1) = ai1u
i(t, xi+1) + ai2z

i+1(t, xi+1), (10.13)
ui+1(t, xi+1) = ai3u

i(t, xi+1) + ai4z
i+1(t, xi+1), (10.14)

where

ai1 =
1− Zi

1 + Zi
e
−

kiξ

ci
ξ

xi+1

, ai2 =
2Zi

1 + Zi
e
(
ki+1
ξ

2ci+1
ξ

−
kiξ

2ci
ξ

)xi+1

, ai3 =
1

Zi
ai2, a

i
4 =

Zi − 1

1 + Zi
e

ki+1
ξ

ci+1
ξ

xi+1

,

where we have denoted the relative magnitude of the impedance as Zi =
ciξ

EiAi /
ci+1
ξ

Ei+1Ai+1 . The
boundary condition (10.5) remains unchanged

u1(t, 0) = z1(t, 0) +
2c1ξ
E1A1

w0(t), (10.15)
while the boundary condition (10.8) rewrites

z(t, L) = −e−
kξ
cξ

L
u(t, L) + 2e

−
kξ
2cξ

L
X(t), (10.16)

Ẋ(t) = − aζϵ

Mbωbit
X(t)− wf

Mb
+
ρ̄

ρ
g − EAs

2cξMb
(z(t, L)e

kξ
2cξ

L − u(t, L)e−
kξ
2cξ

L
). (10.17)

The system (10.11)-(10.17) corresponds to a chain of N scalar PDE systems with an ODE at the end
of the chain. Thus, it does not exactly fit the framework we considered in Chapter 8. However, the
ODE subsystem satisfies similar properties to those required for the different PDE subsystems, and
the methodology introduced in Chapter 8 can easily be extended here. Its application becomes even
more straightforward as the different PDE subsystems are scalar.

10.2.2 . Expression of the downhole velocity and force
As in Chapter 8, the objective is first to express our PDEs as time-delay equations before applying a

recursive procedure to obtain a (delayed) estimation of the downhole states. Consider the backstepping
transformations

αi(t, x) = ui(t, x) +

∫ x

xi

(Kuu
i (x, y)ui(t, y) +Kuz

i (x, y)zi(t, y))dy, (10.18)
132



βi(t, x) = zi(t, x) +

∫ x

xi

(Kzu
i (x, y)ui(t, y) +Kzz

i (x, y)zi(t, y))dy, (10.19)
where the kernels Kuu

i ,Kzu
i ,Kuz

i and Kzz
i are continuous functions defined on the domain Ti =

{(x, y) ∈ [xi, xi+1]
2, y ≤ x}. They satisfy a set of PDEs given in [AKS+19] (replacing 0 by xi).

These kernels can be explicitly computed following the approach given in [AKS+19]. The states αi

and βi satisfy the following set of transport PDEs

∂

∂t
αi(t, x) + ciξ

∂

∂x
αi(t, x) = −ciξKuz

i (x, xi)β
i(t, xi) + hi3(x), (10.20)

∂

∂t
βi(t, x)− ciξ

∂

∂x
βi(t, x) = ciξK

zu
i (x, xi)α

i(t, xi) + hi4(x). (10.21)
where

hi3(x) = hi1(x) +

∫ x

xi

Kuu
i (x, y)h1(y) +Kuv

i (x, y)h2(y)dy,

hi4(x) = hi2(x) +

∫ x

xi

Kvu
i (x, y)h1(y) +Kvv

i (x, y)h2(y)dy.

Applying the method of characteristics, we obtain

wi(t, xi+1) =
EiAi

2ciξ
(e

−
kiξ∆i

2cξ vi(t− ∆i

ciξ
, xi)− e

kiξ∆i

2ci
ξ vi(t+

∆i

ciξ
, xi)) +

1

2
(e

−
kiξ∆i

2ci
ξ wi(t− ∆i

ciξ
, xi)

+ e

kiξ∆i

2ci
ξ wi(t+

∆i

ciξ
, xi)) +

∫ ∆i
ci
ξ

−∆i
ci
ξ

(e

kiξ

2ci
ξ

xi

f iu(s) + e
−

kiξ

2ci
ξ

xi

f iz(s))v
i(t− s, xi)ds

+

∫ ∆i
ci
ξ

−∆i
ci
ξ

ciξ
EA

(e

kiξ

2ci
ξ

xi

f iu(s)− e
−

kiξ

2ci
ξ

xi

f iz(s))w
i(t− s, xi)ds+Gi

w, (10.22)

and

vi(t, xi+1) =
1

2
(e

−
kiξ∆i

2cξ vi(t− ∆i

ciξ
, xi) + e

kiξ∆i

2ci
ξ vi(t+

∆i

ciξ
, xi)) +

ciξ
2EiAi

(e
−

kiξ∆i

2ci
ξ wi(t− ∆i

ciξ
, xi)

− e

kiξ∆i

2ci
ξ wi(t+

∆i

ciξ
, xi)) +

∫ ∆i
ci
ξ

−∆i
ci
ξ

(giu(s)e

kiξ

2ci
ξ

xi

+ giz(s)e
−

kiξ

2ci
ξ

xi

)vi(t− s, xi)ds

+

∫ ∆i
ci
ξ

−∆i
ci
ξ

ciξ
EA

(giu(s)e

kiξ

2ci
ξ

xi

− giz(s)e
−

kiξ

2ci
ξ

xi

)wi(t− s, xi)ds+Gi
z, (10.23)

where ∆i = xi+1 − xi, where f iu, f
i
z , giu and giz are defined by

f iu(s) =
EiAi

2
(e

−
kiξxi+1

2cξ (f1)
u
i (s)− e

kiξxi+1

2ci
ξ (f1)

z
i (s)),

f iz(s) =
EiAi

2
(e

−
kiξxi+1

2ci
ξ (f2)

u
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kiξxi+1

2ci
ξ (f2)

z
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ciξ
2
(e

−
kiξxi+1

2cξ (f1)
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i (s) + e

kiξxi+1

2ci
ξ (f1)

z
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2
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−
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133



and where

Gi
w =

EiAi

2ciξ
(e

−
kiξ

2ci
ξ

xi+1

H i
u − e

kiξ

2ci
ξ

xi+1

H i
z), Gi

z =
1

2
(e

−
kiξ

2ci
ξ

xi+1

H i
u + e

kiξ

2ci
ξ

xi+1

H i
z),

the functions H i
u and H i

z being defined by

H i
u =

∫ ∆i
ci
ξ

0
hi3(xi+1 − ciξy)dy +

∫ xi+1

xi

∫ y−xi
ci
ξ

0
(Lαα

i (xi+1, y)h
i
3(y − ciξν)

− Lαβ
i (xi+1, y)h

i
4(y − ciξν))dνdy.

H i
z =−

∫ ∆i
ci
ξ

0
hi4(xi+1 − ciξy)dy +

∫ xi+1

xi

∫ y−xi
ci
ξ

0
(Lβα

i (xi+1, y)h
i
3(y − ciξν)

− Lββ
i (xi+1, y)h

i
4(y − ciξν))dνdy,

the kernels L··
i being the inverse kernels associated to the kernels K ··

i (see [AKN21] for details).
Equations (10.22) and (10.23) allow us to compute the velocity and the force at the point x = xi+1

simply knowing past and futures values of these states at the point x = xi. Using the continuity of
the force and velocity at each junction, we can iterate the procedure and consequently express the
downhole velocity and force as functions of past and futures values of the topside states (the total
time-delay window being [−∑N

i=1
∆i

ciξ
,
∑N

i=1
∆i

ciξ
]). Interestingly, such an expression does not directly

depend on the downhole boundary condition. It is now possible to use the drill bit source signature
to estimate the nature of the drilled rock.

10.3 . Estimation of the specific intrinsic energy

The intrinsic specific energy refers to the energy required to cut a unit volume of rock. This
value depends on cutter geometry, depth of cut, and rock. However, similar to scratch test studies in
rock mechanics, we assume that the specific intrinsic energy is a constant quantity characterizing a
particular combination of cutter geometry and rock. This section presents three different algorithms
to estimate the parameter ϵ and discusses their advantages and drawbacks.

10.3.1 . Wavelet-based approaches
The two first algorithms we present are based on the drill bit source signature knowledge. The first

one combines the drill bit force and velocity estimation with Seismic While Drilling (SWD) techniques,
while the second one estimates the parameter ϵ directly from the model.

Seismic While Drilling estimation (Algo. 1)

We now estimate intrinsic specific energy for different rocks using SWD data. Richard and Da-
grain [RDPD12], by using different rock types, have studied the relationship between the parameter ϵ
and the Uniaxial Compressive Strength (UCS). They have shown that by expressing the ϵ as stress
rather than energy, the parameter ϵ is correlated with UCS

ϵ(MPa) = UCS(MPa). (10.24)
Several recent works aimed to relate the rock strength to the seismic velocity of primary wave [SS08].
For example, by comprehensive analysis of different rock types, ranging from sedimentary to metamor-
phic, it was shown that the seismic velocity of the primary wave and UCS are linearly correlated [SS08].
The relationship is as follows

UCS = 0.0642Vp − 117.99, (10.25)
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where Vp(m/s) is the seismic velocity of the primary wave. This relationship was derived from linear
regression, and a strong correlation of R2 = 0.9022 was reported. By plugging equation (10.25) into
equation (10.24), we get

ϵ ≈ 0.0642Vp − 117.99. (10.26)
Hence, by knowing the rock’s seismic velocity that the system is drilling into, the estimation of ϵ is
possible. Next, we show how to estimate the velocities of rocks while drilling. SWD measurements
record the radiated elastic energy from the drill bit rock interaction that travels through the earth’s
structure. For example, variations in the amplitude of P-waves and S-waves direct arrivals in the
processed SWD measurements, after removing the source signature, reflect the changes in the rock
properties near the drill bit. In other words, changes in the energy of P-waves and S-waves direct
arrivals can imply that the bit is turning right and that the trajectory of the well is modified. The
direct arrivals can be used in a relative sense to infer the relative changes in the rock properties,
such as their seismic velocities or unconstrained rock strengths [AKIS20]. However, the radiation
patterns of the direct arrivals depend on the Vp and Vs velocities of the rock interacting with the drill
bit [RIH92]. For a deviated well with an inclination angle of γ, the radiation pattern for the primary
wave is as follows

Urj (rj , ϕj , t) =
A1 cos(ϕj + γ)

ρfV 2
p rj

ŵ(t− rj
Vp
, L), (10.27)

where rj is the distance from the drill bit to the jth receiver near the surface, ϕj is the opening angle
between the drill bit and jth receiver, measured relative to z axis, γ is the inclination angle of the drill
string, which is measured as a deviation angle with respect to z axis, t is time, L is the length of the
drill string, ρf is the density of the interacting rock with the drill bit, ŵ = w⊙w is the auto-correlation
of drill bit source signature, A1 is a constant, and Urj is the far field radial component of the primary
wave radiation pattern recorded by the jth receiver. In most rocks we have ρf = 1.74V 0.25

p , hence
equation (10.25) simplifies to

Urj (rj , ϕj , t) =
A1 cos(ϕj + γ)

1.74V 2.25
p rj

ŵ(t− rj
Vp
, L). (10.28)

Similarly, the far-field radiation pattern for secondary wave reads

Uϕj
(rj , ϕj , t) =

A1 sin(ϕj + γ)

1.74V 0.25
p V 2

s rj
ŵ(t− rj

Vs
, L). (10.29)

By matching the direct arrivals of the primary wave in the source compensated SWD data to the
radiation pattern in equation (10.28), we can estimate the primary velocity of rock interacting with
the drill bit. However, there are three unknowns in equation (10.28), i.e., Vp, A1, and w. Hence,
first, we need to estimate the drill bit source signature. Using the previously described recursive
estimation procedure, we can consider as available the (delayed) values of the downhole force, i.e.,
drill bit source signature. Thus, the only unknowns in equation (10.28) are the scaling factor A1 and
the primary velocity of rock Vp. The cross-correlation of the estimated source signature with the SWD
data gives the primary and secondary direct arrivals. By least-squares matching of the primary direct
arrivals in the source compensated SWD data, Uobs

rj (rj , ϕj , t), with the radiation pattern represented
in equation (10.28) and after plugging the auto-correlation of the estimated source signature, we
estimate the primary wave velocity of the rock by minimizing the following cost function

{Â1, V̂p} = argmin
A1,Vp

N∑
i=1

M∑
j=1

(Uobs
rj (rj , ϕj , ti)− U cal

rj (rj , ϕj , ti))
2, (10.30)

where U cal
rj is the radiation pattern of primary wave estimated by using equation (10.28), N is the

number of time samples in the data, and M is the number of receivers or channels that are recoding
the SWD data. Equation (10.30) is solved by the least-squares matching method. Finally, after
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estimating the primary wave velocity of rock, we estimate ϵ using (10.26). After solving for Vp, we can
also apply the same procedure to estimate the secondary velocity of rocks Vs. To do so, we minimize

V̂s = argmin
Vs

N∑
i=1

M∑
j=1

(Uobs
ϕj

(rj , ϕj , ti)− U cal
ϕj

(rj , ϕj , ti))
2. (10.31)

Equation (10.31) is solved by the least-squares matching method, as well. Note that, after solving
equation (10.30), the values of Vp, and A1 are known. So, by plugging the estimates of Vp, A1, and
the auto-correlation of drill bit source signature into the cost function of equation (10.31), the only
unknown is Vs. By having the estimates of Vp, and Vs, the Vp

Vs
ratio can be further used to identify

reservoir fluids [GCD97]. Although this algorithm requires several seismic sensors, the corresponding
advantage is increased robustness.

Direct estimation from equation (10.8) (Algo. 2)
Again, applying our recursive methodology, we can consider the (delayed) values of the downhole force
and velocity as available. The specific intrinsic energy of the rock naturally appears in equation (10.8).
Regarding the term ∂2ξ

∂t2
(t, L) (that corresponds to ∂v

∂t (t, L)) that appears in equation (10.8), we can
obtain it by differentiating the estimated downhole velocity v(t, L). Of course, the corresponding
signals should be low-pass filtered to minimize the negative effects of the boosted high-frequency
noise. Equation (10.8) rewrites as ψ(t) = ϵϕ(t) + C, where ϕ and ψ are known functions defined by

ψ(t) =Mb
∂v

∂t
(t, L)− w(t, L), ϕ(t) =

aζ

ωbit(t)
v(t), (10.32)

and where C is a constant that is defined by

C = −wf +
ρ̄

ρ
Mbg. (10.33)

Note that the term C is potentially unknown (due to the term wf ). Then, it becomes possible to
use parameter estimation techniques (such as Recursive Least Squares) to estimate the unknown
parameters ϵ and B. More precisely, these parameters are estimated by minimizing the following cost
function

{ϵ̂, Ĉ} = argmin
ϵ,C

N∑
i=1

(ψ̂(ti)− ϵϕ̂(ti)− C)2, (10.34)
where ϕ̂ and ψ̂ are the estimations of the functions ϕ and ψ obtained using the recursive methodology.
It is worth mentioning that with this procedure, the gravitational forces (i.e., the functions Gi

w and
Gi

z that appear in equations (10.22) and (10.23)) do not need to be estimated since these constant
terms could be embedded into the term C. The main advantage of this approach is that it is
easy to implement and only requires top-drive measurements and knowledge of the different physical
parameters of the well. However, such a procedure may be sensitive to noise or sensor defaults. To
reduce the noise negative effects, we can filter the measured signals with a low-pass filter (Butterworth
filter, for instance). Finally, this procedure strongly depends on the accuracy of our model to describe
the bit-rock interaction.

10.3.2 . Machine Learning estimation (Algo. 3)
The last procedure we present in this paper is based on Machine Learning [GBC16]. It does

not require any specific knowledge of the system (no model is needed). Using adaptive neural net-
works, machine learning algorithms have already been used in control applications in [FWYL20] or
in [YSLL20]. Since the measured outputs (top-drive force and velocity) somehow depend on the rock’s
intrinsic specific energy, their spectrum should contain sufficient information to distinguish the drilled
rock’s nature. We can obtain these signals spectra by applying a Fast Fourier Transform (FFT) to
the measured outputs (top-drive force and velocity). Let us denote y(t) as the continuous output. In
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practice, this signal is not continuous but sampled (with a sampling rate that depends on our sensors
quality). Let us denote Y, the vector obtained by concatenating all our measurements. Let us assume
Y has N components (i.e., we have N measurements). Its discrete Fourier transform Ŷ is a vector
with N components defined by

Ŷ (k) =
N∑

n=1

y(k)e−2πi∗ (k−1)(n−1)
N . (10.35)

The vector Ŷ is a complex function with several attributes. Among them, we can cite the dominant
peak (highest value of the modulus of Ŷ ), the number of peaks, and the corresponding frequencies.
The values of these attributes are somehow related to the value of ϵ. For a set of known physical
parameters that characterize the well (including its geometry), we can run thousands of simulations,
only modifying the unknown parameters (i.e., ϵ but also the potentially unknown friction weight)
between each simulation. From this data set, for which the correct values of ϵ are known (since these
data are simulated), similar to what is done by the human brain (experience), the machine learning
algorithm will learn and find the suitable correlations between the previously defined attributes and
the unknown parameter ϵ. Once adequately trained, the machine learning algorithm can be applied
to predict new data sets (for which the parameter ϵ is unknown).

To solve this regression problem and correctly predict the parameter ϵ, we use a neural network
algorithm. This kind of Machine Learning algorithm is efficient and easy to implement [GBC16].
Such a network consists of different connected nodes (that model the neurons of an actual brain)
called artificial neurons. Each neuron receives different inputs and produces a single output that can
be sent to other neurons. The output of each neuron is obtained by applying an activation function
to a weighted sum of the inputs. This activation function is usually non-linear. Among the most
commonly used activation functions, we can cite the Sigmoid function or the tanh function. More
details on how to choose the activation function or the weight can be found in [GBC16, NIGM18].
A neural network can have several layers. The input of the first layers corresponds to the attributes
we have chosen (in our case, the attributes that characterize the spectrum of the top-drive force
and velocity), while the inputs for the next layers correspond to the neurons outputs in the previous
layer. The global output of the neural network is the predicted value of ϵ. To train the network,
we first simulate thousands of test points for which we know the correct output and measure the
corresponding top-drive velocity. We generate the spectrum of the top-drive velocity signal for each
simulation and choose a set of relevant features (such as the dominant peak and the corresponding
frequency) that will constitute our dataset. While training our neural network, it appeared that the
relevant attributes for learning are the two dominant gains (and their corresponding frequencies) of
the top-drive velocity spectrum. This dataset is divided into two sets: the training set and the testing
set. We first construct the network (i.e., we choose the number of neurons, layers, and weights) and
train it on the training set. We then test its performance on the testing set by computing the mean
squared error between the real values of ϵ and the predicted ones. We repeat the procedure, changing
the parameters of the network and mixing the training and testing set (cross-validation). Finally, we
choose the best network (i.e., the one for which the error is minimal) and train the algorithm with
the available data. Our algorithm can then be used on unknown datasets.

Such a neural network algorithm is fast, reliable, and easy to implement. However, the main
drawback is that it requires many data (i.e., the number of simulations) to train the algorithm.
Moreover, changing the physical parameters or the well’s geometry implies training the algorithm
again with a new data set. The algorithm may also depend on the initial condition of the system and
on the input (although this is not a real problem since we can always consider a rest state and the
same input to estimate ϵ). A solution to increase the robustness could be to include these parameters
in the neural network at the cost of producing more training points. Another approach to improving
the generalizability of our approach is to use transfer learning concepts [YCBL14, THDS15, Kaz20] or
transformers [VSP+17a] as their attention-based architecture allows them to capture complex patterns
and dependencies while enabling better parallelization while outperforming recurrent networks in all
domains.
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Table 10.1: Numerical values of the parameters for the drill string model in Figure 10.5.
Param. Value Param. Value Param. Value
E1 2.25× 1011 Pa ρ1 9000 kg/m3 wf 71280 N
c1ξ 5000 m/s k1ξ 0.23/s ζ 0.6
A1 3.5× 10−3 m2 L 2000 m a 0.1m
E2 2.5× 1011 Pa ρ2 8500 kg/m3 ωbit 5 rad/s
c2ξ 5423 m/s k2ξ 0.3/s Mb 27000 kg
A2 5× 10−2 m2 x1 1750 m

10.4 . Simulation results

In this section, we test the performance of our different algorithms against simulated data. First,
we evaluate the quality of the weight-on-bit estimations and the bit velocity provided by equations(10.22) and (10.23) in the presence of noisy measurements. Then, we will compare the efficiency of
our three algorithms in estimating the nature of the rock interacting with the drill bit.

DLS = 3o/30m

INC = 60o

1500 m

2000 m

Figure 10.5: Wellbore survey of the well. The length of the drill string is 1750m.
The axial dynamics is simulated by adjusting the model of [AvdW19]. We consider the wellbore

survey described in Figure 10.5. The control input w0 is chosen as a constant to which is added a
sinusoidal function. In the model’s numerical implementation, the wave equation is transformed into
transport equations discretized using a first-order upwind scheme. To guarantee numerical accuracy,
we choose a sufficiently fine spatial grid. This is an amenable approach since the simulation speed
is not critical for the present analysis (only the computational efforts of the estimation algorithms
matter). All simulations use a spatial grid of 500 cells for the drill string. We choose the time-step
such that the Courant-Friedrichs-Lewy (CFL) condition [CFL67] is satisfied. All the simulations use
Matlab except the neural network algorithm, which uses Python.

10.4.1 . Estimation of the drill bit source signature
In this section, we evaluate the quality of our estimations in the case of a drill bit interacting with

metamorphic rocks for which ϵ = 165 Jcm−3. The corresponding force-on-bit and bit velocity are
denoted wreal

bit and vreal
bit while their estimations denoted west

bit and vrest
bit . These estimations are obtained

using equations (10.22) and (10.23). The kernels K ·· are computed using the method of characteristics
and a fixed point algorithm (see [Aur18] for details). The different integrals are computed using a
trapezoidal method with adjustable precision. We consider the case of a constant signal input with
a periodic (sinusoidal) modulation. We have noisy measurements. We model the noise by a white
Gaussian noise characterized by its Signal-to-Noise Ratio (SNR). As it is done in [KBS16], the
SNR is defined as SNR = a2rms

σ2
n
, where arms is the root-mean-square amplitude of the noise-free
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Figure 10.6: Comparison of the simulatednormalized force-on-bit and of the esti-mated one using noisy top-drive measure-ments in the case of unconsolidated sands(SNR=10).
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Figure 10.7: Comparison of the simulatednormalized bit velocity and of the esti-mated one using noisy top-drive measure-ments in the case of unconsolidated sands(SNR=10).

signal, and σ2n is the variance of the noise. Choosing a value for the SNR gives the corresponding
amplitude for the white Gaussian noise. Note that the SNR value may differ for the velocity and force
measurements. We compare the real force-on-bit with our estimation in Figure 10.6. The comparison
between the real axial bit velocity and the estimated one is done in Figure 10.7. The SNR is equal
to 10. The estimation is only performed for x1

c1ξ
+ L−x1

c2ξ
< t < Tf − (x1

c1ξ
+ L−x1

c2ξ
) since we cannot

compute all the terms present in equations (10.22) and (10.23) out of this time interval (we recall
that x1 corresponds to the length of the pipe-section). To reduce the effect of the noise we use a
second-order Butterworth low-pass filter on the noisy measurements. The functions wreal

bit and west
bit

are plotted in Figure 10.6, while the functions vest
bit and vest

bit are plotted in Figure 10.7. We notice
that despite the presence of noise, the estimations are comparable to the real states. For a space
grid of 500 cells, our algorithm needs 90 seconds to compute vest

bit and vest
bit . This computational time

is directly related to the space step (and consequently to the time step, with the CFL condition).
However, most of the computations can be done offline (computation of the backstepping kernels for
instance), and the real computational time is around 20s to estimate on a 20s time window. This
makes the current code amenable for real implementation, although in that case complexity of the
algorithm should also be considered. Note that the computational burden can be reduced by using
a less time-consuming algorithm to compute the different integral terms or by decreasing the space
step (at the cost of a lower accuracy).

As is done in [AKS+19, KBS16] we introduce the quality of the reconstruction metric for the
estimated force-on-bit. This will help us to examine the performance of the proposed method. A
similar verification is done for the bit velocity. Let us denote y0 as true generic signal (in our case y0 =
wreal
bit ) and y its estimation (in our case y = west

bit ). We define the quality of the reconstruction Q as
follows

Q = 10 log
∥y0∥22
∥y0 − y∥22

, (10.36)
where ∥ · ∥2 is the ℓ2 norm. We have plotted in Figure 10.8 and Figure 10.9 the variations of QF

and Qv (reconstruction for the downhole force and downhole velocity) for different values of the SNR
of top-drive velocity and the top-drive force (the SNR being chosen between 1 and 15). We used
Monte Carlo simulations with 75 realizations for each noise level pair and reported the average value
of the quality of the reconstruction Q. We have also plotted a dashed line that corresponds to the
limit value of Q = 10, which is used as the success limit for the drill bit source estimation. We can
observe a symmetrical effect between the SNR of top-drive velocity and the SNR of top-drive force.
The critical value of Q = 10 is not reached for low SNR values (SNR < 2). In our simulations, we
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Figure 10.8: Noise sensitivity anal-ysis of the drill bit force estima-tion. The dashed line corresponds to
Q = 10 contour. Figure adjustedfrom [AKS+19].
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Figure 10.9: Noise sensitivity analy-sis of the drill bit velocity estima-tion. The dashed line corresponds to
Q = 10 contour. Figure adjustedfrom [AKS+19].

find that when the quality factor is larger than 10, the rock intrinsic energy estimation algorithms
result in satisfactory performances.

10.4.2 . Estimation of the rock interacting with the drill bit

We now use our three algorithms to estimate the nature of the rock interacting with the drill
bit. The efficiency of the different algorithms is compared for three different types of rocks that have
different hardness (i.e., different compressional and shear velocities)

• Unconsolidated sands (i.e. water saturated) for which Vp = 1990 m/s, Vs = 1150 m/s, ρf = 2
g/cm3 and ϵ = 10 J/cm3.

• Sedimentary rocks (e.g. sandstone) for which Vp = 2600 m/s, Vs = 1500 m/s, ρf = 2.2
g/cm3 and ϵ = 50 J/cm3.

• Igneous or metamorphic rocks (e.g. granite) for which Vp = 4500 m/s Vs = 2700 m/s,
ρf = 2.7 g/cm3and ϵ = 170 J/cm3.

Seismic While Drilling Algorithm (Algo. 1)

We use our first algorithm (SWD Algorithm) to estimate the rock’s velocity interacting with the
drill bit. We consider that 100 seismic sensors are available (50 on each side of the drill string).
The distance between each receiver is equal to 25 meters. Note that this distribution may not be
optimal due to the bit’s final orientation (which is equal to 60 degrees according to Figure 10.5).
Using the simulated weight-on-bit and the (known) value of Vp, we compute the radiation patterns
for each sensor to which we add noise with SNR equal to 5. Moreover, using the top-drive force
and velocity measurements given by the PDE simulation, we estimate the weight-on-bit using our
recursive procedure. For the three different rocks, we have performed 75 simulations and computed
the corresponding ϵ using such a procedure. Table 10.2 gives our estimations’ mean and standard
deviation values. One can notice that the estimations are almost equal to the real values, even in the
presence of significant noise. Moreover, the standard deviation remains extremely low. This underlines
the robustness of the proposed approach that uses many sensors. For one testing point, Algo. 1 runs
in 0.06s.
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Table 10.2: Mean and standard deviation of the intrinsic specific energy of the rock ϵ using SWDestimation (100 sensors), direct estimation, and Machine Learning estimation. Seventy-five sim-ulations and estimations have been performed for each rock. The SNR for all the signals is equalto 5.
Rock Real ϵ Algo. 1 Algo. 2 Algo. 3

Unconsolidated 10 Mean 10.1 9.6 9.1
sands Stand. Dev. 0.3 1.05 1.8

Sedimentary 50 Mean 50.2 47.8 55.9
Rocks Stand. Dev. 0.32 2.1 3.1

Metamorphic 170 Mean 170.28 181 178
Rocks Stand. Dev. 0.5 21 15.6

Direct Estimation Algorithm (Algo. 2)

We now estimate ϵ using the second algorithm. The results are shown in Table 10.2. We have
assumed that the constant C in (10.33) is unknown. One can notice that the estimations are close
to the real data (even if, due to the important noise (SNR equal to 5), the standard deviation may
be substantial). However, one must remember that such an approach hugely depends on our model
for the downhole boundary condition. The computational time to run Algo. 2 on one testing point is
0.01s.

Machine Learning Algorithm (Algo. 3)

We now design our machine learning algorithm. As explained in Section 10.3.2, we first train our
algorithm on a set of data made of 10000 simulations for which only the values of ϵ and wf change
between each simulation. We have used Python’s algorithm sklearn.neural_network to run our neural
network.MLPRegressor with 50 hidden layers, a BFGS solver for weight optimization, and an adaptive
learning rate. Again, the results are shown in Table 10.2. One can notice that these predictions are
close to the actual values (at least for low to medium ϵ). The prediction is more accurate for large
values of ϵ (metamorphic rocks) than the one we obtained using the two other algorithms. The
computational time to train the network is 140s, while the time required to run the algorithm on one
testing point is 0.01s.

Comparison between the different algorithms

The three different algorithms provide satisfying and reliable estimations for the rock’s intrinsic specific
energy in the presence of important noises. However, the SWD algorithm presents an impressively
high accuracy with a low standard deviation. This is related to its inherent robustness properties
due to the use of a large number of sensors. Moreover, the estimation procedure is simple and can
be easily adjusted for new constant physical parameters. The second algorithm also gives reliable
estimates (at least for low values of ϵ). However, one must be aware that this algorithm requires a
reliable model for the downhole condition (bit rock interaction). Finally, even if the Machine Learning
algorithm shows satisfactory performance, it requires important datasets to be run, which can be
time-consuming. Another drawback of our ML procedure is that the available data currently comes
from simulations, which implies a model dependency (although it is less crucial than in the second
procedure). However, such a Machine Learning algorithm is easy to implement and fast to run once
adequately trained. Moreover, it is not sensitive to the discretization step since it only uses top-drive
measurements.

We now compare the robustness properties of the different algorithms concerning uncertainties
on the different physical parameters. More precisely, we address the effects of mismatch between the
physical and mathematically modeled drill string dynamics (especially errors in downhole boundary
condition: bit-rock interaction modeling) on the three algorithms’ performances. Adding discrepancies

141



Figure 10.10: Comparison of the normalized simulated force-on bit and the estimated one in thepresence of a discrepancy of 10% between the physical parameters used for the simulation andthose used for the simulation (no noise). Figure adjusted from [AKS+19].

to the modeling will introduce errors in estimating the force-on-bit but not the measured hook load,
hook speed, and SWD measurements. Hence, an incorrect source will be correlated with the data in
the SWD algorithm. In the direct estimation algorithm, the effect of incorrect bit-rock interaction
coefficients will be added to a wrong estimation of the force-on-bit. Finally, the machine learning
algorithm will be trained with the wrong model. The proposed analysis is the first step towards a
complete sensitivity analysis (that would be outside the scope of this paper). In what follows, we
consider that all the physical parameters used to simulate the drilling system (e.g., inertia, inclination,
length, mass) are subject to a random uncertainty (bounded by a maximum percentage d). In
Figure 10.10, we have pictured the comparison between the simulated force-on bit and the estimated
one in the absence of noise but in the presence of a discrepancy of 10% between the physical parameters
used for the simulation and those used for the simulation. Note that all the uncertainties have been
set to the maximum bound of 10% for this simulation. As expected, there is a mismatch between
the estimated and simulated force (around 15 %). Note that the phase of the function is barely
changed. We now compare our three algorithms’ performance in the presence of uncertainties on
the different parameters. We consider the case of sedimentary rock for which ϵ = 57. We have
performed 75 simulations for which there is a discrepancy up to d% between the parameters used
for the estimation (and for the training of the latest algorithm) and the real ones. We have given
in Table 10.3 the values of the mean and the standard deviation of our estimations for different
maximal bound d (10%, 20% and 30%). We have used an SNR of 10 for all the measured signals. All
three algorithms provide relevant estimations even in the presence of important uncertainties. The
machine learning algorithm seems to be the most accurate but suffers from an important standard
deviation. A similar dispersion of the estimations can be observed for the direct estimation algorithm.
This is unsurprising since these two algorithms are trained on a false model. Conversely, the SWD
algorithm accurately estimates with a relatively low standard deviation. We can explain these good
performances because the uncertainties barely affect the phase of the estimated force-on-bit. As the
phase is the most important attribute when correlating the estimated force with SWD measurements,
this results in better estimation and a lower standard deviation. This emphasizes the robustness of
such an approach, even if this is done at the cost of an important number of sensors. That said, the
SWD method is an alternating minimization method, which requires proper initial estimation of the
formation velocity. In Algorithm 1, we use the time delay between the recorded data near the surface
and the calculated force-on-bit (source signature) at the bit location to provide an initial estimation of
formation velocity, i.e., V 0

p . This method may not always give a proper initial estimation of formation
velocity. Accordingly, we can use the direct estimation and machine learning methods in providing
V 0
p necessary in the SWD algorithm. Moreover, in the SWD algorithm, having access to a proper V 0

p

value will also improve the robustness and convergence rate of the SWD algorithm.
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Table 10.3: Influence of a parameter mismatch on the estimation of the intrinsic specific energyof a sedimentary rock ϵ (real value: 57) for each algorithm (SWD estimation (100 sensors), directestimation, and Machine Learning estimation). Seventy-five simulations and estimations havebeen performed for each level of disturbance. The SNR for all the signals is equal to 5.
Disturbance Algo. 1 Algo. 2 Algo. 3

10% Mean 54.7 51.6 57.5Stand. Dev. 2.47 6 7.6
20% Mean 53.7 50 57.5Stand. Dev. 10.7 12.5 17
30% Mean 48.9 46.1 58.4Stand. Dev. 11 18 21

10.5 . Conclusions and Perspectives

In this chapter, we have developed three algorithms for a near-real-time estimation of the intrinsic
specific energy of the rock interacting with the drill bit. The proposed algorithms only require surface
measurements and do not depend on any explicit knowledge about the subsurface properties. The
algorithms were based on seismic-while-drilling, direct parameter estimation techniques, and machine
learning. They provided an efficient and reliable framework for estimating the nature of rocks inter-
acting with the drill bit, enabling a subsurface’s practical characterization. We needed to estimate
the drill bit source signature to derive the two first algorithms. This estimation was obtained by intro-
ducing a sensing and computational framework inspired by the recursive methodology introduced in
Chapter 8. More precisely, in Riemann’s coordinates, we could model the considered multi-sectional
directional drilling device as an interconnection of scalar hyperbolic PDE systems and adjust the re-
sults of Chapter 8 in this new setting. We have then discussed the advantages and drawbacks of each
approach.

The three algorithms we design in this chapter provide an efficient and reliable estimation of the
nature of the rock that interacts with the drill bit, enabling a more precise characterization of the
subsurface. Even though the proposed approach is a necessary and significant step in incorporating
formation information and sensing in drill string dynamics estimation, the axial dynamics given by
equations (10.2)-(10.3) neglect several crucial aspects to envision real implementation. First, we did
not consider the Coulomb friction between the drill string and the borehole. The main reason behind
this choice of an (over)-simplistic model was to facilitate the design of our different procedures. It
has been shown in [AS18] that this Coulomb friction term may have a non-negligible impact on the
dynamics of torsional oscillations. More precisely, it has a velocity-weakening effect that may generate
stick-slip oscillations. As far as we know, the side force effect on the axial motion of the drill string
has not been studied in the literature. However, it seems reasonable to assume that this force can
be expressed using a similar model as the one used for torsional oscillations, namely a differential
inclusion. More precisely, inspired by [AS18], we may add the term F(t, x) to equation (10.3) that is
a differential inclusion modelling the Coulomb friction between the drill-string and the borehole. The
model we propose uses the following inclusion

F(t, x) = µakFA(x), v(t) > vc,

F(t, x) ∈ ±µasFA(x), |v(t)| < vc,

F(t, x) = −µakFA(x), v(t) < −vc,
(10.37)

where µas is the static friction coefficient (i.e., the friction between two or more solid objects that are
not moving relative to each other) and µak kinetic friction coefficient (also known as dynamic friction
or sliding friction, which occurs when two objects are moving relative to each other and rub together),
vc is the threshold on the axial velocity where the Coulomb friction transits from static to dynamic.
The function FA is the normalized axial force between the drill string and the borehole wall. The
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function F(t, x) ∈ ±µasFA(x) denotes the inclusion where

F(t, x) = − 1

Aρ

∂

∂x
w(t, x)− kξv(t, x) ∈ [−µasFA(x), µ

a
sFA(x)], (10.38)

and takes the boundary values ±µasFA(x) if this relationship does not hold. Adaptive observers
[AADMS19] can be designed to estimate the coefficients µas , µ

a
k, and vc and the function FA. When

all the points of the drill string reach the kinematic mode, then the function F(t, x) does not (directly)
depend on time anymore since we have F(t, x) = ±µakFA(x). Thus, this term can be added to the
function h in (10.3), and the previous computations can still be applied to compute the downhole
force and velocity as functions of past and future values of the top-drive states. These estimations
only hold if we have |v| > vc for all drill-string points. Consequently, we need to apply our formula
to all points (in practice, to a sufficiently large number of points) of the drill string to verify that the
condition is not violated. Among all the drill-bit source signature estimations, only the ones for which
this condition is fulfilled can be used to estimate the nature of the rock using Algorithms 1 and 2.
Note that using adequate control laws may force the system to remain in a steady state for which
this condition is always verified. The machine learning algorithm can straightforwardly be adjusted to
deal with this Coulomb friction term.

Finally, we focused in this chapter on the drill bit axial motion and assumed that the bit angular
velocity ωbit was a known positive function. However, the proposed axial dynamics must be coupled
with a torsional model to obtain an axial-torsional drill-string model. Such a torsional model has been
proposed in [AS18] in the case of an off-bottom bit. The equations have the same structure as (10.2)-(10.3), including a non-linear Coulomb friction term similar to (10.37). Nevertheless, for non-vertical
wells, in the presence of angular and axial movements, the Coulomb friction term couples the angular
and axial dynamics, and equation (10.37) has to be modified accordingly. Regarding the downhole
boundary conditions (equation (10.8) and the analogous equation for torque as given in [AAS20]),
as suggested in [DD92], the term 1

ωbit
has to replaced by an inclusion (non-linearity) to deal with

small axial and angular velocities. Such a term can be the source of stick-slip oscillations for torsional
oscillations. The derivation of a complete and validated axial-torsional model is a challenging ongoing
scientific challenge [FTY+23].
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11 - Application to the stabilization
of two cascaded freeway segments

In this chapter, we show how the techniques introduced in the previous chapters can be used to
develop boundary output feedback control laws for traffic flow on two cascaded freeway segments
connected by a junction. Freeway traffic modeling and management have been intensively inves-
tigated due to the increasing demand for traffic mobility over the past decades. Among the different
models, macroscopic models represent the traffic dynamics at an aggregate level and are widely used
for freeway traffic control. The macroscopic models use hyperbolic PDEs that govern traffic den-
sity and velocity dynamics evolution. The most widely-used macroscopic traffic PDE models include
the classical first-order Lighthill-Whitham-Richards (LWR) model [LW55, Ric56] and the state-of-art
second-order Aw-Rascle-Zhang (ARZ) model [AR00, Zha02]. The LWR model corresponds to the
conservation law of traffic density. It predicts the formation and propagation of traffic shockwaves
on the freeway but fails to describe the stop-and-go oscillatory phenomenon [FKN+09], which causes
unsafe driving conditions, increased fuel consumption, and delays in travel time. Subsequently, the
second-order ARZ traffic model was conceived to address this stop-and-go traffic pattern, introducing
a velocity PDE to augment the LWR model. The ARZ traffic model is characterized by non-linear,
second-order hyperbolic PDEs. This category of models underwent extension in works such as [GP06]
and [HR06], which endeavored to describe freeway traffic within intricate road network configurations.
Consequently, we embrace this second-order macroscopic traffic network model as posited in [HR06].
Specifically, we posit the conservation of mass and driver attributes at the junction interconnecting
the diverse roadways.

To regulate freeway traffic and avoid the stop-and-go oscillatory phenomenon, different traf-
fic control strategies have been developed and successfully implemented for the traffic management
infrastructures, namely, ramp metering and varying speed limits (VSL). Ramp metering controls the
traffic lights on a ramp such that the inflow traffic is regulated for the mainline traffic. The VSL reg-
ulates traffic velocity by displaying driving velocities that are time-varying and dependent on real-time
traffic. A complete survey on freeway traffic control can be found in [SPSF21]. Boundary controllers
have been developed for traffic control of a single freeway segment in [BC16] [KP19] [YK19] [ZPQ19].
However, these control laws are restricted to control traffic problems on one freeway segment which ne-
cessitates certain road homogeneity. Only a few contributions considered road junctions. In [ZLLP21],
the authors designed PI boundary control of a cascaded freeway network modeled by the linearized
homogeneous AR model. Finally, backstepping boundary control laws for ramp metering were de-
signed to suppress the stop-and-go traffic oscillations on the freeway either upstream or downstream
of the ramp in [YK23, YK19]. The associated observers were validated on freeway data in [YGBK21].
Nonetheless, it is imperative to note that despite these control design efforts, the simultaneous sta-
bilization of both freeway segments was not achieved, and the model failed to address diverse traffic
scenarios manifesting within the interconnected segments.

Here, we focus on the oscillations generated by the in-domain traffic that can only be modeled
by the inhomogeneous ARZ model. We will consider two connected roads. Contrary to [ZPQ19,
ZLLP21], we will consider that only one boundary of the network is actuated. As shown in Fig 11.1,
the traffic flow rate is actuated through on-ramp traffic lights. We will consider different actuators
and sensors configurations.

The results of this chapter are adjusted from [YAK22, YAK20b, YAK20a, EAYK22b].

11.1 . Problem description

11.1.1 . The ARZ model
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Figure 11.1: Traffic flow on upstream and downstream roads of a junction with actuation eitherfrom the junction or the outlet (Figure from [YAK22]).

We consider a road network that consists of two connected road segments with unidirectional
traffic flow and different road conditions, as shown in Figure 11.1. The two segments are assumed
to have the same length L. The spatial scaling can be easily made for equations that describe
traffic states on segments with different lengths. The first segment (downstream segment) is defined
on [0, L] while the second segment (upstream segment) is defined on [−L, 0]. These two segments
are connected at the junction through the boundary x = 0. The traffic dynamics are described
with the ARZ PDE model, and the junction between the two segments is represented with the
boundary conditions of the PDE model. The evolution of traffic density ρ1(t, x) and velocity v1(t, x)
(with (t, x) ∈ [0,∞) × [0, L] ) on the downstream road segment and traffic density ρ2(t, x) and
velocity v2(t, x) ((t, x) ∈ [0,∞) × [−L, 0]) on the upstream road segment are modeled by the
following ARZ model

∂tρi + ∂x (ρivi) = 0, (11.1)
∂t (ρi (vi + pi)) + ∂x (ρivi (vi + pi)) = −ρi(vi−Vi(ρi))

τi
, (11.2)

where i ∈ {1, 2} represents downstream and upstream road respectively. The labeling of freeway
segments is chosen as the reverse direction of traffic flow but corresponds to the propagation direction
of the control signal, which will be explained later. The traffic pressure pi (ρi) is defined as an
increasing function of the density pi (ρi) = vmρ

γi
i /ρ

γi
m,i. The coefficient γi represents the overall

drivers’ property, reflecting their change of driving behavior to the increase of density. The positive
constant vm represents the maximum velocity, and the positive constant ρm,i is the maximum density
defined as the number of vehicles per unit length. The equilibrium density-velocity relation Vi (ρi) is
given by Vi (ρi) = vm−pi (ρi) for both segments, which assumes the same maximum velocity for the
two segments when there are no vehicles on the road, ρi = 0. We define the following variable

wi = vi + pi (ρi) , (11.3)
which is interpreted as traffic "friction" or drivers’ property [FS13]. This property transports in the
traffic flow with vehicle velocity, representing the heterogeneity of individual drivers with respect to the
equilibrium density-velocity relation Vi (ρi). The maximum velocity vm is assumed to be the same
for the two road segments while the maximum density ρm,i and coefficient γi are allowed to vary. The
positive constant τi is the relaxation time that represents the time scale for traffic velocity vi adapting
to the equilibrium density velocity relation Vi (ρi). We denote the traffic flow rate on each road
as qi = ρivi. The equilibrium flow and density relation, also known as the fundamental diagram, is
then given by Qi (ρi) = ρiVi (ρi) = ρivm (1− (ρi/ρm,i)

γi). We assume the equilibrium traffic relation
differs for the two segments due to the change in road situations and access to road junctions. The
illustration is given in Figure 11.2. The critical density ρc splits the free and congested regimes of
traffic states. The critical density is given by ρc,i = ρm,i/ (1 + γi)

1/γi such that Q′
i(ρi)|ρi=ρc,i

= 0.

For a section i, the traffic is free when the density satisfies ρi < ρc,i. The traffic is defined as
congested when the density satisfies ρi > ρc,i. For the free traffic, oscillations around the steady
states will be damped out fast. For congested traffic, there are two directional waves on the road,
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Figure 11.2: The equilibriumdensity and velocity relationVi(ρ) on the left, the equilibriumdensityand flux relation Qi(ρ) on the right (Figure from [YAK22]).
one being the velocity oscillation propagating upstream and the other being the density oscillation
propagating downstream with the traffic. The congested traffic can become unstable [YK18].

We consider the situation that the upstream road segment 2 for s ∈ [−L, 0] has more lanes than
the downstream road segment for x ∈ [0, L], in which congested traffic is usually formed up from
downstream to upstream. Therefore, the maximum density ρm,2 > ρm,1. The maximum driving
speed vm is assumed to be the same for the two segments. The maximum flow rate of the upstream
road Q2 (ρc) is reduced in the downstream to Q1 (ρc) , due to the change of road conditions from
segment 2 to segment 1.

Boundary conditions

We now focus on the boundary conditions connecting the two PDE systems. The Rankine-Hugoniot
condition is satisfied at the junction such that the weak solution exists for the network (11.1)-(11.2).
This condition implies piecewise smooth solutions and corresponds to the conservation of the mass
and drivers’ properties defined in (11.3) at the junction. Thus the flux and drivers’ properties are
assumed to be continuous across the boundary conditions at x = 0, that is

ρ1(t, 0)v1(t, 0) = ρ2(t, 0)v2(t, 0), w1(t, 0) = w2(t, 0). (11.4)
For the open-loop system, we assume a constant inflow q⋆ entering the inlet boundary x = −L and
a constant outflow q⋆ at the outlet boundary for x = L:

q2(t,−L) = q⋆, q1(t, L) = q⋆ (11.5)
The control problem we solve consists of stabilizing the traffic flow in upstream and downstream road
segments with a single actuator. Three possible locations for implementing a ramp metering control
input are either at the inlet x = −L, at the middle junction x = 0 or the outlet x = L. Actuation
at the inlet x = −L is a less challenging control problem that can be solved following [YK19] by
reducing the traffic inflow.
Ramp metering control U0(t) from the junction x = 0. The traffic flow entering from the
junction to the mainline road is controlled by U0(t). Given the flux continuity condition, the boundary
condition at the junction is

q1(t, 0) =q2(t, 0) + U0(t), (11.6)
where the downstream segment flow consists of the inflow from the mainline upstream segment and
the actuated traffic flow from the on-ramp.
Ramp metering control UL(t) from the outlet x = L. The downstream outflow at x = L is
actuated by UL(t),

q1(t, L) =q
⋆ + UL(t), (11.7)
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where the outflow rate equals the summation of the on-ramp metering flow and the constant mainline
flow. In what follows, when we implement one choice of control input, the other control input equals
zero. It should be noted that since we will stabilize the system (11.1)-(11.2) using its linearization
around a given steady state, the corresponding controllers U0 in (35) and UL in (49) will correspond
to the flow rate perturbations around a nominal flow rate. We assume that the steady-state flow rate
consists of a nominal onramp flow rate qr ≥ 0, a component of the steady-state flow rate q⋆. Then
the actual ramp flow input at an onramp is given by qramp(t) = qr + U0(t) ≥ 0. In practice, we only
need to guarantee that qramp (t) is non-negative so that U0(t) ≥ −qr. The value of qr depends on
the road configuration and real-time traffic conditions.

Congested steady states (ρ⋆1, v⋆1, ρ⋆2, v⋆2)

We are concerned with the congested traffic and assume that the equilibrium of both segments
(ρ⋆1, v

⋆
1) , (ρ

⋆
2, v

⋆
2) are in the congested regime, which is the only one of theoretical control interest

among all four traffic scenarios including free and free, free and congested, congested and free,
congested and congested. If the traffic of both segments is free, there is no need for ramp metering
control. If the upstream segment 2 is in the free regime and the downstream segment 1 is congested,
then we only need to control the congested downstream traffic as presented in [YK19]. The oscillations
propagated from the congested segment to the free regime segment will be damped out soon. The
same applies to the scenario of free traffic in downstream segment 1 and congested traffic in upstream
segment 2. The control objective is stabilizing the traffic flow in the two segments around the steady
states. In practice, the steady states represent the equilibrium state values of the traffic flow when
oscillations are successfully suppressed by our control design. The steady states (ρ⋆1, v

⋆
1) , (ρ

⋆
2, v

⋆
2) are

considered to be in the congested regime and the boundary conditions (11.4) are satisfied, i.e.,

ρ⋆1v
⋆
1 = ρ⋆2v

⋆
2 = q⋆, w⋆

1 = w⋆
2 = vm, (11.8)

where the steady state velocities satisfy the equilibrium density-velocity relation v⋆i = Vi (ρ⋆i ), as
shown in Figure 11.2. According to (11.3), the constant driver’s property in (11.8) implies that we have
the same maximum velocity vm for the two segments (which corresponds to our initial assumption):

v⋆1 + p⋆1 = v⋆2 + p⋆2 = vm, (11.9)
where p⋆i = pi (ρ

⋆
i ) . The steady states can be solved from the above nonlinear equations (11.8)-(11.9)

however, there are no explicit solutions. Therefore we show the derivation process for obtaining the
steady state values when ρ⋆1 and the model parameters vm, ρm,i and γi are given. The functions
Vi(ρ) Qi(ρ) and pi(ρ) are also known. The steady-state flow rate is obtained as q⋆ = Q1 (ρ

⋆
1) ,

and the constant flux Q1 (ρ
⋆
1) = Q2 (ρ

⋆
2), yields a relation for the steady state densities of the two

segments
ρ⋆1ρ

γ1
m,1−(ρ⋆1)

γ1+1

ρ⋆2ρ
γ2
m,2−(ρ⋆2)

γ2+1 =
ρ
γ1
m,1

ρ
γ2
m,2

. Knowing ρ⋆1, ρ
⋆
2 and q⋆, the steady states velocities are obtained as

v⋆i = q⋆/ρ⋆i .

11.1.2 . Linearized equations in the Riemann coordinates
We linearize the ARZ based traffic network model (ρi, vi) in (11.1)-(11.2) with the boundary condi-

tions (11.4)-(11.5) around the steady states (ρ⋆i , v
⋆
i ) defined in the previous section. In order to simplify

the control design, the linearized model is then rewritten into the Riemann variables to which we
apply an invertible spatial transformation

w̄i = exp
(

x
τiv⋆i

)(
γip

⋆
i

q⋆ (ρivi − ρ⋆i v⋆i ) + 1
ri
(vi − v⋆i )

)
, (11.10)

v̄i = vi − v⋆i , q̄i = ρivi − ρ⋆i v⋆i , (11.11)
where p⋆i = pi (ρ

⋆
i ) and the constant coefficients ri are defined as ri = − v⋆i

γip⋆i−v⋆i
. For the congested

regime we have ρ⋆i >
ρm,i

(1+γi)
1/γi

so that the characteristic speed γip⋆i −v⋆i > 0. The velocity variations

v̄1(t, x), v̄2(t, x) transport upstream, which means the action of velocity acceleration or deceleration
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Figure 11.3: Control diagram for the closed-loop system with either the actuation from the mid-dle junction x = 0 or from the outlet x = L (Figure from [YAK22]).

is repeated from the leading vehicle to the following vehicle. More precisely, since v⋆i = vm − p⋆i , we

obtain γip⋆i − v⋆i = (1+ γi)p
⋆
i − vm. We also have p⋆i = vm −Vi (ρ⋆i ) = vm

(
ρ⋆i
ρm,i

)γvm
> vm

1+γi
, since

ρ⋆i >
ρm,i

(1+γi)
1/γi

. Consequently, we obtain γip⋆i − v⋆i > 0. The linearized system is written as


∂tw̄1(t, x) + v⋆1∂xw̄1(t, x) = 0,
∂tv̄1(t, x)− (γ1p

⋆
1 − v⋆1)∂xv̄1(t, x) = c̄1(x)w̄1(t, x),

∂tw̄2(t, x) + v⋆2∂xw̄2(t, x) = 0,
∂tv̄2(t, x)− (γip

⋆
2 − v⋆2)∂xv̄2(t, x) = c̄2(s)w̄2(t, x),

(11.12)

with boundary conditions,
w̄1(t, 0) = w̄2(t, 0),

v̄1(t, L) = r1 exp
(

−L
τ1v⋆1

)
w̄1(t, L) +

1−r1
ρ⋆1

UL(t),

w̄2(t,−L) = 1
r2

exp
(

−L
τ2v⋆2

)
v̄2(t,−L),

v̄2(t, 0) = δ r2r1 v̄1(t, 0) + (1− δ)r2w̄2(t, 0) +
1−r2
ρ⋆2

U0(t),

(11.13)

where the spatially varying coefficient c̄1(x), c̄2(x) are defined, respectively, by

c̄1(x) = − 1
τ1

exp
(
− x

τ1v⋆1

)
, c̄2(x) = − 1

τ2
exp

(
x

τ2v⋆2

)
. (11.14)

The constant coefficient δ (ratio related to the traffic pressure of the segments) is defined by δ =
γ2p⋆2
γ1p⋆1

> 0 We assume that the available measurements correspond to the values of q̄i and v̄i
at the left side of the outlet x = L or at the right side of the junction x = 0. Since we have
w̄1(t, L) = exp

(
L

τ1v⋆1

)(
γ1p⋆1
q⋆ q̄1(t, L)− 1

r1
v̄1(t, L)

)
, and w̄2(t, 0) =

γ2p⋆2
q⋆ q̄2(t, 0)− 1

r2
v̄2(t, 0), we can

consider that the boundary measurement corresponds to

YL(t) = w̄1(t, L) or Y0(t) = w̄2(t, 0). (11.15)
The cascade structure of the network given Figure 11.3 fits in the general framework given in Chapter 6.
This can be seen using the folding transformation x̄ = −x on the second subsystem (the variable x̄
belongs to [0, L]). Similarly to what has been done in Chapter 6, we will consider initial conditions
that belong to H1([0, 1],R) and satisfy the appropriate compatibility conditions. Our objective is to
design the control law U0(t) or UL(t) to stabilize the system (11.12)-(11.13) in the sense of the L2-
norm. Depending on the actuators and sensors locations, we can either use the results of Chapter 8
or Chapter 9 to design stabilizing output-feedback controllers. In what follows we denote τ1 =
1
v⋆1

+ 1
γ1p⋆1−v⋆1

and τ2 = 1
v⋆2

+ 1
γ2p⋆2−v⋆2

. Moreover, we still consider the exponential convergence of the
system in the sense of the χ-norm (even if there is no ODE here). Obviously, we still consider that
Assumption 6.1.1 holds. However, in this case, it can be rewritten more simply. More precisely, we
have the following lemma
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Lemma 11.1.1 Assumption 6.1.1 is verified if

δ <
1 + exp( L

τ2v⋆2
)

1 + exp( −L
τ1v⋆1

)
. (11.16)

Proof : Assumption 6.1.1 corresponds to the exponential stability of the open-loop system (11.12)-(11.13) in the
absence of in-domain couplings. We have

w̄2(t,−L) = (1− δ) exp
(

−L
τ2v

⋆
2

)
w̄2(t− τ2, L) + δ exp

(
−L
τ2v

⋆
2

)
exp

(
−L
τ1v

⋆
1

)
w̄2(t− τ2 − τ1,−L).

Applying [HVL93], we have that condition (11.16) implies the exponential stability of w̄2(t,−L) and conse-
quently of the open-loop system (11.12)-(11.13). ■

11.2 . State feedback Control Designs

In this section, we design full-state feedback laws that guarantee the stabilization of the system(11.12)-(11.13) for the different actuation locations. In each case, we adjust the results of Chapter 8
and Chapter 9 to write these systems in a more amenable form.

11.2.1 . Feedback law with flow rate control from x=0
We consider first the case of an actuator located at the junction x = 0. Adjusting the methodology

detailed in Chapter 9, the control input U0(t) is given by

U0(t) =
ρ⋆2

1− r2

(∫ 0

−L
Kvw

2 (0, y)w̄2(t, y) +Kvv
2 (0, y)v̄2(t, y)dy

− δ r2
r1

∫ L

0
Kvw

1 (0, y)w̄1(t, y) +Kvv
1 (0, y)v̄1(t, y)dy

)
(11.17)

where the kernelsKvw
1 and Kvv

1 are continuous functions defined on the set {(x, y) ∈ [0, L]2, y ≥ x},
while the kernels Kvw

2 and Kvv
2 are continuous functions defined on the set T2 = {(x, y) ∈ [−L, 0]2,

y ≤ x}. On their corresponding domains of definition, they satisfy the following set of PDEs:

(γip
⋆
i − v⋆i )∂xKvw

i (x, y)− v⋆i ∂yKvw
i (x, y) = ci(y)K

vv
i (x, y), (11.18)

∂xK
vv
i (x, y) + ∂yK

vv
i (x, y) = 0, (11.19)

along with the boundary conditions

Kvv
1 (x, L) = − exp

(
L

τ1v⋆1

)
Kvw

1 (x, L), Kvw
1 (x, x) =

c1(x)

γ1p⋆1
, (11.20)

Kvv
2 (x,−L) = − exp

( −L
τ2v⋆2

)
Kvw

2 (x,−L), Kvw
2 (x, x) = −c2(x)

γ2p⋆2
. (11.21)

Note that the control law (11.17) is simpler than the one proposed in Chapter 9 since some in-domain
coupling terms are equal to zero, thus preventing the apparition of integral coupling terms at the
unactuated boundary when performing the backstepping transformation.

Theorem 11.2.1.

The PDE system (11.12)-(11.13) with the feedback law U0 defined in (11.17) is exponentially sta-ble.
Proof : Consider the following backstepping transformations

αi(t, x) =w̄i(t, x), (11.22)
β1(t, x) =v̄1(t, x)−

∫ L

x

Kvw
1 (x, y)w̄1(t, y)dy −

∫ L

x

Kvv
1 (x, y)v̄1(t, y)dy, (11.23)
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β2(t, x) =v̄2(t, x)−
∫ x

−L

Kvw
2 (x, y)w̄2(t, y)dy −

∫ x

−L

Kvv
2 (x, y)v̄2(t, y)dy. (11.24)

The transformation (11.23)-(11.24) maps the original system (11.12)-(11.13) to the following decoupled target
system 

∂tαi(t, x) + v⋆i ∂xαi(t, x) = 0 ∂tβi(t, x)− (γip
⋆
i − v⋆i )∂xβi(t, x) = 0,

β1(t, L) = r1 exp
(
− L

τ1v
⋆
1

)
α1(t, L), α1(t, 0) = α2(t, 0),

α2(t,−L) = exp
(

−L
τ2v

⋆
2

)
1
r2
β2(t,−L), β2(t, 0) = δ r2

r1
β1(t, 0) + r2(1− δ)α2(t, 0),

which is exponentially stable due to Assumption 6.1.1. ■

11.2.2 . Feedback law with flow rate control from x=L
We now consider that the available actuation is located at the outlet x = L. Our approach is

adjusted from Chapter 8. The control input UL(t) is defined as

UL(t) =
ρ⋆1

1− r1

(∫ L

0
K̄vw

1 (L, y)w1(t, y)+K̄
vv
1 (L, y)v1(t, y)dy

+

∫ 0

−L
Mw(L, y)w2(t, y) +Mv(L, y)v2(t, y)dy

)
, (11.25)

where the kernels K̄vw
1 and K̄vv

1 are defined on the set {(x, y) ∈ [0, L]2, y ≥ x}, the kernels K̄vw
2

and K̄vv
2 are defined on the set {(x, y) ∈ [−L, 0]2, y ≥ x}. The kernels Mw and Mv are bounded

functions defined on {(x, y) ∈ [−L, 0] × [0, L]}. On their corresponding domains of definition, they
satisfy the following set of PDEs

(γip
⋆
i − v⋆i )∂xK̄vw

i (x, y)− v⋆i ∂yK̄vw
i (x, y) = ci(y)K̄

vv
i (x, y),

∂xK̄
vv
i (x, y) + ∂yK̄

vv
i (x, y) = 0,

(γ1p
⋆
1 − v⋆1)∂xMv(x, y) + (γ2p

⋆
2 − v⋆2)∂yMv(x, y) = 0,

(γ1p
⋆
1 − v⋆1)∂xMw(x, y)− v⋆2∂yMw(x, y) = c2(y)M

v(x, y),

(11.26)

with the boundary conditions

K̄vw
i (x, x) = − ci(x)

γip⋆i
, K̄vv

1 (x, 0) =
v⋆2
v⋆1
δMv(x, 0),

K̄vv
2 (x,−L) = − exp

(
−L
τ2v⋆2

)
K̄vw

2 (x,−L),
Mw(0, y) = r1

δr2
K̄vw

2 (0, y), Mv(0, y) = r1
δr2
K̄vv

2

Mw(x, 0) = (1− δ)Mv(x, 0) +
v⋆1
v⋆2
K̄vw

1 (x, 0),

Mv(x,−L) = − exp
(

−L
τ2v⋆2

)
Mw(x,−L).

(11.27)

The following lemma assesses the existence of the kernels

Lemma 11.2.1 System (11.26)-(11.27) admits a unique solution piecewise continuous solution K̄vw
1 ,

K̄vv
1 , K̄vw

2 , K̄vv
2 , Mv,Mw .

Proof : We start by assessing the existence of K̄vw
2 and K̄vv

2 using [CVKB13]. The rest of the proof is based
on an induction argument and is adjusted from the one given in Chapter 8. Let us define χ =

γ2p
⋆
2−v⋆

2
v⋆
2

and
let us define the sequence xk by xk = min(χ × k, 1). Let us now define the following triangular domains
defined for k ≥ 1.

Rk = {(x, y) ∈ [0, 1]× [−1, 0], y ≤ − 1

χ
(x− xk−1)},

R̄k = {(x, y) ∈ [0, 1]× [−1, 0], y ≥ − 1

χ
(x− xk−1)}, Sk = {(x, y) ∈ [0, xk]

2, x ≥ y}

Applying [DMBAHK18, Theorem 3.2], we can prove the existence of the kernelsMv andMw on the triangular
domain R1. Consequently, these kernels are defined on the line x = −χy. Let us now perform the change
of variables ȳ = − 1

χ
y to map the domain S1 to R̄1. Consequently, we can express the kernels K̄··

1 on the
domain R̄1 (when x ≤ χ). We denote by K̂1 the corresponding kernels after this change of variables. Again,
we can apply [DMBAHK18, Theorem 3.2] to prove the existence of the kernels Mw, Mv and K̂··

1 on R̄1.
This implies the existence of K̄··

1 on S1. We then iterate the procedure on the intervals [xk−1, xk] to conclude
the proof. ■

151



We have the following theorem.

Theorem 11.2.2.

The PDE system (11.12)-(11.13) with the feedback law UL defined in (11.25) is exponentially sta-ble.
Proof : Consider the backstepping transformation

ᾱ1(t, x) =w̄1(t, x), ᾱ2(t, x) = w̄2(t, x), (11.28)
β̄1(t, x) =v̄1(t, x)−

∫ x

0

K̄vw
1 (x, y)w̄1(t, y)dy −

∫ x

0

K̄vv
1 (x, y)v̄1(t, y)dy

−
∫ 0

−L

Mw(x, y)w̄2(t, y)dy −
∫ 0

−L

Mv(x, y)v̄2(t, y)dy, (11.29)
β̄2(t, x) =v̄2(t, x)−

∫ x

−L

K̄vw
2 (x, y)w̄2(t, y)dy −

∫ x

−L

K̄vv
2 (x, y)v̄2(t, y)dy, (11.30)

Note that the transformation (11.28)-(11.30) is invertible (as it is a Volterra transformation [Yos60, Chapter
4]). Thus, the first transformation (11.28)-(11.29) is invertible as it combines a Volterra transformation with an
affine transformation. It maps the original system (11.12)-(11.13) to the following decoupled target system

∂tαi(t, x) + v⋆i ∂xαi(t, x) = 0, ∂tβi(t, x)− (γip
⋆
i − v⋆i )∂xβi(t, x) = 0,

α1(t, 0) = α2(t, 0), β1(t, L) = r1 exp
(
− L

τ1v
⋆
1

)
α1(t, L),

α2(t,−L) = exp
(

−L
τ2v

⋆
2

)
1
r2
β2(t,−L), β2(t, 0) = δ r2

r1
β1(t, 0) + r2(1− δ)α2(t, 0),

which is exponentially stable due to Assumption 6.1.1. ■

11.3 . Boundary Observer Designs

The control laws designed in the previous section require the value of the state all over the spatial
domain. Therefore we design boundary observers which rely either on the measurement of traffic
states from the junction or from the outlet. Again, the proposed approach is adjusted from Chapter 8
and Chapter 9

11.3.1 . Observer with measurement at x=0
We consider here that the measurement Y0(t) = w̄2(t, 0) is available. The observer equations are

a copy of the original dynamics with output injection gains, which read as follows

∂tŵi(t, x) + v⋆i ∂xŵi(t, x) = −ϕi(x)(w̄2(t, 0)− ŵi(t, 0)),
∂tv̂i(t, x)− (γip

⋆
i − v⋆i )∂xv̂i(t, x) = ci(x)ŵi − χi(x)(w̄2(t, 0)− ŵi(t, 0)),

ŵ1(t, 0) = ŵ2(t, 0), v̂1(t, L) = r1 exp
(

−L
τ1v⋆1

)
ŵ1(t, L) +

1−r1
ρ⋆1

UL(t),

ŵ2(t,−L) = exp
(

−L
τ2v⋆2

)
1
r2
v̂2(t,−L),

v̂2(t, 0) = δ r2r1 v̂1(t, 0) + (1− δ)r2ŵ2(t, 0) +
1−r2
ρ⋆2

U0(t),

(11.31)

where ŵi(t, x), v̂i(t, x) are the estimates of the state variables w̄i(t, x) and v̄i(t, x). The terms ϕi
and χi are output injection gains, defined as

ϕ1(x) = −v⋆1Nww
1 (x, 0), χ1(x) = −v⋆1Nvw

1 (x, 0), (11.32)
ϕ2(x) = v⋆2N

ww
2 (x, 0), χ2(x) = v⋆2N

vw
2 (x, 0), (11.33)

where the kernels kernels Nww
1 and Nwv

1 are continuous functions defined on {(x, y) ∈ [0, L]2, y ≤
x}, while the kernels Nww

2 and Nwv
2 are piecewise continuous functions defined on the set {(x, y),∈

[−L, 0]2, y ≥ x}. They satisfy the following set of equations

∂xN
ww
i (x, y) + ∂yN

ww
i (x, y) = 0, (11.34)

(γip
⋆
i − v⋆i )∂xNvw

i − v⋆i ∂yNvw
1 (x, y) = −ci(x)Nww

i (x, y), (11.35)
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along with the boundary conditions

Nvw
1 (x, x) =

c1(x)

γ1p⋆1
, Nww

1 (L, x) =
1

r1
exp

(
L

τ1v⋆1

)
Nvw

1 (L, x), (11.36)
Nww

2 (−L, x) = exp

( −L
τ2v⋆2

)
1

r2
Nvw

2 (−L, x), Nvw
2 (x, x) =

−c2(x)
γ2p⋆2

. (11.37)
We then have the following theorem

Theorem 11.3.1.

Consider the PDE system (11.31) with the output injections gains defined in (11.32)-(11.33).Then, for any initial condition (ŵi(·, 0), v̂i(·, 0)), the states (ŵi, v̂i) exponentially converge tothe states (w̄i, v̄i).
Proof : The proof is straightforward using the backstepping transformation of Chapter 9. It can be found
in [YAK20a]. ■

11.3.2 . Observer with measurement at x=L
We now assume the available measurements correspond to YL(t) = w̄1(t, L). Following the dual

approach proposed in Chapter 8, the observer system is now given by

∂tŵi(t, x) + v⋆i ∂xŵi(t, x) = −µi(x)(w̄1(t, L)− ŵ1(t, L)),
∂tv̂i(t, x)− (γip

⋆
i − v⋆i )∂xv̂i(t, x) = ci(x)ŵi − νi(x)(w̄1(t, L)− ŵ1(t, L)),

ŵ1(t, 0) = ŵ2(t, 0), v̂1(t, L) = r1 exp
(
− L

τ1v⋆1

)
ŵ1(t, L) +

1−r1
ρ⋆1

UL(t),

ŵ2(t,−L) = exp
(

−L
τ2v⋆2

)
1
r2
v̂2(t,−L),

v̂2(t, 0) = δ r2r1 v̂1(t, 0) + (1− δ)r2ŵ2(t, 0) +
1−r2
ρ⋆2

U0(t),

(11.38)

where ŵi(t, x), v̂i(t, x) are the estimates of the state variables w̄i(t, x) and v̄i(t, x). The terms µi
and νi are output injection gains. They are defined by

µ1(x) =− v⋆1N̄ww
1 (x, L) +

∫ L

x
µ1(y)N̄

ww
1 (x, y)dy, (11.39)

ν1(x) =− v⋆1N̄vw
1 (x, L) +

∫ L

x
µ1(y)N̄

vw
1 (x, y)dy, (11.40)

µ2(x) =− v⋆1Fw(x, L) +

∫ 0

x
µ2(y)N̄

ww
2 (x, y)dy +

∫ L

0
µ1(y)F

w(x, y)dy, (11.41)
ν2(x) =− v⋆1F v(x, L) +

∫ 0

x
µ2(y)N̄

vw
2 (x, y)dy +

∫ L

0
µ1(y)F

v(x, y)dy. (11.42)
These output injection gains are perfectly defined. Since (11.39) is a Volterra equation of the second
kind, it is invertible, and we can obtain µ1. Once µ1 is obtained, then equation (11.41) becomes
a Volterra equation, and we can compute µ2. Once µ1 and µ2 are obtained, the expressions of
ν1 and ν2 are explicit. The functions N̄ww

1 and N̄vw
1 are piecewise continuous functions defined

on {(x, y) ∈ [0, L]2, y ≤ x}. The functions N̄ww
2 and N̄vw

2 are piecewise continuous functions
defined on {(x, y) ∈ [−L, 0]2, y ≥ x}. The functions Fw and F v are piecewise continuous
functions defined on {(x, y) ∈ [−L, 0]× [0, L]}. They verify the following set of equations

(γip
⋆
i − v⋆i )∂xN̄vw

i (x, y)− v⋆i ∂yN̄vw
i (x, y) = 0, ∂xN̄

ww
i (x, y) + ∂yN̄

ww
i (x, y) = 0,

v⋆2∂xF
w(x, y) + v⋆1∂yF

w(x, y) = 0, (γ2p
⋆
2 − v⋆2)∂xF v(x, y)− v⋆1∂yF v(x, y) = 0,

with the boundary conditions

N̄vw
2 (x, x) =

c2(x)

γ2p⋆2
, N̄vw

1 (x, x) =
c1(x)

γ1p⋆1
, N̄ww

2 (−L, y) = exp(− L

τ2v⋆2
)
1

r2
N̄vw

2 (−L, y),
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F v(x, 0) =
v⋆2
v⋆1
N̄vw

2 (x, 0), Fw(x, 0) =
v⋆2
v⋆1
N̄ww

2 (x, 0), N̄ww
1 (0, y) = Fw(0, y),

F v(0, y) = δ
r2
r1
N̄vw

1 (0, y) + (1− δ)r2Fw(0, y), Fw(−L, y) = exp(
−L
τ2v⋆2

)
1

r2
F v(−L, y),

The well-posedness of this kernel PDE-system can be shown using [ADMBA19, Lemma 2]. We have
the following theorem.

Theorem 11.3.2.

Consider the PDE system (11.38) with the output injections gains defined in (11.39)-(11.40).Then, for any initial condition (ŵi(·, 0), v̂i(·, 0)), the states (ŵi, v̂i) exponentially converge tothe states (w̄i, v̄i).
Proof : Let us define the error estimates w̃i = w̃i − ŵi and ṽi = ṽi − v̂i. The error system is obtained by
subtracting the observer equations in (11.38) from (11.12)-(11.13). The rest of the proof is straightforward, using
the invertible backstepping transformation

α̃1(t, x) =w̃1(t, x)−
∫ L

x

N̄ww
1 (x, y)w̃1(t, y), β̃1(t, x) = ṽ1(t, x)−

∫ L

x

N̄vw
1 (x, y)w̃1(t, y)dy, (11.43)

α̃2(t, x) =w̃2(t, x)−
∫ 0

x

N̄ww
2 (x, y)w̃2(t, y)dy −

∫ L

0

Fw(x, y)w̃1(t, y)dy, (11.44)
β̃2(t, x) =ṽ2(t, x)−

∫ 0

x

N̄vw
2 (x, y)w̃2(t, y)dy −

∫ L

0

F v(x, y)w̃1(t, y)dy. (11.45)
■

11.4 . Output Feedback Laws

The previously designed state feedback laws and the two observers can be employed to construct
four possible output feedback laws, which consist of two collocated and two anti-collocated ones, as
shown in Table 11.1.

Table 11.1: Possible configuraitons for the output feedback law
actuator/sensor location sensor x = 0 sensor x = Lactuator at x = 0 collocated anti-collocatedactuator at x = L anti-collocated collocated

We are now able to design the corresponding output-feedback controllers.

Theorem 11.4.1.

Consider the two possible control laws at x = 0 or at x = L

U0(t) =
ρ⋆2

1− r2

(∫ 0

−L
Kvw

2 (0, y)ŵ2(t, x) +Kvv
2 (0, y)v̂2(t, x)dy

− r2
r1

∫ L

0
Kvw

1 (0, y)ŵ1(t, x) +Kvv
1 (0, y)v̂1(t, x)dy

)
, (11.46)

UL(t) =
ρ⋆1

1− r1

(∫ L

0
K̄vw

1 (L, y)ŵ1(t, x)dy+K̄
vv
1 (L, y)v̂1(t, x)dy

+

∫ 0

−L
Mw(L, y)ŵ2(t, x)dy +Mv(L, y)v̂2(t, x)dy

)
, (11.47)

where the estimated states are either given by equations (11.31) or (11.38), depending on the
154



Figure 11.4: Closed-loop simulation of traffic flow rate and velocity, with the ramp meteringcontrol input U0(t) andmeasurement Y0(t) from themiddle junction x = 0. The controlled flowrate evolution at x = 0 is highlighted in red.

Figure 11.5: Closed-loop simulation of traffic flow rate and velocity, with the ramp meteringcontrol input UL(t) and measurement YL(t) from the outlet boundary x = L. The controlledflow rate evolution at x = L is highlighted in red.

availablemeasurements. Then, the closed-loop system (11.12)-(11.13) with the controller (11.46)or (11.47) is exponentially stable at the origin. This implies the local convergence of the initialstates of ρi and vi to the steady states ρ⋆i and v⋆i .
Proof : The proof is analogous to the ones proposed in Chapter 8 and Chapter 9. ■

11.5 . Simulation results

In this section, we first validate the control design with numerical simulations and compare the two
collocated output feedback laws. Then we demonstrate the robustness of the proposed controllers to
delays in the actuation path. Ultimately, our control design is compared with PI boundary controllers,
which fully actuate the interconnected system. As stated in Table 11.1, there are four proposed output
feedback controllers, but we only present the simulation results of the two collocated configurations.
The collocated controllers are the most relevant in practice since the anti-collocated sensor and
actuator in the distance will have delays and errors caused by long-distance communication.

The length of each freeway segment is chosen to be L = 0.5 km, so the total length of the two
connected segments is 1 km. The simulation time is T = 12min. The maximum speed limit is vm =
35 m/s = 126 km/h. We consider six lanes for the downstream freeway segment 1. Assuming the av-
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erage vehicle length is 5 m plus the minimum safety distance of 50% vehicle length, the maximum den-
sity of the road is obtained as ρm,1 = 6/7.5 vehicles/m = 800 vehicles/km. The upstream segment
has fewer functional lanes. Thus, its maximum density is ρm,2 = 700 vehicles/km. We take γi = 0.5.
The steady states (ρ⋆1, v

⋆
1) and (ρ⋆2, v

⋆
2) are chosen respectively as (600 vehicles/km, 19.4 km/h) and

(488.6 vehicles/km, 23.8 km/h), both of which are in the congested regime. The constant flow rate is
q⋆ = ρ⋆1v

⋆
1 = ρ⋆2v

⋆
2 = 11640 vehicles/h, same for the two segments. If we consider segment 1 with six

lanes, then the average flow rate of each lane is 1940 vehicles/h/lane. The equilibrium steady state
of the downstream road has higher density and lower velocity and thus is more congested than the
upstream road. The relaxation time is τ1 = 80 s and τ2 = 60 s. We use sinusoidal initial conditions
for flow rate and velocity field, which represent the stop-and-go oscillations on the connected freeway
and are highlighted in the figures in blue. The two-step Lax-Wendroff numerical scheme [LeV02] is
applied.

11.5.1 . Output feedback stabilization

We consider in this traffic scenario that the downstream traffic in segment 1 is denser with slower
velocity compared with the upstream traffic in segment 2, as illustrated by the steady states. The
closed-loop simulation with the collocated output feedback control input from the middle junction
shows that the exponential convergence to the steady states is achieved simultaneously for the up-
stream and downstream segments in Fig. 11.4, where the actuated junction flow rate by the on-ramp
metering is highlighted in red. The output feedback stabilization with the control input and mea-
surement of velocity and flow rate from the outlet boundary is shown in Fig. 11.5. Comparing the
two closed-loop simulations in Fig. 11.4 and Fig. 11.5, we find out that the outlet controller takes
around the same convergence time.The controlled flow rate at the middle junction with ramp metering
input U0(t), highlighted in red in Fig. 11.4, first decreases such that less traffic is allowed into the
downstream where traffic is denser. The controlled flow rate at the outlet with UL(t), highlighted in
red in Fig. 11.5, increases initially such that more traffic is discharged from the segment.

To further compare the two collocated output feedback stabilization results, the closed-loop per-
formance is demonstrated with the temporal evolution of the state variables in the spatial averaged
L2-norm, defined as

Sqi(t) =

∣∣∣∣∣ 1L
∫
X

(
qi(t, x)− q⋆

q⋆

)2

dx

∣∣∣∣∣
1/2

, (11.48)

Svi(t) =

∣∣∣∣∣ 1L
∫
X

(
vi(t, x)− v⋆i

v⋆i

)2

dx

∣∣∣∣∣
1/2

, (11.49)

where X = [−L, 0]∪ [0, L] represents the spatial domain of the two segments. As shown in Fig. 11.6,
the closed-loop convergence time of both output controllers is around t = 9min, whereas the output
feedback controller at the outlet has a larger transient for all the state variables than the output
feedback at the middle junction. At around t = 2min, the blue highlighted line has a bigger over-
shoot than the red one. The ramp metering control input located at the downstream outlet is carried
upstream by the propagation of velocity variations to mitigate traffic oscillations in both segments.
In contrast, the ramp metering control input located at the middle junction works so that the actu-
ated velocity variation at the junction travels upstream, and the actuated flow rate variations travel
downstream with the traffic. Therefore, it takes longer for the control input to take effect on the
upstream segment 2 when the output feedback is applied at the downstream outlet. The output feed-
back at the middle junction instantly starts stabilizing both the upstream segment 2 and downstream
segment 1. The proposed output feedback controllers are robust to external boundary disturbances
and delays in the actuation path as they are strictly proper (see Theorem 6.2.3). Here we conduct
a simulation for the closed-loop system with constant input delays D0 and DL that are respectively
0 s, 30 s, 60 s, 120 s, where 0 s represents no delay and 120 s is the time length for the control input
signal to traverse the two segments. Based on the definition in (11.48)-(11.49), we define an overall
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Figure 11.6: Comparison of the closed-loop performance of the two collocated output feedbackcontrollers at x = 0 or x = L.
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Figure 11.7: The temporal evolution of S(t) of the closed-loop with delayed control inputs withdelay time to be 0 min, 0.5 min, 1 min, and 2 min.

closed-loop performance index

S(t) = Sqi(t) + Svi(t), (11.50)
where i = 1, 2. Then the temporal evolution of S(t) is plotted for the closed-loop system with the
delayed collocated output feedback in Fig. 11.7.

11.5.2 . Comparison with PI controllers
PI control has been applied for traffic control by ramp metering [PHSB91]. For the macroscopic

second-order PDE model, [ZLLP21] and [ZPQ19] developed PI boundary feedback controllers for the
linearized ARZ model. For control of traffic on two cascaded freeway segments, boundary controllers
are employed by [ZW19] including one ramp metering at inlet x = −L, one ramp metering and one
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Figure 11.8: The fully-actuated traffic system with two ramp metering R−L, R0 and two VSL PIcontrollers V0 and VL (Figure from [YAK22]).

Figure 11.9: The closed-loop simulation with two PI boundary feedback ramp metering con-trollersR−L(t), R0(t), highlighted in red, and two VSL PI controllers V0(t) and VL(t), highlightedwith green.
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Figure 11.10: The closed-loop performance with ramp metering backstepping controller U0(t),ramp metering backstepping controller UL(t) and with four PI controllers including two rampmetering R−L(t), R0(t), and two VSLs V0(t) and VL(t).

VSL at middle junction x = 0, and one VSL at outlet x = L, as illustrated in Fig. 11.8. The controlled
system is fully actuated since there are four boundary conditions, all of which are being actuated. In
our design, only one boundary is actuated by ramp metering, either at the middle junction or at the
outlet.

The four PI boundary controllers R−L, R0, V0, VL are defined respectively for the controlled flow
rate at inlet x = −L, the controlled flow rate at middle junction x = 0, the controlled velocity at
middle junction x = 0 and the controlled velocity at outlet x = L. The fully actuated boundaries are
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defined as

q2(−L, t) =R−L(t), v2(0, t) = V0(t), (11.51)
q1(0, t) =R0(t), v1(L, t) = VL(t), (11.52)

where the boundary feedback controllers are given by

R−L(t) =q
⋆ + krP ρ̃2(0, t) + krI

∫ t

0
ρ̃2(0, t)ds, (11.53)

V0(t) =v
⋆
2 + kvP ṽ2(−L, t) + kvI

∫ t

0
ṽ2(−L, t)ds, (11.54)

R0(t) =q
⋆ + lrP ρ̃1(L, t) + lrI

∫ t

0
ρ̃1(L, t)ds, (11.55)

VL(t) =v
⋆
1 + lvP ṽ1(0, t) + lvI

∫ t

0
ṽ1(0, t)ds. (11.56)

where krP , k
r
I , k

v
P , k

v
I are tuning gains for the upstream segment 2, lrP , l

r
I , l

v
P , l

v
I are tuning gains for the

downstream segment 1 and q⋆, v⋆i are the steady states. We use the previous model parameters and
conduct the simulation under the same initial conditions such that the PI controllers can be directly
compared with the control design in this paper. The tuning gains are chosen to be krP = −55, krI =
−0.035, kvP = −0.6, kvI = −0.025 and lrP = −10, lrI = −0.035, lvP = −0.5, lvI = −0.005. The closed-
loop system behavior is shown in Fig. 11.9 where the temporal evolution of the four PI control inputs
are highlighted, including two ramp metering in red and two VSLs in green. We then compare the
closed-loop performance of the PDE backstepping controller and the PI controllers with the evolution
of state variables in the spatial averaged L2-norm, defined with S(t) in (11.50). In Fig. 11.10, the
closed-loop performance with the ramp metering backstepping controller at middle junction U0(t) is
plotted with the blue line, the one with the ramp metering backstepping controller at outlet UL(t) is
plotted in red dotted line, and the one with the four PI controllers is plotted with the yellow dashed
line. We can see that the convergence time and the transient are about the same for U0(t) and four
PI controllers. The outlet backstepping controller UL(t) takes a relatively more significant time to
stabilize the system.

11.6 . Conclusions and perspectives

In this chapter, we have shown how the theoretical results developed in Chapters 8-9 could be used
to design continuous boundary control and estimation strategies for traffic problems. We considered
the output-feedback stabilization of two cascaded freeway segments with various actuator/sensor
configurations. With numerous simulations, we have shown that the proposed advanced control
techniques based on the backstepping methodology allow similar performance to those obtained using
simpler PI controllers but with considerably fewer actuators and sensors. This emphasizes the possible
advantages of the methods and techniques presented in this manuscript. However, these strategies
need to be implemented into digital platforms. More precisely, the rate inflow is controlled through
traffic light modulation that cannot be carried out continuously. Typically, periodic strategies are
used to modulate the frequency of light changes. It has to be done either periodically or at events.
The drawback with periodic implementations is that one may produce unnecessary updates of the
controllers, which may cause overutilization of computational/communication resources, actuator
changes that are more frequent than necessary, and unsafe driving conditions. Therefore, for the arising
continuous time boundary controllers, the issue of sampling has to be carefully studied. Indeed, if
sampling is not appropriately addressed, the stability and estimation properties may be lost. Therefore,
sampled data and event-triggered control can offer suitable approaches for digital realizations. For
hyperbolic PDEs, sampled-data control has been studied in [DBPPDM18] and event-triggered control
in [EGMP16, EGMP17, Esp20] and in [LLLL21, WK21] for coupled hyperbolic PDE-ODEs. It is worth
saying that the event-triggered strategies in the infinite-dimensional setting have been inspired by some

159



of those already well-established for finite-dimensional systems, e.g., [Tab07, Lem10, Gir15, PTNA15,
LZJ19] and the references therein. Moreover, event-triggered control strategies applied to traffic flow
have been proposed for freeway discrete-time models (e.g., those coming from the Cell Transmission
Model (CTM), where subdivision of the freeway into cells and the discretization of the time horizon
are typically done). They are suitable for implementation-oriented control design: e.g., using Model
Predictive Control (MPC) combined with event-triggered control to determine the ramp metering
actions, as is proposed in [FSS15] and later in [FSS16]. Overall, event-triggered model predictive
control is more efficient than solely MPC strategies, especially when reducing the frequency of solving
the optimization problem and updating the control laws only when needed.

Consequently, designing an event-triggered output-feedback law to stabilize the traffic on the two
cascaded road segments is a relevant extension to the results presented in this chapter. Such an
event-triggered algorithm, based on emulating the proposed output-feedback laws, has been designed
in [EAYK22b, EAYK22a]. The control signal was updated according to a suitable dynamic triggering
condition. We proved that under this strategy, there exists a uniform minimal dwell time (independent
of initial conditions), thus avoiding the Zeno phenomenon. We also guaranteed the exponential
convergence of the closed-loop system under the proposed event-triggered boundary control. The
resulting suitably sampled control law avoids useless actuation solicitations. Possible extensions would
include the design of a periodic event-triggered control strategy to monitor the triggering condition
periodically, hence, saving computational resources. Moreover, the questions related to quantized
implementations of event-triggered controllers should also be considered.

160



Part III
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12 - Perspectives
This chapter presents perspectives and ongoing work that build upon the results presented in

Part II. This part aims to highlight the potential of the results developed in the manuscript, mainly
regarding the study of general networks of hyperbolic systems. It also highlights challenging problems
and promising advances. Some ideas and claims introduced in this chapter will be presented without
proof since they are still preliminary.

P1 . Designing explicit output-feedback control laws for arbitrary networks

The constructive methods proposed in this manuscript for controlling networks of hyperbolic
systems require specific structural assumptions. In Chapter 7, we considered configurations where
the PDE system is not under-actuated or under-measured (even if an ODE can filter the actuation).
Although the corresponding design assumptions are less restrictive than those existing in the literature,
there are many configurations for which they are not satisfied. In Chapter 8, we focused on a network
with a chain structure (i.e., the graph representing the network is a straight line, and the actuator is
located at one of its extremities) and generalized the recursive interconnected framework introduced
in [RAN21b]. In Chapter 9, we considered a simple chain with two subsystems but actuated at the
junction. We have shown that the design of stabilizing controllers was only possible under specific
controllability conditions. This emphasizes that depending on the actuator/sensor locations, networks
with a chain structure may not be controllable/observable.

A network of hyperbolic systems can be described as a graph. For instance, each elementary
hyperbolic subsystem can be identified with an edge of a given graph. At the same time, interactions
between the PDEs occur at the graph’s vertices. This graph representation has been used in [DZ06]
to describe networks of wave equations. We believe such a representation will be a cornerstone to
designing control strategies for complex networks of hyperbolic systems. Examples of possible network
configurations are given in Figure 12.1. Then, two theoretical challenges naturally arise

1. Given a configuration of actuators/sensors, we want to verify that this configuration makes the
system controllable/observable before designing an appropriate modular, scalable, and numerically
implementable control law. This will require enhancing the qualitative analysis to understand
the links between the structure of the network (e.g., number of cycles, incidence matrix) and its
controllability/observability properties.

2. Considering a given number of actuators, we aim to find admissible locations to guarantee con-
trollability/observability. We aim to characterize the possible actuator/sensor configurations
for a given graph structure that guarantee controllability/observability. For each location, we will
then design properly tuned output-feedback controllers.

To solve these challenging open questions, we aim to develop an innovative methodology that

Figure 12.1: Examples of possible network configurations: chain structure (left), junction/tree (right). The arrowspicture possible boundary couplings between the subsystems.
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extends the approach developed in Chapter 9 in the case of two interconnected scalar hyperbolic
systems. It relies on the theory of integral equations. As shown in Chapter 6, in the absence of the
ODEs systems, the original hyperbolic network can be rewritten as a set of simpler Integral Delay
Equations (IDEs)

z(t) =
N∑
k=1

Akz(t− τk) +
∫ τN

0
f(ν)z(t− ν)dν +

N∑
k=1

BkU(t), (12.1)
where we still denote z the state and U the control input. The parameters τk are positive delays,
the matrices Ak and Bk are constant, and f is a piecewise continuous function. We have shown in
Chapter 9 that by performing adequate changes of variables, this equation can be rewritten as

z(t) =
N∑
k=1

Akz(t− τk) +
∫ τN

0
f(ν)z(t− ν)dν +

N∑
k=1

BkU(t) +

∫ τN

0
g(ν)U(t− ν)dν, (12.2)

where we have overloaded the different variables and where g is a piecewise continuous function.
Equation (12.2) is an IDE with pointwise and distributed control terms. The advantage of equa-
tion (12.2) compared to equation (12.1) is that the dimension of the state is smaller. As seen in
Chapter 9 spectral controllability conditions can easily be obtained for such systems [Mou98]. These
conditions have been shown to be sufficient to design exponentially stabilizing controllers for the test
case considered in Chapter 9.

The future work of I. Balogoun (postdoctoral fellow co-supervised with I. Boussaada and G.
Mazanti) will fit a part of this research axis. I also plan to hire Ph.D. students and interns using the
funding obtained from the PANOPLY ANR JCJC project and funding from Université Paris-Saclay.

P1.1 . Controllability, observability and control design
We believe the approaches developed in Chapter 9 can be extended to stabilize equation (12.2),

thus generalizing the backstepping approach to IDEs. More precisely, we introduce a set of candidate
control inputs expressed as distributed delayed feedback of the state and the input (namely V Ut) =∫ τN
0 M(ν)X(t − ν) +N(ν)U(t − ν)dν). A control law from this set will stabilize the system if the

functions M and N are solutions to Fredholm equations. It appeared in Chapter 9 that the spectral
controllability conditions implied the existence of solutions for these integral equations. Although the
analysis of Fredholm integral equations is a difficult problem [KMK89], we believe the constructive
approach presented in Chapter 9 can be first extended to a chain with a larger number of non-scalar
subsystems. Then, to deal with more involved network structures, we will use graph theory to simplify
the description of the network and subdivide it into simpler sub-networks. Indeed, the structure of the
matrices Ak and Bk are related to the graph properties (e.g., number of cycles, incidence matrix). In
that sense, our approach relates to the spectral methodology proposed in [DZ06] for wave-equations
networks. We could also take advantage of the analysis performed [CMS20] to obtain controllability
conditions. Moreover, using the concept of structural controllability [Lin74], we will identify reflections
of graph-theoretic notions on the system properties and relate the graph structure of the network with
the proposed IDE representation (particularly regarding the sparsity of the different coupling matrices
appearing in equation (12.2)). We believe we can take advantage of these properties to show that the
corresponding set of Fredholm equations admits a solution. This should simplify the controllability
conditions and, therefore, the design of the corresponding controllers. Moreover, this could help
to identify configurations for which the network is always controllable. The results from Chapter 8
and Chapter 9 suggest possible controllability conditions depending on the minimal number of paths
required to browse the entire network starting from the actuator nodes. In this context, the recursive
framework developed in Chapter 8 could be a promising path to simplify the design by subdividing
the graph into sub-graphs. Note that this approach can be leveraged to obtain numerical solutions
to the problem. State observers will be designed following a similar path.

P1.2 . Admissible actuator and sensor locations
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The second objective consists of finding the minimum number of actuators/sensors (and their
respective position in the network) to guarantee the possibility of controlling/observing a given network
of hyperbolic systems. Then, assuming we now have a fixed number of actuators/sensors greater than
this value, we want to know all the admissible configurations under which it is possible to design
output-feedback controllers. Even if there is a paradigm change compared to Section P1.1 as the
actuators/sensors can now be arbitrarily placed in the network, there are also strong connections
between the two objectives. Thus, we will use similar tools (structural controllability [Lin74], spectral
controllability conditions, integral approach) to establish the links between the structure of the graph
describing the network and admissible locations for actuators/sensors (i.e., the ones for which the
system is controllable/observable). We expect to connect the minimal number of actuators/sensors
with some of the network graph properties (e.g., number of cycles, branches). Similarly, admissible
locations should be expressed in terms of graph properties.

To simplify the analysis, we may first consider that all the network subsystems have the same
dimensions. We may also start by considering a gradation in the complexity of the network by
focusing on specific network configurations: chain, divergence, star, simple trees, one cycle. We
believe the proposed methodologies can be adjusted to deal with the presence of ODEs in the network.
Interestingly, the results we will obtain for stabilizing general networks will directly affect the design
of stabilizing controllers for underactuated systems, as shown in [ABABP20].

P2 . Performance specifications and robustness analysis

In the whole manuscript, we mostly focused on stabilizing system (6.1) and did not directly consider
the closed-loop performance of the designed output-feedback controllers. To guarantee the existence
of robustness margins, we have derived simple sufficient conditions under which appropriate low-pass
filters can be combined with the proposed control law to obtain a strictly proper controller, as stated in
Theorem 6.2.3. However, considering practical applications, we believe a deeper quantitative analysis
of the performance and robustness properties of the closed-loop system is necessary.

I plan to hire a postdoctoral fellow to work with me on this research axis, using the funding
obtained from the PANOPLY JCJC ANR project.

P2.1 . Analytical tools to quantify closed-loop performance

We believe it is crucial to assess and quantify the performance of the output-feedback con-
trollers we design with respect to a set of performance criteria. This set of performance criteria should
be defined in terms of practical relevant properties for industrial applications [ÅM21]. So far, such
a complete performance analysis has yet to be developed. A thorough literature review and classi-
fication of existing criteria (such as disturbance rejection, robustness margins, sensitivity functions,
or convergence rate) for finite-dimensional systems is needed to separate candidates for distributed
parameter systems. Furthermore, these concepts must be tailored to the specific requirements of
infinite-dimensional systems: the concept of phase margin is, for instance, an insufficient metric for
infinite-dimensional systems since significant dynamics can be spread over a wide frequency range and
with more esoteric behavior of systems that are not strictly proper [CM09, LRW96]. Consequently,
one of our first objectives is defining a set of relevant performance criteria.

Then, we aim to develop analytical techniques to quantify the performance of our output-
feedback laws regarding this set of specifications. Using the time delay representation (6.23)-(6.25),
we wish to apply frequency-domain methods developed for time-delay systems to analyze the qual-
itative and quantitative properties of our closed-loop systems [MN07, LNC+16]. The main difficulties
lie in the performance limitations of the neutral asymptotic chains and in treating the distributed
delay terms. Finally, the Port-Hamiltonina Systems (PHS) methodology can provide a framework
with clear energy interpretations [JZ12] to quantify the closed-loop performance. This will require
establishing clear links between the representation (6.23)-(6.25) of our controlled network and a pos-
sible PHS rewriting. These analytical techniques should be benchmarked on examples and test case
studies, such as in Chapter 11 when designing stabilizing controllers for freeway segments. We will
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define simple and realistic scenarios to test the proposed control strategies. This would allow us to
quantitatively compare our control strategies with conventional controllers (namely PI controllers)
with respect to a given set of specifications.

P2.2 . Robustness with respect to stochastic uncertainties
Although the robustness guarantees given in Theorem 6.2.3 provide admissible bounds for con-

stant uncertainties, we want to investigate the robustness properties of the controllers designed in this
manuscript with respect to time-varying uncertainties or even stochastic ones. Only a few results in
the literature focus on hyperbolic systems with time-varying coefficients [CN21b, MAK22]. However,
when considering applications as freeway transportation systems, some parameters may be subject to
abrupt changes due to external causes, e.g., the random flux at the entrance of the freeway [Col03]
or changes in drivers’ behavior. This has motivated the stability analysis of switching hyperbolic
systems [AHB11] or Markov jump linear hyperbolic conservation laws [ZP17]. In this latter con-
tribution, the authors considered stochastic velocities and showed mean-square exponential stability
under appropriate conditions (balance between the dissipativity of the hyperbolic and the transition
probability of the Markov process). Below are some recent preliminary results that guarantee the
mean-square exponential stabilization of coupled hyperbolic systems with random parameters. More
precisely, consider the scalar hyperbolic system (simplified version of (5.1))

∂tu(t, x) + λ(t)∂xu(t, x) = σ+(t)v(t, x), (12.3)
∂tv(t, x)− µ(t)∂xv(t, x) = σ−(t)u(t, x), (12.4)

with the boundary conditions

u(t, 0) = q(t)v(t, 0), v(t, 1) = ρ(t)u(t, 1) + U(t), (12.5)
with the nominal backstepping control law

U(t) =

∫ 1

0
K(y)u(t, y) + L(y)v(t, y)dy, (12.6)

where the functions K and L are designed using the backstepping approach for nominal values of
the parameters (λ(t), µ(t), σ+(t), σ−(t), q(t), ρ(t)) = (λ0, µ0, σ

+
0 , σ

−
0 , q0, ρ0) [CVKB13]. However,

we consider here that the parameters are stochastic. More precisely, they are modeled by independent
Markov processes with a finite number of states [KM01]. We denote S = {λ, µ, σ+, σ−, q, ρ} the set
of random variables. Each random element X of the set S is a Markov process with the following
properties.

• (P1) X(t) ∈ {Xi, i ∈ {1, . . . , rX}}, rX ∈ N with X ≤ X1 < · · · < XrX ≤ X̄.

• (P2) The transition probabilities PX
ij (t1, t2) qualify the probability to switch from Xi at time

t1 to Xj at time t2 ((i, j) ∈ {1, . . . , rX}2, 0 ≤ t1 ≤ t2). They satisfy

1. PX
ij : R2 → [0, 1] with

∑rX
j=1 P

X
ij (t1, t2) = 1.

2. PX
ij is a differentiable function which, for s < t follows the Kolmogorov equation

∂tP
X
ij (s, t) = −cXj (t)PX

ij (s, t) +

rX∑
k=1

PX
ik (s, t)τ

X
kj(t),

PX
ii (s, s) = 1, and PX

ij (s, s) = 0 for i ̸= j, (12.7)
where τij and cXj =

∑rX
k=1 τ

X
jk are nonnegative-valued functions such that for any t,

τXii (t) = 0. Moreover, the functions τXik are upper bounded by a constant τ⋆X .

• (P3) The realizations of X are right-continuous.
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Moreover, we assume that for all X ∈ S, we have X ≤ X0 ≤ X̄ (where X0 is the nominal value,
e.g. X0 = λ0 if X = λ). We also assume that λ > 0, µ > 0 and |ρ̄q̄| < 1. It is common to
assume only a finite number of values in (P1) [KM01, SBO19]. Similarly, it is standard to assume
Property (P3) for the modeling of continuous-time Markov chains. It is important to mention that the
properties (P1) and (P3), along with the Markov property, guarantee that PX

ij satisfies the Kolmogorov
Equation (12.7) for certain positive-valued functions τXij , c

X
j [RH03, Ros14]. Thus Property (P2) only

implies that the functions τXij are bounded, which is a mild modeling assumption. We emphasize
that the parameter τXij ∆t is approximately the probability of transition from Xi to Xj on the interval
[t, t+∆t). Moreover, 1− cXj (t)∆t is the probability of staying at Xj during this time interval. The
stochastic system under consideration is well-posed.

Lemma P2.1 For any initial condition (u0, v0) ∈ L2[0, 1] and for any initial states δ(0) for the
stochastic parameters, the closed-loop system (12.3)-(12.4) with the nominal control law (12.6) admits
a unique solution (u, v) such that for any t,

E[0,(u0,v0,δ(0))]{||(u(t, ·), v(t, ·)||L2[0,1]} <∞.

Proof : The proof can be easily adjusted from [ZP17]. Almost every sample path of our stochastic processes
is a right-continuous step function with a finite number of jumps in any finite time interval. We can then
define a sequence {tk; k = 0, 1, . . . } of stopping time such that t0, limk→∞ tk = ∞ and every X ∈ S is
constant on tk ≤ t < tk+1. We can then iteratively build the solution on each interval [tk, tk+1] by applying
[BC16, Theorem A.4]. The rest of the proof is analogous to [ZP17, Proof of Proposition 1]. ■

Then, we can generalize the deterministic robustness results stated in [ADM20] to the case of
stochastic parameters.

Theorem P2.1.

Consider the closed-loop system (12.3)-(12.5) with the control law (12.6). There exists a posi-tive constant ϵ⋆, such that if, for all time t ≥ 0 and allX ∈ S,∑
X∈S

E[0,X(0)](|X0 −X(t)|) ≤ ϵ⋆, (12.8)
then the closed loop system is mean-square exponentially stable, that is, there exists κ > 0and γ > 0 such that

E[0,(w(0),δ(0))](w(t)) ≤ κe−γtw(0), (12.9)
where w(t) = ∫ 1

0 u
2(t, x) + v2(t, x)dx.

Proof : The proof of Theorem P2.1 is inspired by [KBP22b]. It can be found in [APK23]. First, the system
is simplified using a backstepping transformation, and then, the stability is shown using a Lyapunov analysis.
The exponential stability is shown using the so-called technique of probabilistic delay averaging [KM01].
Applying the nominal backstepping transformation, we can map the system (12.3)-(12.5) to the target system

∂tα(t, x) + λ(t)∂xα(t, x) = f1(δ(t))v(t, x) + f2(δ(t))β(t, 0)

+

∫ x

0

f3(δ(t), x, y)u(t, y) + f4(δ(t), x, y)v(t, y)dy (12.10)
∂tβ(t, x)− µ(t)∂xβ(t, x) = g1(δ(t))u(t, x) + g2(δ(t))β(t, 0)

+

∫ x

0

g3(δ(t), x, y)u(t, y) + g4(δ(t), x, y)v(t, y)dy, (12.11)
with the boundary conditions

α(t, 0) = q(t)β(t, 0), (12.12)
β(t, 1) = ρ(t)α(t, 1) + (ρ(t)− ρ0)

∫ 1

0

Kvu(1, y)u(t, y)dy + (ρ(t)− ρ0)

∫ 1

0

Kvv(1, y)v(t, y)dy, (12.13)
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where the functions fi and gi are such that exists a constant M0 > 0 such that for any realization δ(t) = δj
(j ∈ R) of the stochastic variable δ and for any (x, y) ∈ T , for all i ∈ {1, 2, 3, 4}, we have

|fi(δj)| < M0

∑
X∈S

|X0 −Xj |, |gi(δj)| < M0

∑
X∈S

|X0 −Xj |. (12.14)
Consider the following Lyapunov functional candidate

V (z, δ) =

∫ 1

0

e
− ν

λ(t)
x

λ(t)
α2(t, x) + a

e
ν

µ(t)
x

µ(t)
β2(t, x)dx, (12.15)

with a, ν > 0. This functional explicitly depend on δ through the velocities λ and µ. Since the velocities λ(t)
and µ(t) are upper and lower bounded, the functional V is equivalent to the L2-norm of the state (α, β). We
define the infinitesimal generator L [KM13, Ros14] acting on the functional V : (L2([0, 1],R))2 × T → R as

LV (z, δ) = lim sup
∆t→0+

1

∆t
E[t,(z,δ)](V (z(t+∆t), δ(t+∆t))− V (z, δ)). (12.16)

We define Lj , the infinitesimal generator of the Markov process (z, δ) (where z(t, ·) = (α(t, ·), β(t, ·)) obtained
from the system (12.10)-(12.13) by fixing δ(t) = δj (j ∈ R) as

LjV (z) =
dV

dz
(z, δj)hj(z) +

∑
ℓ∈R

(Vℓ(z)− Vj(z))τjℓ(t), (12.17)
where Vℓ(z) = V (z, δℓ), and hj is the operator corresponding to the dynamics of the target system (12.10)-(12.13) with the fixed value δ(t) = δj . From now, we consider that δ(t = 0) = δi for some i ∈ R. Performing
a classical Lyapunov analysis and using (12.14) and Young’s inequality, we can show there exists η > 0 and
M1 > 0 such that

dVj

dz
(z)hj(z) ≤ −ηV (t) +M1

∑
X∈S

|X0 −Xj |V (t). (12.18)
In the meantime, we have

r∑
ℓ=1

(Vℓ(z)− Vj(z))τjℓ =

r∑
ℓ=1

τjℓ

∫ 1

0

(
e
− ν

λℓλ
x

λℓλ

− e
− ν

λjλ
x

λjλ

)α2(t, x) + a(
e

ν
µℓµ

x

µℓµ

− e
ν

µjµ
x

µjµ

)β2(t, x)dx.

Using the mean value theorem, on the functions λ 7→ e
− ν

λ
x

λ
and µ 7→ e

ν
µ

x

µ
, we obtain

r∑
ℓ=1

(Vℓ(z)− Vj(z))τjℓ ≤M2

r∑
ℓ=1

∑
X∈S

τjℓ|Xℓ −Xj |V (t),

where M2 > 0. Combining this inequality with equation (12.18), we get

LjV (t) ≤ −ηV (t) +M1

∑
X∈S

|X0 −Xj |V (t) +M2

r∑
ℓ=1

∑
X∈S

τjℓ|Xℓ −Xj |V (t). (12.19)

We now compute the quantity L̄ =
∑r

j=1 Pij(0, t)LjV (t). Notice first that
∑r

j=1 Pij(0, t)
∑

X∈S |X0 −Xj |
= E[0,δ(0)] (

∑
X∈S |X0 − X(t)|) =

∑
X∈S E[0,X(0)](|X0 − X(t)|), since all the variables are independent.

Thus, applying the triangular inequality, the following inequality holds

L̄ ≤ [−(η −M1

∑
X∈S

E[0,X(0)](|X0 −X(t)|)) +M2

r∑
j=1

r∑
ℓ=1

Pij(0, t)
∑
X∈S

τjℓ(|Xℓ −X0|+ |Xj −X0|)]V (t)

≤ −(η − (M1 +M2rτ
⋆)

∑
X∈S

E[0,X(0)](|X0 −X(t)|))V (t) +M2

r∑
j=1

r∑
ℓ=1

Pij(0, t)
∑
X∈S

τjℓ|Xℓ −X0|V (t)

Applying (12.7), we obtain

r∑
j=1

Pij(0, t)LjV (t) ≤ −V (t)
(
η −M2k(t)− (M1 +M2rτ

⋆)
∑
X∈S

E[0,X(0)](|X0 −X(t)|)
)
, (12.20)

where the function k is defined by

k(t) =
∑
X∈S

r∑
j=1

|Xj −X0|(∂tPij(0, t) + cjPij(0, t)).
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Let us denote k0(t) = η− (M1 +M2rτ
⋆)

∑
X∈S E[0,X(0)](|X0 −X(t)|)−M2k(t)) and define the functional

Z(t) as Z(t) = exp(
∫ t

0
k0(s)ds)V (t). We have∫ t

0

k(s)ds ≤
∑
X∈S

(E[0,X(0)](|X0 −X(t)|) + c⋆
∫ t

0

E[0,X(0)](|X0 −X(s)|)ds),

where c⋆ = rτ⋆. Consequently, defining ϵ⋆ = η
2(2M2c⋆)+M1

, if
∑

X∈S E[0,X(0)](|X0 −X(t)|) ≤ ϵ⋆, we obtain

E[0,(z,δ)(0))](Z(t)) ≥ E[0,(z,δ)(0))](e
−M2ϵ

⋆+ η
2
tV (t)). (12.21)

In the meantime, we have

E[0,(z(0),δ(0))](LZ(t)) = e
∫ t
0 k0(s)dsE[0,(z(0),δ(0))](LV (t)).

Since E[0,(z(0),δ(0))](LV (t)) = E[0,(z(0),δ(0))](
∑r

j=1 Pij(0, t) LjV (t)), we obtain using equation (12.20)
E[0,(z(0),δ(0))](LZ(t)) ≤ exp(

∫ t

0

k0(s)ds)E[0,(z(0),δ(0))](k0(t)V (t) +

r∑
j=1

Pij(0, t)LjV (t)) ≤ 0.

Therefore, according to Dynkin’s formula [Dyn12, Theorem 5.1, p. 132], we obtain

E[0,(z(0),δ(0))](Z(t))− Z(0) = E[0,(z(0),δ(0))](

∫ t

0

LZ(s)ds) ≤ 0. (12.22)
Consequently, defining γ = η

2
, and combining equations (12.21) and (12.22), we obtain

E[0,(z(0),δ(0))](V (t)) ≤ V (0)eM2ϵ
⋆

e−γt. (12.23)
This concludes the proof. ■

Although Theorem P2.1 is only shown in the case of the elementary scalar hyperbolic system (12.3)-(12.5), we believe the ingredients of the proofs would remain identical when dealing with complex
networks, provided an appropriate Lyapunov functional is available. This motivates the research
on explicit Lyapunov functionals for networks of hyperbolic systems. We should also focus on the
generalization of our approach to non-independent stochastic parameters and to a larger class of
random variables (that may not be described by Markov processes) and random fields.

P3 . Lyapunov functional for hyperbolic systems

Consider the general hyperbolic system
∂tu(t, x) + Λ+∂xu(t, x) = Σ++(x)u(t, x) + Σ+−(x)v(t, x),
∂tv(t, x)− Λ−∂xv(t, x) = Σ−+(x)u(t, x) + Σ−−(x)v(t, x),
v(t, 1) = Ru(t, 1), u(t, 0) = Qv(t, 0) + f(t),

(12.24)
where f(t) is an exogenous signal that may correspond to the control input. As we have seen in
Chapter 5, equations (12.24) can model a wide variety of networks. We have omitted the ODE part
for the sake of simplicity. Even if we may know how to design a stabilizing controller for system (12.24)
(for instance, using the techniques developed in Section P1), it may be interesting to obtain an ex-
plicit Lyapunov functional. First, it can help us characterize the open-loop stability of the system
(using simpler conditions than the one proposed in [HVL93]). Then, several control strategies (as
event-triggered controllers) require Lyapunov functionals (see, e.g., [EGMP16, EAYK22b]). Conse-
quently, having an appropriate Lyapunov functional is crucial to improve our controllers by adding an
event-trigger mechanism (as mentioned in Chapter 11), thus avoiding useless actuator solicitations.
Moreover, having a Lyapunov function also opens some interesting perspectives regarding robustness
analysis as seen in Section P2.2 (see also [AKBP22] for a discussion on the interest of having such a
general functional to deal with robustness with respect to stochastic delays in the actuation).

In the absence of the exogenous signal f(t), some sufficient conditions based on Linear Matrices
Inequalities have been proposed in [BC16]. In the case of conservation laws (i.e., the matrices Σ·· all
equal zero), the functionals given in [CBdN08, BC16] require dissipative boundary conditions, i.e.

inf{||∆
(
0 Q
R 0

)
∆−1||, ∆ ∈ D+

n+m} < 1, (12.25)
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where D+
n+m is the set of diagonal matrices of dimension n+m whose elements on the diagonal are

positive. However, exponentially stable systems exist for which dissipative boundary conditions are
not verified [BSBAA+19], thus limiting the applicability of the corresponding Lyapunov functionals.

To characterize the Input-to-State Stability (ISS) of networks of PDEs, we may consider the
equivalent IDE representation (as given in Chapter 6) and rely on Lyapunov ISS functionals already
developed for such time-delay systems (see [PK13, Pep14]). Nevertheless, while the Input-to-State
Stability of a large number of PDEs with bounded control operator or admissible boundary control
is now well-grounded (see [MP20] for a complete review of this field) and its characterization with a
coercive ISS Lyapunov function clearly investigated, it is not the case for IDEs and even for differ-
ence equations. Indeed, to our best knowledge, some of the only works investigating this question
are [HVL93] and [KK14]. On the one hand, [HVL93] proved that the asymptotic stability of the ho-
mogeneous difference equation is equivalent to the ISS of the non-homogeneous one (via Duhamel’s
principle) but did not consider Lyapunov characterization. On the other hand, [KK14] proposed Lya-
punov ISS conditions of general nonlinear difference equations, but they are only sufficient. Note
that ISS Lyapunov characterizations for nonlinear continuous-time difference equations are provided
in [Pep14] in terms of Lyapunov functional continuous-time difference operator.

In this section, we detail some recent advances in the characterization with a Lyapunov functional
of ISS of linear difference equations (that can represent systems of conservation laws). We believe
analogous results can be obtained for IDEs, thus resulting in the characterization of Input-to-State
stability for system (12.24). The proposed approach grounds on the recent work of [RCMDL18]. More
precisely, we focus on the difference equation

X(t) =
M∑
k=1

AkX(t− τk) + f(t), t ≥ 0 (12.26)
where Ak ∈ Rn×n and the positive time-delays τk > 0 (1 ≤ k ≤ M) are ordered as 0 < τ1 <
τ2 < ... < τM . The function f is an exogenous signal which belongs to Cpw([0,∞),Rn). The
function X : [−τM ,∞)→ Rn is considered to be piecewise continuous. In the following, we assume
that in the absence of f , the system (12.26) is exponentially stable in the sense of the L2

τM
-norm. The

reader is referred to [ABP23] for the proofs.
This research axis could strengthen the collaborations with Ecole des Mines and with N. Espitia

from Cristal-Lab in Lille. It could open interesting perspectives for a possible thesis subject.

P3.1 . Preliminary definitions and properties
In this section, we define the fundamental and Lyapunov matrix associated with the homogenous

system (12.26) (i.e., f ≡ 0)

X(t) =
M∑
k=1

AkX(t− τk), t ≥ 0. (12.27)
We also recall some properties that have been shown in [RMDL17].

Lemma P3.1 ([RMDL17]) Assume that det(Id−∑M
k=1Ak) ̸= 0. The n×n matrix function K(t)

defined for all t ≥ 0 by

K(t) =
M∑
k=1

K(t− τk)Ak =
M∑
k=1

AkK(t− τk), t ≥ 0, (12.28)
with the initial condition K(θ) = K0 = (

∑M
k=1Ak− Id)−1 for θ ∈ [−τM , 0) is called the fundamental

matrix of system (12.27). For any initial condition X0 ∈ Cpw
τM , the response of system (12.27) is given

by

X(t) =
M∑
k=1

D+

∫ 0

−τk

K(t− θ − τk)AkX
0(θ)dθ. (12.29)
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Obviously, the matrix K is perfectly defined when the system (12.27) is exponentially stable. For-
mula (12.29) is known as the Cauchy formula. The fundamental matrix K(t) is a piecewise constant
function, with discontinuity points defined by

tk = min
p1k,...p

m
k

{
M∑
j=1

pjkτj |
M∑
j=1

pjkτj > tk−1, p
j
k ∈ N}. (12.30)

We denote the set of discontinuity instants of K as IK = {tk}k∈N. For all t ≥ 0, we define ∆K as
∆K(t) = K(t+)−K(t−). It can be easily verified that ∆K(0) = Id. Moreover, if the homogeneous
system (12.27) is exponentially stable, then the matrix ∆K exponentially converges to zero. We now
define the Lyapunov matrix associated with system (12.27).
Definition P3.1 ([RCMDL18]) Let (12.27) be exponentially stable. For every n × n symmetric
positive definite matrix W , the Lyapunov matrix

V (τ) =

∫ ∞

0
(K(t)−K0)

TWK(t+ τ)dt, (12.31)
is well defined for all τ ≥ −τM .

The matrix V plays a crucial role in the design of the Lyapunov-Krasovskii functional introduced in
[RCMDL18]. Unlike the matrix K, the definition of this functional is only needed on the interval
[−τM , τM ]. Its derivative can be expressed as V ′(τ) =

∑
k≥0(K

T (tk − τ)−KT
0 )W∆K(tk). Due to

the discontinuities of K, V ′ is also discontinuous. We define the derivative’s jump discontinuities as
∆V ′(τ) = V ′(τ+)− V ′(τ−), τ ∈ [−τM , τM ]. and it holds for τ ∈ [−τM , τM ]

∆V ′(τ) = −
∑
k≥0

∆KT (tk − τ)W∆K(tk). (12.32)

It is important to emphasize that when the delays τi are not rationally independent, the matrix V ′

may have an infinite number of discontinuities on the interval [0, τM ]. In what follows, for any
−τM < t0 < t1 < τM , we denote I((t0, t1)) the set of discontinuity points of the function V ′ that
belong to (t0, t1). We establish the following lemma [ABP23].

Lemma P3.2 The set I((−τM , τM )) is countable and ∆V ′ is thus equal almost everywhere to the
zero function. Moreover, if the homogeneous system (12.27) is exponentially stable then the quantity∑

τc∈I((−τM ,τM )) ||∆V ′(τc)|| is finite.

P3.2 . Lyapunov-Krasovskii functional
Let us first introduce the functional v0(φ) defined for all φ ∈ Cpw

τM by

v0(φ) =

M∑
i=1

M∑
j=1

∫ 0

−τi

∫ 0

−τj

φT (ξ)AT
i D

+
ξ D

+
θ (

∫ ∞

0
KT (ν − ξ − τi)WK(ν − θ − τj)dν)Ajφ(θ)dθdξ,

where we have denoted D+
ξ and D+

θ the Dini derivative with respect to ξ and θ. The integral
term

∫∞
0 KT (ν − ξ − τi)WK(ν − θ − τj)dν is well-defined since the fundamental matrix verifies

equation (12.28), which is assumed to be exponentially stable. The functional v0 corresponds to the
one given in [RCMDL18]. From the definition of V in equation (12.31), we obtain D+

ξ D
+
θ

∫∞
0 KT (ν−

ξ − τi)WK(ν − θ − τj)dν = D+
θ D

+
ξ V (−θ − τj + ξ + τi). We emphasize that the definition of the

functional v0 requires system (12.27) to be exponentially stable. We have the following lemma.

Lemma P3.3 If system (12.27) is exponentially stable, then there exists α1 > 0, such that for all
φ ∈ Cpw

τM

0 ≤ v0(φ) ≤ α1||φ||2L2
τM
. (12.33)
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The next lemma gives the expression of the time-derivative of v0(X[t]), when X[t] is the solution
of equation (12.26).
Lemma P3.4 Consider the functional v0 and X[t] the solution of equation (12.26). Assume that
system (12.27) is exponentially stable. Then, for all t ≥ 0 we have

D+v0(X[t]) = −XT (t)WX(t)−2XT (t)∆V ′(0)f(t) + fT (t)∆V ′(0)f(t)

− 2
M∑
i=1

∑
τc∈I((0,τi))

XT (t+ τk − τi)AT
i ∆V

′(τc)f(t). (12.34)

Note that the expression given by equation (12.34) is well defined due to Lemma P3.2. In the absence
of the exogenous signal f , we have the negativity of the time-derivative of v0(X[t]). However, the
functional v0 is not equivalent to the L2 norm. Moreover, we wish to obtain a strict Lyapunov
functional, that is, with an exponential decay in the absence of the exogenous signal f . Inspired
by [DBC12], we introduce two intermediate functionals defined for φ ∈ Cpw

τM by

v̄0(φ) =

M∑
i=1

M∑
j=1

∫ 0

−τi

∫ 0

−τj

φT (ξ)AT
i D

+
ξ D

+
θ (

∫ ∞

0

KT (ν − ξ − τi)WK(ν − θ − τj)dν)Ajφ(θ)e
ρ
2 (θ+ξ)dθdξ,

ṽ0(φ) = v̄0(φ)− v0(φ),

where ρ > 0 is a tuning parameter that will be defined later. Since v̄0(φ) = v0(e
ρ
2
·φ), we have

v̄0(φ) ≥ 0 for all φ ∈ Cpw
τM . The functional v̄0 is introduced to obtain an exponential decay rate.

Lemma P3.5 Consider X[t] the solution of equation (12.26) and assume that system (12.27) is ex-
ponentially stable. Then, there exist real parameters K1 > 0,K2 > 0, a > 0, ā > 0, a sequence of
positive coefficients d̄q such that the series

∑
q≥0 d̄q converges and a sequence of increasing scalar

numbers τ̄q with τ̄0 = 0 (all independent on ρ) which are such that, for all t ≥ 0 and all ϵ > 0, we
have

D+v̄0(X[t]) ≤− ρv̄0(X[t])−XT (t)WX(t) + (
a

ϵ
+ ā)||f(t)||2

+ (K1(1− e−ρτM ) +K2ϵ)
∑
q

d̄q||X(t− τ̄q)||2. (12.35)
Consider a sequence of positive coefficients bq such that the series

∑
q≥1 bq converges and define, for

all φ ∈ Cpw
τM , the functional v1 as

v1(φ) =v̄0(φ) +
∑
q≥1

bq

∫ 0

−τ̄q

φ(ν)Tφ(ν)eρνdν + b

∫ 0

−τM

φ(ν)Tφ(ν)eρνdν, (12.36)

where b > 0. We have the following lemma.

Lemma P3.6 For all φ ∈ Cpw
τM , v1(φ) ≥ 0. Consider X[t] the solution of equation (12.26) and

assume that system (12.27) is exponentially stable. Then, the parameters ρ > 0, b > 0, bq > 0 and
ϵ > 0 can be chosen such that

D+v1(X[t]) ≤− ρv1(X[t]) + (
a

ϵ
+ ā)||f(t)||2 − be−ρτM ||X(t− τM )||2, (12.37)

the coefficients ā and a being defined in the statement of Lemma P3.5.

We now establish the existence of quadratic bounds for v1.

Lemma P3.7 If system (12.27) is exponentially stable, then there exist αℓ > 0, αu > 0 such that for
all φ ∈ Cpw

τM

αℓ||φ||2L2
τM
≤ v1(φ) ≤ αu||φ||2L2

τM
. (12.38)
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We can now state the main result of this section, which characterizes the Input-to-State Stability of
System (12.26) with a Lyapunov functional.

Theorem P3.1 Consider system (12.26) with the initial data X0 ∈ Cpw
τM . Assume that f belongs to

Cpw([0,∞),Rn). The two following statements are equivalent:

1. the solution to (12.26) is L2-ISS;

2. there exists a quadratic function v1 : C
pw
τM → R+ such that

(a) ∃ ρ, σ > 0 D+v1(X[t]) ≤ −ρv1(X[t]) + σ∥f(t)∥2

(b) ∃αl, αu > 0 ∀φ ∈ Cpw
τM αℓ||φ||2L2

τM

≤ v1(φ) ≤ αu||φ||2L2
τM

.

This result constitutes somehow an extension of [HVL93, Chapter 9, Theorem 6.1], which proved
that the asymptotic stability of (12.27) is equivalent to the ISS of (12.26) with respect to the exoge-
nous signal f . However, Theorem P3.1 proposes a Lyapunov characterization of this property, along
with an explicit form of the corresponding Lyapunov functional. Besides, it is worth underlining that
this result complements the ISS Lyapunov characterizations for nonlinear continuous-time difference
equations provided in [Pep14], in terms of Lyapunov functional continuous-time difference operator
in lieu of the differential operator proposed here. The numerical evaluation of the ISS gain γ is an
important practical question, which requires exploring the numerical implementation of the Lyapunov
functional v1. The main related difficulty is due to the series

∑
q≥1 bq

∫ 0
−τ̄q

φ(ν)Tφ(ν)eρνdν. More-
over, the term v0 requires computing the function V ′′(τ), which is not easy in the case of rationally
independent delays. Interestingly, the computations become much simpler when the delays are ra-
tionally dependent (as the ∆V ′ only has a finite number of discontinuities in this case). Thus, for
practical use of the Lyapunov v1 (to design stabilizing control laws, for instance), one could consider
a sufficiently good approximation of the Lyapunov matrix V using rationally dependent delays (see
[RMDL17] for more details).

P3.3 . Extensions and applications
In the near future, a promising research axis would be to extend the proposed analysis to IDEs

grounding on the recent necessary Lyapunov stability conditions obtained in [OEM22]. This would help
characterize the stability properties of hyperbolic systems [BSGB18, SBS17, BSBAA+19]. We believe
analogous strategies would still hold. Such developments resulting in explicit Lyapunov functions
would have major consequences in terms of control perspectives for networks of PDEs, as these
systems can be rewritten as IDEs. In particular, combining classical backstepping controllers with
event-triggered control mechanisms would be possible, extending the results of [EGMP16, EGMP17].
Such generic Lyapunov functions could also be used to assess the existence of robustness margins.
For instance, in light of what has already been done for time delay systems, a Lyapunov functional
can be adequately used to show robustness with respect to stochastic uncertainties or stochastic
delays [KBP22a, KBP22b, AKBP22].

P4 . Easily parametrizable target systems and performance tuning

One of the main difficulties with the backstepping method is finding a suitable target system. It
should be simple enough to allow the design of the control law. Still, in the meantime, we must prove
the existence of a transformation mapping the original system to this target system. The choice of
the target system directly impacts the closed-loop performance. The general question of reachable
target systems is still an open problem. For elementary hyperbolic equations, they were usually chosen
as finite-time stable [CN21a], thereby shadowing the robustness properties of the corresponding closed-
loop systems [LRW96, MVZ+09]. In this manuscript, we considered backstepping transformations
that remove as many coupling terms as possible to simplify the control design. Similarly, the objective
of the integral transformation defined in Chapter 9 when designing the control law (9.35) was to remove

173



all the integral coupling terms. Such transformations are ideally suited to fulfill the desired stabilization
objectives. However, there may be an interest in considering alternative, more complex target systems.
For instance, in [ADM20], we introduced tuning parameters in the design, thus guaranteeing potential
trade-offs between different specifications (namely delay-robustness and convergence rate). However,
these tuning parameters had a limited range of action since they only affected the boundary conditions
of the systems.

General target systems (and thus additional degrees of freedom) could be obtained by preserving
dissipative in-domain couplings. This would require precise knowledge of their influence in terms
of stability. In this context, the Port-Hamiltonian approach [LGZM05] could be a path to fol-
low as it corresponds to a multi-physical and modular energy-based representation that considers
the system’s natural physical properties (e.g., passivity, dissipativity, reversibility). The PHS frame-
work was initially developed for finite-dimensional systems [DMSB09] and was then extended to
PDEs [vdSM02, Vil07, LGZM05, JZ12, HP17]. This formalism is highly advantageous for depicting
the dynamics of extensive-scale multiphysics systems, exemplified in fields such as fluid mechanics
[SvdSB11], heat transfer [vdSGM02], and structural mechanics [WS17]. The Port-Hamiltonian ap-
proach offers a structured methodology to highlight and capitalize on the intrinsic physical properties
of the considered systems. Its application has yielded successes across various engineering domains,
encompassing performance optimization [DvdSBF16], systems stability analysis [BMP15], and the
design of controllers for complex systems [OvdSCA08, MLGRZ17]. Therefore, the PHS framework
is particularly relevant for control design using damping assignment or energy shaping methods. It
has been used to design boundary controllers that effectively leverage the physical attributes of the
system. This is the case of energy-shaping methods [MLGRZ17] that modify the closed-loop energy
function of the system.

We believe the natural physical properties of the system can be advantageously used to define
well-posed, exponentially stable target system candidates. Such a strategy was successfully applied
on simple test cases (wave equation and Timoshenko beam) to design state-feedback controllers that
assign the distributed damping of the closed-loop system, thus determining the decay rate of the
solutions while reducing the associated control effort cases [RZLGM17, RALG22b, RALG22a]. In this
section, we give some insights into developing easily parametrizable target systems and how to use
the newly available degrees of freedom.

I plan to hire a postdoctoral fellow to work with me on this research axis, using the funding
obtained from the PANOPLY JCJC ANR project, funding from the INS2I AURA project, and funding
for Université Paris-Saclay. Collaborations with AS2M in Besançon will be considered.

P4.1 . Development of easily parametrizable target systems
Our first objective will be to introduce degrees of freedom in the design to obtain a class of easily

parametrizable closed-loop systems. To develop this class of attainable (exp. stable) systems, we
will take advantage of the PHS framework, which can help identify naturally dissipative terms. This
property has been successfully used in [RALG22b, RALG24] to perform damping assignment using the
backstepping approach and design modulable controllers guaranteeing satisfying closed-loop behavior
(namely a given exponential rate of convergence) while reducing the control effort. Therefore, the
PHS framework will help us to introduce degrees of freedom in the design and obtain a class of easily
parametrizable (exponentially stable) closed-loop target systems. Other tuning parameters could also
be added by following the robustness approach proposed in [ADM20]. We will then need to adjust the
control methods presented in the manuscript or in Section P1 to design the associated controllers.

To illustrate the proposed methodology, let us consider the following Port-Hamiltonian sys-
tems [JZ12] defined by

∂w

∂t
= P1

∂

∂x
(H(x)w(t, x)) + (P0 −Π0)H(x)w(t, x), (12.39)

where w(t, x) is the vector of energy variables defined on [0,+∞)× [0, 1]. It has 2n components. The
matrix H is a symmetric and Lipschitz continuous coercive matrix-valued function defined on [0, 1],
P1 is a full rank matrix such that P1 = P⊤

1 ∈ R2n×2n, the matrix P0 verifies P0 = −P⊤
0 ∈ R2n×2n
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and Π0 ∈ R2n×2n verifies Π0 = Π⊤
0 ∈ R2n×2n. The boundary inputs/outputs are defined by

u∂(t) =WB

(
H(1)w(t, 1)
H(0)w(t, 0)

)
, y∂(t) =WC

(
H(1)w(t, 1)
H(0)w(t, 0)

)
, (12.40)

where WB,WC ∈ R2n×4n are defined by

WB =
(

1√
2
(Ξ− + Ξ+P1)

1√
2
(Ξ− − Ξ+P1)

)
, (12.41)

WC =
(

1√
2
(Ξ+ + Ξ−P1)

1√
2
(Ξ+ − Ξ−P1)

)
, (12.42)

where Ξ+ and Ξ− in R2n×2n satisfy

Ξ−⊤Ξ+ + Ξ+⊤Ξ− = 0, and Ξ−⊤Ξ− + Ξ+⊤Ξ+ = Id2n. (12.43)
For all t ≥ 0, we can define the total energy of the system E(w(t)) as

E(w(t)) = 1

2

∫ 1

0

(
w⊤(t, x)H(x)w(t, x)

)
dx.

We have [JZ12]
∂E(w(t))

∂t
= y⊤∂ (t)u∂(t)−

∫ 1

0
w⊤(t, x)Π0w(t, x)dx.

It has been shown in [LGZM04] that if Π0 is semi-definite positive, the system (12.39)-(12.40) defines
a boundary control system [CZ12]. Under simple assumptions, the system (12.39) can be rewritten
in the framework (6.1). For instance, we can consider that one boundary is fully actuated while the
other is set to zero, i.e.,

u∂(t) =

(
U(t)
0

)
,

where U is the control input, and the matrix WB is bloc diagonal or bloc anti-diagonal, the different
blocks being of dimension n × 2n. Since the matrix P1 is full rank and H(x) coercive, P1H(x) is
diagonalizable, i.e., there exist a matrix-valued function Q1(x) ∈ R2n×2n, a diagonal matrix-valued
function Λ(x) defined on [0, 1], such that

∀ x ∈ [0, 1], P1H(x) = Q1(x)Λ(x)Q
−1
1 (x).

Consequently, we can define
(
u(t, x)
v(t, x)

)
= Q−1

1 (x)w(t, x) to rewrite the system (12.39) as an elemen-

tary hyperbolic system actuated at one boundary
∂tu(t, x) + Λ+∂xu(t, x) = Σ++(x)u(t, x) + Σ+−(x)v(t, x),
∂tv(t, x)− Λ−∂xv(t, x) = Σ−+(x)u(t, x) + Σ−−(x)v(t, x),
v(t, 1) = Ru(t, 1), u(t, 0) = Qv(t, 0) +BU(t),

(12.44)

where B is an invertible matrix. Note that the matrices Σ++ and Σ−− may not have zero diagonal
components after this transformation but this can be obtained, performing a simple exponential
change of variables [VKC11].

We aim to obtain a class of easily parametrizable closed-loop systems with tuning parameters
(degrees of freedom). The desired target systems correspond to the original system (12.39) but with
modified in-domain damping terms. More precisely, we want to obtain the following closed-loop
behavior

∂w̄

∂t
= P1

∂

∂x
(Hw̄(t, x)) +

(
P0 − Π̄0

)
(Hw̄(t, x)) , (12.45)
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where Π̄0 ∈ R2n×2n satisfies Π̄0 + Π̄T
0 ≤ 0. The boundary conditions are given by

WB̄

(
H(1)x(t, 1)
H(0)x(t, 0)

)
= 02n, with WB̄

(
0 I2n
I2n 0

)
W T

B̄ ≥ 0. (12.46)
where WB̄ ∈ R2n×4n has a structure analogous to the one of WB. Note that for the sake of simplicity,
the matrix Π̄0 has been chosen constant but it could have been chosen as a function of x, i.e. Π̄0(x)
is a real matrix-valued function satisfying Π̄0(x) + Π̄T

0 (x) ≤ 0, ∀x ∈ [0, 1]. This target system
defines an exponentially stable Boundary Control System (BCS) that satisfies

dE(w̄(t))
dt

=

∫ 1

0
w̄⊤(t, x)Π̄0w̄(t, x)dx ≤ 0. (12.47)

Therefore, in closed-loop, the energy decay is determined by the matrix Π̄0. This matrix parametrizes
the target system. The only requirement is that the associated energy of the system should be
decreasing. Again, performing appropriate change of coordinates, the target system (12.45) can be
rewritten as 

∂tū(t, x) + Λ̄+∂xū(t, x) = Σ̄++(x)ū(t, x) + Σ̄+−(x)v̄(t, x),
∂tv̄(t, x)− Λ̄−∂xv̄(t, x) = Σ̄−+(x)ū(t, x) + Σ̄−−(x)v̄(t, x),
v̄(t, 1) = R̄ū(t, 1), ū(t, 0) = Qv̄(t, 0).

(12.48)
Note that the matrix Q remains unchanged.

P4.2 . From the original system to the target system
Now that we have defined a possible target system candidate, we need to show that it is possible

to map the original system (12.44) to the target system (12.48). Performing backstepping transforma-
tions [CHO17, Aur18], the system (12.44) can be mapped to

∂α

∂t
(t, x) + Λ+∂α

∂x
(t, x) = G1(x)β(t, 0), (12.49)

∂β

∂t
(t, x)− Λ−∂β

∂x
(t, x) = G2(x)β(t, 0), (12.50)

with the boundary conditions

α(t, 0) = Qβ(t, 0), (12.51)
β(t, 1) = Rα(t, 1) + u(t) +

∫ 1

0
K(y)α(t, y) + L(y)β(t, y)dy, (12.52)

where the matrix G1 and G2 are piecewise continuous. The matrix G2 is strictly upper-diagonal.
Similarly, the system the system (12.48) can be mapped to

∂ᾱ

∂t
(t, x) + Λ̄+∂ᾱ

∂x
(t, x) = Ḡ1(x)β̄(t, 0), (12.53)

∂β̄

∂t
(t, x)− Λ̄−∂β̄

∂x
(t, x) = Ḡ2(x)β̄(t, 0), (12.54)

with the boundary conditions

ᾱ(t, 0) = Qβ(t, 0), (12.55)
β̄(t, 1) = R̄α(t, 1) +

∫ 1

0
K̄(y)ᾱ(t, y) + L̄(y)β̄(t, y)dy, (12.56)

where the matrix Ḡ1 and Ḡ2 are piecewise continuous. The matrix Ḡ2 is strictly upper-diagonal.
Therefore, we now need to find a transformation that maps the system (12.49)-(12.52) to the sys-
tem (12.53)-(12.56). Consider the time-affine transformation defined by

β̄i(t, z) = βi(t, z) +

∫ 1−x
µi

0

i−1∑
j=1

F−
ij (x, y)β

−
j (t− y, 0) +

i−1∑
j=2

H−
ij (x, y)β̄j(t− y, 0)dy, 1 ≤ i ≤ m, (12.57)
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ᾱi(t, x) = αi(t, x) +

∫ x
λi

0

m∑
j=1

F+
ij (x, y)βj(t− y, 0) +

m∑
j=2

H+
ij (x, y)β̄j(t− y, 0)dy

+

∫ 1
µ1

+ x
λi

x
λi

m−1∑
j=1

M+
ij (x, y)βj(t− y, 0) +

m−1∑
j=2

N+
ij (x, y)β̄j(t− y, 0)dy. 1 ≤ i ≤ n, (12.58)

where the different kernels are piecewise continuous functions defined on their respective domains by

H−
ij (x, y) = (Ḡ2(x+ µiy))ij , H

+
ij (x, y) = (Ḡ1(x− λiy))ij ,

F−
im(x, y) = −(G2(x+ µiy))im + (Ḡ2(x+ µiy))im,

F+
in(x, y) = −(G1(x− λiy))in + (Ḡ1(x− λiy))in
F−
ij (x, y) = −(G2(x+ µiy))ij j < m, F+

ij (x, y) = −(G1(x− λiy))ij j < n,

M+
ij (x, y) =

j−1∑
k=1

1[ x
λi

, 1
µk

+ x
λi

](y)QikF
−(0, y − x

λi
),

N+
ij (x, y) =

j−1∑
k=1

1[ x
λi

, 1
µk

+ x
λi

](y)QikH
−(0, y − x

λi
).

Notice that the transformation (12.57)-(12.58) requires past values of the boundary state γ̄(., 0).
Therefore, it is only defined for t large enough. Also note that the last component of the leftward
convecting state is not modified: ∀x ∈ [0, 1], γ̄−m(t, z) = γ−m(t, z). Differentiating (12.57)-(12.58)
with respect to time and space and integrating by parts, we can easily verify that, for t ≥ t∗, the
transformation (12.57)-(12.58) maps the solution of (12.49)-(12.52) to the solution of (12.53)-(12.56).
We can then define the control input as

U(t) = R̄ū(t, 1)−Ru(t, 1)−
∫ 1

0
K(y)α(t, y) + L(y)β(t, y)β(t, y)dy

+

∫ 1

0
K̄(y)ᾱ(t, y) + L̄(y)β̄(t, y)dy, (12.59)

where the variables ᾱ and β̄ are defined through (12.57)-(12.58). Adjusting the proof of Theorem 6.1.3,
we can show that the systems (12.49)-(12.52) and (12.53)-(12.56) have identical stability properties.
Consequently, using appropriate time-integral transformations, we can map the original system (12.44)
to any system with the same structure but with arbitrary in-domain couplings. These degrees of
freedom can be adequately chosen using the PHS approach. We believe such a control strategy
can be extended to any network of hyperbolic systems, although the transformations (12.57)-(12.58)
may have to be adjusted. In this context, working with the IDEs representation (6.23)-(6.25) may
be more convenient. This will require establishing clear links between the IDE representation of our
network and a possible PHS rewriting. Then, we will have to introduce an appropriate transformation
(analogous to (12.57)-(12.58)) whose structure will be related to the graph structure of the network.

P4.3 . Development of tuning methods
In Section P2.1, we mention as a possible perspective the development of analytical techniques to

quantify the performance of our output-feedback laws regarding a given set of specifications. Then,
we aim to derive tuning methods to use best the available degrees of freedom previously introduced
in the design with respect to this set of performance specifications. To define an adequate and
general optimal cost function (e.g., a quadratic function of the state), we will adjust existing results
for in-domain actuator placement [Mor20]. The different specifications (e.g., robustness margins)
will be considered as constraints. In this context, sensitivity analysis methods [BS13] could be of
specific interest. Note that our approach optimizes the tuning of the available degrees of freedom
and consequently differs from direct optimal control design [Lio71] that would require solving infinite-
dimensional Riccati equations and may not be constructive. These developments could allow the
implementation of a control toolbox analogous to what already exists for finite-dimensional systems.

177



P5 . Integration, model reduction, and benchmarking

Simplicity and low computational burden have always been two crucial reasons for the success of
classical control design algorithms (such as P, PI, and PID controllers) in industrial engineering
applications. For instance, the current industry standard in handling torsional vibrations in drilling
devices are the two products SoftSpeed and Soft-Torque [Dwa15], which are both based on PI regu-
lators. Infinite-dimensional observer controllers require know-how and some computing power to be
implemented. Rather than relying on finite-dimensional controllers, the incentive to do so is a per-
formance criterion: explicitly taking into account the delays and high-frequency content in the model
should lead to overall increased performance for the chosen specifications. Moreover, there are some
configurations for which PI controllers cannot stabilize the system [RAN22a]. Although the develop-
ment of electronic technology has allowed the implementation of high computational demanding
techniques such as nonlinear model predictive control [SABA21], or reinforcement learning, and su-
pervised learning algorithms [SB18], one must assess whether the overall trade-off can be favorable
than industry standards by applying these methods to an industrial problem. As shown in [ADMS18b],
sophisticated torque control laws can effectively remove stick-slip oscillations at the cost of deliver-
ing high instantaneous torque, which may not be admissible. Again, this legitimates the need for
generic analytical techniques to quantify closed-loop performances with respect to industry-inspired
performance indices.

This research axis should be embedded in the other ones, and different Ph.D. students and interns
will collaborate on these implementation-related aspects.

P5.1 . Integration and model reduction
Performing real-time state estimation for hyperbolic systems using rapidly converging observers,

such as those based on backstepping, is computationally expensive and, in many cases, prohibitive.
For instance, the method presented in Chapter 8 must compute state predictions for each subsystem
composing the interconnection, which is time-consuming. This numerical burden may explode with
the complexity of the network. Moreover, the implementation of output-feedback laws on micro-
controllers requires numerical approximations whose effects in terms of stability and convergence
should be verified. Consequently, evaluating the computational costs of our design control methods
appears crucial. To leverage the numerical effort induced by these controllers, it may be necessary to
approximate them (e.g., by finite-dimensional systems). The approximation scheme should nonethe-
less guarantee satisfying closed-loop properties (and, in particular, closed-loop stability). Different
late-lumping approximation methods have been suggested in [ERW17] or [AMDM19] to leverage the
computational burden of the proposed controllers while guaranteeing comparable closed-loop per-
formance. Recently, machine-learning approximations of backstepping controllers (based on the
DeepONet algorithm) have been successfully tested in [SLY+22] on simple examples. Indeed, re-
cent advances have shown that deep neural networks can be used to learn distributed dynamics from
measurements [LJK21, BHKS21, LKA+20]. Physics-informed neural networks have improved the
generalization capacity of the different solutions [WWP21, LZK+21]. Such methods could, therefore,
be used to solve the kernel equations inherent to the backstepping approach or to emulate the back-
stepping observers (that require solving a set of PDEs analogous to the original PDEs in real-time).
When approximating simple backstepping state-feedback controllers, some convergence guarantees
for the closed-loop system were given in [BSK23] using Lyapunov approaches. We believe that the
Lyapunov analysis initiated in [AMDM19] on simple examples could be extended to guarantee the
convergence of approximation schemes under generic conditions. In this context, the Lyapunov func-
tionals designed in Section P3 could be of specific interest. Such strategies could also be applied
to derive parameter estimation strategies [ASNK22]. In the near future, we plan to investigate such
machine-learning reduction strategies to propose fast emulation of infinite-dimensional observers.

P5.2 . Test-case implementation
Several contributions provided a complete and thorough theoretical analysis of some of the pre-

viously presented control strategies on test case studies. It is the case, for instance, in [BC16],
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where the authors emphasize the main technological features that may occur in the control of navi-
gable rivers. Similarly, an analysis of the controllers for pneumatic systems was proposed in [GK18].
However, only a few contributions have considered a real implementation of such output-feedback
controllers. Test-field validations have been proposed in [AADMS19] for backstepping-based adaptive
observers for mechanical vibrations on drilling devices. Similarly, backstepping observers for a single
freeway lane have been validated on real freeway data in [YK23]. Concerning the control of vibrations
in thin mechanical structures equipped with piezoelectric components, robust controllers of reduced
order have been designed from dynamical models [TAK05]. Such controllers have been successfully
experimented in [TAKP05], focusing on the real-time computational burden to avoid introducing a
destabilizing delay in the feedback loop. To deploy, demonstrate, and validate the techniques
developed in this manuscript, it appears necessary to benchmark them on an experimental setup.
Results will be analyzed based on the industrial performance indices. The proposed output-feedback
controllers will be experimentally compared with state-of-the-art controllers. This study is key to
enabling efficient and possible industrial deployment of our control strategies on industrial test cases
in the near future. Among the possible test-case studies, we can cite traffic estimation on inter-
connected freeway segments [YK23] or the active control of vibrations in mechanical structures.
The latter class of systems can model micro-endoscopes actuated with electro-active polymers. A
schematic representation is given in Figure 12.2. Such tools are used in the medical sector to allow
visual exploration of the interior of a cavity inaccessible to the eye while avoiding invasive surgery. The
endoscope can be modeled by a flexible tube (Timoshenko beam) surrounded by a sheath formed of
electro-active polymers. Such polymers can be stimulated locally by an electric field to allow the de-
formation of the endoscope and ensure its progression in the conduit to be explored. A finite number
of electric actuators are punctually located along the tube. The questions of digital implementation,
settle time, robustness, and precision are crucial for these systems [MWR+20].

A first, simple experimental test case will be the active control of vibrations in mechani-
cal structures (see Figure 12.3). This test case corresponds to a thin mechanical beam with one
clamped edge and is equipped with piezoelectric sensors and piezoelectric actuators as addressed
in [BTN+18].The application purpose is similar to industrial issues, such as active damping of onboard
optical and/or electronic equipment or the control of micro-endoscopes actuated with electro-active
polymers. Moreover, a test bench has been developed in L2S and will serve as a starting point for
the implementations. Various experiments will be defined and done to demonstrate and validate our
control solutions for several actuator and sensor locations. We will then compare the effects in terms
of closed-loop performance with the previously obtained theoretical results. The proposed output-
feedback controllers will be experimentally compared with state-of-the-art controllers. This study is
key to enabling efficient and possible industrial deployment of our control strategies on industrial test
cases in the near future.

P6 . In-domain stabilization of hyperbolic systems

Beyond developing general methods for stabilizing networks of hyperbolic systems, and gener-
ally speaking, of underactuated hyperbolic systems, we believe the approaches we presented in this
manuscript can be extended to stabilize hyperbolic systems with a distributed control input. More
precisely, consider the scalar system

∂tu(t, x) + λ∂xu(t, x) = σ+(x)v(t, x) + hu(x)U(t), (12.60)
∂tv(t, x)− µ∂xv(t, x) = σ−(x)v(t, x) + hv(x)U(t), (12.61)

with the boundary conditions

u(t, 0) = qv(t, 0), v(t, 1) = ρu(t, 1), (12.62)
where U is the control input and hu and hv are continuous functions. Such a distributed control input
can, for instance, appear when modeling vibrating structures (namely wave equations) with distributed
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Figure 12.2: Example of a micro-endoscope (picture obtained by courtesy of Y. Le Gorrec)

Figure 12.3: Experimental test-bench for the active control of vibrations in mechanical struc-tures.
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piezoelectric actuators [MWR+20, TAKP05], or tubular reactors [DVP05]. Only a few results exist in
the literature and sometimes assume that the control input depends on space [PTDS16]. Interestingly,
after performing classical backstepping transformations [ABABS+18], the system can be rewritten as
the following IDE

z(t) = ρqz(t− τ) +
∫ τ

0
Nz(ν)z(t− ν)dν

∫ τ

0
+NU (ν)U(t− ν)dν, (12.63)

where the functions Nz and NU are piecewise continous. Equation (12.63) is identical to equa-
tion (9.31), except that the pointwise-delayed actuation term is now set to zero. This corresponds
to the critical case a = 0 in equation (9.31). The analysis proposed in Chapter 9 cannot directly be
applied since having a = 0 means we have to show the invertibility of a Hilbert-Schmidt operator of
the form

T (z(·)) =
∫ 1

0
K(·, y)z(y)dy, (12.64)

instead of the Fredholm operator (9.1). Therefore, Lemma 9.0.1, a key ingredient to prove Lemma 9.3.1,
cannot be applied anymore. Although we believe the invertibility of the operator is still related to
the spectral controllability of the system, a deeper analysis of the properties of the Hilbert-Schmidt
operator (12.64) is required. In particular, we should take advantage of the properties of the kernels
K, as it was done in the proof of Lemma 9.3.1. Such a result would open wide perspectives for
stabilizing PDE systems with distributed actuators/sensors.

P7 . Control of coupled Stochastic and Partial differential Equations

Although the class of system (5.1) can model a wide variety of complex networks of intercon-
nected PDEs and ODEs systems, we plan to consider new types of interconnections in the future. For
instance, Stochastic Differential Equations (SDEs), coupled with (possibly non-linear) PDEs, are sys-
tems that naturally arise when modeling processes whose dominant probabilistic dynamics are affected
by destabilizing second-order convection-diffusion-reaction effects. We refer to such control systems
as SDE+PDE systems. A relevant example of an SDE+PDE system is provided by District Heating
and Cooling Systems (DHCSs) [LRB17, vdZP20]. DHCSs deliver thermal energy to a network of
buildings from an outside source. They offer numerous advantages over individual building apparatus,
including greater safety and reliability, reduced emissions, and reliance on alternative fuels such as
biomass or waste. However, due to low operating temperatures and limited flow capacity, customer
demand can be met only if: 1) non-linear SDE-based dynamical models are leveraged to capture
as many uncertain weather fluctuations as possible, and 2) the aforementioned stochastic models
are coupled with sophisticated (possibly non-linear) PDEs to accurately capture energy losses which
often occur along pipelines and hinder performance. Unfortunately, too few and specific works on
SDE+PDE systems exist in the literature, hence calling for the design of novel tools for the efficient
modelization and control of such systems. Therefore, we plan to design methods for efficient and
theoretically guaranteed control of a broad class of SDE+PDE systems. The proposed approaches
will have to be constructive to obtain a semi-explicit design of the corresponding control laws, en-
abling performance-efficient numerical paradigms. In this context, we have already obtained promising
results when considering SDEs with delays in the actuation. The proposed approach combines Art-
stein’s transformations [Art82] with covariance steering and optimal control methods [BLP22, OT19].
These results could pave the path toward more complex configurations as cascade interconnections
from a PDE system to an SDE before considering more complex interconnections. In the future, we
plan to combine the methods proposed in this manuscript for networks of deterministic systems with
stochastic approaches as statistical linearization [BJ20]. The objective will be to develop techniques
as independent as possible from any inherent regularizing property of the system (e.g., optimization
methods). Moreover, although the objective consists of developing control methods that work in very
general settings, we plan to showcase the efficiency of the proposed approaches through numerical
simulations on specific examples (for instance, on DHCSs).
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The research works of G. Velho (Ph.D. student co-supervised with R. Bonalli and I. Boussaada)
fit this research axis. Collaborations with the Chalmers University will also be considered.

P8 . Application test cases

The different research axis we have presented above may have important consequences for the
two test cases we considered in this manuscript.

P8.1 . Parameters estimation and stick-slip mitigation for drilling devices
Regarding the drilling test case, we would like first to focus on coupled axial-torsional dynamics.

A complete analysis will include model validation against field data, as it has already been done for
torsional models [AS18]. We also envision tests of the proposed techniques on real drilling devices (at
least for the observers) in collaboration with the University of Calgary. In the meantime, estimating
parameters (such as the friction or the nature of the drilled rock) during the drilling processes is a
crucial problem since knowing such parameters is necessary to design state observers.

To tackle these issues, deep neural networks can be used. They can learn the system dynamics
from the available surface measurements and estimate the evolution of the physical parameters in the
model, particularly the static and kinetic friction parameters. For instance, a possible architecture
would consist of two interconnected neural networks. Both are fed with temporal sequences of surface
measurements and known physical parameters (mechanical properties of the drill string, depth of the
drill bit, inclination, etc.). The first neural network could be a transformer [VSP+17b] trained to
estimate the unknown physical parameters. In the meantime, the second neural network could be a
physics-inspired transformer-based neural network used to predict the whole distributed state using
the physical parameters estimated by the first network. Inspired by [LKA+20], it outputs the intensity,
frequency, and phase of the Fourier decomposition of each state on its spatiotemporal domain. The
physical laws could be incorporated during the training phase [SIH21]. Collaborations with UQAM
could also be considered.

P8.2 . Traffic congestion control
Regarding the traffic network test case, we could first consider more complex networks than

the simple junction presented in Chapter 11. Such configurations could, for instance, have a star-
shaped structure. A future avenue of exploration entails the development of a periodic event-triggered
control strategy, which periodically evaluates the activation condition, thus conserving computational
resources. Furthermore, inquiries into the viability of quantized implementations for event-triggered
controllers are on the horizon [BL20]. These endeavors will serve as the bedrock for realizing digitally
implemented boundary-backstepping-based controllers. We also aim to extend our results to the case
of multi-lane roads or roads with different types of vehicles [BYK21].

An additional captivating perspective revolves around analyzing vehicular platoons, approached
from a macroscopic and microscopic point of view. This entails investigating and quantifying the
interrelations between the two modeling paradigms. To achieve this goal, a coupled hyperbolic-ODEs
model emerges as a pertinent choice. The linkage is established through the integration of macro-
scopic variables into the control laws governing the microscopic model of the vehicles. Consequently,
the hyperbolic component becomes dependent on the average speed value derived from the finite-
dimensional dynamics of the vehicle ensemble. Such an amalgamated model could potentially yield
more precise evaluations of the overarching state of the system, encompassing both macroscopic and
microscopic facets. These robust estimations could lay the foundation for the development of more
efficient control algorithms aimed at ameliorating stop-and-go oscillations. In particular, it would allow
taking into account the string stability [PSVDWN13] into the stabilization of macroscopic variables.
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Titre: Contributions à la stabilisation robuste de réseaux de systèmes hyperboliques.
Mots clés: EPDs hyperboliques, réseaux, backstepping, équations à retards intégrales, systèmes à retards,
équations intégrales.

Résumé:
Les réseaux de systèmes hyperboliques, éventuelle-

ment couplés à des équations différentielles ordinaires
(ODE), constituent une représentation essentielle pour
décrire une grande variété de systèmes complexes, pou-
vant modéliser la propagation d’ondes, des systèmes de
trafic routier, des dispositifs de forage ou des réseaux de
communication. Le contrôle et l’estimation d’état pour
de tels systèmes sont des problèmes difficiles en rai-
son de la nature distribuée des différents sous-systèmes
composant le réseau (dépendance temporelle et spa-
tiale), de la structure de graphe possiblement intriquée
du réseau et de l’impossibilité physique/économique
de placer des capteurs et actionneurs en tout point
du domaine spatial. Ce manuscrit présente quelques
contributions récentes concernant la stabilisation ro-
buste des réseaux de systèmes hyperboliques. Nous
montrons d’abord qu’en utilisant des transformations
de backstepping appropriées, la classe de réseaux que
nous considérons peut-être réécrite comme un ensem-
ble d’équations à retards intégrales. Sous certaines hy-
pothèses structurelles, cette nouvelle forme se prête
mieux à la synthèse de lois de commande stabilisantes.

Nous nous concentrons ensuite sur les réseaux avec
une structure de chaîne afin de proposer de nouvelles
méthodologies dépassant les limitations structurelles
rencontrées précédemment. Nous considérons dans un
premier temps le cas où les actionneurs et les cap-
teurs sont disponibles à une extrémité de la chaîne.
En introduisant des prédicteurs d’état, nous présen-
tons une approche récursive permettant de stabiliser
l’ensemble de la chaîne. Nous nous intéressons en-
suite au cas où les actionneurs et capteurs ne sont
disponibles qu’à la jonction entre deux sous-systèmes
composant la chaîne. Nous montrons qu’une telle con-
figuration ne garantit pas systématiquement la con-
trôlabilité de la chaîne. À l’aide de conditions de con-
trôlabilité/observabilité adéquates, nous proposons des
lois de commande stabilisantes simples en utilisant un
nouveau type de transformation intégrale. Enfin, nous
illustrons comment nos résultats s’appliquent à deux
cas d’étude : l’estimation de la vitesse d’une tête de
forage et la stabilisation de deux segments d’autoroute
en cascade. Nous concluons le manuscrit en donnant
quelques perspectives générales.

Title: Contributions to the robust stabilization of networks of hyperbolic systems.
Keywords: hyperbolic PDEs, networks, backstepping, integral delay equations, time-delay systems.

Abstract: Networks of hyperbolic systems, possibly
coupled with ordinary differential equations, consti-
tute an essential paradigm to describe a wide variety
of large complex systems, including wave propagation,
traffic network systems, drilling devices, or communi-
cation networks. Controlling and monitoring networks
of hyperbolic systems are difficult control engineering
problems due to the distributed nature of the different
subsystems composing the network (time and space
dependency), the possibly involved graph structure of
the network, and the physical/economic infeasibility
of placing sensors and actuators everywhere along the
spatial domain.

This manuscript presents some recent contribu-
tions to the robust stabilization of networks of hyper-
bolic systems. We first show that using appropriate
backstepping transformations, the class of networks un-
der consideration can be rewritten as a set of Integral
Delay Equations. This new form is more amenable to
the design of stabilizing output feedback control laws

under structural assumptions. We then focus on net-
works with a chain structure to derive new methodolo-
gies that overcome the previously encountered struc-
tural limitations. We first consider the case where the
actuators and sensors are available at one end of the
chain. Using appropriate state predictors, we present a
recursive approach to stabilize the whole chain. Then,
we focus on the case where the actuators and sensors
are only available at the junction between two sub-
systems composing the chain. We show that such a
configuration does not always guarantee the control-
lability of the chain. Under appropriate controllabil-
ity/observability conditions, we will design simple sta-
bilizing control laws using a new type of integral trans-
formation. Finally, we illustrate how our results apply
to two test cases: estimating the drill bit source sig-
nature in a drilling device and stabilizing two cascaded
freeway segments. We conclude the manuscript by giv-
ing some general perspectives.
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