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Summary 
This manuscript summarizes my previous work in cognitive neuroscience and delineates the 

short-term steps and the global vision for my future research interests. The overarching goal 

of my research career is to investigate human cognition using different tools and methods. 

Inter- and multi- disciplinarity are two key aspects that characterize my scientific journey, and 

it’s essential to keep these elements in mind when navigating through this manuscript. Several 

topics and methods sparkled my scientific curiosity, from unconscious learning to brain 

oscillations, from computational modeling to neural networks. Besides my neverending interest 

in human cognition, the pole star that has always set the course is the quest to find a 

comprehensive framework to understand the human mind. I started my journey during my phd 

when I explored unconscious and sequence learning, running several experiments on healthy 

humans (often medicine students). After establishing a methodologically sound framework to 

investigate unconscious processes, I explored how these influence eye movements, pupil size, 

and EEG recordings. Next, I set the course toward more computational shores, investigating 

how predictive coding could give rise to neural oscillations and traveling waves during my 

postdocs. Moving through differential equations and neural networks, I compared the 

performance of models with humans in different tasks, such as visual reasoning or artificial 

grammar learning. In the next years, combining all I learned along the way, I will dive into brain 

dynamics at different scales, understanding whether predictive coding could be the critical 

framework for understanding brain dynamics or, at least, traveling waves. In the long term, I 

plan to set sail toward more clinical-oriented applications, exploring the fascinating new world 

of computational psychiatry.  
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Chapter I : Overview and Introduction  
 

A multidisciplinary path in Cognitive Neuroscience 

This manuscript summarizes my scientific work from the beginning of my Ph.D. until my first 

years as an independent researcher. Over nine years, I had the chance to dive into several 

topics in Cognitive Neuroscience, exploring different directions and using various experimental 

techniques and computational approaches. One of the main characteristics of my work is the 

interplay between experimental and computational methods, and the structure of this 

manuscript mirrors such an interdisciplinary trajectory. Below, I introduced the research topics 

I investigated over the years, from experimental psychology to neurophysiology and artificial 

intelligence. In this manuscript, I followed a chronological order, tracking my progression over 

the years in different domains. Even though the results may seem patchy and erratic, it’s 

possible to find the ‘fil rouge’ that ties together all of my previous work, which is the ambitious 

quest to improve our understanding of human cognition.  

From Experimental to Computational Neuroscience and Machine Learning 

During my doctoral studies (2013-2017), under the supervision of Etienne Olivier and 

Alexandre Zénon, I carried out my research using different experimental techniques. During 

this period, I learned methods in psychophysics, Transcranial Magnetic Stimulation (TMS), eye 

movements, pupillometry, and electrophysiology (EEG). After completing my graduate studies 

in 2017, I integrated these experimental methods with more computational approaches. During 

my two postdocs (2017-2019 & 2019-2021), working with Rufin VanRullen and Thomas Serre, 

I learned new techniques, such as modeling using differential equations (ODEs) and machine 

learning optimizations, specifically neural networks. Currently, I'm applying both computational 

and experimental methods to tackle my scientific investigations, pursuing a strongly 

interdisciplinary approach.  

Irrespective of the experimental or computational methods, during my scientific career, I had 

the opportunity to focus on various topics within Cognitive Neuroscience. The first part of 

Chapter II describes the work during my doctoral studies about unconscious processes and 

implicit sequence learning, which is learning new contingencies without being aware of them. 

In this domain, I have explored how unconscious learning influences behavioral performances 

as well as eye movements, pupil responses, and electrophysiological signals. After my doctoral 

studies, I realized that I needed a general framework to not only interpret my results but also 

describe cognitive processes from a broader perspective. Eventually, I came across the 
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framework that would shape my first postdoc and the following of my career: Predictive Coding 

(and, more broadly, Predictive processes and the Bayesian framework). The second part of 

Chapter II describes the work I performed during my postdocs with Rufin VanRullen. In this 

period, I started investigating the role of brain oscillations as a functional mechanism pivotal in 

synchronizing brain activity across brain regions. In particular, I got interested in the 

relationship between Predictive Coding and brain oscillations, especially when considering 

their temporal and spatial components, i.e., as traveling waves. In parallel with these studies 

about Predictive Coding and brain oscillations, I renewed my interest in Computational 

Neuroscience and Machine Learning by leading two studies using Neural Networks to 

investigate cognitive processes and human behavior. In both studies, I compared human 

performance with feedforward and recurrent networks to understand the computational 

mechanisms involved in visual reasoning (first study) and artificial grammar learning (second 

study). Finally, chapter III details my ongoing research, in which I have the chance to integrate 

the experimental and computational approaches developed during my career. The main goal 

of my current work is to address the ambitious question of whether Predictive Processes and 

oscillatory traveling waves may provide a framework to understand brain dynamics at different 

scales and their relation to various cognitive functions (perception, attention, etc.).  

Given the variety of subjects approached during my journey, I’ll briefly introduce below the 

three main topics that have characterized my scientific interests and that recur through this 

manuscript: unconscious processes, predictive coding, and brain oscillations. 

Unconscious processes 

Unconscious processing occurs in everyday life, influencing several aspects of our behavior 

and choices. For example, learning our mother tongue is primarily based on unconscious 

mechanisms, as we acquire grammatical rules without being able to describe them precisely. 

In modern psychology, the conscious-unconscious dichotomy has always played an essential 

role in the scientific and clinical domains. Since Freud, many scientists have tried to unveil the 

mental processes that escape the scrutiny of consciousness. For a long while, the term 

‘unconscious processing’ has been related to subliminal learning (Greenwald et al., 1995), in 

which stimuli presented for a few dozen milliseconds and not perceived consciously influence 

participants’ behavior. In this domain, scientists were interested in understanding how 

consciously perceived information would affect perceptual processing and decision-making 

(Bargh & Morsella, 2008). Regarding supraliminal stimuli, some studies investigated 

unconscious processing in automatic and habitual behavior (Dickinson, 1985; Ouellette & 

Wood, 1998), whereas others focused on the linguistic domain, particularly grammar learning. 

Arthur Reber initially started this line of research in 1967 with a seminal study about the implicit 

learning of artificial grammars (Reber, 1967a), and it introduced the term ‘implicit learning’ for 
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the first time, paving the way for further studies in this domain beyond the linguistic framework. 

Following those results, several other paradigms have been proposed to demonstrate the 

occurrence of unconscious learning (Cleeremans et al., 1998). To this day, the literature about 

unconscious processing is exceptionally vast, and it embraces many different approaches and 

methods developed in neuropsychology and cognitive sciences over the last decades. 

Nevertheless, the very existence of unconscious learning was questioned on the ground of 

methodological and theoretical considerations (Newell & Shanks, 2014; Shanks & Stjohn, 

1994). The first part of my doctorate work addressed these criticisms, as detailed in the first 

part of chapter II.  

Despite the fundamental scientific interests, the studies of unconscious processes also have 

an essential impact on the studies of clinical populations. For example, several studies 

reported no difference between amnesic patients and healthy participants in paradigms based 

on implicit priming effects (Warrington & Weiskrantz, 1968, 1982) and complex implicit learning 

paradigms (Channon et al., 2002). Similar studies reveal a lack of difference between patients 

affected by severe prosopagnosia and healthy controls in tasks involving implicit facial memory 

(de Haan et al., 1987) and no difference in the implicit processing of visually presented words 

between dyslexic and aphasic patients and healthy controls (Shallice & Saffran, 1986). Lastly, 

a study published in 1987 (Nissen & Bullemer, 1987) reported no impairment in implicit 

sequence learning tasks in patients affected by Alzheimer’s syndrome compared to healthy 

participants. All in all, the clinical perspective indicates that conscious and unconscious 

processes possibly rely on different brain regions involving distinct neuronal mechanisms. In a 

study during my postdoc, I further tested this intriguing hypothesis by comparing human 

performance in implicit and explicit learning tasks (artificial grammar learning) with feedforward 

and recurrent neural networks (Alamia, Gauducheau, et al., 2020), as detailed in the second 

part of chapter II. 

 

Predictive Coding 

Predictive Coding is one of my main scientific interests, as it provides a comprehensive 

framework to investigate cognitive processes. From an evolutionary perspective, it aims at 

reducing signal redundancy and optimizing computational efficiency (Huang & Rao, 2011), as 

our surroundings are mostly constant and predictable, as objects have finite physical 

dimensions and tend to persist over time. These regularities cause a significant redundancy in 

the natural signals that the brain samples from the environment, thus encouraging the 

emergence of optimal information-theory strategies to optimize sensory processing, such as 

predictive processes. Its fundamental concept postulates that natural neural networks learn 

the environment's statistics to predict regularities and reduce uncertainty over time. In a 
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nutshell, the key idea is that a hierarchical system (e.g., the visual system) learns an internal 

representation of the world (i.e., a model) from which it generates predictions to anticipate 

incoming signals. This approach implies that perception is a generative process that can be 

formalized appropriately within the framework of Bayesian theory (Colombo & Seriès, 2012; 

De Lange et al., 2018; Vilares & Kording, 2011). Broadly, this probabilistic framework 

postulates that the brain has an internal model of the world that represents the external 

environment and the agent itself (via interoceptive and proprioceptive systems). Such a model 

constitutes, in Bayesian terms, the Prior from which generating predictions to interact with the 

environment and its own state efficiently. Sensory evidence defines the likelihood function, 

which, combined with the Prior, generates the Posterior distribution, which ultimately 

represents the updated internal model. Crucially, the Bayesian formulation describes how the 

brain operates in a condition of uncertainty, as the Prior and the environmental information (the 

Likelihood of the sensory data) are optimally integrated accounting for their uncertainty (Knill 

& Pouget, 2004). Interestingly, dysfunctions in properly integrating the two sources of 

information, i.e., the internal Prior and the external sensory evidence, may produce 

pathological behaviors related to psychiatric diseases, such as schizophrenia and autism 

(Angeletos Chrysaitis & Seriès, 2023; Sterzer et al., 2018a). The last chapter of this work will 

elaborate more along these lines within the new emerging domain of Computational Psychiatry 

(Series, 2020).  

Besides the relevance for understanding cognitive models, PC has important implications for 

neural systems and electrophysiology. In one of the first implementations of PC, Rao and 

Ballard (Rao & Ballard, 1999) proposed a hierarchical model in which the neural activity of 

higher regions represents predictions about the activity of the lower areas. The difference 

between the prediction and the actual activity of the lower region is defined as a prediction 

error, and it is sent from the lower to the higher region to correct the next prediction. 

Remarkably, when implementing these dynamics, they demonstrated that artificial neurons 

developed receptive fields whose properties were very similar to those in real neurons in visual 

area V1, illustrating the biological plausibility of such a theory. Their seminal study boosted a 

very fruitful line of research that has endorsed PC as one of the working principles of the brain. 

This success benefited Neuroscience as well as other domains, such as Machine Learning 

and Artificial Intelligence, as it inspired a novel approach to designing brain-inspired 

architectures (Choksi et al., 2020; Lotter et al., 2017; O’reilly et al., 2021) (as detailed in the 

second part of chapter II). Finally, when interacting with a natural environment, it is necessary 

to predict not only what is going to happen, but also when (Giraud & Arnal, 2012). Recently, 

theoretical reviews have proposed brain oscillations as a suitable candidate for both functions 

in cortical circuits, effectively enabling predictive coding dynamics in the brain (Arnal et al., 
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2011; Bastos, Litvak, et al., 2015). This leads to the third and last topic essential to my scientific 

interests and this manuscript: brain oscillations. 

Brain oscillations 

In the last decades, several studies have pointed at Brain Oscillations as a pivotal 

computational tool in several cognitive functions. Perception, memory and even consciousness 

may result from networks’ synchronization (Boly et al., 2011; Fell & Axmacher, 2011). Several 

factors influence the amplitude and the topography of brain rhythms, thus suggesting their 

involvement in several tasks. Generally, cortical oscillations are thought to play a role in 

neuronal communication and synchronization of brain regions (Fries, 2015), motor 

coordination and execution (Brittain & Brown, 2014), perception and information processing 

(e.g., feature binding, discrete perception, (Eckhorn et al., 1988; VanRullen, 2016), etc.). As 

mentioned above, brain oscillations have also been recently related to Predictive Coding, 

associating prediction and prediction-error to different frequency bands based on experimental 

evidence. Precisely, fast gamma oscillations (>30Hz) have been related to local cortical 

processes, and besides characterizing a wide range of cognitive functions (Lundqvist et al., 

2016; Z. G. Zhang et al., 2012), they proved to match sensory expectations. Consequently, 

they are thought to reflect prediction errors, corroborated by the fact that the regular repetition 

and the unexpected omission of a stimulus decrease and increase gamma oscillations’ activity 

(Fujioka et al., 2009; Iversen et al., 2009). On the other hand, alpha-beta band oscillations (~8-

30Hz) have been related to top-down activity, possibly carrying predictions from higher to lower 

brain regions. This interpretation has also received experimental support (Haegens et al., 

2011; Samaha et al., 2015; van Pelt et al., 2016). However, new experimental and theoretical 

work reinterprets the association between frequency bands and predictive coding processes, 

suggesting that oscillations play a role in sustaining information processing and improving its 

efficiency (Vinck et al., 2023). I’ll discuss more on this in the later section, ‘Predictive Processes 

and Oscillatory Traveling waves: a unifying framework for cortical functions?’.  All in all, several 

hypotheses have been proposed to clarify the interplay between Brain Oscillations and 

Predictive Coding. However, a functional model combining the key experimental evidence at 

different levels (i.e. macro and mesoscopic) is still lacking. Arguably, one of the next ambitious 

goals in Cognitive Neuroscience is to propose such a general and coherent scheme, combining 

Predictive Coding with oscillatory brain dynamics. In Chapter III's section ‘ERC Starting 

Grant ‘OSCI-PRED’ (2023 – 2028)’, I will describe my proposal to tackle this exciting question. 
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Chapter II : Previous Research 

Scientific activity during my doctorate (2014-2017) 
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Alamia A., Zenon A. (2016) "Statistical Regularities Attract Attention when Task-Relevant". Frontiers in Human 
Neuroscience, 10:42.  

Alamia A., Solopchuk O., D'Ausilio A., Van Bever V., Olivier E., Zenon A.  (2016) "Disruption of Broca's Area Alters Higher-
order Chunking Processing during Perceptual Sequence Learning". Journal of cognitive neuroscience. Vol 28, 
N°3, p.402-417.  

Alamia A., Solopchuk O., Olivier E., Zenon A. (2016) "Non-parametric algorithm to isolate chunks in response sequences 
". Frontiers in Behavioral Neuroscience, 10:177. 

Alamia A., Solopchuk O., Zenon A. (2018) "Strong conscious cues suppress preferential gaze allocation to unconscious 
cues". Frontiers in Human Neuroscience, 12:427. 

Alamia A., VanRullen R., Pasqualotto E., Mouraux A., Zenon A. (2019) "Pupil responds to unconscious surprisal". Journal 
of Neuroscience, 3010-18 

Alamia A., Zenon A., VanRullen R., Duque J.,Derosiere G..(2019) "Unconscious perceptual cues drive oscillatory activity 
in the motor cortex during action selection ". Neuroimage, 186, 424-436 

 

Unconscious learning 

Demonstrating unconscious learning 

The main focus of my doctoral studies was on unconscious learning. The primary motivation 

for investigating unconscious processes is that it is one of the key experimental ways to study 

human consciousness. Typically, it is possible to frame the current literature on unconscious 

learning along two dimensions (Figure 2.1, from Alamia, Orban de Xivry, et al., 2016): the 

first one determines whether the stimuli used during learning are supraliminal or subliminal, 

whereas the second dimension characterizes the complexity of the rules or associations 

to be learned. More specifically, the term “complex rule” is used here to refer to task 

structures that are composed of a large number of contingencies, such as in sequence 

learning tasks (in which numerous transitions between successive button presses have to 

be learned), or artificial grammar tasks (in which a set of probabilistic rules drive the 

generation of grammatical strings). In opposition, simple rules can be defined as task 

structures composed of a small number of contingencies. Notably, there is not a precise 

separation between these two rule classes, which instead represent two extremes of a 

continuum. The hallmark of implicit learning is the use of supraliminal stimuli to induce 

learning of abstract, complex rules (top left corner in Figure 2.1) (Reber, 1967).  

https://scholar.google.it/citations?view_op=view_citation&hl=it&user=057WKLYAAAAJ&citation_for_view=057WKLYAAAAJ:Y0pCki6q_DkC
https://scholar.google.it/citations?view_op=view_citation&hl=it&user=057WKLYAAAAJ&citation_for_view=057WKLYAAAAJ:IjCSPb-OGe4C
https://scholar.google.it/citations?view_op=view_citation&hl=it&user=057WKLYAAAAJ&citation_for_view=057WKLYAAAAJ:IjCSPb-OGe4C
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Figure 2.1 – A) Schematic representation of unconscious learning paradigm. The x-axis represents the 
stimulus perceptibility (subliminal or supraliminal) and the y-axis represents the rules complexity 
(simple–complex rules). Our study is the first one to propose a supraliminal task with simple rules, thus 
addressing the main criticisms proposed by Shanks and colleagueas about the existence of unconscious 
learning. B) Experimental design of the first study: following a fixation cross displayed for 600 ms, a 
patch of moving dots was displayed for 300 ms. The participants had 500 ms to provide a response 
indicating the motion direction. Unbeknownst to the participants, two out of the three possible colors 
were always associated with a given direction/response, while one was uninformative. 

 

However, in a seminal study published in 1994, followed by another one in 2014 (Newell & 

Shanks, 2014; Shanks & Stjohn, 1994), Shanks and colleagues cast a shadow on the very 

existence of unconscious processing, raising significant methodological concerns over the 

previous studies. Importantly, they suggested a set of 4 criteria to test the level of awareness 

reliably:  

1- The sensitivity criterion regards the sensitivity of the measures of awareness;  

2- the information criterion suggests that the measure of awareness should probe the 

same information as the experimental task;  

3- the immediacy criterion imposes that the tests should be simultaneous (or follow 

immediately) to the experimental task;  
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4- the relevance criterion suggests that the measure of awareness should avoid irrelevant 

information.  

In their studies, they concluded that “convincing evidence in favor of the existence of 

unconscious learning was still lacking”. Starting from this context, the first goal of my thesis 

was to settle this controversy by demonstrating the existence of unconscious learning by 

addressing all Shanks' criteria. The main issue relates to the vast complexity of the rules 

learned implicitly (e.g., an artificial grammar composed of several rules) and the fact that the 

experimental tests are not sensitive enough to detect the actual amount of explicit and implicit 

knowledge learned by the participants. The critical intuition –and the main challenge- of our 

study (Alamia, Orban de Xivry, et al., 2016) was to elicit unconscious learning with a simple 

experimental design, thus addressing the most stringent criteria. We designed a motion 

discrimination task in which some stimulus colors were associated with the motion direction, 

thus cueing the correct response. Remarkably, participants exploited the color information but 

proved to be truly unaware of the association. We demonstrated the lack of awareness with 

three independent tasks (a questionnaire, a familiarity, and a generative task), fulfilling all 

Shanks' criteria. Our study was the first to propose a robust and straightforward behavioral 

framework leading to implicit learning, proving its behavioral relevance and providing a reliable 

framework to study it thoroughly.  

Unconscious learning and visual attention 

Once we had a solid experimental framework to investigate unconscious processes, we 

explored its relationship with several cognitive functions, taking advantage of different 

experimental techniques. We first examined the interaction between visual attention and 

unconscious learning before considering its electrophysiological correlates, specifically in 

the motor cortex (see below). To address the first point, I performed two studies in which I 

explored how unconscious information influences eye movements (Alamia et al., 2018; Alamia 

& Zénon, 2016). In one study (Alamia et al., 2018), we exploited a modified version of the 

motion discrimination task (figure 2.2A), in which we displayed two patches of dots moving 

coherently in the same direction (either left or right). Participants could freely move their eyes 

to fixate on either of the two patches and were instructed to report the motion direction while 

we recorded eye movements. Importantly, patches could have two coherence levels, either 

high or low (easy and hard to perceive, respectively), and, unbeknownst to the participants, 

their color was associated with the motion direction (as in the previous study). In any given 

trial, either patch could have high or low coherence, and its color could be informative or not, 

thus having an explicit cue (the coherence) and an implicit one (the color). First, we showed 

that participants unconsciously learned the association between color and motion direction; 

then, we demonstrated that the unconscious learning of the color-motion association 
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influenced attentional allocation (i.e., eye movements) but that this effect was present only for 

low coherence levels, i.e., for difficult trials. In other words, our results reveal that conscious 

and unconscious sources of information influence attentional allocation and suggest a 

selection process that weights cues in proportion to their reliability. The second study found 

similar results in the statistical learning domain, specifically in the implicit learning of statistical 

regularities. We showed participants two moving stimuli (Figure 2.2B), changing color in the 

middle of their trajectory. Importantly, the changes were driven by a simple Markovian process, 

which determined the color transition probabilities. Participants were instructed to press a 

button when a given color was on the screen. Our results showed that participants tracked 

stimuli when these were predictive of the upcoming target, that is, when the stimuli were task-

relevant (Alamia & Zénon, 2016). In conclusion, our two studies demonstrated that eye 

movements are affected by unconscious information and statistical learning. Next, we 

investigated whether we could observe neurophysiological correlates of unconscious learning 

via EEG recordings.  
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Figure 2.2 – A) Experimental Design of the experiment in Alamia, Solopchuk & Zenon, 2018. The figure 
shows a representative trial composed of three parts: fixation cross, stimulus presentation and response 
time. Participants were instructed to report the motion direction of the patches (which was always 
consistent between stimuli). B) Experimental Design of the experiment in Alamia & Zenon 2016. The 
upper part is a schematic representation of a whole trial, while the lower part of the picture represents 
the successive stages of a block. The dashed line represents the range of dot positions in which a 
change of color may occur. Colors changed following the transition probabilities as shown in the inset. 
Two colors were always associated to each other (conditional probability = 1, predictable colors) while 
the remaining colors all shared a conditional probability equal to 0.33 (unpredictable colors). 

 

Unconscious learning modulates motor response 

 To explore the electrophysiological signature of unconscious learning, I performed one 

study in collaboration with Dr. Gerard Derosiére and Prof. Julie Duqué, (Université Catholique 

de Louvain, Belgium), in the context of a collaboration about the role of motor cortex in implicit 

learning (Alamia, Zénon, et al., 2019; Derosiere et al., 2015, 2017). In previous studies, using 

brain stimulations (Transcranial Magnetic Stimulation, more specifically cTBS, which disrupts 

the regular activity of the targeted brain area), we showed that the primary motor cortex plays 

an important role in the implementation of implicit rules, crucially redefining the role of such 

region from simple motor actuator to a more prominent involvement in resolving motor 

decisions (Derosiere et al., 2015, 2017). From these premises, we investigated the 

electrophysiological recordings related to motor components while participants were involved 

in the motion discrimination paradigm presented above (in which the color-motion associations 

were unconsciously learned). Our results revealed that implicit cues modulate the oscillatory 

contralateral activity in the beta range (16-25Hz), known to be involved in motor preparation, 

and this modulation had a behavioral effect, influencing the speed of the motor response (i.e., 

reaction times). In addition to replicating our previous results, we provided new evidence that 

implicit and explicit sources of information are integrated into the motor cortex during decision-

making, thus expanding and integrating our previous studies.     

Pupil response to unconscious surprisal 

The last study within the unconscious learning framework played an essential role in my 

transition from cognitive to computational neuroscience, and it sparked my interest in 

Predictive processes in general and Predictive Coding in particular. In this study (Alamia, 

VanRullen, et al., 2019), we showed for the first time that unconscious learning of statistical 

regularities can be tracked by pupillary responses, such as a dilation induced by arousing 

events (e.g., unconscious surprise). Participants were asked to stare at a stream of letters, 

presented at 1Hz, to detect a specific target (i.e., the letter ‘A,’ which rarely occurred). 

Unbeknown to the participants, the four letters (excluding the target) which composed the 

stream follow some statistical rules, as shown in Figure 2.3A.  Specifically, each letter was 

likely to precede two letters but very rarely a third one (a rare transition occurring only 5% of 

the time). After confirming thoroughly that the rules were truly unconscious (once again by 
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meeting all Shanks' criteria via different tasks that probe participants’ knowledge of the rules – 

see above), we showed that the pupil dilates more in response to unconsciously surprising 

events (figure 2.3 B). Moreover, we replicated these results in a series of 2 additional 

experiments: in the first one, we demonstrated the crucial role of attention in the occurrence of 

learning, as we did not observe the pupillary dilation if participants were performing another 

task that oriented attention away from the letters (i.e., detecting changes in the fixation cross 

color). In the second one, we revealed via EEG recordings the electrophysiological correlates 

related to the rare transition, as shown in Figure 2.3 C. Importantly, this project, which 

concluded my doctoral studies on unconscious learning, introduced me to the idea of 

predictions and prediction-errors, and more broadly to the framework that will determine most 

of my scientific interests: Predictive Coding. 

 

 
Figure 2.3 – A) Experimental Participants attended to a stream of letters. The transitions between 
letters followed a Markovian process, with frequent and rare transitions. B) Pupillary response is larger 
after the rare transition (in red). C) EEG evoked activity correlates with the pupillary response. 

 

In the next chapter, I will outline the studies I carried out during my postdoc, investigating the 

link between oscillatory activity and predictive coding. However, before that, in the next section 

I will briefly overview another line of research I carried out during my graduate studies about 
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sequence learning in collaboration with another fellow Ph.D. student, Oleg Solopchuk, and my 

supervisor, Etienne Olivier. 

Sequence learning 

In this section, I will briefly present my works in Sequence Learning, a line of research I 

developed in parallel with Unconscious Learning during my doctoral studies, which proved 

decisive in learning new technical skills (i.e., TMS), establishing collaborations, and 

discovering new topics. In this domain, together with my colleague and friend Oleg Solopchuk, 

we investigated the cognitive and neural correlates of chunking. These information-processing 

mechanisms consist of grouping consecutive items in a sequence, for example, to facilitate its 

memorization (as when memorizing a phone number, we tend to decompose it in small chunks) 

but also to execute complex motor actions. Importantly, chunking is a cognitive process related 

to many cognitive functions, from language to body movements.  

The role of Broca’s area in sequence learning 

Our main study investigated the role in sequence learning of the Broca's area, a brain region 

generally involved in language (Alamia, Solopchuk, et al., 2016). Specifically, we applied 

Transcranial Magnetic Stimulation to our participants via continuous Theta Burst Stimulation 

(cTBS), a sequence disrupting the targeted area's activity. Participants performed a perceptual 

sequence learning task in two sessions, in which we either targeted the poster part of Broca’s 

area or a control site (figure 2.4A). Importantly, the sequence of items had a specific structure, 

which allowed participants to group it (or chunk it) at different hierarchical levels (figure 2.4A). 

We developed a framework to analyze reaction times by applying a clustering method 

borrowed from network analysis (Mucha et al., 2010; Wymbs et al., 2012), namely the Louvain 

method for community detection (Blondel et al., 2008), which allowed us to measure the 

strategy used by participants during the task. Remarkably, our results revealed that the 

disruption of Broca’s area increased the processing time of higher levels but not the lower 

ones, thus modifying the participants’ chunking strategy. These results contribute to 

understanding the role of this brain region in processing hierarchical structures, such as 

language and complex motor actions. 

Other studies on chunking 

Besides investigating the role of Broca’s area in chunking, we also explored the contribution 

of the Supplementary Motor Area on sequence representation, using a similar approach based 

on cTBS stimulation (Solopchuk et al., 2017), and we discussed the potential role of the dorsal 

premotor cortex in sequence learning (Solopchuk, Alamia, & Zénon, 2016).  We also design 

an experiment to test the role of chunking in working memory (Solopchuk, Alamia, Olivier, et 

al., 2016), correlating chuning strategies with the performance in other tasks involving working 



16 
 

memory processes. Lastly, we developed a non-parametric algorithm to reliably identify 

chunks in reaction times series (Alamia, Solopchuk, Olivier, et al., 2016), which was used in 

previous studies to quantify chunking strategies. Besides this work on chunking and sequence 

learning, during my doctoral path, I had the chance to collaborate with the group of Valery 

Legrain, also at the Institute of Neuroscience in Brussels, where I contributed to the data 

analysis and the implementation of Bayesian methods to adapt task difficulty, within the context 

of visual perception and nociceptive stimulation. This work, which I won’t present here as quite 

tangential to my career, nevertheless turned into a few publications and enriching 

collaborations (Filbrich, Alamia, Blandiaux, et al., 2017; Filbrich, Alamia, Verfaille, et al., 2017; 

Filbrich et al., 2018; Vanderclausen et al., 2017). All in all, these studies, complementary to my 

main line of research in Unconscious learning, proved very important to learn new experimental 

skills and theoretical frameworks in Cognitive Neuroscience. 
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Figure 2.4 – A) The sequence to be learned contained 16 elements and was characterized by a particular 
relational structure, so it could be chunked consistently by all participants according to four distinct 
levels. B) Time course of a sequence and design of the experiment. Each sequence started with the 
display of a fixation cross for 3000 msec, followed by the display of a first pair of stimuli (digits in a 
rectangle). The participant had to select the digit belonging to the sequence by pressing the appropriate 
response key (right index or right middle finger). This was followed by feedback consisting of a green 
rectangle surrounding the selected digit for a correct response or a red mask for an incorrect one. Then 
the next pair of digits was displayed. Each block comprised five sequence repetitions. The lower part of 
the figure illustrates the experimental design. The experiment started with the first control task (CT1), 
which had the same design as the main task except that the four digits were replaced by for four letters 
(A, B, C, and D) and there was no sequence to learn. It was followed by the application of cTBS either 
over either the left BA 44 or the vertex (control group). Then, the participants performed the main task 
(8 blocks × 5 sequences), and the control task was repeated (CT2) at the end of the experiment. 
 

 

Scientific activity during my post-doctorate (2017-2021) 

 

Predictive Coding and traveling waves 

After my doctoral studies, I started looking for a general framework to interpret my 

results from a broader perspective. I felt that most of the studies in Cognitive Sciences, from 

Experimental Psychology to Electrophysiology, were but a small brick of a more extensive 

construction that I couldn’t perceive in its entirety. Such as the perhaps unfulfilled promise of 

String theory in physics, I was looking quite ambitiously for a view in Cognitive Neuroscience 

that could integrate all of the plethora of results and findings from different studies (and 

possibly, differently than String theory, be tested experimentally). Eventually, I came across 

the framework of Predictive Coding (or, more broadly, Bayesian inference), which seemed a 

promising starting point for such an ambitious quest. Accordingly, during my first postdoc, the 

primary goal was to design a computational model based on Predictive Coding principles able 

to explain some fundamental physiological observations, such as brain oscillations. I got 
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particularly interested in neural oscillations as they proved a pivotal computational tool in many 

cognitive functions, as demonstrated by several studies in the last decades. Perception, 

memory, and even consciousness may result from networks’ synchronization (Boly et al., 

2011; Fell & Axmacher, 2011). Several factors influence brain rhythms' amplitude and 

topography, suggesting their involvement in several tasks. Generally, cortical oscillations play 

a role in neuronal communication and synchronization of brain regions (Buzsáki & Draguhn, 

2004; Fries, 2015; Vezoli et al., 2021; Vinck et al., 2023), motor coordination and execution 

(Brittain & Brown, 2014), perception and information processing, as in feature binding or 

discrete perception, etc. (Eckhorn et al., 1988; VanRullen, 2016). As mentioned in the first 

chapter, brain oscillations have also been related to Predictive Coding, associating prediction 

and prediction-error to different frequency bands, and several hypotheses have been proposed 

to clarify the interplay between Brain Oscillations and Predictive Coding. However, a functional 

model reconciling distinct experimental evidence at different scales (i.e., macro and 

mesoscopic) is still lacking. Arguably, one of the next ambitious goals in Cognitive 

Neuroscience is to propose such a general and coherent scheme, combining Predictive 

Coding with oscillatory brain dynamics. In my first postdoc with Rufin VanRullen, we partially 

contributed to this challenging question, implementing a relatively simple model based on 

Predictive Coding principles that could explain the emergence of oscillatory dynamics. 

 A relatively simple computational model 

Given a hierarchical system, such as a sensory system, the critical idea in Predictive 

Coding is that the higher level predicts the lower level activity, and the difference between the 

prediction and the actual activity (i.e., the prediction error) is used to update and correct the 

next prediction. Ideally, given a stable and predictable environment, the higher-level activity 

tracks the changes in the stimuli, eventually converging to a stable interpretation of the world 

in which the prediction error is null. However, our study's fundamental intuition was considering 

biologically plausible constraints when modeling how information propagates between 

adjacent brain regions (figure 2.5A). More specifically, if we consider a dynamic environment 

and the time delay that the information takes to propagate between levels, both the prediction 

and the prediction error will constantly be late in updating each other, eventually evolving into 

a constant overshooting. This simple dynamic generates oscillatory activity, whose frequency 

depends on the temporal delay and neuronal time constants (intuitively, shorter delays result 

in higher frequencies, see Figure 2.5B). Below are the equations describing this simple model, 

governed by a system of first-order differential equations: 

 
dy𝐿

dt
  = 

1

τ
 . xL (t-ΔT)  +  

1

τ𝐷
 . (yL+1(t-ΔT)-yL(t)) (1) 
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 xL(t) = yL-1 (t) - yL (t-ΔT) (2) 

Equation 1 determines each region’s neuronal activity y(t), whose dynamic is driven by 

two factors: the bottom-up residual xL (defined in equation 2) and the difference between its 

representation and the top-down predictions (which, in Bayesian terms, can be considered a 

form of prior). In the equations above, L denotes the levels, and ΔT represents the temporal 

communication delay: more specifically, the prediction from the L level will have a temporal 

delay of ΔT before reaching the L -1 level.  In our study, we assumed the temporal delay to be 

the same in the forward and backward directions (note that it’s straightforward to demonstrate 

that similar oscillatory dynamics would be found for symmetric and asymmetric delays, e.g., 

with ΔT=12ms, or with ΔTforward=16ms and ΔTbackward=8ms). Besides ΔT, two other parameters 

are crucial in our implementation: τ and τD, which describe neuronal integration and decay's 

temporal dynamics (time constants). Each time constant weights the residual computed from 

the lower-level and the prediction from the higher level. Importantly, when the prior yL+1 is set 

to 0, the second term in equation (1) acts as a decay term, ensuring that the prediction yL(t) 

returns to zero in the absence of inputs. Considering additionally that higher-level brain signals 

typically vary slower than low-level input signals (Gauthier et al., 2012; Kiebel et al., 2008; 

McKeeff et al., 2007; Murray et al., 2014), we set the time constant τD an order of magnitude 

larger than τ (Alamia & VanRullen, 2019a). Importantly, this simple two-layer version of the 

model implementing predictive coding dynamics could produce oscillatory activity, whose 

frequency depends on the model's parameters (see Figure 2.5B). Next, we decided to extend 

the model to several levels, and we introduced a prior activity representing an internal model 

of the world which constantly generates predictions about the environment (and, for simplicity, 

shares the same statistics as the input signal, i.e., white noise in our simulations). Surprisingly, 

such extension from two to a multi-level representation leads to observing an oscillatory front 

of activity propagating through the levels as a traveling wave, as shown in figure 2.5C (Alamia 

& VanRullen, 2019a; Muller et al., 2018). In this multi-level version of the model, we observed 

that the oscillatory activity presents a phase shift between levels, representing oscillatory 

traveling waves that propagate through regions, in agreement with recent studies investigating 

cortical traveling waves (Muller et al., 2014, 2018; H. Zhang et al., 2018). Importantly, these 

simulations generate new hypotheses about the propagation of these oscillatory waves, which 

arise naturally from our models' dynamics. In particular, our model formulates precise 

predictions about the direction of propagation of the waves: the waves move forward and 

backward, driven respectively by the input or the prior, thus reflecting the 'cognitive state' of 

the model (i.e., whether the system is processing a stimulus or not). To verify these predictions, 

we analyzed two datasets of EEG recordings in healthy human subjects. In the first one, 

participants attended a visual input; in the second, they kept their eyes closed for one minute. 
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Remarkably, we observed a significant percentage of forward waves in the first condition and 

backward waves in the other, thus confirming the predictions of our model. All in all, we showed 

that a simple Predictive Coding model could explain the generation of alpha-band oscillations 

and that these oscillations propagate as traveling waves backward or forward (top-down or 

bottom-up, respectively), depending on the cognitive state of the system (with or without 

perceptual inputs).  

 

Figure 2.5 – A) Multilevel version of the model: the same parameters (ΔT = 12 ms and τ = 20 ms) are 
used throughout. The model is fed either a time-varying input (left) or a time-varying prior signal (right), 
reflecting top-down expectations computed in other parts of the brain. B)  Systematic exploration of 
these two parameters suggests that alpha reverberation is a robust phenomenon (red colors) within a 
biologically plausible range of values. C) Two-dimensional maps with only input (left column) or prior 
signals (right column): traveling waves are visible in the raw prediction signals (considered as a proxy 
for the EEG). All the values have been z-scored level-wise for visualization purposes only.  

 

Quantifying traveling waves in EEG data 

This exciting result led us to investigate further the functional role of traveling waves in 

different cognitive contexts. To carry out these studies, we devised a new method to quantify 



21 
 

traveling waves in EEG recordings in a simple but efficient way, considering an array of 

electrodes. In all studies, we measured the amplitude of waves propagating forward or 

backward, as shown in figure 2.6A. Specifically, we apply a moving time window over the EEG 

signals, lasting 1000ms, with an overlap of 500ms. We combine the signals from 7 electrodes 

for every time window generating a 2D map having time and electrodes as axis (see figure 

2.6A). In all experiments, the waves are computed along the midline of electrodes, using the 

electrodes from Oz to Fz, except in one recent study investigating visual attention and 

lateralization, in which we considered distinct, lateralized lines of electrodes (see section 

‘Finalizing ongoing projects post-covid pandemic’ for details). Next, we compute 2D Fourier 

Transformation (2D-FFT) for each map. Importantly, given the property of the 2D-FFT, the 

upper- and lower-left quadrants represent the power of forward (FW) and backward (BW) 

traveling waves, respectively (see Figure 2.6B for a schematic representation and an intuition 

about 2D-FFT properties). Since the 2D-FFT is symmetrical around the origin, the lower-left 

and upper-right quadrants contain the same information. From quadrants of the same side, we 

select the maximum value for each temporal frequency, thus obtaining a spectrum 

representing the raw amount of FW and BW waves for each time window (it is possible, as we 

did in the first studies, to focus on specific frequency band, such as alpha). To compute a 

baseline, we run the same procedure after shuffling the electrodes’ order, thereby disrupting 

spatial information (including the waves’ directionality) while retaining the same overall spectral 

power. In other words, the surrogate measures reflect the amount of waves expected solely 

due to the temporal fluctuations in the signal. After having computed the maximum values for 

the FW and BW waves of the surrogate 2D-FFT spectra one hundred times (and averaging 

the 100 values), we calculate the net amount of FW and BW waves in decibels (dB) by applying 

the following formula: 

𝑊𝑑𝐵 =  10 ∗ log10

𝑊

𝑊𝑠𝑠
 

where W represents the maximum value extracted for each quadrant (i.e., forward FW or 

backward BW), and Wss is the respective surrogate value. Importantly, this value -expressed 

in decibels- represents the net amount of waves against the null distribution, that is, against 

the hypothesis of having no FW or BW waves when shuffling the electrodes. It is informative 

when compared to zero to assess the significance of waves. A direct comparison between FW 

and BW waves in each time-bin is not readily interpretable, as it is possible to simultaneously 

record waves propagating in both directions—as observed during visual stimulation epochs. 

Compared to other methods for quantifying waves in EEG recordings, this approach provides 

a more robust and reliable estimation, as several electrodes are considered together when 

quantifying the waves’ amount, even though it has a significant limitation due to the arbitrary 
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choice of the propagation axis. However, in all the experiments, we were primarily interested 

in the anterior-posterior axis, predominantly related to visual processing, thus making the 2D-

FFT method the ideal choice.  

 

 

Figure 2.6 A) Schematic of the waves’ quantification method. After defining time windows over each 
electrode line, we computed 2D Fourier transformation to quantify the amount of forward (in blue) and 
backward (in red) waves. From the upper and lower quadrants of the 2D-FFT spectra, we consider the 
maximum value over spatial frequencies, providing a 1D spectrum of forward and backward waves in 
the temporal frequency domain. After shuffling the electrodes’ order, the same procedure provides a 
surrogate measure, used as a baseline. Notably, such surrogate distribution captures the 1/f trend and 
the alpha-band peak, accounting for these factors in the final waves’ quantification. B) The 2D-Fast 
Fourier Trasform (2D-FFT) decomposes an image (e.g., a space-time representation of an EEG signal) 
into its spectral components. The upper part shows the decomposition of a 2D sinusoid propagating 
along the vertical or horizontal axis of the image. The corresponding peaks are found on the axis in the 
spectral domain, and their position depends on the frequency of the oscillations. The lower part of the 
figure shows how the spectra change when the oscillations propagate with a backward- or forward- like 
pattern. Importantly, the spectral peaks rotate in two of the four quadrants depending on the direction, 
providing a reliable measure of forward or backward waves in the image.  

 

The role of traveling waves in visual cognition 

This section briefly presents our results when quantifying traveling waves in different 

experimental conditions. This research mainly occurred during my second postdocs, from 2019 

to 2022. First, we investigated the role of alpha-band traveling waves during visual stimulation 

(Pang et al., 2020). In this study, I co-supervised the graduate student, Zhaoyang Pang, 

involved in this study. Participants attended a visual stimulus for 5 seconds, followed by 5 

seconds of resting state (i.e., blank screen), while we recorded EEG signals (Figure 2.7B). We 

then quantified the moment-to-moment progression of traveling waves. As shown in Figures 

2.7C and D (left panel), we observed alpha-band waves propagating from occipital to frontal 
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regions during visual processing, while waves propagating in the opposite direction dominated 

in the absence of visual inputs. Interestingly, only during visual stimulation, both forward and 

backward waves co-occur on average but correlated negatively, revealing an alternation of 

forward and backward waves over time during visual perception. These results confirmed our 

previous findings based on the computational model, demonstrating that the alpha-band 

traveling waves' direction of propagation depends on the cognitive state of the system, 

specifically on the presence of visual stimulation.  

In another study, we explored the role of alpha-band traveling waves in conscious visual 

perception using a binocular rivalry design (Luo et al., 2021). This study was performed by 

Canhuang Luo, a former Ph.D. student in the team, while I was involved as a senior author 

supervising the project. In this work, we investigated the relationship between conscious 

perception and the generation and amplitude of perceptual echoes, that is, alpha-band 

oscillations reflecting visual processing (Vanrullen & MacDonald, 2012). Perceptual echoes 

are computed by cross-correlating the EEG signal with the visual stimulus (e.g., a white noise 

sequence of luminance changes), thus obtaining the impulse response function (IRF), which 

quantifies how and in which frequency band the visual system reverberates the sensory 

information. Using a binocular rivalry setup based on dichoptic mirrors (Figure 2.7A), we asked 

participants to continuously report which of two colored Gabor patches with different 

orientations they consciously perceived while recording their EEG signals. Crucially, we could 

estimate the perceptual echoes generated by the perceived (dominant) and non-perceived 

(suppressed) stimulus due to the random changes in the luminance of each patch. We first 

compared the alpha power generated by each patch with a control condition (participants 

performed the same experiment but with monocular vision,that is only one patch was displayed 

during the experiment without eliciting any rivalry). Interestingly, we observed that the alpha 

power related to the consciously perceived stimulus was comparable with the control one and 

higher than the one induced by the suppressed stimulus. In addition, we found that both 

perceived and suppressed echoes propagated as a travelling wave from the posterior to frontal 

brain regions. These results hint at the relation between travelling waves and conscious 

perception; further studies will model and interpret these results in the framework of Predictive 

Coding (see ‘WP 4 - Attention and conscious perception modulate oscillatory traveling waves.’ 

section).  

Concerning the Predictive Coding interpretation of traveling waves, we performed a further 

study in collaboration with Dr. Robin Carhart-Harris (from the Psychedelic Research Center at 

the Imperial College in London during the study). Interestingly, they proposed a model based 

on Predictive Coding to interpret the effect of psychedelics on the brain (Carhart-Harris & 

Friston, 2019). According to their model, psychedelics reduce the ‘precision-weighting of 



24 
 

priors’, thus altering the balance of top-down versus bottom-up information passing. In other 

words, psychedelic drugs clutter one’s model of the world (encoded in the prior), generating 

an altered state of mind and sensory hallucinations (more on the Bayesian interpretation of 

traveling waves in the next chapter). Remarkably, the results confirmed our predictions: 

although participants had their eyes closed, after DMT injection, EEG recordings revealed a 

spatiotemporal pattern of traveling waves similar to that elicited by visual stimulation (figure 

2.7D), consisting of an increase of forward waves and a decrease of backward waves. 

According to the predictions of the proposed model based on Predictive Coding, DMT induces 

a reduction in the precision-weighting of priors, as reflected in a decrease of top-down waves 

(encoding predictions), and a consequent rise of prediction-errors, as supposedly revealed by 

the forward waves. In the following part of this chapter, I’ll briefly present additional studies I 

carried out during my postdoc, which were unrelated to the traveling waves line of research, 

but compared neural networks' performance with human behavior.   

 

Figure 2.7 A) Binocular rivalry design. Participants stared at the screen through a set of dichoptic mirrors 
that projected the left and right side of the screen to the left and right eye, respectively. Two stimuli, 
placed on the two sides of the screen, were Gabor patches of different colour and orientation, either red 
or green. Participants reported which patch they perceived by moving a joystick to either side, each one 
associated with a stimulus (pseudo-randomly between participants, consistent across blocks and 
sessions). B) Experiment design of the Pang et al. (2020) study. Schematic diagrams of a subblock, 
composed of three identical trials, for a 30-s-long time course. The luminance changed randomly from 
0 to 255 on each screen refresh. In each trial, luminance sequences were displayed for the first 5 s 
(stimulus-on period), followed by a 5 s blank screen (stimulus-off period). C) A spectral analysis on TW 
comparing visual stimulation (ON) and closed eyes (OFF) reveals a rich dynamic in the waves 
propagating from occipital to frontal regions (FORWARD) and vice versa (BACKWARD). D) The two 
plots show the amount of forward and backward alpha-band waves during visual stimulation (left panel) 
and after the injection of the psychedelics drug DMT (right panel, DMT is injected at minute 5, as shown 
by the dashed vertical line). Although participants had closed eyes, the waves’ profile elicited by DMT 
injection is remarkably similar to those observed during visual stimulation.   
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Artificial grammar and neural networks 

In parallel with the studies about Predictive Coding, Oscillations, and Travelling Waves, during 

my first and second postdocs, I carried out two studies using Neural Networks to investigate 

brain processes and human behavior. The first study (Alamia, Gauducheau, et al., 2020) 

aligned with my previous work exploring Unconscious Learning. The main goal was to compare 

human behavior and performance in an Artificial Grammar Learning task with the performance 

of two different neural network architectures. This task is generally used to investigate implicit 

learning and language acquisition, and its computational mechanisms are still controversial 

(Tecumseh Fitch & Friederici, 2012). In one version of the task, the goal is to be able to classify 

sequences generated according to some rules (i.e. a grammar) and sequences that violate 

such rules. Previous experimental studies demonstrated that human subjects can learn 

artificial grammar without explicit knowledge of the rules and after little exposure (Reber, 1967). 

Our working hypothesis was that we could correlate human learning (i.e., performance over 

time) with recurrent but not feedforward neural networks, corroborating the hypothesis that 

recursion plays a crucial role in language (Corballis, 2014). Interestingly, we aimed to 

generalize these findings by replicating the experiment over four types of grammars, spanning 

three levels of the Chomsky hierarchy (see figure 2.8A), which determines the computational 

complexity of each grammar. One important novelty of our study was that we tested both 

humans and neural networks with the same amount of training examples (around 500), which 

proved to be challenging for the network training but provided ground for a fair comparison. As 

shown in figure 2.8B, our results  show that both architectures can learn the grammars, but 

that recurrent networks perform closer to humans than feedforward ones, for all the grammars 

we tested. Remarkably, our results suggested that explicit learning is best modeled by 

recurrent architectures, whereas feedforward networks better capture the dynamics involved 

in implicit learning. This conclusion is similar to the one drawn in other studies investigating 

visual processing (Lamme & Roelfsema, 2000), in which feedforward and recurrent 

architectures have been related to unconscious and conscious processes, respectively. 
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Figure 2.8 - A schematic representation of the 4 grammars employed in this study, arranged according 
to the Chomsky hierarchy. Type I or Context Sensitive grammar (CS, in orange), a translation was 
applied from the first to the corresponding second half of the string. For example, considering the first 
half as ‘PPN’ and referring to the same pairing as in the picture, the corresponding mirrored version 
would be ‘HTT’ in the CF, and ‘TTH’ in the CS grammar. The incorrect sequences were obtained by 
switching only two non-identical letters within one of the two halves (in red in the table). In type II 
or Context Free grammar (CF, in blue), the second half of the sequence mirrored the first half, applying 
the respective pairing to each letter (e.g. if A3 was the letter N, then the letter B3 was H). Note that a 
correct string in the context free grammar is considered as incorrect in the context sensitive, and vice 
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versa. Regular grammars are defined by a scheme organized in directionally connected nodes (type III, 
the lowest in green and purple). For both grammars A and B, each correct sequence was generated 
starting at node S0 of each respective scheme and then randomly choosing an arc departing from that 
node and recording its letter. This procedure was iterated until one of the arc labeled as ‘out’ was 
reached, thus terminating the string. Incorrect sequences had only one inexact item, being substituted 
by another letter from the proper vocabulary but violating grammatical rules (in red in the table). B) 
Results over trials and string lengths for humans (in black) feedforward (in blue) and recurrent (in red) 
networks. For humans, each bin is an average of over 40 trials (20 trials before and after, respectively, 
except the last bin, which includes the last 40 trials of the experiment). Each row represents a grammar, 
ordered according to Chomsky’s hierarchy. C) The plots show the distance between humans’ 
performance and FF (in blue) and RR (in red). Each distance represents the area measured between 
the human and the network curves. Except for grammar B, RR networks are significantly closer to human 
performance as a function of training time and sequence length. 

 

Visual reasoning, brain oscillations, and neural networks 

In the previous study about artificial grammar learning, we compared human and neural 

network performance in the same task to characterize the computational mechanisms involved 

in grammar learning in humans. Vice versa, in this project, we started with some compelling 

results from Machine Learning to draw and test specific predictions about cortical computations 

in humans. In a recent study, Kim and colleagues (Kim et al., 2018) tested feedforward 

architectures on different visual learning tasks (using the SVRT dataset (Fleuret et al., 2011). 

They demonstrated that feedforward networks could easily solve problems involving spatial 

relations (SR), such as judging whether three items are on the same line or whether the first is 

contained in the second one. Still, they fail to identify whether two items are identical or different 

(same-different task, SD). This conclusion led us to hypothesize that different computational 

mechanisms are needed to perform those two visual reasoning tasks in the human brain. In 

collaboration with the Thomas Serre lab at Brown University (who co-supervised my second 

postdoc), we designed a study to test the hypothesis that the visual system indeed relies on 

different computational mechanisms to perform the two tasks and that these mechanisms 

would be reflected by some biological markers, namely brain oscillations (Alamia, Luo, et al., 

2020). First, we replicated Kim's and colleagues' results on our own set of stimuli. Specifically, 

we trained and tested feedforward networks on two tasks using the same set of stimuli 

(hexominoes, see figure 2.9A): in one case, the networks learned to judge whether two items 

were the same or not (same-different task), whereas in the other case it classified whether 

they were more horizontally or vertically aligned (spatial relations task). Figure 2.9B shows that 

the network could be successfully trained in both conditions, but it could generalize to the test 

set only in the SR condition, confirming the results of Kim and colleagues. We additionally 

trained a “Siamese” forward network, in which each item was provided separately to the 

network (in other words, solving the selective attention problem via inductive bias): in this case, 

the network could also perform the SD task, demonstrating that the main limitation concerns 

the spatial localization of the stimuli when presented at the same time. We then decided to 



28 
 

replicate these results while recording EEG signals from human participants, while they were 

performing both SD and SR tasks. In both cases we used the same stimuli as for the neural 

networks, with an adapted experimental design (in particular, the items were were shown for 

30 ms, and participants could provide an answer after 1000ms, receiving feedback at each 

trial). As hypothesized, our results revealed a significant difference between the two conditions, 

specifically in the beta range (15-25 Hz) in the occipital brain regions (figure 2.9D). Specifically, 

we observed increased beta-band activity when performing the SD over the SR condition, 

possibly reflecting the fundamental involvement of recurrent mechanisms implementing 

cognitive functions such as working memory and attention. In another study, in which I 

contributed as co-author, we further investigated the processes underlying visual reasoning 

from a machine learning perspective (Vaishnav et al., 2022). In this study, led by the Ph.D. 

student Mohit Vaishnav and supervised by Thomas Serre, we assessed the ability of deep 

convolutional networks to solve 23 distinct visual reasoning problems (specifically the SVRT 

challenge). As in our previous work, our results first reveal a novel taxonomy of visual 

reasoning tasks, primarily explained by two main types of relations, that is, same-different and 

spatial-relation judgments. Then, we equipped the network with a spatial and feature-based 

attention system and evaluated their ability to solve the SVRT challenge. We found that 

attentional systems help to solve the hardest tasks more efficiently and that the improvements 

in individual tasks partially explained the novel taxonomy.  
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Figure 2.9 – A) The stimuli were the same in the simulations and in the human experiments. The items 
were displayed at opposite sides of the screen (either 45° and 225° or −45° and −225°). Both item 
positions were jittered by a random amount in both the x- and y-axes (Δx and Δy in the picture) to make 
the task non-trivial for human participants (i.e., preventing participants from performing the SR task 
considering only the position of one item, thus ignoring the SR between the two items). The items used 
are hexominoes (right panel). The four subplots show some examples of stimuli position for the SD task 
(left column) and spatial relation task (SR, right column). For the sake of illustration, the ratio between 
the screen and hexominoes size has been modified (stimuli here look bigger than in the real experiment). 
B, C) Accuracy of the CNN network on the SD (light red) and SR (blue) tasks, and of a Siamese network 
trained on the SD task (dark red). The Siamese network mimics segmentation in a feedforward network, 
by separating the items in two distinct channels of the network (see C). The left panel shows the training 
curves for each network (accuracy over epochs during training); we stopped the training when the 
validation accuracy reached 90%. In the right panel, we show the training accuracy at the last epoch 
and the test accuracy. The latter was evaluated using novel items never used for training, and it reveals 
that the CNN seems to only learn the required rule for the SR but not for the SD task, as shown in a 
previous study. Conversely, the Siamese network (CNN with segmentation) can solve the SD task, 
demonstrating that segmentation can allow the CNN to successfully accomplish this task. In both panels 
we show average values ± SE over 10 repetitions using different random initializations. D) The difference 
between SD and SR power spectra is shown in the first panel. White lines indicate the onset of the 
fixation cross, the stimuli and the response cue. B, The second panel shows the corresponding t values 
(when testing the difference against zero). We observed a significant region in the low β band (16–24 
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Hz), between 250 and 950 ms after stimulus onset. C, The topography of the significant time-frequency 
window reveals the involvement of occipital-parietal regions. 
 
 

Overall, this work provided a better understanding of visual reasoning and produced 

predictions about the involvement of feature-based and spatial attention mechanisms in 

different reasoning problems, besides illustrating the potential benefits of incorporating brain-

inspired mechanisms in artificial networks to achieve human-level ability in visual reasoning.  
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First steps as Principal Investigator (2021 – 2023) 

Finalizing ongoing projects post-covid pandemic 

As for everyone else, the Covid pandemic impacted considerably the ongoing scientific activity, 

especially experimental studies. In the year 2021, I started the position as CNRS researcher 

at CerCo. Despite the inability to run experiments and the limitations due to the sanitary 

situation, I carried on my research using previously collected datasets and focusing on 

computational work, following my growing interest in Machine Learning. Regarding the 

experimental work, I had the opportunity to supervise two master students, who contributed to 

collecting and analyzing the data right before the onset of the pandemic. In this study, we 

further investigated the role of traveling waves in cognitive functions, focusing specifically on 

how selective attention modulates traveling waves (Alamia, Terral, Renaud D’ambra, et al., 

2023). The study's main goal was to pinpoint and disentangle the distinct roles of alpha-band 

oscillations. On the one hand, alpha oscillations have been associated with inhibitory functions, 

showing, for example, that visual attention increases alpha-band power in the hemisphere 

ipsilateral to the attended location. On the other hand, perceptual echoes (as introduced 

above) revealed that alpha oscillations positively correlate with visual perception. These two 

main findings hint at different processes underlying alpha band dynamics. In this study, we 

aimed to experimentally disentangle the two functionally distinct alpha-band oscillations using 

an approach based on traveling waves. We analyzed three EEG datasets (one recorded in the 

lab and two publicly available, figure 3.1) in which participants performed a visual selective 

attention task, and our results revealed two distinct processes. First, top-down alpha-band 

waves propagating from frontal to occipital regions increase ipsilateral to the attended location, 
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and their spectral power correlate positively with alpha-band power in frontal and occipital 

regions. However, only during visual stimulation we also observed alpha-band waves 

propagating in the opposite direction (from occipital to frontal areas) and contralateral to the 

attended location. The presence of forward exclusively during visual stimulation suggested the 

presence of a separate mechanism related to visual processing and independent from the top-

down, inhibitory one. All in all, the results of this study reveal two processes reflected by 

different propagation directions and confirm the importance of considering oscillations as 

traveling waves when characterizing their functional role. 

 

 

Figure 3.1 - Each column in the figure represents a different EEG dataset involving experiments with 
visual stimulation (left and middle columns) and without visual stimulation (right column). In the upper 
panels, the net amount of forward (blue) and backward (red) waves is represented along different lines 
of electrodes, normalized to the midline. The left and central panels reveal an increase (decrease) of 
forward (backward) waves contralateral to the attended location when participants attended to visual 
stimulation. The right column shows that when participants attended an empty screen (data from (Foster 
et al., 2017)), only backward waves were modulated by visual attention, and no effect was observed in 
the forward waves without visual stimulation. Error bars represent standard errors of the mean. The 
middle row shows schematic representations of the screen during the tasks: the central panel illustrates 
the task from (Feldmann-Wüstefeld & Vogel, 2019), where D and T stand for Distractor and Target, 
respectively. In the task from (Foster et al., 2017), the screen was empty, as the eight circles were not 
displayed during the task but here illustrate the stimulus positions (Foster et al., 2017). The lower panels 
represent the lines of electrodes in all datasets. 
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In addition to this study, I had the opportunity to write two commentary papers during these 

years. In the first one, in collaboration with Benedikt Zoefel, we argued about the importance 

of identifying and considering true oscillations as an essential mechanism involved in cognition 

(Bree et al., 2022). In another work with Rufin VanRullen, we defended the thesis that 

oscillations are best understood when considering their spatial component (that is, as traveling 

waves), and we disentangle different cases in relation to temporal binding (Alamia & 

VanRullen, 2023). Both works are in line with my ongoing scientific interest, which tries to 

underpin the (oscillatory) dynamics and mechanisms at the heart of cognitive processes. 

Besides these works in cognitive neuroscience, in parallel, I also pursued some work in 

machine learning, as described in the next section.  

Machine learning and Neuroscience 

In my scientific quest, the road that links Cognitive Neuroscience and Machine Learning is a 

two-way street, where round trips are the rule rather than the exception. In other words, neural 

networks are a valuable tool to investigate and test specific hypotheses about brain dynamics, 

and on the other hand, brain-inspired methods could improve and provide more robust 

algorithms. This mutual benefit is illustrated in one of my recent studies (Alamia, Mozafari, et 

al., 2023). In this work, we tested the functional role of top-down connections within the 

predictive coding framework in object recognition under noisy conditions and adversarial 

attacks.  Specifically, we implemented deep convolutional networks (i.e., ResNet and 

EfficientNet), including Predictive Coding dynamics, using a toolbox we developed in a 

previous study (Choksi et al., 2021). The activity in each layer is then described by the following 

equation (and figure 3.2 A): 

 

𝑚𝑖(𝑡 + 1) =  𝝁 𝑚𝑖(𝑡) +  𝜸 𝐹(𝑚𝑖−1(𝑡 + 1), 𝜃𝑖
𝑓𝑓

) + 𝜷𝐵(𝑚𝑖+1(𝑡), 𝜃𝑖+1
𝑓𝑏

)

− 𝜶 ∇𝑀𝑆𝐸(𝐵(𝑚𝑖(𝑡), 𝜃𝑖
𝑓𝑏

), 𝑚𝑖−1(𝑡)) 

 

where feedback connections 𝜃𝑖
𝑓𝑏

 were trained for the reconstruction of clean images, whereas 

forward connections 𝜃𝑖
𝑓𝑓

were trained for classification. The last term is the prediction-error as 

quantified by the gradient of the Mean Squared Error between the predicted and the actual 

activity (Rao & Ballard, 1999). Importantly, a specific hyperparameter (in bold in the equation) 

modulates each term's functional relevance (i.e., weight), namely the memory, forward, 

backward, and prediction error. After a first feed-forward pass that initializes the network (i.e., 

without memory or top-down connections), the activity is then determined at each time step by 

the contribution of each term. Interestingly, we first showed that such a network implementing 

https://www.sciencedirect.com/topics/mathematics/feedback-connection
https://www.sciencedirect.com/topics/computer-science/predictive-coding
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Predictive Coding dynamics has better accuracy than a purely forward network with the same 

number of parameters (figure 3.2B-D, right column).  

 

Figure 3.2 – A) Predictive Coding dynamics. Architecture of the shallow model, composed of 
three convolutional layers and two fully connected ones. Each layer’s activity is a combination of four 

https://www.sciencedirect.com/topics/engineering/convolutional-layer
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terms at each time-step, shown in different colors. Each term is modulated by a specific hyper-
parameter. B) Values of hyper-parameters and accuracy of the deep predictive coding networks for 
PResNet18 with hyper-parameters that are trained on CIFAR100-C images, and are shared across 
layers. (C) PResNet18 and (D) PEffNetB0 with hyper-parameters that are trained respectively on 
CIFAR100-C and ImageNet under Gaussian and Salt & Pepper noise, and are separate for each layer. 
Plots in the first column show the hyper-parameters as a function of the layers (PCoder) from input to 
top layer under medium noise level. The circles indicate layer with maximum feedback error. In middle 
columns, relative values of hyper-parameters are plotted across noise levels. In case of separate hyper-
parameters, the PCoder with maximum feedback error is shown. For each noise level, the accuracy 
difference to the first time-step (i.e. feedforward backbone) is depicted in the last column. Error bars 
show standard error of the mean (SEM) over 19 CIFAR100-C noise types. In all cases, the networks 
achieve accuracy gain by utilizing more feedback and forward error as the noise severity increases.  

 

Specifically, we showed that such a network is more robust to noise and adversarial attacks. 

More importantly, however, we also demonstrated the computational role of each term in 

different experimental situations, modulating the noise of the input. After having trained the 

network parameters 𝜃𝑖
𝑓𝑏

 and 𝜃𝑖
𝑓𝑓

, we then optimized and interpreted the hyper-parameters 

controlling the network’s recurrent dynamics. In other words, we let the optimization process 

determine whether and how much each term (i.e., top-down connections and predictive coding 

dynamics) is functionally beneficial with different noisy conditions. Across different model 

depths and architectures (3-layer CNN, ResNet18, and EfficientNetB0) and against various 

types of noise (CIFAR100-C), we find that the network increasingly relies on top-down 

predictions as the noise level increases (figure 3.2 B-D). Interestingly, we also observed that 

when we train a separate hyperparameter for each layer in deeper networks, this effect is most 

prominent at lower layers (figure 3.2D). All in all, the results of this study proved beneficial for 

both Neuroscience and Machine Learning: on the one hand, we provide novel insights by 

confirming the functional role of feedback connections in sensory systems; on the other hand, 

we demonstrate how deep neural networks can be improved in terms of robustness using 

brain-inspired dynamics, such as Predictive Coding.  

On a similar note, another example of how neuroscience can inform machine learning is a 

recent work realized with Rufin VanRullen, who is the first and leading author of the study 

(VanRullen & Alamia, 2021a). In this study, we equipped a convolutional network with 

attentional mechanisms loosely inspired by biological systems, that is, a distinct and unified 

network that receives inputs from and exerts modulatory influence on the entire hierarchy of 

visual regions. Here, we tested networks with such an attentional system, in which each spatial 

position produces a key-query vector pair for every network layer, and all queries are then 

pooled into a global attention query. Eventually, the match between each key and the global 

attention query modulates the network’s activations—emphasizing or silencing the locations 

that agree or disagree (respectively) with the global attention system. We proved that this 

brain-inspired Global Attention Agreement network (GAttANet) improves accuracy over the 

corresponding baseline for various convolutional backbones (from a simple 5-layer toy model 

https://www.sciencedirect.com/topics/engineering/recurrent
https://www.sciencedirect.com/topics/neuroscience/sensory-system
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to a standard ResNet50 architecture) and in different datasets (CIFAR10, CIFAR100, 

Imagenet-1k). This work was inspired by an ongoing project, which describes a similar 

architecture implemented with complex-valued units, in which the global system is used to 

synchronize different neurons in the network. This project will be described in detail in a 

following section.  

 

Figure 3.3 –The GAttANet architecture from (VanRullen & Alamia, 2021a). Each layer’s 
activation, of a classic convolutional network, is projected into the global attention system. 
According to the blackboard theory, here, as in the Pulvinar, a global saliency map is created 
via global agreement (using a novel architecture known in machine learning as 
‘transformer(Vaswani et al., 2017)’). Such an attention agreement map directly modulates the 
layer’s activations on the next time step, thus closing the feedback loop. 
 

ERC Starting Grant ‘OSCI-PRED’ (2023 – 2028) 

In the following five years (2023-2028), my scientific activity will be focused on carrying out the 

project I proposed in the ERC Starting Grant ‘OSCI-PRED,’ which officially started in March 

2023. Based on the proposal, the following part describes the motivation and main goals of the 

project, divided into four different working packages. This project follows my previous work on 

traveling waves and predictive coding, tackling these questions from an interdisciplinary angle, 

combining experimental and computational methods, as for most of my previous work.  

Introduction and project motivation 

The human brain has remarkable processing capabilities unmatched by artificial models: 

around 1011 neurons, organized in anatomically and functionally distinct regions, allow very 

complex sensory-motor behaviors, such as playing a tennis match or performing a virtuosic 

piano sonata. One of the most exciting questions in neuroscience is understanding how the 
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brain integrates and coordinates the activity between distinct brain regions. Several studies 

point to oscillations as the critical mechanisms regulating communication between different 

areas (Engel & Singer, 2001; Singer, 2013). For example, the synchronous activity allows to 

dynamically modify the communication pattern between brain regions, irrespective of the 

connections' anatomical structure, and flexibly adapt to the current task. Experimental 

evidence confirmed that oscillatory dynamics modulate the effective connectivity of populations 

in the cortex (Aertsen et al., 1989; Sohal et al., 2009), shape plasticity between neurons 

(Huerta & Lisman, 1995), and play an active, causal role in several cognitive functions 

(Gulbinaite et al., 2014; Koshy et al., 2020). Yet, most research on neural oscillations 

investigated their functional role considering zero-lag synchrony, namely when oscillations are 

aligned in time in different cortical regions. Recent studies (Alamia & VanRullen, 2023; Davis 

et al., 2020; Muller et al., 2018; Pang et al., 2020) support the critical idea that oscillatory 

dynamics are best understood when interpreted as Oscillatory Traveling Waves (OTW) 

propagating across cortical regions, suggesting that OTW are more than just a by-product of 

interactions between brain regions, and may play an essential role in yet-to-investigate 

cognitive functions. However, what are the mechanisms generating them, and what is their 

functional role remain poorly understood. In one study presented above (Alamia & VanRullen, 

2019a), we demonstrated that oscillations can be generated via the interactions between 

different brain regions within the Predictive Coding (PC) framework. Additionally, several 

studies –including my own described above- point to a tight relationship between oscillatory 

processes and Predictive Coding. For instance, when interacting with a dynamic environment, 

it is necessary to predict what will happen and when (Giraud & Arnal, 2012), and brain 

oscillations may be a suitable candidate for both functions (Arnal et al., 2011; Bastos, Litvak, 

et al., 2015). All in all, one of the key goals of OSCI-PRED is to combine these two main fields 

in Neuroscience: Predictive Coding and Brain Oscillations, to propose a unified and multi-scale 

model to address the ambitious question of whether predictive coding can be the unified 

framework that describes the role of oscillatory waves in cognition. If successful, OSCI-PRED 

will advance the interpretation of oscillations as traveling waves based on their spatiotemporal 

features rather than only their temporal component. Additionally, OSCI-PRED will move the 

field toward a more integrative and holistic interpretation of brain dynamics: the core idea is to 

apply the same principles (based on PC) at different scales to explain distinct cognitive 

functions. Presumably, Predictive Coding won’t be the ‘theory of everything’ in Neuroscience. 

However, OSCI-PRED’s results will still provide an essential understanding of at which scale 

these mechanisms are relevant to understanding brain dynamics: it could be the case that PC 

is crucial at the scale of cortical regions but less so at the level of each cortical column or vice 

versa. Ultimately, one of the main ideas of this project is to direct cognitive neuroscience 

towards a path based on solid theoretical models that can overcome an experimental approach 
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based on correlational studies. As in modern theoretical physics, in which the Higgs Boson 

was theorized before being observed, this project aims to push Cognitive Neuroscience 

towards an approach theory-driven, in which computational and theoretical simulations can 

generate precise predictions about the relationship between neural mechanisms and cognitive 

functions even before collecting the data. Arguably, the ultimate and most compelling ambition 

in cognitive neuroscience should be to provide a coherent and holistic interpretation of brain 

dynamics and cognitive functions. 

Main goal and overall structure of the project 

OSCI-PRED’s primary goal is to investigate the functional role of oscillatory traveling waves 

by proposing a multi-scale computational model grounded in the well-defined framework of 

Predictive Coding. The proposal combines a biologically plausible model with carefully 

designed EEG experiments to assess the model’s predictions and specific hypotheses related 

to OTW and Predictive Coding. In addition, the proposed modeling framework can be 

effectively applied to deep learning architectures to improve the current models with brain-

inspired implementations based on PC and oscillatory dynamics. Overall the project comprises 

four Working Package (WP), each investigating the role and the mechanisms involved in the 

propagation of the traveling waves from different perspectives. Each WP tests specific 

hypotheses, spanning from different scales (macroscale in WP1 and mesoscale in WP2) and 

combining computational modeling (WP1, WP2, and WP3) with EEG experiments (WP2 and 

WP4). In the first WP, we test the hypothesis that OTWs synchronize the activity of different 

brain regions (macroscale) via multiplexing mechanisms. In the second WP, we test how the 

cortical column (mesoscale) can generate oscillations at various frequency bands and 

optimally integrate top-down and bottom-up information within a PC framework. We will also 

test experimentally (via EEG recordings) how OTW with distinct frequency bands can be 

interpreted in light of PC. In WP3, we’ll investigate the role of a subcortical structure, the 

Pulvinar, in generating and propagating OTW through the cortex. In both WP2 and WP3, I plan 

to extend the proposed architectures to deep learning implementations, incorporating brain-

inspired dynamics (i.e., PC and oscillations) in current deep learning models. Lastly, WP4 tests 

the functional role of OTW experimentally in high-level cognitive functions –such as attention 

and conscious perception- based on the predictions from WP1 and some specific hypotheses 

about OTW and PC. Below a summary of the 4 WPs composing OSCI-PRED and a detailed 

explanation. 

WP 1 - Combining Predictive Coding with cross-frequency coupling. 

Cross-frequency coupling is one of the main oscillatory mechanisms involved in cortical 

processes, which describes how different frequencies coordinate and produce temporal 

synchronization over time. This mechanism enables multiplexing, consisting of the 
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combination of slow (alpha/theta, [4-12Hz]) and fast (gamma range, [>30Hz]) oscillations, 

where the slow rhythms act like a metronome to synchronize the local gamma-band activity of 

distinct regions, involved in features representation (fig.3.4A). 

 

Figure 3.4. A. Sensory information is 
hierarchically processed by different cortical 
regions when attending to a visual stimulus. 
Multiplexing describes how the fast oscillations, 
which extract sensory features at a local level, 
are coordinated by slower oscillations, which act 
as a pacemaker to synchronize their activity over 
time. B. Multiplexing, or cross-frequency 
coupling, has been proposed in two versions. In 
the first one, named theta-gamma mode, a 
different visual item is processed in each cycle 
of the fast oscillations, thus allowing an 
explorative mode. In the second one, called 
Communication-Through-Coherence (CTC), 
only one visual item is processed at each fast 
cycle, resulting in a focused or selective mode. 
Computational simulations showed that the 
amplitude of the slow oscillation allows switching 
from one mode to the other, reconciling the two 
theories and providing flexibility to the 
system(McLelland & VanRullen, 2016). 

 

The interplay between fast and slow frequencies effectively modifies the cortical connectivity 

between regions, allowing the orchestration of overlapping neuronal ensembles over time, thus 

generating unequivocal and distinct representations. Several theories have been proposed to 

describe this process in the literature. One theory, named ‘theta/gamma discrete phase code’ 

(Lisman & Jensen, 2013), aimed at explaining the ordering of items in working memory and 

items saliency and was initially developed from experimental observations in rodents’ 

hippocampus. It suggests that neurons participating in a given ensemble fire together during 

one gamma cycle, thus encoding several items during the slow-wave cycle (fig.1B, left panel). 

Other theories proposed that interareal connectivity requires high coherence, such as 

“Communication Through Coherence” (CTC). This metric quantifies the frequency and 

amplitude of synchronous activity between pools of neurons in different regions (Fries, 2005, 

2015). The main intuition is that effective communication between areas is achieved by 

selecting a specific ensemble of neurons with optimal gamma-phase relation (fig.3.4B, right 

panel). Coherence-based connectivity also received experimental support (Fries, 2015; 

Michalareas et al., 2016; Rohenkohl et al., 2018), even though recent work proposed an 

interesting alternative, in which the synaptic activity and the connectivity between areas are 

responsible for driving inter-areal coherence, thus determining the optimal communication 

between areas (Schneider et al., 2021; Vinck et al., 2023). Generally, different theories relate 

multiplexing to two main modes: theories such as CTC describe a selective mechanism in 
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which only one stimulus is processed during each slow-wave cycle, whereas other 

approaches, such as the theta/gamma code, characterize an exploratory mode as several 

items are processed per each cycle (fig.3.4B). Remarkably, these opposite approaches have 

been recently reconciled in a computational model that integrates both mechanisms 

(McLelland & VanRullen, 2016). These simulations demonstrate that tuning one parameter 

modulating the global inhibition of the slow oscillation produces the switch between the two 

modes. However, such a proposed model doesn’t provide a biological interpretation of the 

generation of the slow rhythms representing global inhibition. In the first working package, we 

aim to investigate whether forward and backward alpha-band waves, generated via PC 

mechanisms, could participate in multiplexing dynamics, coordinating the fast gamma-band 

activity of different cortical regions across the visual system, as described in cross-frequency 

coupling mechanisms. Here, I test this hypothesis from a computational point of view, 

assessing whether an architecture based on PC can generate and sustain such functional 

interplay between slow and fast oscillations.  

Multiplexing: Gamma-band surfing Alpha-band oscillations. As mentioned above, multiplexing 

describes the coupling of fast and slow oscillations: the local, fast rhythms are coordinated by 

the phase of the slower oscillation, which acts as a pacemaker to synchronize the activity over 

different brain regions. This interplay between frequencies orchestrates overlapping neuronal 

ensembles, allowing unequivocal and distinct representations to occur over time. The 

architecture proposed in this WP is similar to previous work (McLelland & VanRullen, 2016), 

in which each brain region is composed of a pool of neurons, implementing a Pyramidal Inter-

neuronal Network Gamma mechanism (PING) which generates fast, local activity (Buzśaki & 

Wang, 2012). Here we aimed to combine this mechanism with PC dynamics. According to PC 

principles, each region's activity aims to ‘explain away’ the activity in the lower region. In other 

words, higher levels predict the lower levels’ activity, and the difference between the prediction 

and the actual activity (the prediction error) is used to update and correct the next prediction. 

Considering the temporal delay between levels (ΔT in fig.2.5A), such interplay between 

predictions and prediction-errors generates oscillatory dynamics whose frequency depends on 

the value of the temporal delay. Our previous work demonstrated that such oscillatory activity 

propagates as a traveling wave through brain regions. This WP aims to show that such alpha-

band oscillation acts as a pacemaker to synchronize the activity of faster gamma-band 

oscillations, which are locally generated via PING mechanisms (fig. 3.5).  
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Figure 3.5 -Computational models and experimental predictions. – Schematic representation of the 
model based on PC principles generating oscillatory traveling waves. The lower left plot shows the 
activity over time, and different levels: the slow oscillations propagate as a wave with a phase shift 
(dashed lines) and synchronize the activity of faster oscillations in each level (L1, ..., LN). The panel on 
the right represents the slow oscillations that propagate from forward or backward depending on the 
cognitive state of the input (adapted from our previous study(Alamia & VanRullen, 2019a))   

 

Thus, the key objective of WP1 is to reconcile in a unique architecture the fast gamma-band 

rhythms generated in each region via the PING mechanism (or other models of fast 

oscillations, such as those proposed by Izhikevich, 2007) with the slow alpha-band oscillations 

rising from PC dynamics between areas. In our implementation, we will demonstrate that the 

fast activity is phase-locked to the slower oscillations, and such slow-wave propagates through 

the hierarchical model, forward or backward, depending on the cognitive state of the system 

(e.g., stimulus’ presence). 

WP 2 - Going deeper: characterizing laminar dynamics.  

In the second working package, we aim to expand the model described in WP1, shifting the 

focus from global to local dynamics. Each region of the visual system encodes and integrates 

relevant visual features, such as spatial orientation, phase, and frequency. Yet, an outstanding 

question is whether there is a basic unit/module of cortical computation. Several studies 

identified this anatomical and functional module in the cortical column and described its activity 

via the canonical microcircuits. From a functional point of view, each cortical column codes for 

a specific visual feature and has its visual receptive field. Each brain region is composed of 

several cortical columns encoding particular visual features. Interestingly, its organization has 

been shown to be more efficient than a randomly connected neuronal network (Haeusler & 

Maass, 2007). Notably, the laminar interaction described by the canonical microcircuits can be 

elegantly framed in the light of Bayesian processing (George & Hawkins, 2009), thus 

consequently supporting a PC interpretation. According to electrophysiological recordings and 

anatomical tracing, each column in the sensory cortex receives input projections in the granular 

layer (i.e., L4 - see Figure 3.6A). From a PC interpretation (Bastos et al., 2012), these inputs 

are mostly feedforward Prediction Errors (PE) coming from lower regions or the actual sensory 

information in the case of the first column (in the human brain, perceptual inputs are 
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preprocessed by a series of pre-cortical nuclei, e.g., the Lateral Geniculate Nucleus, LGN). 

From layer L4, PE travel to supragranular layers (L2/3), which encode the expectations about 

the specific visual features (Haeusler & Maass, 2007). From layers 2/3 depart strong 

feedforward connections to the infragranular layers (L5/6), which generate the predictions sent 

to lower regions and the granulate layer L4. Figure 3.6A shows a summary of these 

connections. In sum, the goal of WP2 is to expand the architecture described in WP1 by 

introducing microcircuit dynamics in each brain region and modeling the cortical column 

organization. This modeling approach will incorporate for the first time in a unique model strong 

evidence regarding cortical processes and brain oscillations (Arnal et al., 2011; Bastos, Litvak, 

et al., 2015; Bastos, Vezoli, et al., 2015; Giraud & Arnal, 2012). In addition, it will allow us to 

test three hypotheses about the role of the cortical column in the generation, propagation, and 

integration of oscillatory dynamics through different cortical regions.  

Hypothesis I: The emergence of different rhythms in each cortical layer is a consequence of 

PC. The canonical microcircuit can be elegantly described in the light of Predictive Coding 

(Bastos et al., 2012; G. B. Keller & Mrsic-Flogel, 2018), producing compelling hypotheses 

about its oscillatory dynamics. Indeed, several experimental observations revealed that cortical 

layers have different spectral properties: consistent empirical evidence has shown that the 

superficial layers (i.e., L2/3) have strong gamma-band oscillations (Buffalo et al., 2011; 

van Kerkoerle et al., 2014; van Pelt et al., 2016), whereas deeper layers (L5/6) show prominent 

beta-band power (Michalareas et al., 2016). This difference in the spectral profile can be 

explained in the light of PC formulation (Bastos et al., 2012), and our simulations aim to 

demonstrate it empirically. Specifically, predictions are the results of the integration over time 

of PE. The natural effect of such accumulation is eventually the suppression of high-

frequencies (the same effect is a characteristic of all Bayesian filtering schemes, including PC 

(K. Friston, 2008)). Here, I plan to test this hypothesis by implementing PC dynamics in the 

cortical columns, as shown in Figure 3.6. As mentioned above, the differential equations 

driving the laminar dynamics follow PC principles (Rao & Ballard, 1999), similar to those 

outlined in my previous work (Alamia & VanRullen, 2019a). A systematic parametric space 

analysis will detail the system's behavior (i.e., time constant and temporal delays between 

regions), eventually focusing on biologically plausible values. Importantly, each columnar layer 

entails distinct excitatory and inhibitory neurons whose functional role rests on PC principles, 

as shown in Figure 3.6 (superficial layers encoding PE, deeper layer encoding predictions). 

Besides demonstrating that PC mechanisms generate different spectral profile in each layer, 

our model advances further the interpretation that oscillations in each layer are traveling 

waves. This idea generates a novel hypothesis (i.e., hypothesis II), which will be tested in EEG 

recordings, as detailed below.    
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Hypothesis II: Gamma-band OTW as a neural signature of Prediction Errors. Next, we aim to 

broaden our understanding of TW's functional roles in EEG recordings, considering the results 

of our simulations. As mentioned above, previous studies (Bastos et al., 2012; Michalareas et 

al., 2016) indicate a relationship between bottom-up prediction errors (PE) and fast gamma 

oscillations and between alpha/low-beta bands rhythms and top-down predictions. Notice that 

not all gamma oscillations are related to PEs: fast oscillations encoding sensory features –

such as those described in WP1- are not directly related to PEs. Furthermore, recent 

theoretical and experimental work questioned the relationship between prediction-errors and 

gamma oscillations, specifically in lower visual regions, such as V1 (Vinck et al., 2023; Vinck 

& Bosman, 2016). Alternatively, they propose that gamma synchronization reflects the extent 

to which the (visual) input can be predicted from the surround (i.e., outside of the receptive 

field). In other words, Vinck and colleagues reverse the relationship, proposing that gamma 

oscillations reflect predictions rather than prediction-errors. One possible interpretation that 

reconciles the two view is that gamma oscillations reflect low-level predictions at lower level in 

the visual system but reflects precision-weighted prediction-errors at higher level in the visual 

hierarchy: this would explain why white noise (Jia et al., 2013) or random motion (Kruse & 

Eckhorn, 1996) don’t induce increase in gamma oscillations, as both have low precision 

despite being unpredictable, thus not generating reliable (or informative) prediction-errors. 

Whether gamma-oscillations reflect predictions or prediction-error, we will test these 

supposedly exclusive hypotheses by quantifying participants’ OTW in EEG recording during 

an oddball paradigm experiment, in which an unexpected event violates a series of predictable 

ones (such as a change in tone in a rhythmic repetition). We expect that the unanticipated 

event lead to an increase (or decrease) of bottom-up (i.e., forward) TW in the gamma-band 

frequency (Fig. 3.6B), and we aim at localizing such transient of gamma oscillations in the 

lower or higher regions of the visual hierarchy. Possibly, such unpredictable events elicit an 

increase in prediction errors (Wacongne et al., 2012), reflected in a rise in forward OTW in the 

gamma band in higher visual areas, followed by an increment in top-down TW in the alpha/beta 

band, related to the update in the top-down predictions.  

Hypothesis III: The laminar dynamic ideally integrates different frameworks describing 

functional connectivity. The visual system includes several top-down and bottom-up 

connections, linking cortical regions throughout the visual hierarchy. Several frameworks have 

been proposed to explain the functional connectivity within these streams. For example, PC 

suggests that top-down feedback carries predictions, whereas bottom-up connections 

propagate prediction-errors, which are used to update the upcoming predictions. Alternatively, 

some authors proposed that temporal differences of top-down predictions may replace bottom-

up prediction-error units with the mediation of thalamic nuclei (especially the Pulvinar, see 

WP3, and O’reilly et al., 2021). Finally, other authors proposed the reversed dynamic, where 
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predictions flow in a bottom-up fashion (rather than top-down) and are updated based on the 

error propagated from top-down connections (Heeger, 2017; Sabour et al., 2017). In sum, 

different approaches have been proposed to describe the functional role of bottom-up and top-

down connections. Here, I plan to test the hypothesis that the laminar dynamic connectivity 

(i.e., the canonical microcircuits) is computationally ideal for efficiently integrating top-down, 

bottom-up, and lateral connections, reconciling potentially different frameworks in one 

anatomical and functional structure. The anatomical organization in different layers allows 

each column to disambiguate between endogenous top-down and exogenous bottom-up 

signals precisely. Specific populations carry out this differentiation in distinct layers that receive 

each stream separately and are characterized by different spectral profiles (see hypothesis I 

above). Notably, the cortical column connectivity provides a framework that is suitable for 

various proposals: as shown in Figure 3.6C, the connectivity between layers is compatible with 

a PC implementation (as described in (Bastos et al., 2012)), but also with an implementation 

proposing the opposite dynamics (as described above, and more precisely, in (Heeger, 2017)). 

Both frameworks postulate the computation of prediction errors, defined as a difference 

between the expected and the actual activity. Moreover, Figure 3.6C proposed an architecture 

suitable for deep learning (as shown in our previous work (Alamia, Mozafari, et al., 2023; 

Choksi et al., 2020)) that reconciles the two approaches via a structure inspired by the cortical 

column, which allows a direct calculation of  ETD and EBU, i.e., top-down and bottom-up errors, 

respectively. The network's training would be based simply on optimizing a loss function 

defined as the sum of the two errors. Interestingly, the role of the bottom-up and the top-down 

errors may be tuned by an attentional mechanism, allowing the model to switch between 

modes, depending on whether the task at hand required more contextual top-down information 

or bottom-up sensory processing (similarly to the role of the global inhibition in WP1). In this 

line, our recent study (described above) showed that in deep networks (i.e., ResNet and 

EfficientNet) embedded with PC dynamics, the optimization processes privileged top-down 

feedback when processing noisy images (Alamia, Mozafari, et al., 2023). 
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Figure 3.6 – The cortical column and the canonical microcircuits. A. A 2-level predictive coding 
model comprises a lower and a higher region to the left. X(t) represents prediction errors (PE), y(t) the 
predictions. A schematic representation of the columns composing each brain region and the canonical 
micro-circuit describing their dynamics is shown to the right. Each brain region comprises several cortical 
columns composed of three functional layers: L2/3, L4, and L5/6. The connection between the layers 
follows PC principles, in which the PE in superficial layers (L2/3) is used to update predictions in deep 
layers (L5/6). B. Experimental predictions about the amount of oscillatory waves in different frequency 
bands. Our model would predict an increase of forward gamma-band oscillations (>25Hz, highlighted in 
dark green) and a subsequent decrease in backward alpha-band oscillations (~10Hz, highlighted in light 
green) after the onset of a surprising or unexpected event. C. A schematic representation of a neural 
network in which a cortical column inspires each layer structure (notice that the layers’ order in the 
architecture does not correspond to their anatomical counterpart). At each layer, top-down (in green) 
and bottom-up (in blue) predictions are compared to the current activity (in the middle) to compute the 
respective errors. WF and WB represent the synaptic connections that are trained by optimizing the 
energy function defined in red as the sum of the two errors. 

 

WP 3 - Integrating information across cortical regions: the role of the Pulvinar.  

In WP1 and WP2, as well as in most studies investigating computational models of cognitive 

functions, the main focus is on cortical processes and the role of feedback and feedforward 

connections between cortical regions. However, increasing experimental evidence points to 

sub-cortical structures –such as the thalamus- as important factors to consider when modeling 

cognitive processes. Besides the cortical dynamics, thalamic nuclei, such as the Pulvinar and 

the reticular nuclei, generate oscillatory dynamics, especially in the alpha rhythms. It is logical 

to consider the possible role of the cortical-thalamic loop in generating and coordinating 

oscillatory traveling waves through the cortex. This WP will focus specifically on one thalamic 

nucleus, namely the Pulvinar. Previous studies demonstrated the critical role of the Pulvinar in 

several cognitive and perceptual tasks, coordinating the activity along feedforward and 
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feedback pathways (Jaramillo et al., 2019). It is crucially involved in spatial attention 

(Saalmann et al., 2012; Zhou et al., 2016), in visual working memory (Rotshtein et al., 2011), 

and its neural activity correlates with confidence during decision-making tasks (Komura et al., 

2013). Interestingly, the Pulvinar is reciprocally and topographically connected with several 

cortical regions, including visual areas at different hierarchical levels. However, a global theory 

describing the role of the Pulvinar is still lacking. In the early 90s, David Mumford proposed a 

compelling hypothesis about the role of the Pulvinar in perception, namely the ‘active 

blackboard’ theory (Mumford, 1991), which aligns with current Predictive Coding theories. This 

theory recently gained renewed interest in several computational and experimental studies 

(Ketz et al., 2015; O’reilly et al., 2021). The core idea is that each cortical region is a generative 

model whose activity represents the sensory input. Each cortical area projects its specific 

representation of the sensory data into the Pulvinar, which serves as a ‘blackboard’ to integrate 

all cortical projections. In other words, the Pulvinar acts as a central integration state, which 

combines all cortical representation and feeds back in the cortex the most likely interpretation 

of the data. Additionally, the interaction between cortical regions and the Pulvinar is modulated 

by alpha oscillations, as demonstrated by electrophysiological recordings (Halgren et al., 2019; 

Lopes da Silva et al., 1980). In this WP, we aim to test the hypothesis that cortical-thalamic 

interactions are responsible for generating oscillatory alpha-band traveling waves in the cortex, 

which coordinate gamma-band activity in each cortical region (see WP1). Remarkably, 

previous computational simulations demonstrated that the slow-oscillatory activity of one area 

(i.e., the Pulvinar) could modulate the communication between two different areas (i.e., two 

cortical regions), and the phase of such slow oscillations determines the directionality of 

interareal communication (Quax et al., 2017). In the first step of this WP, I plan to achieve this 

dynamic within the Predictive Coding framework. Specifically, I will implement a model in which 

PC mechanisms generate slow oscillations due to the delayed communication between each 

cortical region and the Pulvinar (i.e., within the thalamic-cortical loop, Alamia & VanRullen, 

2019). I expect that such cortico-thalamic interactions will generate OTW, propagating forward 

or backward depending on the timing of the cortical-pulvinar interaction: either the top-down 

prior or the sensory bottom-up activity will lead the phase difference, thus defining the direction 

of the waves’ propagation. In case the model confirms such hypotheses, I will combine in a 

unique model the cortical dynamics described in WP1 with the cortico-thalamic detailed above 

(see Figure 3.7A) to test the role and the interactions between oscillatory waves generated by 

these distinct mechanisms (cortical vs. cortico-thalamic) (Halgren et al., 2019). In our 

simulations, the Pulvinar has the role of integrating information from different cortical regions, 

combining all representations to provide feedback to each cortical area, based on the most 

likely interpretation of the data. Interestingly, this architecture share remarkable similarities 

with the GattaNet implementation described above, in which the global attention space plays 
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the role of the Pulvinar in combining the sensory information and estimating saliency maps 

(fig.3.7B). In this WP we aimed at going further by introducing in such deep learning 

architecture 1) predictive coding dynamics, as we proposed in (Alamia, Mozafari, et al., 2023; 

Choksi et al., 2020), and 2) oscillatory activity, which would coordinate the network activity 

over time-steps. In sum, this WP’s goal is to integrate the framework proposed in WP1 and 

WP2 by implementing the thalamic-cortical loop. Importantly, this model doesn’t aim at 

precisely describing the details of the anatomical connectivity and simulating the functional 

activity of the Pulvinar faithfully. Instead, we plan to test whether the Pulvinar orchestrates 

cortical activity via oscillatory traveling waves, and whether this dynamic can be described 

within PC principles.  

 

. 

Figure 3.7 – Cortical-thalamic loop and the blackboard theory. A. An illustrative representation of 

the entire model, showing cortical-cortical and cortical-thalamic loop. All interactions are based on PC 

mechanisms, generate a rich spectrum of oscillations in the alpha and low beta band(Alamia & 

VanRullen, 2019a). A pool of cortical columns characterizes each cortical region, as described in WP2, 

generating faster, local, gamma-band oscillations. B. The GAttANet architecture (from(VanRullen & 

Alamia, 2021b)). Each layer’s activation, of a classic convolutional network, is projected into the global 

attention system. According to the blackboard theory, here, as in the Pulvinar, a global saliency map is 

created via global agreement (using a novel architecture known in machine learning as ‘transformer 

(Vaswani et al., 2017)’). Such an attention agreement map directly modulates the layer’s activations on 

the next time step, thus closing the feedback loop.  

 

WP 4 - Attention and conscious perception modulate oscillatory traveling waves.  

As shown in previous WPs, especially the first one, interpreting the functional role of OTW from 

a PC perspective generates novel hypotheses. The goal of WP4 is to test them experimentally. 

Specifically, I plan to investigate how cognitive functions, such as attention and conscious 

perception, modulate the amount of forward and backward OTW in different frequency bands. 

In the following, I’ll describe three hypotheses I plan to test via EEG recordings in healthy 

human participants. These hypotheses are derived from the computational model detailed in 
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previous WPs, or are formulated to provide additional experimental evidence about the 

functional role of OTW within a PC framework. 

Top-down alpha-band inhibition modulates the exploration-exploitation trade-off. As described 

at the beginning of this section, the multiplexing mechanisms can integrate two working modes: 

an explorative and a selective one. In the former, distinct items are processed in each slow 

cycle, whereas in the latter, the same item is processed at each cycle. Interestingly, the global 

inhibition, which in our implementation based on PC principles corresponds to high-level 

predictions (i.e., the priors), regulates the switch between the two modes (McLelland & 

VanRullen, 2016). Remarkably, the PC framework provides a meaningful interpretation of such 

two modes’ switch: higher global inhibition implies prior with large values (or -in agreement 

with a probabilistic interpretation- a small variance, Feldman & Friston, 2010), and this drives 

the model in a selective mode; vice versa, when the priors play a minor role in perception, the 

emergent mode becomes the exploratory one. This conclusion agrees with recent studies 

showing that the magnitude of the prior does indeed play a role in influencing the exploration-

exploitation dilemma also in sensory systems (Feldman & Friston, 2010; K. Friston et al., 2015; 

Steyvers et al., 2009; Summerfield & Egner, 2009). This appealing account of how prior 

knowledge plays a role in tuning different modes aligns with previous studies (De Lange et al., 

2018; Kok et al., 2013). Here, we plan to test this prediction in a simple experimental paradigm 

(figure 3.8A). Participants keep fixating on a cross in the center of the screen. In one condition 

(focused condition), one arm of the cross cues participants’ attention to a specific position out 

of the four corners of the screen.  In the other condition (neutral condition), participants pay 

attention to all four positions. After a prestimulus interval between 1400ms and 2000ms, four 

Gabor patches appeared at the four positions. Participants are instructed to report the 

orientation of the Gabor patch indicated by the fixation cross during the stimulus presentation. 

The target patch can be the same as the one indicated by the cue (valid condition) or a different 

one (invalid condition). We will assess attention manipulation by comparing the participants' 

performance between conditions: we expect a better accuracy in the valid than in the neutral 

condition, and we expect the worst accuracy in the invalid condition. Importantly, we will 

measure traveling waves in the focus and neutral conditions during the prestimulus phase 

(when participants pay attention to either one specific location or several ones). This will allow 

us to contrast the effect of attention on traveling waves: our model would predict an increase 

of top-down alpha-band traveling waves in the focused condition (i.e., attention focused on a 

single, selected item), as opposed to the neutral one (i.e., attention diffuse over several items). 

Traveling waves will be measured in the alpha-band range [8-13Hz] along the electrodes 

midline, as well as in the contra- and ipsi- lateral hemisphere, to assess a potential 

lateralization effect as in our previous study (Alamia, Terral, d’Ambra, et al., 2023).  
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Figure 3.8. - Visual attention, conscious perception, and traveling waves. A. Schematic 

representation of the experimental design to test the focused and neutral condition. Keeping fixation 

throughout each block, participants will report the orientation of one of four Gabor patches. We 

manipulate their attention: in one condition they’ll attend only one location, whereas in the other condition 

they’ll attend all of them. Our model would predict a difference in the amount of backward waves in the 

alpha-band, considered a potential marker indicating switches between focused and diffused attention. 

B. Experimental design for the binocular rivalry experiment - from(Luo et al., 2021). Participants will 

stare at the screen through a set of dichoptic mirrors that projected the left and right sides of the screen 

to the left and right eye, respectively. Two Gabor patches of different colors and orientations are placed 

on the two sides of the screen. Participants reported which patch they perceived by moving a joystick 

to either side, each associated with a stimulus (pseudo-randomly between participants, consistent 

across blocks and sessions).  

Conscious perception of bistable stimuli depends on top-down oscillatory mechanisms. In this 

last experiment, we plan to investigate the role of oscillatory waves on conscious perception. 

Specifically, we plan to test participants in two conditions, using bistable perception. In the first 

experiment, we will test participants using a Binocular Rivalry (BR) design (see Figure 3.8B). 

Specifically, we will show each eye a differently colored and oriented Gabor patch. We will use 

a set of dichoptic mirrors to induce the rivalry between the two stimuli, as already done in our 

previous work (Luo et al., 2021). Participants will attend the patches for 30 seconds, 
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continuously reporting the one consciously perceived. We will record the EEG signals and the 

amount of waves along the midline of electrodes. In the Predictive Coding framework, our 

compelling hypothesis is that an increase in FW waves, associated with forward prediction-

errors (specifically in the gamma band, see WP2), will predict the moment of the perceptual 

switch. According to this interpretation, the suppressed stimulus, not consciously perceived, 

will generate an increasing amount of prediction errors over time –as it is not ‘explained away’ 

by higher regions- thus inducing the switch in perception. We also expect that top-down waves 

will predict participants’ perceptual switches, suggesting that BW waves represent predictions 

about the environment and are related to conscious perception (in line with PC principles). In 

the second experiment, we will test a different set of stimuli, bistable images (e.g., the Necker 

cube). Similarly, we plan to relate the amount of waves preceding the switch in perception. 

Unlike in the BR condition, with bistable images, the non-perceived interpretation supposedly 

doesn’t generate a prediction error (as in the case of the suppressed stimulus in the BR 

condition). Accordingly, in this experiment, we expect to observe a modulation of top-down 

waves that predicts the changes in perception but no modulation in the number of forward 

waves. Both experiments will help us elucidate the relation between traveling waves and 

conscious perception, grounding the results in the theoretical framework of Predictive Coding.  
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Chapter IV: Conclusions and long term 

perspective 

Predictive Processes and Oscillatory Traveling waves: a 

unifying framework for cortical functions? 

In the last few decades, the field of Neuroscience has witnessed an extraordinary development 

in quantitative approaches and experimental methods, producing a large amount of data and 

recordings from different animal models and scales. In parallel with this growth, computational 

models (and, more broadly, Artificial Intelligence) also underwent an impressive revolution led 

by deep learning models, which have de facto worked out several problems that a few years 

ago seemed out of reach in different fields, such as computer vision or language generation. 

Arguably, the combination of these two impressive boosts, in both Neuroscience and Artificial 

Intelligence, set the stage for investigating Cognition with more holistic and 

comprehensive theories that could span across scales and degrees of abstraction. Ideally, 

such an approach aims at going beyond the mere description of a phenomenon, providing a 

mechanistic explanation able to bridge and unify disparate experimental frameworks 

(Levenstein et al., 2023). OSCI-PRED’s ambition is to take one step in this direction, testing 

the compelling yet disputed hypothesis that Predictive Coding could provide the basis for such 

a general scheme.  

In this manuscript, as in most of my recent publications on this topic, I used the term Predictive 

Coding loosely to refer to a more general scheme at times labeled Predictive Processes or, 

even more broadly, Bayesian inference. Predictive Coding, as commonly defined (Bastos et 

al., 2012; Huang & Rao, 2011; Rao & Ballard, 1999; Shipp, 2016), assumes a series of neural 

elements that are not strictly necessary to implement Bayesian inference (Heilbron & Chait, 

2018), such as prediction-error neurons, or specific oscillatory laminar profiles. One of OSCI-

PRED’s goals is to test from a computational and experimental point of view which elements 

and ingredients are necessary to describe different oscillatory dynamics (e.g., traveling 

waves). On top of this, an exciting notion emerging when generalizing PC to the Bayesian 

inference framework is that the brain implements probabilistic coding (Findling et al., 2023; 

Walker et al., 2020; Zemel et al., 1998). Specifically, Bayesian models propose that sensory 

variables are encoded as distributions, representing their expected value (i.e., the mean) and 

their uncertainty (i.e., its variance). Let's now consider this from a Predictive Coding and 

traveling waves perspective. Prior distributions generate predictions in hierarchically higher 

brain regions, whereas prediction-errors update such priors based on the difference between 
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the prior and the likelihood distribution describing the sensory evidence (Figure 4.1A). From 

this, it follows that there should be different patterns of traveling waves depending on the 

precision (i.e., variance) of the distribution: more precise priors generate stronger predictions 

and, in turn, stronger backward waves, whereas less specific prior information generates 

inaccurate predictions, hence higher prediction-errors, reflected by stronger forward waves 

(Figure 4.1B summarizes this). This hypothesis provides an explicit link between traveling 

waves and PC processes, which is worth testing experimentally (for example, by directly 

manipulating the expectations/priors and observing the changes in backward and forward 

traveling waves – see working package two of OSCIPRED and Figure 3.6B). As described 

below, we have successfully tested such hypothesis indirectly in two experimental studies.  

Traveling waves and Predictive Coding: from psychedelics to schizophrenia 

patients 

In the first study, which has already been described in a previous chapter, we modulated the 

prior precision via pharmacological manipulation. As detailed above, a recently proposed 

model (Carhart-Harris & Friston, 2019) suggests that psychedelic drugs relax the precision of 

the high-level prior, thus eliciting a decrease in top-down waves and a consequent increase of 

forward ones. As shown in Figure 2.7D, we were able to confirm such predictions 

experimentally (Alamia, Timmermann, et al., 2020), observing a decrease (increase) in the 

alpha-band top-down (bottom-up) traveling waves after the intake of a serotonergic 

psychedelics drug (i.e., N,N-Dimethyltryptamine, DMT). However, one may wonder whether it 

would be possible to observe the symmetric effect, i.e., an increase in alpha-band top-down 

traveling waves due to more precise prior (Figure 4.1B). Some recent studies proposed that 

schizophrenia patients have a dysfunctional updating of their cognitive world model, usually 

described within the framework of Bayesian inference and predictive coding (Corlett et al., 

2009; Krystal et al., 2017). Specifically, it was suggested that schizophrenia patients have 

stronger, i.e., more precise,  priors (Corlett et al., 2019; Friston, 2005; Powers et al., 2017), 

contributing more to perception than the sensory evidence. In collaboration with Michael 

Herzog and his team in Lausanne, I had the opportunity to analyze EEG recordings in 

schizophrenia patients. In line with our hypothesis, our results reveal a substantial increase in 

top-down and a decrease in bottom-up alpha waves in schizophrenia patients (N=121) 

compared to healthy participants (N=96) during resting states (Figure 4.1C, D). Altogether, our 

results support the hypothesis that schizophrenia patients have more precise priors (i.e., with 

less variability) than the healthy participants (Corlett et al., 2019; Friston, 2005; Powers et al., 

2017), which in turn causes larger predictions and a reduction in prediction-errors. Accordingly, 

in terms of traveling waves, we observed a higher amount of waves propagating in the top-

down direction due to stronger priors and attenuation of bottom-up waves (Figure 4.1C, D). 
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Additionally, we found a positive correlation between backward waves in the beta and gamma 

bands and positive symptoms assessment (SAPS), which quantifies the symptoms related to 

hallucinations, delusions, and aberrancies in perception. Such correlation may suggest further 

evidence corroborating the relationship between top-down traveling waves and prior belief. 

Altogether, both the pharmacological manipulation with psychedelics and the EEG recordings 

in schizophrenia patients provide compelling but indirect evidence that oscillatory traveling 

waves may indeed reflect predictive processes.  

 

 

Figure 4.1. – Bayesian interpretaion of TW, and Schizophrenic patients results. A. In the Bayesian 
perspective, predictions are generated by prior distributions in higher brain regions, prediction-errors 
are computed to update the prior based on the sensory evidence (i.e., the likelihood). B. Considering 
backward (BW) and forward (FW) waves as proxies of predictions and prediction-errors, respectively 
(Alamia & VanRullen, 2019b), one would expect different patterns of traveling waves depending on the 
precision of the prior: more precise prior (rightmost panel) generate stronger predictions (stronger 
backward waves), whereas less precise prior (leftmost pattern) generates inaccurate predictions, hence 
higher prediction-errors, reflected by stronger forward waves. C. Row power for each spectral band in 
the midline electrodes (x-axis), for both the patients and control group in the two datasets. Each color 
represents a different frequency band. Error bars represent standard errors. D. The left panels illustrate 
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the spectra for both forward (blue) and backward (red) waves for the two groups in both datasets; the 
right panels show the mean for each frequency bands. Error bars represent standard errors. 

 

The computational role of traveling waves 

As discussed in the ‘ERC Starting Grant ‘OSCI-PRED’ (2023 – 2028)’ section, I plan to test 

the relationship between traveling waves and predictive coding directly by manipulating the 

prior variance experimentally and computationally. Both approaches will be crucial to test this 

hypothesis precisely. Regarding the experimental approach, modifying a stimulus's context 

and sensory expectations will allow us to directly manipulate its uncertainty and, supposedly, 

the waves modulating its representation. However, it’s crucial to consider the idea of hierarchy 

inherent to predictive coding systems (Huang & Rao, 2011; Murray et al., 2014; Sterzer et al., 

2018b), as different hierarchical levels represent separately low and high stimulus’ features. 

Accordingly, modulating prior uncertainty at distinct hierarchical levels may generate distinct 

symptomatic behaviors. For example, visual illusions (Lhotka et al., 2023) or implicit perceptual 

learning (Valton et al., 2019) may rely on relatively lower-level priors, whereas temporal 

expectations may involve higher-order processing (Seymour et al., 2004; Visalli et al., 2019). 

Disentangling the different hierarchical priors will allow us to formulate precise experimental 

predictions and assess what information is carried by traveling waves. However, other 

experimental works remind us of the broader range of functions associated with traveling 

waves, which go beyond the predictive coding dynamic: previous studies highlighted the 

involvement of waves in gating sensory perception (Davis et al., 2020), as well as illusory 

motion (Chemla et al., 2019), and waves are most likely involved in synchronizing activity within 

regions to integrate sensory information, leveraging horizontal and lateral connectivity 

(Chavane et al., 2022; Liang et al., 2017; Sato et al., 2012). An exciting line of research will be 

to understand the links between these different functions and to understand to which extent 

traveling waves are a general mechanism involved in cortical computations.  

On top of the experimental approach, it is possible to investigate the relationship between 

traveling waves and predictive processes from a computational perspective. Recent work is 

already investigating their functional role in different models. For example, Benigno et al., 2023 

showed that traveling waves could be instrumental in predicting complex and naturalistic input 

(without implementing a predictive coding dynamic explicitly), thus playing an essential role in 

synchronizing spatiotemporal structure over cortical maps. Similarly, two other studies 

independently showed that traveling waves emerge spontaneously with topographically 

organized (i.e., local) connectivity and conduction delays in biologically plausible spiking 

networks (Davis et al., 2021), as well as in deep neural networks (T. A. Keller & Welling, 2023). 

Concerning my future work in this direction, it is possible to introduce oscillatory dynamics in 

deep neural networks by adding temporal delays on top of a predictive coding scheme, as in 
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our previous study (Alamia & VanRullen, 2019b). Considering such multi-layer networks, it’s 

then possible to manipulate at each layer the strength (i.e., the precision, from a probabilistic 

point of view) of each term involved in its activity, including the prior (or feedback) activity 

(similarly to what was described above, and in Alamia, Mozafari, et al., 2023). Using this 

method, we could test how the oscillations propagate through the network as a function of the 

prior strength. Besides testing the relationship between traveling waves and predictive coding, 

this approach will provide one way to introduce oscillatory dynamics in neural networks. Other 

interesting paths have been proposed to introduce oscillations in neural networks, such as 

using Complex-valued activity (Löwe et al., 2022; Reichert & Serre, 2013; Trabelsi et al., 2017). 

This line of research, where I’m actively involved and that’s currently explored in the team (in 

collaboration with Rufin VanRullen and Thomas Serre), is an exciting venue for ongoing and 

future research, as described in the next paragraph.  

 

Brain-inspired models to improve AI state-of-the-art 

All current machine learning approaches train the model's parameters via backpropagation, 

one of the most common techniques based on propagating the gradient of the error of a given 

loss function. However, the neuronal spiking activity –which produces the oscillatory dynamics 

in the models described above- is not differentiable and thus not amenable to being trained via 

backpropagation. Although some solutions have been recently proposed by computing 

surrogate gradients (Huh & Sejnowski, 2018; Neftci et al., 2019), another promising approach 

involves using Complex units (Hirose, 2012). Besides being differentiable and then suitable for 

backpropagation, one of the critical properties of complex activation functions is that their polar 

form is readily interpretable in terms of temporal oscillations. Previous work implementing 

artificial neural networks with complex units has shown promising results despite not being 

motivated by a biological plausible implementation (Hirose, 2012; Trabelsi et al., 2017), with 

the notable exception of (Löwe et al., 2022; Reichert & Serre, 2013) (notice that in Reichert & 

Serre, 2013 complex units were added to the network after the training, introducing an 

oscillatory dynamics that however was not learned). One research direction I’m currently 

pursuing in collaboration with Rufin VanRullen and Thomas Serre is to represent neurons’ 

activity in deep neural networks in the Complex domain. One way of implementing this is to 

characterize the activity of each neuron with three parameters, representing frequency, phase, 

and module of the complex unit. This approach allows training the connections between 

neurons via a learning rule.  

As mentioned in a previous section, recent studies showed that purely feedforward networks 

struggle to perform same-different tasks (Kim et al., 2018), in which the model has to report 
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whether two or more items are identical. We demonstrated that oscillatory dynamics are 

instrumental in the human brain to carry out the task successfully (Alamia, Luo, et al., 2020). 

This visual reasoning task is an excellent benchmark to test and demonstrate that oscillations 

can be a helpful tool to implement effective recurrent processes and propose a novel, 

biologically inspired architecture that can reach state-of-the-art results in visual reasoning 

tasks.  

In collaboration with Rufin VanRullen, we recently developed an architecture that takes 

inspiration from the mathematical formalism of Complex-valued numbers, which -as mentioned 

above- are differentiable and can be interpreted as oscillations. Specifically, we introduce an 

additional 'phase' layer in the network, which is paired with each layer in the model (named 

'PhaseNet' and shown in Figure 4.2A). The objective is to achieve a dynamic reminiscent of 

the "binding by synchrony" mechanism in the brain (Engel et al., 2001; Singer, 2007), in which 

neurons coding for the same object or feature become more synchronized over time, 

enhancing grouping and segmentation. Similarly, the 'phase' layer in the network aims to 

improve the neurons' activity in the convolutional and dense layers coding for the same object, 

thus favoring grouping and classification. More precisely, each phase value 𝜑 evolves over 

time steps according to the dynamics generated by the Kuramoto equation (Cumin & 

Unsworth, 2007; Kuramoto, 1975), which leads to the synchronization of phases having 

positive coupling 𝑟𝑖𝑗  over time steps (see Figure 4.2A, lower panels): 

𝜑𝑖(𝑡 + 1) = 𝜑𝑖(𝑡) + 𝜆  
∑ 𝑟𝑖𝑗  sin (𝜑𝑗(𝑡) − 𝜑𝑖(𝑡))𝑁

𝑗=1

∑ |𝑟𝑖𝑗| +  𝜀 𝑁
𝑗=1

 

In the current implementation, the Kuramoto couplings 𝑟𝑖𝑗   are computed in the 'attentional 

space,' an n-dimensional space inspired by the recent 'transformer' architecture (Vaswani et 

al., 2017), in which features from every layer are embedded (via linear transformation) and 

compared at every time step: 

𝑟𝑖𝑗 = < 𝑊𝑞𝑚𝑖 ,  𝑊𝑘𝑚𝑗 > 

Importantly, as shown in Figure 4.2A, the phases synchronize over time steps in each 

convolutional layer, highlighting different image features. We expect that such synchronization 

will improve the network's performance compared to a forward network with the same number 

of parameters, as the phases will modulate the activity of the network as described in the 

following equations (for convolutional and dense layers, respectively): 

𝐶𝐿+1 = ∫[1 +  𝛼 cos(𝜑𝐿+1(𝑥) −  𝜑𝐿(𝑥 − 𝜏))] ∗  𝐶𝐿(𝑥 − 𝜏) ∗ 𝐾(𝜏) 𝑑𝜏 

𝑑𝑖
𝐿+1 = ∑ ∑ 𝑑𝑘

𝐿  𝑊𝑘,𝑖(1 +  𝛼 cos(𝜑𝐾
𝐿 −  𝜑𝐾

𝐿+1))

𝑘𝑖

 

Additionally, we aim to leverage these dynamics as a top-down attentional mechanism in which 

the network can focus on specific items of the image to improve visual tasks' robustness, such 
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as image classification or visual reasoning tasks. Preliminary results show promising 

improvements, suggesting that phases could benefit current deep neural networks. In the long 

term, the goal is to equip deep neural networks with biological-plausible dynamics, combining 

PC architectures (previous work) and oscillatory dynamics, to address some of the main 

problems in computer vision. Indeed, most networks proved remarkably vulnerable to different 

issues, among which adversarial attacks in object recognition (Goodfellow et al., 2014), 

suggesting the need for more robust and efficient architectures, possibly inspired by brain-

inspired mechanisms. Combining Predictive Coding and oscillatory dynamics will prove crucial 

in creating more robust than state-of-the-art models in computer vision 

 

 



58 
 

Figure 4.2. – PhaseNet architecture. A) The model is composed of three convolutional and two dense 

layers. Each layer's features are embedded in the 'Attention Space', similar to the attentional 

mechanisms used in current transformer architectures. The phases follow a dynamic inspired by the 

Kuramoto equation, which models the dynamic of a large set of oscillators (e.g. neurons), describing 

their synchronization over time given some assumptions (i.e. all oscillators are identical and weakly 

coupled, and their interaction depends on the sinusoid of their phase difference). Lower panels show 

the phases synchronized to different features in the image over time steps. B) Same architecture as 

above, but in this implementation, the couplings are determined by the dot product between the keys 

and a fixed queries, which represent a ‘top-down’ (or endogenous) attentional system. Given several 

stimuli in the figure (for example the letter ‘A’ and ‘B’), the phases will synchronize over time to the item 

encoded in the queries. This mechanism will act as an endogenous attentional system.   

 

Long-term perspective and conclusion 

New directions: Computational Psychiatry 

Understanding the relationship between traveling waves and predictive coding could provide 

a fundamental understanding of brain dynamics and cognitive processes. Besides, it could 

provide helpful insights into several clinical applications, such as in the emerging field of 

computational psychiatry. The compelling intuition behind this exciting new field, which greatly 

resonates with the scientific vision I attempted to describe above, is to provide a mechanistic 

understanding of psychiatric disorders beyond the ‘mere’ identification of diagnostic 

biomarkers (which remains a useful and precious diagnostic tool). In other words, 

computational psychiatry grants the tools to investigate cognition in specific pathological 

conditions to provide therapeutic support while revealing brain dynamics. For example, let’s 

consider once again the case of schizophrenia patients. As mentioned earlier, schizophrenia 

is a severe mental disease that affects about one percent of the world's population (Krystal et 

al., 2017; McCutcheon et al., 2020; Series, 2020; Wang & Krystal, 2014). Schizophrenia 

patients reveal abnormal features in several behavioral traits, including perception, cognition, 

and personality. Such a broad range of symptoms hints that schizophrenia has a multifactorial 

cause with a complex presentation. In particular, patients may present positive or negative 

symptoms, which may be diagnostic of the disease. Positive symptoms comprise delusions 

and hallucinations, which can concur with disorganized speech and thoughts, whereas 

negative symptoms relate to catatonic behavior and diminished emotional expressions. Both 

positive and negative symptoms can co-exist and waver over time. Despite almost a century 

of research on its etiology, we still lack a clear understanding of its causes. Remarkably, a 

(computational) model of the disorder grounded in a theoretical framework such as the one 

provided by the Bayesian one could help elucidate its origins and causes. Furthermore, 

understanding such pathology within a specific framework will be also beneficial to define and 

understand brain dynamics in healthy conditions. Previous works have shown how top-down 

processes and prior expectations positively relate to positive symptoms such as hallucinations 
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(Corlett et al., 2019; Powers et al., 2017). In healthy subjects, experimental work demonstrated 

that expectations modulate perception (Kok et al., 2012; Summerfield & de Lange, 2014): the 

conditioned stimulus induces the perception of the unconditioned stimulus, even when this is 

not actually present (Ellson, 1941; Kafadar et al., 2022). Such an effect is more prominent in 

hallucinating schizophrenia patients (Kot & Serper, 2002). However, other studies provide 

evidence against the hypothesis that schizophrenia patients have stronger prior. In particular, 

experimental works demonstrated that patients are less sensitive to visual context (Choung et 

al., 2022) and visual illusions effects (Dakin et al., 2005), which are mediated by top-down 

priors (Geisler & Kersten, 2002). How to reconcile such supposedly contradictory findings? 

Some authors proposed a more nuanced framework to account for such contradictory results 

(Corlett et al., 2019; Sterzer et al., 2018b), leveraging the crucial idea of hierarchy inherent to 

predictive coding systems (as mentioned in a previous paragraph). Specifically, they proposed 

a differential modulation of priors at different hierarchical levels: visual illusion may rely on 

relatively lower-level priors, which affect visual perception specifically, whereas schizophrenia 

patients may have impairments in higher-level priors, involved in higher-order functions. For 

example, schizophrenia patients proved more sensitive than control to the triple flash illusion 

(Norton et al., 2008), which involves higher-order processing such as temporal expectations. 

Experimental work on various illusory measures explained by the predictive coding theory 

revealed a weak correlation (Lhotka et al., 2023), providing evidence against a common prior 

for perceptual and higher phenomena but supporting the notion of different hierarchical priors. 

According to these considerations, we could surmise that traveling waves measured via EEG 

recordings indeed reflect higher-order prior, and schizophrenia patients have indeed more 

precision, specifically in higher-order priors (Figure 4.1D). More generally, neural oscillations 

play a crucial role in coordinating neural activity, and their synchronization may be a core 

pathophysiological mechanism involved in schizophrenia (Uhlhaas & Singer, 2006, 2010). 

Differences between schizophrenia patients and healthy control have been observed in all 

frequency bands in different tasks or experimental conditions: theta-band related to working 

memory (Schmiedt et al., 2005), alpha and beta band regarding long-range connectivity (Liddle 

et al., 2016; Nikulin et al., 2012), higher frequency gamma-band (Hirano et al., 2015; Lee et 

al., 2003; Sun et al., 2011) and low-high frequency coupling (e.g., theta-gamma multiplexing, 

Barr et al., 2017; Kirihara et al., 2012). The differences between healthy populations and 

schizophrenia patients (and, more broadly, psychiatric patients) goes far beyond neural 

oscillations. As mentioned above, schizophrenia is a very heterogeneous condition, which 

manifests in several phenotypes. The appeal of computational psychiatry is to provide the 

mean to ground in a theoretical framework all these desparate evidence (Valton et al., 2017), 

to establish a comprehensive understanding of distinct psychiatric diseases and, ultimately, 

human cognition.  
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Conclusions - Beyond EEG recordings: intracortical recordings and animal models. 

In this thesis, I provided an overview of my previous work on understanding cognitive functions 

in the human brain. Most of the work I presented here relies on computational models or human 

recordings to achieve this goal (from behavioral performance to pupillometry to EEG 

recordings). Since my postdoc years until now, I have mostly based my work on human EEG 

recordings. EEG has several interesting advantages, such as the efficiency and easiness of 

running and testing several participants in a relatively short amount of time, not to mention the 

very high temporal resolution, which is ideal for investigating brain oscillations. All in all, it’s the 

ideal tool to investigate oscillatory dynamics in different experimental designs to test various 

hypotheses. However, it becomes necessary to leverage other tools to understand in depth 

the neural dynamics involved in cognitive functions and validate the predictions of the models 

I plan to implement and explore at different scales (from cortical columns to the cortical-

thalamic connections). For example, I foresee in the long-term future collaborating more 

closely with other scientists involved in intra-cortical recordings of epileptic patients. In line with 

this direction, I’m currently setting up a collaboration at CerCo with Dr. Leila Reddy, who is 

willing to share her valuable expertise to investigate traveling waves in sEEG recordings. 

Furthermore, I’m also excited to be involved in a collaboration with Dr. Frederic Chavane from 

the Institute de Neuroscience de la Timone (INT, Marseille). Together, we plan to investigate 

traveling waves in voltage-dye recordings in Marmausets to assess the characteristics of 

spontaneous and evoked traveling waves in these recordings. All in all, besides analyzing 

‘better’ data in terms of scale and explanatory power, I’m excited to be able to establish 

scientific collaborations with inspiring and talented people. During my career, I had the 

opportunity to be mentored by exceptional scientists, both from a scientific and a human point 

of view. In the future, I wish to be able to give back to the people who will cross my path the 

same excitement and inspiration I received during these years. 
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