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Abstract

Discoverability of interactions is a core component of successful user interaction yet it is al-
most systematically dismissed by interface designers and researchers. This is not surprising
given the variety of associated concepts that are inconsistently defined, and the consequent
lack of clarity on how to address these problems. In this thesis we emphasise the importance
of interaction discoverability and investigate whether visually signifying the availability of
inputs improves their discovery using commercial touch-based devices as the test case.

We examine usage and definitions of discoverability as well as related concepts and offer
clarifications where definitions are ambiguous while highlighting focus areas and limita-
tions. To examine the circumstance of initial interactions and discovery more structurally,
we then propose a conceptual framework of relevant impacting factors. We consider how
individual components interrelate and reflect on how they can be used to promote disco-
verability. Concentrating on the factor ‘visibility” on the system side of the framework, we
examine the potential of added visual signifiers in mobile touch-based interfaces through
two projects.

First we examine how the availability in-place single finger inputs such as ‘Tap’, ‘Dwell’,
‘Double Tap” and ‘Force Press” can be communicated through added visual signifiers in
the context of buttons. We propose a design space of visual signifier characteristics. Com-
bining these characteristics, we generated 36 designs and investigated their perception in
an online survey and an interactive experiment. The results suggest that visual signifiers in-
crease the perception of input possibilities beyond “Tap’, and reduce perceived mental effort
for participants, who also prefer added visual signifiers over a baseline. This work informs
how future touch-based interfaces could be designed to better communicate in-place one
finger input possibilities. Second, we explore the viability of transient interaction hints du-
ring animated transitions between Ul screens to improve the discovery of swipe-revealed
hidden widgets (swhidgets). To do so, we adapt three established transition patterns to in-
clude visual depictions of the swhidgets. We then study how noticeable the transitions are
at different durations (750ms, 1000ms). Results suggest substantial variation in noticeability
between participants. Subsequently, we explore the impact on the discoverability of interac-
tions with two types of transition (Container Transform, Panels) and a baseline and find that
transitions do not significantly impact the use of swhidgets. This may suggest that tempo-
rary interaction hints are not comprehended in a task context if they do not coincide with a
need for the interaction in question. These projects highlight the potential of improving dis-
coverability of interaction through visual signifiers in the interface while demonstrating that
there are limitations of when visual signifiers impact the perceived affordance of interaction
possibilities.



Résumé

La découvrabilité des interactions est un élément essentiel d"une expérience utilisateur réussie,
mais elle est presque systématiquement ignorée par les concepteurs d’interfaces et les cher-
cheurs. Cela n’est pas surprenant compte tenu de la diversité des concepts associés qui
sont définis de maniere inconsistante et du manque de clarté qui en résulte sur la maniere
d’appréhender ces problemes. Dans ma these, je souligne I'importance de la découvrabilité
des interactions et j’étudie si le fait de signifier visuellement les entrées utilisateur dispo-
nibles améliore leur découverte, utilisant les appareils tactiles commerciaux de type smart-
phone comme plateformes d’étude.

J’examine l"utilisation et les définitions de la découvrabilité dans la littérature ainsi que les
concepts associés, et propose des clarifications la ot1 les définitions sont ambigués tout en
soulignant les domaines d’intérét et les limites. Pour examiner les circonstances menant a
ces éventuelles découvertes d’interaction de maniere plus structurelle, je propose ensuite
un cadre conceptuel de facteurs susceptibles de jouer un réle déterminant. J’examine les
interdépendances éventuelles entre ces facteurs et réfléchis a la maniére dont ils peuvent
étre utilisés pour promouvoir la découvrabilité des interactions. En me concentrant sur le
facteur < visibilité > du coté systeme du framework, j'examine le potentiel de signifiants
visuels supplémentaires dans les interfaces tactiles mobiles a travers deux projets.

Tout d’abord, j'examine comment la disponibilité d’entrées utilisateur tactiles a un doigt
telles que <« Tap >, <« Dwell >, <« Double Tap > et <« Force Press > peut étre communiquée
via des signifiants visuels ajoutés au représentations graphiques de boutons. Je propose un
espace de conception de caractéristiques pour signifiants visuels, et génere 36 modeles com-
binant ces caractéristiques que je compare dans une enquéte en ligne et une expérience inter-
active en laboratoire. Les résultats suggerent que les signifiants visuels augmentent la per-
ception des possibilités d’entrées utilisateur au-dela du « Tap > et réduisent 1’effort mental
percu par les participants, qui préferent également des signifiants visuels supplémentaires
a un représentation graphique basique de bouton. Ce travail explique comment les futures
interfaces tactiles pourraient étre congues pour mieux communiquer les entrées utilisateur
tactiles avec un seul doigt. Deuxiemement, j'explore la viabilité d’utiliser les transitions
animées entre différentes vues de l'interface utilisateur pour suggérer l'existence et faci-
liter la découverte de “Swhidgets”, des composants cachés révélés par balayage. Pour ce
faire, j’adapte trois modeles de transition établis pour qu’elles affichent subtilement ces sw-
hidgets. J’étudie ensuite a quel point ces transitions sont perceptibles a différentes durées
(750 ms, 1000 ms). Les résultats suggerent une variation substantielle de la visibilité entre
les participants. Par la suite, j’explore I'impact sur la découvrabilité des interactions avec
deux types de transition (Container Transform, Panels) et une animation de référence, et
constate que les transitions n’ont pas d’impact significatif sur la découvrabilité des swhid-
gets. Cela peut suggérer que l'affichage temporaire des swhidgets lors de I'animation de
transition n’est pas compris dans le contexte d"une tache s’il ne coincide pas avec un besoin
pour l'interaction en question. Somme toute, ces projets mettent en évidence le potentiel
d’amélioration de la découvrabilité de l'interaction grace aux signifiants visuels dans l'in-
terface tout en démontrant qu’il existe des limites quant au moment auquel les signifiants
visuels peuvent avoir un impact sur la perception des possibilités d’interaction.
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Introduction

In an increasingly complex technological world, we are perpetually confronted with new or
updated systems. To successfully operate, this requires users to be able to continually detect
and interpret what they are confronted with. This need is reflected in usability guidelines
highlighting how important it is for users to be able to “figure out what actions are possible [with
a system] and where and how to perform them” [167] or stating that “I should be able to “get it” —
what it is and how to use it — without expending any effort thinking about it” [114]. According
to these guidelines, systems should be designed to support the users initial recognition and
comprehension of their different features and interaction methods.

Nonetheless, modern computing systems often fail to support their own discovery in favour
of minimalist design aesthetics. The subsequent lack in discoverability is further exacer-
bated by the rapid introduction of novel devices and frequent updates to the functionality
and interfaces of existing ones. While devices like smartphones, on the surface, may appear
“uncluttered” and simple, they are simultaneously overloaded with controls to facilitate vast
functionalities within a small interface. This creates a challenge for users, who are left alone
to determine which inputs are available to them. This is exemplified by a New York Times
article stating the majority of users were not using the iPhones 3D touch capacity, simply
because they were unaware of it, highlighting “it’s not something you can really see [...] people
don’t understand it” [76]. Subsequently, the 3D touch functionality was phased out and, in
2019, replaced with “haptic touch”. This illustrates how novel interaction methods, that do
not facilitate their own discovery, may fail to be adopted in commercial products.

However, even established inputs present a challenge, since touch screens technically afford
all types of touch interaction on the entire screen [163]. This means users have to rely on
previous knowledge and supplementary materials or on the visualisation on screen to com-
municate which type of input provides a meaningful interaction at a given location and time.
In the absence of visual signifiers [166, 167] (depictions signalling what can be done) aiding
the perception of input opportunities, it is entirely left to the users memory or guesswork to
identify input availability. Given the large variety of inputs registered on touch screens, this
creates an immense burden on users to continuously discover available interactions as inter-
faces change while also adding to the mental workload of recalling which input is supported
when and where. Despite this, both research and commercial products almost systematically
disregard discoverability when introducing novel systems and interactions or update exist-
ing ones.

The fundamental thesis of this dissertation is that this disregard should be rectified. In an
effort to do so, we identify causes and explore potential resources to support discoverability.
One possible reason for the lack of consideration for discoverability lies in the wide variety
of technical terms used in this context such as affordance [106], learnability [82] and discov-
erability [167], which have frequently been defined in fuzzy ways. Although variances in
terminology may appear trivial, as [87] highlights “the terms we use for concepts are not in-
herently important, but the semantics behind the terminology commands our attention”. By often
being considered solely as a means to achieve learnability [66,71], discoverability does not
receive the attention nor the holistic investigation its pervasive effects should command. In
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an attempt to clarify this situation, we reviewed discoverability and its usage in the con-
text of HCI. We then expanded our survey to incorporate related concepts and clarify and
contrast the surveyed terms in order to elucidate and highlight their different focal points,
which address specific interaction problems, as well as their limitations and relation to one
another. In doing so, we provide an extensive literature review of discoverability, illustrat-
ing its many different application areas in HCI and, through highlighting the differentiation
of what needs to be discovered, emphasize its importance.

Concurrent to the inconsistent terminology, the literature, depending on context, considered
different human factors and system characteristics. We collected and reviewed these factors
and considered them in the context of initial interactions, and discoverability in particular,
by separating them into three main components of a conceptual framework, user, system
and environment, that we then examined more in depth. Subsequently, we reflected on how
individual factors and components interrelate and can be leveraged to foster successful dis-
covery of interactions.

From this framework we isolate visual signifiers, whose absence we previously identified as
a factor in the lack of interaction discoverability [76,177], and focus on their possible imple-
mentation as they allow information to be conveyed in the place of, and concurrent to, the
interaction opportunity meant to be discovered. We investigate the possible implementation
of visual signifiers through two projects.

First, we examine the perception of in-place touch inputs, single finger contacts that do not
move across the surface. Specifically, we focus on variance in duration (Dwell), frequency
(Double Tap) and Force (Force Press). We propose a design space to investigate visual signifier
characteristics and how they may influence the success of signifying different inputs. This
design space encapsulates high-level principles that materialise in the dimensions Explicit-
ness, Timing and Proximity. Through this design space we then generate 36 designs and in-
vestigate their perception in an online survey (N=32) and an interactive experiment (N=24).
The results suggest that visual signifiers increase the perception of input possibilities beyond
‘Tap’, and reduce perceived mental effort for participants, who also prefer added visual sig-
nifiers over a baseline.

Given the common concern of clutter through added visualisation, our follow up project ex-
pands on temporary interaction signifiers by integrating them into animated transitions as
transient interaction hints. To do so, we adapt existing interface transitions to temporarily
reveal swipe revealed hidden widgets (swhidgets) that disappear as the final UI state of an
animation is reached. We conduct two experiments to assess the viability of this approach.
In a first study (N=60), we verify the noticeability of visual signifiers in animated transi-
tions, for different transition durations and styles. In a second study (N=33), we assess the
discoverability of swhidgets when they are exposed to users using our animated transition
approach. Contrary to the results of the previous project as well as the results of the no-
ticeability study, the results of this study suggest that the visual signifiers embedded into
the transitions did not improve discoverability of the interaction. This suggests that, while
visual signifiers are a valuable tool in conveying the availability of inputs, they are not uni-
versally applicable.

Finally, we discuss the results of our different approaches in conjunction and examine them
in the context of the established theoretical foundations. We reflect on the importance of
discoverability and the difficulties inherent to it’s examination before highlighting the po-
tential of visual signifiers. Further, we examine this potential by considering our different
signifier implementations through the timeline of initial interactions and framework of im-

2



1.1. OVERVIEW 3

pacting factors we previously introduced. We then provide a perspective of future research
directions building on this thesis.

1.1 Overview

The core thesis of this dissertation is that interaction discoverability can and should be sup-
ported in interactive systems, for which visual signifiers provide a valuable resource which
is critically underutilised.

The projects pursued in this dissertation contribute to this end goal in various ways, as
summarised in Figure 1.1.

Chapter 2: Terminology

What is discoverability and how does it
differ from other concepts?

> Define and differentiate discoverability

v

Chapter 3: Framework

Which factors impact the success of

discoverability?

> Framework separated into System,
User and Environment

v v Z

Chapter 4: Investigating Visual Signifier Characteristics Communicating Input Availability
Do visual signifiers improve the discoverability of interactions and how do individual characteristics impact this?

AlIqelan0asiq 1o yolessoy
|BOI}9I08Y ] JO SuOlEpuUNO |

> Study of perception and > 36 Design tested in 2 user studies
interpretation of visual signifiers and resulting takeaways

v

» Chapter 5: Incorporating Visual Signifiers in Existing User Interface Animations
Do temporary signifiers embedded in animated transitions improve swhidget discovery?

> Visual Signifier Design Space

> |mplemented transient interaction hints
> Created a discoverability study design in 3 animated transition types and
tested in 2 user studies

suonoeJs)u| JO AJIIqRIBA0DSI BY}
anoidwi 0} sielubIg [ensip Buisn ||

Theoretical Methodological Practical

Figure 1.1 — Overview of chapters summarising their theoretical, methodological and practical contributions
to this thesis.

This thesis is divided into 2 parts: I) Foundation of Theoretical Research of Discoverability;
and II) Using Visual Signifiers to Improve the Discoverability of Interactions.

Foundation of Theoretical Research of Discoverability provides an overview and analysis of prior
and related work. In chapter 2 we analyse the terminology and clarify “Discoverability”
before highlighting how it relates to and differs from similar concepts such as learnability
and findability. We then briefly touch on recommendations for its design and how it has
been studied. In chapter 3 we offer a framework of related factors impacting the likelihood
of discovery separated into System, User and Environment before considering the interplay
between these actors.

Using Visual Signifiers to Improve the Discoverability of Interactions covers two approaches in-
vestigating the viability of improving interaction discoverability through increased visual
signifiers in the interface. In chapter 4 we first propose a design space of visual signifier
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characteristics. We then combine those characteristics to create signifier designs for single
finger in-place input. In chapter 5 we then include temporary visual signifiers in animated
transitions between screens to communicate the availability of swipe-revealed hidden wid-
gets. Both approaches are examined through 2 user studies respectively.

Finally, General Discussion and Perspectives provides a discussion of the two approaches and
their contrasting findings as well as examines potential causes and avenues for future re-
search.



Part1

Foundation of Theoretical Research of
Discoverability



Terminology

While both commercial products and HCI research perpetually propose novel interaction
devices, techniques, applications and functionalities, this rarely includes consideration of
how their future users would know how to utilize them. Instead, research focuses primarily
on proposing novel interactions methods or the feasibility of reliable interaction recognition
on the system side [85,123,190] rather than the user’s awareness and comprehension of the
technique itself. While such considerations may not be the priority of research publications,
the introduction of novel interaction methods without any regard of how the user would
become aware of them, disregards an important factor of how this interaction would work
outside of a laboratory setting. Although this consideration may be most pertinent in prod-
ucts being introduced to a large audience, it should be made at all stages of development.
This does not necessarily imply an all encompassing need for design changes, but a need
for deliberate examinations of the design and how its functionality is conveyed to intended
users.

However, this need is difficult to address, as there is very little knowledge of how initial
interaction ! with these novel systems, input techniques and functionalities should be facili-
tated. This is exacerbated by the wide variety of technical terms used in this context which
have been used and defined in inconsistent and overlapping ways, such as affordance [106],
learnability [82] and discoverability [167]. While learnability and affordances have been clar-
ified through extensive surveys [82,145] their inconsistent usage persists. Additionally, the
variety of terminology complicates the collection of relevant previous research. This illus-
trates the importance of semantics and terminology, as Hartson [87] highlights “the terms we
use for concepts are not inherently important, but the semantics behind the terminology commands
our attention”.

The term learnability has been investigated in depth [82], however its considerations often
focus on specific aspects related to performance while also covering a timeframe beyond
initial interactions. Similarly, discoverability has been primarily investigated in very narrow
contexts such as public displays or voice and gesture user interfaces as well as in conjunction
with learnability. By often being considered solely as a means to achieve learnability [66,71],
discoverability does not receive the attention nor the holistic investigation its pervasive ef-
fects should command.

Given this lack of clarity, this chapter reviews discoverability and its usage in the context of
HCI in an attempt to elucidate its differing definitions and highlight its application areas.
We then expand our survey to incorporate other concepts concerned with the initial stages
of first-time interactions and find various terms are used to describe related interaction phe-
nomena. To then clarify these terms, which often have ambiguous usage or definitions, we
analyse how they have been utilised. We then contrast the surveyed terms in order to eluci-
date and highlight their different focal points, which address specific interaction problems,
as well as their limitations and relation to one another.

In doing so, this chapter provides an extensive literature review of discoverability, illustrat-

1. In the remaining of the document, we may use the term “initial interaction” alone to refer to the first time a
user successfully interacts with a novel system, input technique or functionality.

6
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ing its many different application areas in HCI and, through highlighting the differentiation
of what needs to be discovered, emphasises its importance. We offer a clear and comprehen-
sive definition. Further, we highlight the variance of semantically related terms that have
been used interchangeably, thus advocating for their explicitly separate consideration. Con-
sequently, we shed light on how the importance of supporting discovery is a well known
problem statement which may suffer a lack of recognition due to a lack of clarity which we
aim to provide.

2.1 The progression of initial interactions

First time interactions with something that is novel to a user follows a given path. We present
a basic timeline in figure 2.1 in order to clearly communicate which part of an interaction we
refer to in later sections.

Interaction Compre- Conscious Successful

hension Interaction Interaction

Trigger Perception

Figure 2.1 — Conceptual timeline of the different stages of initial interaction, moving from before the interaction
is initiated to successful interaction.

First, an interaction needs to be triggered. This may happen through various factors, for
example internally through a goal to interact, curiosity, happenstance or errors, as well as
externally through examples, word of mouth or instructions. For example, seeing someone
else use a feature might trigger a user to seek out said feature for themselves, or a user might
accidentally encounter new interaction methods by failing to perform another one correctly
(i.e. trying to tap a button but lingering to long and performing a long-press instead). As the
final example suggests, for some interaction triggers the encounter with an object happens
simultaneously while for others, like the first example, an encounter follows the interaction
trigger. This is then followed by perception which depends on the sensory affordance [87]
of the object in question as well as considerations of attention and awareness. If the user
perceives the object they then process their impression [32]. Given they arrive at an accurate
conclusion of what they are perceiving , they comprehend what they are interacting with. This
then allows them to consciously interact with something and, depending on the difficulty of
the interaction, immediately or eventually successfully interact.

2.2 Discovery in HCI

The initial discovery of interaction possibilities is the basis for allowing users to engage
with and utilise interactive technology. Such discoveries rely, before all else, on the poten-
tial user’s ability to perceive relevant parts of the system, comprehend them as such and
interpret their functionality correctly.
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However, initial perception and comprehension of systems and interactivity is inhibited by
progressively more complex technology, which allows for a wide variety of functions and
different input methods. This is exacerbated as visual guidance is reduced to avoid clut-
tering interfaces [177,178]. Consequently, initial, intuitive perception and understanding of
interaction opportunities and features is progressively harder to achieve. The resulting lack
of comprehension of, or complete obliviousness to, the tools available to a potential user can
lead to either complete disregard of a system or missed opportunities to use a system to its
full potential [9,98]. This creates a significant issue, not only for designers wanting their
system to be used, but also for potential users that would benefit from, or are required to
interact with, a system they fail to recognize or comprehend.

In an effort to investigate the persistence of discovery problems and possible solutions, we
survey the concept of discoverability, its application areas and proposed definitions.

2.21 Surveying Discoverability

Definitions and application of the term discoverability vary, but generally describe users en-
countering something new that they were not previously aware of, therefore discovering it.
While the concept is also widely used in the context of content discovery within search en-
gines, databases and library systems [133,146] our focus is on discoverability that facilitates
and improves interactions. In the context of usability and human-computer interaction the
term discoverability was popularized by Don Norman [167], who describes it through the
following question:

“Is it possible to even figure out what actions are possible and where and how to perform
them?” [167, p.3]

However, it is ambiguous what this definition refers to exactly. Indeed, in the context of HCI,
discoverability can be split into three different focus areas: System, Interaction and Feature.
System discoverability is focused on whether potential users notice the overall system and
recognize it as something they can interact with, for instance, that a public display is interac-
tive in a mall. Interaction discoverability is concerned with whether users can identify and
comprehend interaction and input methods when they encounter them without instruction
or guidance, for example that a force press can be performed on an iOS icon to reveal a menu.
Finally, feature discoverability covers the user’s ability to discover features or functionality
they were previously unaware of while using a system, for example a new tool in a graphics
editor like Adobe Photoshop. While this separation between different discoverabilities has
been implicit with research specifying a focus on interaction discoverability [36] or feature
discoverability [198], these focus areas have not been collated and considered in relation to
one another. This is unfortunate given that, even though they are separate considerations,
these different discoverabilities are interconnected. System discoverability is a precondition
for users to discover different aspects of said system. Similarly, features can only be accessed
and discovered if the user is able to successfully interact with the system by being able to dis-
cover the interaction methods available to them. While features may be accessible through
a variety of input methods, often times novel input methods also reveal features linked to
them exclusively, for instance the shake-to-undo on iOS where shaking the device used to be
the only way to activate system-level undo implying that shake gestures cannot be used for
anything else. The clarification of what needs to be discovered is essential when examining
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the connection of different discoveries since they may not always be facilitated through the
same measures. The following sections consider the different focal points of discoverability
in more detail.

System Discoverability

In the context of complete systems, the term discoverability is often used to describe the
user’s overall awareness of a system’s existence and interactivity. As such it is most com-
monly considered in the context of public displays aiming to attract users. Cheung [36]
describes the discoverability process for large public displays as “the process through which
a user transitions from being unaware of the system to interacting with it to, eventually, effectively
using the system”, with the particular aim to focus on the earlier stages of display interaction.
Their work focuses on capturing attention and consequently guiding interactions [38], ap-
propriate methodology to study attraction power of interactive public displays [39] and ulti-
mately how to increase casual engagement with large, public interactive displays [37]. Other
examples of system discoverability investigations include public polling interfaces [91], mul-
tiplayer games [46] and the transition between implicit and explicit interaction [217].
Similar research has been conducted without explicitly referencing discoverability, including
investigations of “how passers-by notice the interactivity of public displays” [152] by evaluating
how visual feedback to incidental movements by potential users in front of the display ef-
fectively communicates interactivity and invites interaction.

Once investigations of discoverability go past initially attracting users, getting their atten-
tion and making them aware of the system, research can move into the territory of inter-
action discoverability as designers want potential users to understand how to interact with
their system.

Interaction Discoverability

Interaction discoverability describes the ability of users to notice and identify interaction
possibilities they were previously unaware of. As such, the focus of interaction discov-
erability considerations is often on overall novel interfaces such as Voice User Interfaces
(VUlIs) [71,109,132,181] or Embodied Interactions [29,30,75]. Other examples are interactions
with, among others, tabletops [86], mid-air gestures [219], interactive touch surfaces [77-79],
VR objects [154] or smart textiles [171]. Notably, both VUIs and embodied interactions com-
monly lack visual signifiers suggesting the possible interactions to new users. These exam-
ples indicate that the discoverability of input methods is primarily studied if researchers
or designers, proposing a new method, already presume discoverability to be an issue im-
peding successful interaction. However, interactions in traditional interfaces that users are
not aware of, such as keyboard shortcuts on desktop, force-press on mobile and gestures
on both, similarly present discoverability problems that designers commonly overlook. Fur-
ther, the majority of interaction methods examined are yet to be established with a wide user
base and therefore lack the advantage of similar interactions with other devices aiding the
discoverability of the input methods in question. Meanwhile the discoverability of interac-
tions which may be established but novel to individual users in a given context is generally
ignored. As public displays also commonly employ less established interaction techniques
than devices designed for personal use, research about their design often includes consid-
erations of how to communicate their interaction possibilities and functionalities. In this
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context, a lack of interaction discoverability has also been termed interaction blindness [170],
while systems with well supported system and interaction discoverability have been termed
walk-up-and-use systems [49,141], implying the recognition and comprehension of interac-
tion to be inherent to the system.

Feature Discoverability

Feature discoverability describes the ability of users to discover individual parts and fea-
tures of a system they were previously unaware of.

Reports [83,207] suggest that only around 20% of features within applications are commonly
used. While this can partially be attributed to some features not being of any interest or use
to some of the users, other features are simply never discovered.

This discovery is often times hindered by the fact that the system is functional and the user
is able to perform a majority of their intended actions without being aware of all features at
their disposal. This can especially be the case if users are not encouraged to explore further
options because, what a new feature offers, can be achieved in another, potentially more
strenuous, way that the user is already aware of. On the other hand, if users are not at all
aware of the existence of an available function in the system they are interacting with, their
lack of expectation and familiarity may lead to them overlooking potential signifiers. Other
examples of features suffering discoverability problems are items hidden deep in the hier-
archical menus [3] which are not explored by users or features that are simply overlooked
because they are not essential to the user.

A significant number of research in this category considers issues in software development
[52,66,139,179,211], while others consider discoverability of applications [95] or menus [197]
in public displays. Additionally, the discoverability of existing and new functionality for op-
erating systems [176] and applications [147] is explored.

Notably, some literature explores “tool” discovery [155,156,158] which, following our sepa-
ration fits into feature discoverability, as it does not consider the discovery of an interaction
per se. However, while tools do not change the method through which users interact with
the system, they largely present the discovery of new actions available within a system,
which in some facets resembles interaction discovery.

Furthermore, feature discoverability is considered without explicit reference to the concept,
for example, by Cockburn et al. [43]. They consider vocabulary extension as one domain of
performance improvement and describe it as a consideration of ways to help users broaden
their knowledge of the range of available functions in an interface, which would subse-
quently ease feature discoverability when successfully implemented.

To summarize, discoverability is always concerned with the user becoming aware of and
comprehending something. What a user can or should discover can be separated into 3
categories:

1 System The discovery of interactive systems overall.

(1) [ ]
(3) (2) 2 Interaction The discovery of actions a user can perform.
G— 3 Feature The discovery of actions a system can perform.

10
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2.2.2 Defining Discoverability

While considering the same notion and process, all of the “discoverabilities” identified above
are focused on different aspects of an interaction. This illustrates how varied the under-
standing, of what discoverability describes, is. Despite these discrepancies, discoverability
is rarely specified or defined.

The definitions that are offered vary widely in scope and specificity. While some offer loose
explanations of discoverability such as “the effort required to locate or “discover” an applica-
tion amongst others” [95] or “the ability for users to find and execute features through a user in-
terface” [109], others define discoverability specifically for their context like noting how “the
“invisible” nature of VUIs can challenge users’ ability to discover its capabilities and limitations” [71]
or how gestural interfaces “are not discoverable in the sense that it is hard to know what gesture
to do and we often cannot look it up in the way we would look at a menu to see what options are on
it” [75].

Two comprehensive definitions that inform our understanding of discoverability come from
Cardello [33] and Srinivasan et al [204]. Cardello described discoverability as users encoun-
tering “new content or functionality that they were not aware of previously”. Srinivasan et al.
consider discoverability in the context of speech input commands and make the important
distinction of what discoverability entails in their interpretation: “Discoverability, in this con-
text, entails: (1) awareness — making users aware of the operations that can be performed using
speech; and (2) understanding — educating users on how requests should be phrased so the system
can interpret them correctly” [204].

Combining these approaches, we consider discoverability as:

The ability for users to perceive and comprehend a system, function or input
method as such when encountering it for the first time despite a lack of previous
awareness or knowledge. This may be through intentional effort or serendipitously.

As such, discoverability covers the time period from interaction being triggered, the user en-
countering and perceiving the system, function or input method to the user comprehending
what they have encountered.

2.2.3 Designing for Discoverability

The varying definitions of the term have led to a lack of clarity on how to design for dis-
coverability and even a discussion on whether designing for discoverability is possible or
desirable.

Furqan et al. [71] look at improving design for the discoverability of VUIs by surveying pre-
vious projects with the same aim. Notably all surveyed projects resort to converging purely
voice-based interfaces with visual assistance to improve discoverability, exemplifying the
challenge of discovering interactivity that is not visually communicated. They identify the
characteristics “Visualizing what can be done”, “Visualizing what can be said”, “Visualizing New
Discoveries” and “Contextual Relevance”. Notably the differentiation of “what can be done” and
“what can be said” mirrors the discovery of features and interactions while “visualizing new
discoveries” and “contextual relevance” can be seen as general principles when designing for
discoverability in VUIs.

11
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The VoiceNavigator [45] included in this review, revealed an established discoverability prob-
lem that accompanies the benefits of visualization - clutter. When the display showed too
many supposedly helpful prompts, these discovery prompts fought for the users” attention
and caused confusion and frustration rather than easing the interaction. This problem is also
discussed by Berkun [21] who opines that discoverability overall is a myth by arguing that
if everything is discoverable - nothing is. Maybe speaking hyperbolically when making this
initial argument he then goes on to discuss the problem statement of clutter and essentially
makes the argument to prioritize discoverability of important and essential features over
others.

This reasoning suggests not the absence or non-viability of discoverability but more so the
importance of a hierarchy of discovery suggesting a prioritization according to how commonly
things are used by how many people. He notes that there are exceptions to such hierarchies
like essential tasks not often needed but enabling overall use or safety and emergency fea-
tures that, while hopefully not required, should be immediately discoverable and accessible
should the need arise. Although prioritization is an important guideline, it should be noted
that the one offered here is oversimplified as many tasks can be achieved in multiple ways.
Similarly, if a newly introduced feature suffers from bad discoverability, it may be used by
very few people simply because potential users are not aware of the option. While Berkun’s
considerations are certainly relevant and inform what should be prioritized for discovery,
they only graze the question of how to make it discoverable by providing a list of resources
that can be utilized to “emphasize” things.

Seto et al. [197] note the scarcity of research focusing directly on designing for discoverabil-
ity in public displays. They reviewed existing literature and found that written instructions
near the display aided successful discovery (of the system as well as available interactions
and features) while also considering that ambiguity in design can entice users to engage by
appealing to their natural curiosity. Gradual discovery, through scaffolding of continuously
revealed elements, was identified as a way not to overwhelm users and therefore ease dis-
coverability [101,226]. This finding again supports the notion that clutter or too much visual
representation at once does not benefit discovery. Additionally, they found that subtle ani-
mation can be helpful to suggest to users that objects can be manipulated in a certain way;,
noting that touch gestures particularly suffer from bad discoverability due to a lack of visible
controls affording manipulation [94]. Notably, such subtle animation has since been imple-
mented for Instagram Reels (Version 285.0.0.25.62), where the possibility to swipe up to see
the next video is occasionally suggested by a small animation of the next video moving in
from the bottom. Seto et al. confirm the statement that animation can be helpful to suggest
interactions in their own experiment and add the design recommendations, that interface el-
ements be discernible by utilizing universal GUI elements, and giving immediate feedback
to exploratory interactions.

Their consideration of written instructions touches on the use of external sources supporting
discovery. Especially complex systems designed for expert users are difficult to make inde-
pendently discoverable. Therefore, designers circumvent having everything discoverable by
itself through the use of instructive material like manuals. This creates different problems
due to the non-use of manuals [22]. There are attempts to rectify this issue, while utilizing
the benefits of formal instructions, by incorporating instructive material in the system. One
way to do so while avoiding permanent changes is the temporary inclusion of Ul elements
focused on aiding understanding. An example of this is the discontinued Microsoft Office
Assistant attempt “Clippy” that offered context-related tips. Joyce [104] describes this as on-

12
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boarding, defining it as “the process of getting users familiar with a new interface, using dedicated
flows and Ul elements that are not part of the reqular app interface”. They do, however, high-
light, that “instructional onboarding should not be used to supplement poor design”. While these
methods of supplementary material can be useful and are a necessary consideration in novel
user interfaces, inherent discoverability should not be disregarded in favour of defaulting to
discovery support through explicit instructions of how to use a system. Rather designers
should aim to make the system communicate its interaction possibilities independently wher-
ever feasible.

Investigating this, Mayer et al. [144] examined how novel input techniques for smartphones
can best be communicated to users and identified depiction (visualizing input techniques
through icons), pop-up (modal dialog shown when the technique is available) and tutorial
(centralized explanation of all available input techniques). Their study revealed that depic-
tion was preferred, however they comment that which communication method would be
most appropriate depends on the context of the interaction. Nonetheless this further sup-
ports the notion that instructive material is not a suitable, or popular, replacement of visual
signifiers supporting discovery.

For their part, Lambert et al. [118] investigated the understandability of different visual pre-
sentation of single-handed microgestures and extracted design guidelines on which features
of such gestures should be represented. Notably, they observed which microgesture users
interpreted from a visual presentation without any prior knowledge on the available ges-
tures. Their conclusion is that in order to optimize understandability, the interface should
not present only the trajectory of the microgesture, but also the actuator (the finger initiating
the microgesture).

To assess how similar the above discussed academic recommendations are to practical appli-
cations, we reviewed tips and guidelines provided for interaction, usability and UX design
to support discoverability. We limited our search of non-academic guidelines to immediate
search engine results for the terms “designing for discoverability” and simply “discoverabil-
ity” to identify practical advice that was commonly available and most likely to be accessed,
read and utilized widely. Through this we found and compared 4 articles advising readers,
two of which were quite detailed with 15 [227] and 12 [17] tips respectively while the other
two took more direct, feature focused, approaches and in doing so offered 5 [188] and 3 [210]
recommendations. The 2 more extensive articles had 5 overlapping recommendations, one
of which was mirrored by another of the shorter articles. They are as follows:

— Design familiar interfaces: Follow universally accepted standards and design con-
ventions to ease recognition for the user.

— Group elements logically: Items with strong relationships or similar functions should
be grouped together.

— Simplify: Reduce the number of available options to prioritize important content over
superfluous extras.

— Consider size: Size interface elements appropriately to direct attention towards key
information. Both [227] and [188] note that bigger elements are easier to discover.

— Provide visual cues: Guide users towards what to do and see next.

13
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These, as well as other parts of the full articles, have significant overlap with the previ-
ously considered findings. Examples of recommendations or challenges identified are clut-
ter [17,21,45], use of hints and tips [104,227], animation [17,197] and prioritization of what
to emphasize [17,21]. Notably, some of these guidelines, such as a hierarchy of prioritization
or grouping and simplifying options, mainly apply to feature discoverability.

2.2.4 Research Addressing Discoverability

The HCI research community frequently proposes novel features and ways of interacting
without considering how users would discover this functionality (e.g. [11,16,80,85,123,189,
190, 231]). However, rare exceptions exist of authors who consider how to alleviate this
problem, although not always with explicit reference to the concept of discoverability. These
considerations often take the form of either attempting to make proposed novel interaction
methods discoverable from the beginning [12,13,69,78,219] or improving the discoverability
of existing features and input methods [78,128,142,143,197]. Additionally, existing designs
are compared and evaluated [71, 105, 197], modes of discovery are explore [157], adapted
design procedures are suggested [29] and study methodologies proposed [37,39] in an effort
to improve discoverability.

Notably, previous work has examined the importance of social surroundings on the gen-
eral discoverability of features and tools [107, 156, 157]. While some focus on interviews
with experts in specific domains (designers [107], programmers [156]), other combine in-
terviews with diary studies [157] to explore how users discover tools. Murphy-Hill and
Murphy [156] specifically put aside technical solutions to explore social components of dis-
covery and found that peer interaction is an effective, yet infrequent source of discovery.
In contrast, Kiani et al. [107] explored how users learn feature-rich software and found that
interpersonal interactions still constituted a preferred and commonly used method of dis-
covering, and learning about, features. Finally, Murphy-Hill et al.’s [157] focus is exclusively
on serendipitous discovery, for which they found tool encounters by happenstance to be the
most common cause of discovery. Additionally, they report discovery through peer obser-
vation and recommendations, tutorials, written descriptions and social media. Nonetheless,
their investigation and categorisation of discovery causes is limited due to their primary fo-
cus on serendipitous discoveries through peer interaction. Subsequently, the inferences from
their work are based on improved tool discovery through peer interaction and recommender
systems rather than discovery supported by the system itself.

However, the majority of considerations of discoverability are focused on the discoverabil-
ity of specific inputs, features or systems. For example, Appert et al. [12, 13] introduced
the novel undo mechanism Dwell-and-Spring and considered whether users would discover
the technique. They found a lower discovery rate than expected and concluded that there
may be a trade off between the stronger feedforward required to improve discovery and
the design aim of making the mechanism easy to discard. Fennedy et al. [69] attempted to
adapt hotkey use for touch-based devices by testing different designs and found their de-
signs were discoverable and yielded efficient performance. Walter et al. [219] explored how
initial mid-air gestures on public displays may best be revealed to potential users, foster-
ing their discovery. They found that temporal division, in which the running application is
interrupted to show the gesture on the full screen was most successful and noted that the
discovery of gestures was aided by imitation of other users and competition within a group.
While these explorations focus on the discoverability of interactions they themselves intro-
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duce, other research focuses on improving existing designs. Goguey et al. [78] aim to im-
prove the discoverability of force sensitive text selection and introduce techniques that pro-
vide improved feedback through visualization. Although they compare the discoverability
of their designs to the normal iOS design, they informed participants beforehand that the
touchscreen had force sensing capabilities and found that all overall techniques were dis-
covered by participants while parts of them remained unclear to some. Matejka et al. [142]
created Patina, a system visualizing usage data in order to replicate usage clues through
wear and tear in physical objects. One of the benefits of the displayed usage heatmaps they
consider is “exposing functionality relevant to a specific document”, which in turn eases the dis-
covery of these functionalities. While a short-term internal deployment had users reporting
increased exploration out of curiosity what others were using, the limitations of the study
make it unclear whether these effects would persist. Nonetheless the study results, similarly
to Walter et al. [219], point towards a social component of discoverability. Dong et al. [63]
built a puzzle game in an effort to improve learning through discovery-based games. The
design aimed to incentivize the users independent discovery of different features within
Photoshop through gamification. Furthermore, command recommendation systems have
been explored [128,143] which suggest unused or novel commands relevant to the user or
task in an attempt to improve and foster the discoverability of these commands. Finally,
Cafaro et al. [29] consider how design methodology can be optimized to elicit discoverable
full body interaction movements.

Additionally, some studies include partial considerations of discoverability. Bonnet et al. [23]
consider whether different feedback successfully communicates the success of the interac-
tion but do not expand on or study whether this feedback and feedforward aids in the dis-
covery of the methods. Goguey et al. [77] claim the design of their technique improved
discoverability, but do not include a study confirming that assertion. Agrawala et al. [2]
list discoverability as one of their goals and gave participants time for independent discov-
ery within their study before being introduced to the remaining functionality that was not
discovered. They report “encouraging” results that participants were able to discover func-
tionality on their own but do not share any concrete data regarding discovery.

While these considerations confirm the continued consideration and relevance of discover-
ability, they are extremely rare in comparison to the number of novel interaction techniques
and systems proposed every year, not to mention persisting discoverability problems in ex-
isting systems.

2.2.,5 Studying Discoverability

Among the papers that do aim to examine discoverability, methodology varies significantly,
and, often-times the study design itself impacts the discoverability it aims to measure. Dis-
coverability studies often focus around comparing the discoverability of different condi-
tions [78,197,219]. They are conducted as observational studies of publicly deployed pro-
totypes [197,219], within tasks performed in laboratory settings [78] or on online crowd-
working platforms [69] as well as self-reported discovery and perceived discoverability in
surveys [177]. These studies, at times, include results that show both the difficulty of achiev-
ing as well as measuring discoverability, with [78] highlighting that no participants discov-
ered a particular feature within an interaction method but “all participants suggested during
the interview, however, that they would have stumbled upon these features and eventually figure
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them out”. This, as well as the variance in approaches highlights the difficulty of studying
discoverability, with some studies including only vague observational data [2, 78], priming
the participants towards discovery by giving them tasks that reveal visual signifiers [12] or
telling participants about the presence of the targeted interaction method [78]. These con-
cessions, which are likely made in an effort to gather relevant data, however do mean that
some studies claiming to investigate discoverability, fail to do so.

2.3 Related Interaction Concepts

Given the prevalence of difficulties with initial interactions, but also the lack of clear charac-
terisation, significant research has been conducted to examine, ease and improve the begin-
ning phases of interaction under many terms. Like discoverability, these terms have been
used with varying definitions and interpretations, resulting in differing interaction concepts
being used to describe overlapping problem statements. Their close semantic relation and
them being applied to similar interaction contexts, have further led to confusion, with these
terms being used in conjunction or even interchangeably [71,109,149]. Consequently, which
term is being used to describe a specific problem may vary between researchers, making
a comprehensive look at the problem statement, and research addressing it, difficult. As
Allen et al. [6] point out when considering “intuitive”, which is yet another word often used
with inconsistent definitions when describing initial interaction goals, “a rich and evocative
word [...] is wasted as long as it sits in a fog of uncertain association”. The following section
will examine how various concepts, which are important to initial interactions and related
to discovery, have been used and defined. Further it will highlight how their different focus
points differentiate them from discoverability and one another and why their separate con-
sideration matters.

The lack of consistency in how discoverability is defined and used as well as the overlap with
concepts considered here led us to approach the problem through a scoping review in order
to explore which concepts are used, why and how they differ, rather than a systematic review
that would require a pre-existing clear terminology to gain meaningful insights [117, 180].
Therefore, in order to identify relevant concepts, we followed an exploratory approach, but
limited this investigation to interaction research concepts that describe the users ability to in-
teract with and comprehend a system initially. When examining semantically related words
to the verb discover, find, learn and notice appear alongside multiple other synonyms. We
highlight these terms as they are the ones commonly referred to as -abilities in HCI litera-
ture (i.e. findability, learnability, noticeability). Furthermore, both learnability and findability
are often related to discoverability on UX websites [33,188,227]. Navigability appears in stan-
dard work [183] with a definition closely resembling that of discoverability. Additionally
theses terms, as well as guessability and communicability, appear repeatedly in relevant litera-
ture in conjunction with discovery and the initial stages of interaction.

While this selection of concepts is broad and highlights how many approaches focus on dif-
ferent aspects of initial interactions, we make no claim to cover all relevant interaction con-
cepts. Nonetheless, the following section covers the concepts most frequently overlapping
with, or considered alongside, discoverability.
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2.3.1 Learnability

In HCI the beginning phases of interaction have been primarily examined in the context of
learning how to interact with the system. Consequently, learnability is the most commonly
used term to describe the users’ first understanding and subsequent improvement when us-
ing an interactive system.

The Grossman et al. [82] survey of learnability research found that, while there was an agree-
ment among researchers that learnability is an important aspect of usability, there was a lack
of consensus in the definition, evaluation and improvement of learnability in user interfaces.
They grouped definitions into two main categories: initial learnability and extended learnabil-
ity. The definitions falling under initial learnability concerning themselves with new users
gaining proficiency with a system and extended learnability definitions expanding this, to in-
corporate long-term learning and mastering a system. A brief survey of literature related
to learnability since then shows that definitions widely appear to still align with the cate-
gorisation established by Grossman et al., with some publications focusing on initial learn-
ability [5,71,149] and others on extended learnability [4,68,126,140]. Some also directly cite
this survey [68,71,126,140,149], suggesting that the compilation and clarification of learn-
ability definitions has been embraced and utilized. The scope of these definitions has been
discussed, with Marrella et al. [140] as well as Santos and Badre [192] arguing that the as-
sessment of initial learnability, while crucial for the study of the system, at best represents
a measure of the system’s intuitiveness. Notably, Santos and Badre’s considerations predate
Grossman et al.’s survey. They use the term “initial learnability” to describe learnability
for first-time users. Neither they nor Marrella and Catarci explicitly define intuitiveness.
Nonetheless, the separation of learnability into initial and extended illustrates the broad use
of the term in both time frame and scope.

When specifically considering initial interactions, initial learnability is the pertinent consid-
eration and a part of the success of those interactions. Initial learnability is commonly used
as a performance measure for interaction occurring for the first time. Literature examining
it often concerns itself with users performing well in a task [5,71] and how initial usage may
be easily facilitated and improved.

Notably, initial learnability often does not address the first identification of a system, func-
tion or input method as such and largely fails to address interactions happening without
specific intent or aim.

Nonetheless, learnability is often mentioned in conjunction or synonymously with discov-
erability [71,109,149]. Many of the offered explanations of discoverability either allude to
or directly reference learnability by referring to discoverability as “a means to achieve learnabil-
ity” [71] or describing discoverability as a challenge one is confronted with then trying to
learn a system [66]. Furthermore, definitions of discoverability as, for example, “the ability
with which a user can find features of the system to increase proficiency over time” [179] resemble
those offered for learnability. It is therefore no surprise that the differentiation of the terms
can be ambiguous.

Differentiation between Discoverability and Learnability

Since the concepts of discoverability and learnability have often been used in conjunction
or defined interchangeably; it is pertinent to highlight their differences to emphasize the im-
portance of separate considerations of discoverability. To elucidate these differences, figure

17



2.3. RELATED INTERACTION CONCEPTS 18

2.2 depicts a timeline of initial interactions and where each concept applies.

As an example, a user we name Alice, who is taking pictures on her phone, tries to swat
away a fly that keeps landing on it. In the process she twists the phone twice, triggering the
“Switch Camera” function, changing from the main camera to the front facing-camera. The
unintentional action triggers the interaction and leads to her first encounter with the function.
Notified by the vibration of the phone, she realizes something happened and inspects her
phone, noticing the camera view has switched - her first perception of the function. If she
is able to deduce that the movement of her hand has triggered the function (comprehension)
she has successfully discovered it. If she does not understand this connection, she finishes
this interaction without discovering the feature. The actual interaction with or usage of the
feature is not part of discoverability. Her ability to utilize this feature is covered by learn-
ability. There is a separation between conscious and successful interaction since, depending
on the complexity of the interaction, successful interaction may require skills beyond the
simple understanding of the action. Initial learning covers how to first consciously and in-
tentionally use the feature successfully, while extended learning covers perfecting its usage
by incorporating it seamlessly into her usual interaction.

Serendipitous Discoverability
JL
IS

Successful

Interaction

Perception Compre- Conscious

hension Interaction Interaction

Trigger

J L
Y Y

entional Initial Learnability Extended Learnability

Figure 2.2 — Timeline of progressing initial interaction. Both discoverability and learnability apply during this
timeframe and influence the interaction’s occurrence and success.

When considering the abstract sequence in figure 2.2, it should be noted, that while it depicts
one isolated interaction, discoveries and learning can happen continuously and concurrently
as users encounter new interactivity within a system and during other interactions. Further-
more, although the diagram suggests a strict separation between serendipitous and inten-
tional interaction, these commonly overlap. Discoverability and learnability are each more
applicable to the circumstance they are placed in, but they can both occur serendipitously or
intentionally.

To elucidate how this timeline applies in an intentional context, we again use Alice as an ex-
ample user. After she discovered the "Switch Camera” function, she is now curious if there
is other functionality she doesn’t know about. The interaction overall is triggered by her cu-
riosity rather than the previous accident. Through this the entire discovery phase falls into
the category of Conscious Interaction. She encounters a “More settings” button and discovers
the option to use gestures on the volume keys and double taps on the screen to optimize
her camera usage. As she is consciously exploring and seeking out functionality, encounter
and perception are likely to coincide and immediately followed by comprehension. The
functionality is displayed (encounter) and as she is consciously exploring she immediately
sees (perceives) it. In the case of functionality in menus (such as this example) this is most
likely followed by immediate comprehension. While both examples here involve direct in-
teraction, in other cases external interaction triggers such as examples may lead to discovery
without any action from the user as they encounter functionality passively through someone
else’s action. If they still perceive the action and reaction and comprehend their connection
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they may discover functionality without ever interacting.

Overall, discoverability precedes and triggers learning since, if a potential user encounters
functionality but does not notice or comprehend it as such, they are unlikely to interact with
it consciously or retain information that would allow improvement of the interaction. How-
ever, learnability exceeds discoverability in both scope and time frame as it continues long
beyond the initial interaction. Even initial learnability, which is generally focused on the in-
teractions of first-time users, succeeds the discovery phase by encompassing the user’s abil-
ity to perform the interaction successfully. As Berkun notes, “discoverability does not guarantee
success” [21]. He argues that simply being able to discover something, does not necessarily
mean people can, or know how to, use it. For example, users being confronted with a key-
board and being able to understand that they can press the WASD keys to interact with a
desktop game does not guarantee they will deduce how to use said controls successfully to
play a game. Additionally, if the interaction through those keys in the game is challenging,
the sole discovery of the interaction method does not facilitate successful usage. Thus, dis-
coverability is not a measure of efficiency or improvement. In contrast, learnability is often
considered in the context of performance. Accordingly, considerations of it generally assume
the users know how to perform certain interactions even when encountering the system for
the first time.

Consequently discoverability is a precondition to the learnability of interactions and features
the user is unfamiliar with. In order to learn how to use something, one has to first become
aware of and comprehend its existence.

When learnability is examined as a whole, this often incorporates discoverability. However
the prevalence of interaction failures due to discovery problems shows that the two concepts
should be considered independently before any conjoined examinations. Nonetheless both
phenomena occur within a similar timeframe of initial interaction and occur successively.
They may therefore be influenced by similar factors.

2.3.2 Communicability

Communicability as a concept within Human Computer Interaction originated in the con-
text of Semiotic Engineering by Clarisse de Souza. De Souza et al. [51] describe communica-
bility as “the distinctive quality of interactive computer-based systems that communicate efficiently
and effectively to users their underlying design intent and interactive principles”. In an earlier
publication Prates et al. [182] describe a communicability evaluation method aimed at “mea-
suring whether the software successfully conveys the users the designers’ intentions and interactive
principles”. How such system communication is presented was investigated by [144] and is
discussed in section 2.2.3.

In summary, communicability describes the system’s ability to communicate its purpose and
interactivity to the user. It presents a system perspective of the discovery and comprehension
process but without actually focusing on whether or not users will perceive these principles.

Differentiation from Discoverability

Communicability, in contrast to discoverability presents a solely system based approach.
As such it considers how a system communicates with the user but is not focused on a
specific phase of interaction. Furthermore, discoverability includes interaction triggers in
the environment, user characteristics as well as the context of interactions occurring which
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communicability, due to its system focus, does not.

2.3.3 Navigability

Due to the spatial connotation of the word “navigate”, navigability has been used substan-
tially in literature concerned with navigable media such as 3D environments and how to cre-
ate them [47,218,220]. However, it has also been defined in broader terms. Preece et al. [183]
describe navigability with the question “Is it obvious what to do and where to go in an interface?”
while Takagi et al. [206] define navigability simply as “Ease of navigation” (of webpages). This
discrepancy and vagueness present an issue when considering that a substantial amount of
literature mentioning or focused on navigability does not offer a definition [88,120,121,200].
Given the differences in definition it is necessary to clarify that we consider navigability as
the ability of a system to communicate to the user how to (optimally) move through it con-
sidering location and timing in the context of this work.

Whether a system successfully guides a user through which options are available to them at
a given time and aids them in moving towards intended interactions, influences the success
of initial interactions. This is especially due to the user’s initial lack of independent knowl-
edge of available content and what to do when.

Generally, navigation assumes a destination, leading to this term being primarily used when
describing users with concrete intentions and purpose. Navigating without a concrete goal
e.g. surveying in a leisurely and casual manner has been described as browsing (Oxford
Languages) and relies on similar characteristics.

Differentiation from Discoverability

While there is no evidence of these concepts having been used interchangeably, the proxim-
ity and relation of their focus points make their conjoined consideration helpful to clarify
how they differ. While discoverability includes considerations of awareness and how users
notice interactions, navigability is focused on how to move through a system considering
timing and location. Consequently good navigability can aid discoverability by easing ac-
cess to different parts of a system and emphasizing those relevant to the interaction context.
Notably navigability is especially relevant when considering the discovery of features.

2.3.4 Findability

In HCI findability was introduced in the context of finding individual websites on the inter-
net by Morville [151] and has since been adapted to a much broader scope of describing “the
degree to which a particular object is easy to discover or locate” [183] or “how easy is it to navigate
and locate objects in the system” [169]. Cardello [33] defines findability as “users can easily find
content or functionality that they assume is present in a website”.

For the understanding of findability in this context we adapt Cardello, to include other func-
tionalities and usage contexts than websites, and consider findability as the ability to locate
or come upon a system, feature or input method the user knows or assumes to exist within
their current usage context through conscious effort. As such it requires the previous knowl-
edge or assumption of the user that something they want to find is present somewhere in the
system. It therefore presumes the user knows what they are looking for, and is concerned
with how they know where to find it. As such, navigability enables findability by allowing
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potential users to move through a system to locate what they are searching for.

Overall, the ability to locate a system, feature or input method greatly influences the user’s
ability to begin interacting with it since if they fail to do so, they never encounter the inter-
action in question.

Differentiation from Discoverability

Cardello [33] differentiates discoverability and findability through the users previous knowl-
edge and awareness, defining findability as “users can easily find content or functionality that
they assume is present in a website”, and contrasting it with discoverability defined as “users en-
counter new content or functionality that they were not aware of previously”. Findability, through
the implication of searching to find, is intentional while discoverability can be both inten-
tional and serendipitous. Additionally findability assumes the awareness of the user and
their conscious pursuit of a goal.

2.3.5 Guessability

Guessability has been defined as a quality “of symbols which allows a user to access intended
referents via those symbols despite a lack of knowledge of those symbols” [228] as well as a measure,
considering it as “the effectiveness, efficiency and satisfaction with which specified users can com-
plete specified tasks with a particular product for the first time” [103]. However, guessability is
most commonly used in the context of guessability studies who often focus on gesture-based
interactions [124,159,184,216,229]. Vieira et al. [216] describe “Guessability or user-elicitation
studies” as useful as their results “allow building general taxonomies or specific gestures when a
high agreement rate is observed among participants” who are “prompted to create gestures for a par-
ticular action, with no given training or feedback”.

Consequently, guessability is frequently being considered as a methodology to evaluate
other usability principles or inform the design process rather than a principle to be defined
separately. However, when considered as an independent concept, as the definitions pro-
vided show, guessability has been used to describe both, a quality of a system, and a mea-
sure of how well this quality facilitates interaction.

We follow Wobbrock et al.’s definition of guessability as a quality, but extend it past the orig-
inal definition focused on symbols, to incorporate all parts of a system. Consequently, we
consider guessability as the quality of the system allowing first time users to estimate the
function of systems, features or input methods they encounter despite a lack of prior knowl-
edge of them. This definition makes the importance of guessability to initial interactions
obvious as it is explicitly focused on initial, or first, interaction. The ability of the user to
guess the functionality of what they are presented with alleviates the difficulties unique to
initial interaction and increases the likelihood of a successful interaction.

Guessability can aid discoverability, learnability, navigability and findability by making it
easier for users to approximate how to interact with and navigate the system. It also con-
tributes to the overall communicability of the system.

Differentiation from Discoverability

In contrast to discoverability, guessability does not incorporate considerations of awareness
or interaction context. It solely considers whether in the moment of perception, the user
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can estimate the meaning of what they are presented with without extended consideration,
previous knowledge or outside help. While this moment of perception necessarily includes
context, as users do not encounter anything in a vacuum, guessability is focused on the
immediate impression of the user rather than a careful consideration of context. As such it
aids discoverability but does not include considerations of how the encounter in question
came to be or what its outcome will be.

2.3.6 Noticeability

Noticeability describes the likelihood of something being noticed i.e. capturing someone’s
attention and making them conscious of something’s existence. In HCI, noticeability has
been explored primarily in the context of notifications and interactivity. Considerations
around notifications commonly explore the impact of visual features like size, colour and
motion of notifications as well as location in the context of differing factors such as back-
ground [153], resemblance with a primary task [137], AR HMDs [115] and gaze contingent
positioning [110]. Explorations of noticeability of interactivity often occur in the context
of public displays, with both the system itself and its interactivity needing to be noticed
which is then followed by thoughts on enticing engagement and facilitating understand-
ing [39,153,197]. However these considerations do not always explicitly refer to the concept
of noticeability. Walter et al. [219] measure a “noticeability rate” which they define as the
percentage of users that notice a provided hint about interactivity on a public display. They
explicitly separate this noticeability from comprehensibility which they define as the per-
centage of users that understand the presented interaction technique.

Differentiation from Discoverability

Noticeability, while possibly a part of discoverability by focusing on the potential users per-
ception and attracting their attention, does not include considerations of comprehension. As
such, noticeability is often considered in connection with system or interaction discoverabil-
ity, especially in the context of public displays. These examinations often explicitly separate
noticeability from comprehensibility [219] or understanding [152].

2.3.7 Elucidating Differences - How Do These Concepts Compare

As is shown in the previous sections, various interaction concepts have been used with in-
consistent and overlapping interpretations due to their semantic closeness and being appli-
cable to a similar timeframe. This section aims to elucidate the different focus areas these
concepts represent and how they relate to one another.

Figure 2.3 shows an expanded version of the sequence of actions considered in figure 2.2
in an aim to visualize the different focal points and overlaps. While this is not a defini-
tive classification, it provides guidance for the general parts of initial interactions, different
concepts focus on. However, specific parts of the timeline may vary depending on context.
Additionally, while this selection of terms is extensive, it is, by no means, exhaustive. Not
only are different terms introduced and redefined constantly, other concepts are often used
to describe similar problem statements from different perspectives.
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Figure 2.3 — Timeline of interactions showing at which points different interaction concepts apply. While this
generic timeline presents a lot of overlap with all concepts including some form of comprehension, they may
only apply to very specific interactions which is not visually represented here.

In contrast to all other concepts considered, communicability applies to the entire timeframe
presented in the sequence of actions, however it presents a focus on the system capabilities
and how they are communicated rather than the user interaction itself. As such, it presents
an overarching concept that highlights the importance of system design aimed at communi-
cating interaction possibilities and outcomes to users, but does not focus explicitly on initial
interactions and the context surrounding and enabling the interaction.

Navigability is focused on the comprehension of where and when in order to facilitate move-
ment through a system considering location and timing. Consequently, a sufficient level of
navigability is necessary to enable findability. Without a comprehension of how to move
through a system, it would be impossible to locate specific parts of it which are not immedi-
ately presented in the user interface.

While discoverability and findability cover a very similar timeframe, findability focuses on
specific circumstances where the interaction trigger is invariably the users” previous knowl-
edge of the interaction possibility and conscious desire to locate and utilize it. As such all
concerned interactions happen intentionally and focus on the comprehension of where the
desired feature is located. The comprehension of what predates and motivates the interac-
tion, while questions of how exceed the focus of findability.

Noticeability tends to focus on facilitating or promoting perception of specific systems or
system components. It does not include considerations of comprehension or interaction and
is generally considered separate from understanding or enticing engagement. Nonetheless,
noticeability is crucial in enabling all other interaction concepts as perception is a precondi-
tion for further consideration and engagement.

Guessability reflects the aim to have comprehension occur concurrently with perception. As
such it is not concerned with how a user encounters or eventually uses an interaction possi-
bility, but is solely concerned with whether the user can estimate the meaning of what they
are presented with. Consequently, good guessability increases the likelihood of discovery
and generally successful interaction by focusing on easing the comprehension of what one is
confronted with.

Sorting these concepts along the presented timeline elucidates their different focus areas
while also highlighting why their usage varies and differentiation is difficult. As they are all
focused on aspects of initial interactions, they apply concurrently or in close proximity and
the successful implementation of focused concepts, such as guessability, positively impacts
all broader concepts covering that interaction timeframe.
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2.4 Conclusion

In this chapter, we surveyed and clarified the different usages of discoverability, how it has
been defined and which contexts it is applied to. In doing so, we introduced the separation
of system, interaction and feature discoverability. Subsequently, we surveyed associated in-
teraction concepts like learnability and contrasted them with discoverability to highlight the
significant overlap in the usage of the terms while elucidating how they differ.

Through this we provide a broad overview of the many concepts concerned with the abil-
ity to engage with technology without previous knowledge or supplementary material and
highlight the different focal points previous research has considered.

While the selection of terms is extensive, it is, by no means, exhaustive. Not only are differ-
ent terms introduced and redefined constantly, but other concepts are often used to describe
similar problem statements from different perspectives, making an exhaustive list not only
not feasible but also incomprehensible. We may fail to include niche or yet-to-be-established
concepts. However, the breakdown of discoverability and initial interactions in more ele-
mentary concepts, as well as the clarification of their temporal articulation, paves the way
for future explorations that can easily incorporate additional terms, should they become es-
tablished.

24.1 Importance of Clear Terminology for Discoverability

Given the constant increase of technology in everyday life, as well as the constant introduc-
tion of progressively complex and disparate interaction methods, understanding and easing
the discovery of features and interactions is imperative. Despite extensive research around
“learning” and “affordances” this problem has not been resolved, suggesting it is not suf-
ficiently addressed through these concepts. We argue that the clarification of concepts and
terms used in this context can contribute to both theoretical discourse and practical design
implications. As an example, affordances in HCI were clarified by McGrenere et al. [145]
breaking down the difference between Gibsonian affordances and Norman’s perceived af-
fordances. This was expanded upon by Hartson [87] proposing a separation into cognitive,
physical, sensory and functional affordances, suggesting both the usefulness of overarching
concepts as well as the need to clarify and break them down.

While the clear separation of different terms may appear trivial on the surface, clear and
shared terminology is crucial when defining and exploring a research area. As Allen and
Buie [6] state, “There is no such thing as just semantics. Semantics is all about the very meanings
of the words we use, the intention with which we use them, and the understanding they create in
our audience. In communication, nothing is more important than semantics”. When the aim is to
address a widely established yet fuzzily defined problem such as discoverability, we share
the view of Hartson [87] that “shared meanings and representations (through common language)
are an absolute must”.

The differentiation and clarification of discoverability and related terms helps to consolidate
relevant research that uses varying terms to describe similar problem statements while also
exploring the different focuses and approaches these terms originate from and how they re-
late. As such, while not introducing novel concepts, this survey provides clear definitions
and separations. These can aid future research to clearly define the specific focal points of
their explorations and provide a convenient overview of concepts worth looking into when
exploring related work.
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Framework of Impacting Factors

Having clarified the concept of discoverability, in the previous chapter, it is pertinent to
discuss how discovery occurs and which factors may influence its likelihood and success to
further support its increased consideration.

We do so by identifying different human factors and system characteristics which are con-
sidered concurrent to the interaction concepts examined in chapter 2. We collect and review
these factors and consider them specifically in the context of initial interactions. In doing
so, we identified that they can be classified to be a part of one of the three main actors im-
pacting initial interactions: The user, system and environment. Subsequently, we present
the considered factors within the individual actors and reflect on how they interrelate before
expanding our consideration to examine how the factors of all three actors interrelate and
how they can and should be considered to foster successful discovery of system, features
and interactions. Through this, we provide a holistic view of how initial interactions de-
velop and identify individual factors that may be leveraged to improve the discoverability
of interactions.

While our particular focus is on graphical user interface and in particular touch screens, the
following framework can largely be applied to initial interaction in general.

3.1 Framework of Impacting Factors

Due to the lack of work considering discoverability, and what may influence it, in a holis-
tic approach, as well as the previously discussed lack of consistency and focus, we again
followed an exploratory scoping literature review approach following references and com-
paring the relevant literature. This approach was found to be most suitable, as the aim of this
review was not an overview of research on a focused question but to elucidate connections
and reflect on how factors interconnect to make discovery work [117,180].

Starting from the academic work reviewed in the previous chapters we examined which
(human) factors and human computer interaction concepts are considered frequently in con-
junction with the concept of discoverability (e.g. affordances, awareness), designing for dis-
coverability (e.g. familiarity, visibility, feedback) or the success of initial interactions (e.g. ex-
amples, social context). We then extracted these factors and investigated their usage, def-
initions and associated concepts (e.g. affordances led to perceived affordances, signifiers,
feedforward, etc.), to elucidate their connection and how they impact initial interactions.
We categorized these factors into three main actors: system, user and environment. Subse-
quently, we organized them accordingly and analysed how factors of each individual actor
interrelate. Through this we constructed a conceptual framework of factors impacting the
discovery of novel interactions.

The three actors influence the interaction in different ways. The system and user present
two entities between which the interaction occurs, while the environment establishes the
context of said interaction. As such, the environment may influence the interaction directly
and indirectly through its impact on the system and user. The actors each have various in-
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terconnected factors that influence one another. Due to the complexity of this interplay, the
following sections break each of these actors down independently to examine the factors as-
sociated with them and review corresponding literature. Subsequently, we will discuss how
they influence one another, other actors and ultimately the interaction.

The interaction leading to a discovery can be triggered both endogenously, within the user, or
exogenously, through environmental or system factors. Where triggers of initial interaction
are particular to one actor, they are mentioned in the corresponding section.

3.1.1 System

The system generally presents the more passive counterpart of an interaction between user
and technology. Outside some exceptions, such as expecting users to respond to a notifi-
cation, it rarely instigates an interaction and must incentivize and guide potential users to
do so. It needs to convey its purpose, functionality and interactivity to users well enough
to maintain interest and facilitate successful use and exploration of available functions. As
designers cannot select or change the user significantly and only occasionally have influence
over the environment in which technology is used, the system is the main actor through
which interactions can be guided and influenced.

........... > conveys
= influences

Figure 3.1 — System factors influencing initial interaction and their relations to one another are shown. They
either influence the success of other factors or convey their presence to the user.

Figure 3.1 shows a conceptual model of the system factors. In this model we differentiate
between two relationships: influence and convey. One factor influencing the other means
they are not essential to its existence but aid its success and can have a significant impact on
its perception. Factors that convey another, communicate the existence of said characteristic
to the user.

The following sections will look at the definition and meaning of these factors, as well as
their influence on initial interaction and other system factors.
Affordances

Affordances in the context of HCI have long been studied and debated [18,106,165,208]. We
do not detail the theory of affordances but use them as they were defined by Gibson [73] and
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clarified by McGrenere et al. [145] in the HCI context, as:

— Offerings or action possibilities in the environment in relation to the action capabilities
of an actor

— Independent of the actor’s experience, knowledge, culture, or ability to perceive
— Binary — an affordance exists or it does not exist

As such, they are what a specific user can do with a system. Whether these possibilities are
perceived as possible, registered, understood or utilised does not change the existence of the
affordances. Due to this explicit focus on the system offerings and not the user perception
or understanding, they are distinctly a part of the system. As the consideration of which
offerings and action possibilities are factually available to the user, they play an important
role in initial interactions as they are what a user needs to perceive and utilise. For example,
mobile keyboard keys afford being pressed individually for users whose finger size fits indi-
vidual keys, without pressing other keys in the process, and who possess the steadiness and
mobility in their fingers to press the key. Note that here we consider affordances as defined
by Gibson, while we consider Norman's definition as perceived affordances on the user side
in section 3.1.2.

Visibility

Visibility refers to the state in which something can be seen. It has been widely regarded as
an essential design principle facilitating ease of use [61,160,183]. In these considerations, the
term visibility is used to simply describe whether something is visually represented in a way
the potential user can see it. However, the term has previously also been used to incorporate
user comprehension and understanding beyond that. Norman [164], for example, defined
visibility as one of the most important principles in design stating “the correct parts need to
be visible, and they must convey the correct message”, thus expanding the meaning of visibility
beyond solely being visible, to incorporate provoking specific user interpretations. Notably
the later revised and expanded edition of his book [167] does not include this focus or defi-
nition and instead concentrates on discoverability. The expanded definition is included here
to acknowledge that the term visibility has previously been used to incorporate more than
visual representation and to clearly separate this from visibility as a system characteristic.
We, leaning on the most common usage, consider visibility as strictly the characteristic of
visually representing something in a way potential users can see it. As such, visibility of a
system, feature or input method can facilitate initial interaction and therefore is a desirable
system quality. However, visibility does not guarantee the user’s comprehension and con-
sequent ability to utilise what they see.

The importance of visibility in easing initial interaction can be illustrated when considering
invisible features or input methods that are consequently overlooked. For example force
press on iOS, which, as discussed in chapter 1, was never communicated to users and lacked
visual representation, leading to it being underutilised and eventually discontinued. If the
existence of features and the interaction possibility of revealing them are not communicated
in the interface, they are unlikely to be discovered.

Due to interaction still primarily happening on graphical user interfaces (GUIs), visibility re-
mains the predominant way of conveying information to the user leading to signifiers and
feedback often occurring as visual representations. Similarly, the majority of affordances are
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communicated to the user through graphic depictions. However, the limited screen estate
and ever-expanding functionality in modern smartphones, in combination with a aesthetic
preference for minimalism, has lead to a lack of visual cues on screen. That being said, the
exposure of features can increasingly be facilitated by non-visual cues as a rising number of
systems and input methods rely less on GUISs, but, for example, haptic feedback or VUIs,
prompting interactions through audio cues.

Consistency

Consistency has been widely identified and acknowledged as an important principle when
designing user interfaces [20,44, 183,199]. It “refers to designing interfaces to have similar op-
erations and use similar elements for achieving similar tasks” [183]. Consistency eases user un-
derstanding by reducing the mental effort required to identify unique interaction. It has
been noted that consistency is relevant both within the system (internal consistency) as well
as externally with similar systems (external consistency) and as the system relates to out-
side factors [20]. An example for internal consistency is the “next” button looking the same
everywhere within an application (visual consistency) while also being consistently in the
same place (spatial consistency). An external example would be the Hamburger icon which
is frequently placed in the top corner of mobile user interfaces across multiple applications
and is consistently used as a toggle to show and hide a menu or navigation bar.

Through the cohesion within itself as well as with external systems, consistency helps sig-
nify interaction possibilities and conveys affordances of the system. It utilizes the user’s
familiarity with similar systems, applications or other functions within the same system to
ease understanding and learning. Smith and Mosier [201] in their guidelines for designing
user interface software add that if “no strong user experiences exist with respect to a particu-
lar design feature, then designers can help establish valid user expectations by careful consistency in
interface design” . When considering the discoverability of novel features or interaction meth-
ods it is therefore pertinent to consider established design patterns to either utilize them in
guiding the user or avoid them when implementing novel functionality to avoid the assim-
ilation paradox [34]. Additional, if novel functionality is implemented in multiple parts of
the system, it should be presented consistently to allow discovery through transfer (more
see section 3.1.2) once an initial discovery has occurred.

Constraints

Preece et al. [183] describe constraints as “restricting the kinds of user interaction that can take
place at a given moment” and Norman includes constraints as one of his seven fundamental
principles of design, stating “providing physical, logical, semantic, and cultural constraints guides
actions and eases interpretation” [167]. As such, designed system constraints restrict the kinds
of interactions that are available to users at any given moment to prevent them from doing
things that are inappropriate. Therefore, when aware of these constraints, users can lever-
age them to infer possible interactions. Benyon [20] highlights, that constraints should be
particularly utilised to prevent users from making serious errors by “constraining allowable
actions and seeking confirmation of dangerous operations”. In addition to explicitly designed sys-
tem constraints, e.g. greyed out options in a menu, there are logical constraints that inform
proper use of a system. They are based on a “logical relationship between the spatial of functional
layout of components and the things that they affect or are affected by” [164]. Typically, Norman
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gives the example of a view with an element half visible near its edge, from which one can
guess that the view can probably be scrolled [166].

In summary, constraints ease user understanding by limiting the options available to them.
As such they can provide feedback to the user, signify interactivity and convey affordances.
This is achieved by limiting the number of actions to consider as alternatives to those “sug-
gested” by affordances [178].

Further constraints, which are not directly related to system functionality, are considered in
the subsection 3.1.3.

Signifiers

A signifier according to Norman [167] refers to “any mark or sound, any perceivable indicator
that communicates appropriate behaviour to a person”. He contrasts them with affordances, stat-
ing that affordances determine what is possible while signifiers are employed to communi-
cate where said action should take place. He emphasizes that both are needed for successful
interaction. Additionally, Norman distinguishes between deliberate, intentional signifiers
like door handles or push signs and accidental, unintentional ones such as flags indicating
wind direction or a beaten path showing established walking routes. However, he notes that
the intentionality or lack thereof behind a signifier does not matter to the user recognizing
and interpreting it. Whether something was placed specifically to suggest meaning to a user
or whether its aid is coincidental does not influence its effectiveness. The users’ ability to
perceive the signifier, however, does: if the signifier is not perceivable, it fails to function as
such successfully.

Considering this, signifiers are crucial to convey affordances to the user, and as such, pos-
sible interactions. They are facilitated through often visual representation and more easily
recognizable through consistency and constraints. Signifiers also play a critical role in the
concept of self-revelation, which has been defined as a system providing “information about
what commands are available and how to invoke those commands” [116].

Feedforward and Feedback

Feedback is a clearly established concept and has been described as the system continuously
informing the user about the system state, what it is doing, when user input is registered and
how that input is being interpreted [20, 162,183]. Feedforward, while less commonly men-
tioned, is equally important. It was introduced by Djajadiningrat et al. [62] as informing “the
user about what the result of his action will be” prior to the interaction taking place. Wensveen
et al. [224] later differentiated between three types of feedback and feedforward: Inherent,
Augmented and Functional. Inherent feedforward describes the information that communi-
cates what action is possible and how. Augmented feedforward refers to information from
an additional source such as words in an on-screen message. Functional feedforward in-
forms the user of the general purpose of a system and its features. Vermeulen et al. [215]
examined this and other definitions in an effort to re-frame feedforward and distinguish it
from related design principles in more detail. As such they highlighted the difference be-
tween feedback and feedforward through when they occur while distinguishing them from
perceived affordances (discussed in section 3.1.2). Feedforward occurs before the user action
while feedback is provided during or after an interaction. They note how feedback “can later
turn into feedforward again [...] for another action that logically follows the previous one”. Norman
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distinguishes between the two concepts by describing feedforward as “the information that
helps answer questions of execution” and thereby doing and feedback as “information that aids
in understanding what has happened” [167]. As such feedforward is more important in the con-
text of initial interactions and their inception.

By clarifying to the user what result a potential action will have and, once they start the
interaction, that their input is registered and what effects it has, Feedforward and Feedback
help the user evaluate the consequences of their actions and subsequently how to interact
with the system. They further aid users by conveying system constraints (e.g. greyed out
options once something is selected) and communicating successive affordances to the user.

3.1.2 User

The user, as the independent counterpart in the interaction, is influenced by not only the
system’s behaviour but also their own experiences, expectations and intentions. As shown
in Figure 3.2 there are various characteristics that influence each other and the users” mental
state and consequently their actions. While those characteristics cannot be altered directly
to facilitate the discovery of novel interactions, features and systems, they greatly influence
its success and therefore need to be considered when aiming to facilitate successful initial
interaction.

v 4 v
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enables

Figure 3.2 — Depicted are different user characteristics and how they interconnect. While some characteristics
influence one another, others are preconditions that are essential for the formation and development of others.

Expectations and Assumptions

The ISO standard describing principles for interaction between a user and a system notes the
importance of expectations by making “conformity with user expectations” one of their prin-
ciples and recommendations for interaction design [70]. Similarly, in an early guideline for
user interface design, expectations are considered by advising designers to “ensure that the re-
sults of any control entry are compatible with user expectations, so that a change in the state or value
of a controlled element is displayed in an expected or natural form” [201]. Despite these guide-
lines, Noyes [168] argues that the consideration of expectations in the HCI context has been
neglected. He notes that expectations are an important aspect of human behaviour and per-
formance and as such are pertinent to consider when designing interactions, as mismatches
of expectations and actual system performance lead to frustration, irritation and unneces-
sary mistakes. This is supported by work on spatial consistency analysing how users adapt
their expectations of the location of known targets when interfaces are transformed (e.g. ro-
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tation, stretch) [195].

While the importance of expectations has been noted and discussed, they are rarely defined
since they are not a novel concept or term developed for or in the context of HCI. In an effort
to be clear on what we consider when using the terms expectations and assumptions, we
define them as follows. An expectation is something the user considers to be either probable
or necessary. One is based on the user’s conviction that they have interpreted the system and
interaction possibilities correctly and therefore know what will happen. The other is based
on the presumption that some features or functionalities must be part of the system they are
confronted with due to its intended use or circumstance, therefore predicting the presence
of said feature or functionality. Similarly, assumptions are things the user has accepted to be
true, present or certain to happen without having any proof. The user assumes to know an
interaction possibility and due to this assumption and their interpretation of the situation,
expects a certain outcome. These expectations and assumptions greatly influence how the
user interacts, or tries to interact, with a system.

The importance of this to the discovery of novel interactions or features is supported by
Alvina et al.’s [10] findings from a study conducted in the context of cross-device learnability.
They found the disconnect between an application’s capabilities and the user’s expectation
of it, to be a major contributing factor to, what they identify as the most salient cross-device
learnability issues, related to awareness of features and locating features. Similarly, Pearson
et al. [174] found that users’ expectations about a system influenced their behaviour when
interacting. They found that users adapted their language to match the system language
more if they believed the system to be unsophisticated in comparison to systems they believe
to be more sophisticated. They further highlight that this tendency is solely based on the
user’s assumptions about the system and is unaffected by the actual system behaviour and
capabilities.

When considering this factor in relation to others, the development of expectations and as-
sumptions is heavily based on which aspects of a system the user is aware of as well as what
they even perceive to be an interaction possibility. In addition to stemming from what users
perceive as affordances of the system, they are based on prior experiences of the user and
their familiarity with similar interactions. This relationship has been noted by Noyes [168]
who highlights the important role of past experience and knowledge in developing expecta-
tions. The projection of these familiar interactions on to a new one creates expectations for
the new interaction to be similar to the ones the user has already experienced as well as the
assumption that they will be.

Motivation

Motivation is what drives the user to initiate, continue or end actions or behaviours at any
given time [53]. As such motivation and its associated goals can be the source of initiation of
interaction. A motivated user can intentionally discover functionality or interactivity. This
can either be through conscious exploration of a system or the seeking out of features a user
might hope to find. The user seeking out something they already expect to be present is com-
monly referred to as findability [33] (see subsection 2.3.4). In the absence of concrete goals
and objectives, a user may casually interact with a system and serendipitously come across
unfamiliar interactions or features and decide to explore them.

The source of motivation can be intrinsic (arising from internal preferences, aims, values or
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wishes), or extrinsic (stemming from outside factors such as the environment and a means
to an end rather than for the behaviours own sake) [53,212]. There is extensive literature re-
garding different facets and sources of motivation that exceed the scope of this thesis (see [53]
for a comprehensive review). In HCI in particular, motivation has been studied extensively,
especially in the context of education and learning [1,41,221], which are common topics in
motivation psychology as well. Additionally, curiosity has been explored as a new type of
intrinsic motivation for exploration, learning and creativity [122,230].

The degree to which a user is motivated can be influenced by how well their expectations
and assumptions of system functionality match their goals and objectives for the interaction.
Additionally, goals and objectives of great importance to the user may motivate them more,
regardless of accordance with expectations. Furthermore, the type of motivation may influ-
ence its degree, especially in the absence of concrete goals and objectives. Since extrinsic
motivation is considered as engaging in something as a means to an end, it may be significantly
lower in the absence of goals, while intrinsic motivation as “doing an activity for itself” [212]
remains stable. Intrinsic motivation might additionally be influenced by a person’s mood.
Finally, the degree of motivation of users can influence their commitment to the interaction
and through that, the amount of attention they are willing to allocate to it.

Attention

Attention describes the sustained focus of the cognitive resources of users on something that
they pay “attention” to. As such it has been extensively studied in psychology but also Hu-
man Factors and HCI. There are multiple theories and models aiming to examine and clarify
the concept. Among the most widely adopted is Christopher Wickens” Multiple Resource
Theory of Attention [225]. According to this model, tasks can be carried out simultaneously
if they do not have the same type of resource demand. This recognizes the limit of attention
resources available. Consequently, there is a difference to be considered between for exam-
ple auditory and visual attention and whether stimuli can be attended to, given the presence
of other stimuli in a situation.

Another widely accepted model of attention based on the clinical model of Sohlberg and Ma-
teer [202] differentiates between 4 types of attention, not in terms of modalities but mental
effort:

— Focused attention refers to directing focus to specific stimuli and responding to only it,
excluding other sources

— Divided attention refers to simultaneous focus on two or more tasks simultaneously
— Selective attention refers to attending to a specific stimulus in the presence of another
which should be disregarded

— Sustained attention refers to maintaining a consistent response to stimuli over pro-
longed periods of time of continuous or repetitive activity

What kind of attention users pay to the interaction, and how much it requires of them,
greatly influences whether they are able to perceive interaction cues given by the system.
For example, focused attention on a task can lead to inattention blindness, where the visual
focus on a specific task leads to a failure to detect similar stimuli, even when they appear in
the area of attention as long as they are not disruptive [138]. This is further illustrated by
Davies and Beeharee [50] who found that participants focused on a primary driving game
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task (control of direction and speed) failed to notice a third of the given speed limit notifi-
cations. Similarly, Leung [125] notes how inattention blindness may lead to users not only
missing highlighted sections when they appear but not registering that they occurred at all.

Depending on the type of attention required, the system needs to ensure it sufficiently cap-
tures or directs the user’s focus and supports the user re-entering the interaction when, for
example, sustained attention was required but the user got distracted. Through this, the
user’s motivation impacts attention as it influences the resources they are willing to allocate
to a given interaction. Designers need to be aware of which kind of attention and resource
is required to successfully interact with their system and change stimuli accordingly when
aiming to redirect attention or introduce changes.

In HCI literature concerned with discoverability, attention has been especially studied in the
context of system discoverability for public displays [8,39] where the focus is on initially
getting or attracting the users” attention.

In general, sufficient attention on the interaction at hand leads to the user being able to
observe the system and environment, which allows them to be aware of their surroundings.
Conversely, it has been found that increased awareness can support stable attention and
increase automatic suppression of task-irrelevant stimulus [222].

Awareness

Awareness describes the quality or state of knowing and understanding that something is
happening or exists [60]. In HCI some of the main considerations are situational and social
awareness. Situational awareness has been defined as “the perception of environmental elements
and events with respect to time or space, the comprehension of their meaning, and the projection of
their future status” [67]. Social awareness is generally considered as the ability to empathize
with others, understand social and ethical norms for behaviour and consequently react ap-
propriately in social and interpersonal interactions and has been defined as “states of mind in
which the person is consciously aware of a specific range of social experiences from a specific point of
view” [223].

Considering awareness is especially relevant in the discovery of interaction where the user
might not be aware of inputs or controls at their disposal, as well as the overall system and
functionality. Notably simple awareness of something does not guarantee the right under-
standing or interpretation. It is, however, a prerequisite to be aware of, for example, the
existence of a button before the user can then interpret how, or for what, it might be used.
Nonetheless awareness significantly impacts initial interaction because potential users, who
are accurately aware that a feature is available or an interaction method is supported, are
more likely to begin interacting with it.

The relation between awareness and attention has been widely examined, with some arguing
attention is necessary for awareness [54,134] while others question the necessity of attention
for awareness [111,119], arguing that enhanced attention to specific stimuli can come at the
expense of overall awareness. Furthermore, Baijal and Srinivasan [19] argue that the type of
attention, in their case considering focused and distributed, influences awareness.
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Perceived Affordances

Perceived affordances are the actions a user perceives to be possible, based on what they
are confronted with [163]. They are the user’s interpretation of what the system properties
seem to be and how the system appears to suggest that these properties can be utilised. As
such they are influenced by the user’s awareness of said system and its properties. Since
perceived affordances are personal interpretations, they are influenced by the previous ex-
perience and knowledge as well as the culture of the potential user. If a user is familiar
with certain inputs and how they are generally signified, the users will assume these in-
puts are present if they perceive the system to have these signifiers regardless of whether
the affordance actually exist. Thereby the sole perception of the presence of a property does
not guarantee it actually exists [145,167]. This perception does, however, inform the users
expectations of a system capabilities, and assumptions about functionality and how to suc-
cessfully interact with the system. Notably, in HCI the term affordances is commonly used
incorrectly where perceived affordances should be used instead [145]. Similarly, signifiers
are often wrongly referred to as affordances [166].

To summarise, affordances are what a specific user can do, perceived affordances are what a
specific user thinks they can do and signifiers are indicators communicating affordances to
users.

Familiarity

Familiarity, outside its previously described impact on expectations and assumptions as well
as perceived affordances, can in itself be a cause for discovery of new interaction methods
through transfer. We assume something to be possible within a system (interaction methods,
functions, etc.) because we already know it works in another. This can lead to discovery
of novel interactivity but predominantly allows the discovery of unknown features. If the
user is already familiar with similar interactivity, they are more likely to correctly estimate
its functionality and location within the system [10]. Through the knowledge of how they
can interact with one application, the users have a concept of which interactions or features
may be possible in another. This knowledge then allows them to test these concepts in a
new environment which can facilitate the discovery of new aspects of said environment.
For example, if a user is aware that they can swipe from the left side of their mobile phone
screen to the middle in one application to open a menu, the same interactivity, which is
not explicitly suggested anywhere, can lead to a different function in another application
[177]. This assimilation bias [34] can lead to discovery but also inhibit it as the perceived
understanding of a system limits further exploration and consideration. Furthermore, a user
may prescribe limitations of previous experience that do not exist in the new environment
to their interaction with it. The users, while adhering to the concepts they are familiar with,
never realize the new possibilities available to them.

Endogenous Interaction Triggers

The user characteristics considered previously directly influence discovery and the circum-
stances in which it occurs (see figure 3.3). As such these endogenous triggers focus on the
users by themselves, and without outside influence, discovering unfamiliar functionality or
interactivity through a set of different circumstances. As this discovery does not rely on out-
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side impulses, the potential users own motivation greatly influences the likelihood of these
to occur.

®

@

Figure 3.3 — Shown are endogenous triggers for initial interaction and their source. 1) Familiarity allows users
to transfer previous knowledge on to the current scenario and deduce interaction possibilities 2) Goals and
objectives incentivize the user to intentionally seek out functionality or consciously explore the system. In their
absence exploration or random encounters of new interactivity happen serendipitously.

Transfer describes discovery through familiarity with similar system, function, input meth-
ods or signifiers. Although the user may not be aware or familiar with the novel functionality
in question, if it resembles interactivity the user is familiar with they may deduce or assume
similar functionality and subsequently discover it. Additionally, if the user is familiar with
signifiers used in the system (through resemblance to established digital or real-world affor-
dances) they similarly may transfer this knowledge to infer functionality.

Serendipitous discovery describes users encountering and utilizing things by chance with-
out previous intention to do so [157]. It can lead to improved interaction with the system,
but may not have a long-lasting impact as the user may now be aware of the existence of
a feature or input method but not able to replicate their interaction since it happened unin-
tentionally. Furthermore, the user may discover the existence of a feature, but be oblivious
to the novel interaction method they utilized, barring them from repeating executing the
function purposefully.

Intentional discovery is based on concrete goals and objectives without specific knowledge
of the functionality in question. This may be the intention to learn a system, a directed effort
to solve a specific problem or an aim improve ones general performance with the system.

One subsection of intentional discovery is curiosity driven discovery which includes intention
to discover a system or its functionality for the purpose of the discovery of itself.

Finally, while not displayed in figure 3.3, errors in an intended interaction can lead to discov-
ery by unintentionally triggering unfamiliar functionality. It is not visually represented as
errors can occur due to multiple factors (individually or in combination). A lack of attention,
awareness or motivation may all lead to faulty interaction, as can the wrong perception of
affordances. Furthermore external factors can cause errors. It is nonetheless important to
consider errors as a discovery mechanism since the unintentional triggering of functionality
while aiming to perform another interaction makes awareness and attention especially per-
tinent. If mistakes trigger novel interactivity, in the absence of awareness and attention, the
user may never perceive the outcome or comprehend that it is connected to the interaction
in question.
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While not novel, this distinction between triggers may help designers in adjusting systems
according to the intended future interactions. If designers are aware that parts of a system
may lack initial discoverability it may be beneficial to consider how they expect future users
to encounter this functionality. Once identified, they may then be able to create targeted
supplementary materials or adjust designs accordingly to support the type of discovery they
wish to achieve.

3.1.3 Environment

The environment in which an interaction happens or the system is placed can also influence
the user, the system and the interaction between them. In this context, the environment does
not only include the physical surroundings, but other people present in the space as well.
Figure 3.4 displays factors within the environment that influence initial interaction, which
will be discussed in the following section, as well as their relationships to one another.

Examples
Instruction

Social

Context Constraints

Distractions
Interruptions

=P influences enables
Figure 3.4 — The environmental factors influencing potential users as well as the system and interaction itself
and their relation

Social Context

Social context refers to the immediate physical and social setting in which an interaction is
taking place. As such the social context of an interaction includes other users and bystanders
as well as media consumption and common practice in the environment. Through these
factors, it can play an important role in the inception and success of initial interactions. This
can be both by increasing the likelihood and success of interactions through examples and
instructions or by decreasing their probability through interruptions and constraints.

Nonetheless, the beneficial role of social context to initial interaction has been confirmed
in various ways. One example is the extensive literature concerned with social learning
[92,127,186,187,234] which often incorporates discovery. Considerations include learning
through imitation, increased understanding through conversation and observation as well
as increased awareness of available interaction possibilities highlighted through others inter-
acting. However, Murphy et al. [157] found that social learning is infrequent, with discovery
of new tools predominantly occurring due to other factors.

While not focused on discovery, a lot of technology adoption relies on discovery through
social networks. Vannoy and Palvia [213] make the argument that social computing influ-
ences technology adoption through both, the technology being embraced by individuals and
it being embedded in society overall. This is demonstrated through users being more likely
to use hotkeys if their co-workers already do so [175]. Several studies show that social net-
works play a critical role in the adoption and adaptation of customizable software [72,136].
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Moreover, Draxler et al. [65] note that technology appropriation is an inherently social ac-
tivity. Furthermore, Brignull and Rogers [26] found what they called a honeypot effect, in
which the number of people around a public display progressively increased, attracting fur-
ther engagement. This suggests the behaviour of other users in the environment increases
attraction power and therefore can increase discoverability.

Ultimately, discovery of functionalities or tools can be increased by the social context through
help from colleagues, fortuitous observation of examples and casual or explicit sharing of in-
formation about available tools [156].

Examples and Instructions

Examples can allow users to discover systems, functionalities or input methods they may
not have recognised or successfully utilised independently. Users may witness others inter-
acting and recognise the interaction as something desirable or helpful for themselves which
they were previously unaware of. This then allows them to either replicate the interaction
or explicitly seek out how to achieve a similar interaction. Depending on the complexity of
interaction or feature, purely mimicking other users’ behaviour may not permit successful
engagement with it.

Such examples stem from the social context of the interaction and can be either witnessed
directly or consumed through media. One case of a directly witnessed example leading to
the discovery of a new functionality was observed by Murphy-Hill and Murphy [156] who
recorded that one programmer witnessed another one using a keyboard shortcut in a remote
screen-sharing session. Realising they were not familiar with the performed interaction they
then questioned their colleague about what had transpired and discovered the option. This
example highlights two facets of examples in the context of initial interactions. First, in some
cases witnessing the effect of an interaction may be enough to incentivise users into investi-
gating unfamiliar interaction methods. And second, examples can support discovery in both
co-located and remote work settings as long as technology allows the observation of others
interacting.

Apple staged presentations of new products clearly illustrate that examples through me-
dia depiction can be effective in introducing new interactivity. New input techniques like
pinch-to-zoom on the first iPhone were never communicated on the device itself but through
demonstration in the keynote introducing it as well as subsequent ads [144].

In addition to visual examples prompting imitation, anecdotes from other users in the en-
vironment may increase awareness of interactivity. For example, hidden widgets may be
discovered thanks to a user’s social network sharing knowledge of their existence with
them [178].

While some of these examples and anecdotes may be shared unwittingly, the social context
can also aid initial interaction through explicit instructions. Other actors in the space may
directly instruct the user, therefore revealing interactivity or a sequence of actions to them,
which they themselves would not have perceived as such or comprehended well enough to
perform. While this is not a source of independent discovery, it increases the likelihood of
initial interactions occurring since the users are more likely to perform the interaction that
has been demonstrated to them.

Instructions can additionally come directly with the product or system, blurring the line
between environmental, external, guidance and internal system guidance and instructions.
However, the difficulty of including explicit instruction directly with the product is illus-
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trated by a general reluctance to read enclosed instruction manuals [22]. To circumvent this
reluctance, attempts have been made to integrate instructions more closely in the interface.
One example of this is the augmentation of traditional tool-tips with video tutorials and doc-
umentation [81] within the system interface.

Given these considerations, the social context and resulting examples and instructions gen-
erate exogenous triggers for initial interactions and discovery. These can be implicit in the
form of examples or word of mouth or explicit through instructions as illustrated in figure
3.5.

Examples

Social Context Instruction

Word of mouth

Figure 3.5 — Exogenous interaction triggers stem from the social context of an interaction. It can induce inter-
action through implicit interaction guidance like examples or word of mouth as well as explicit instructions.

Distractions/Interruptions

Factors like noise, lights and other people, as well as other technologies, can distract users
from focusing on the interaction possibilities they are confronted with. Such interruptions
are prevalent and have been proven disruptive as it takes time to resume previous activity
and error-rates increase following an interruption [24]. Various studies have found that the
disruptiveness of interruptions is influenced by their duration, complexity and similarity to
the original interaction [27,28,74,150]. Interruptions can, furthermore, lead to a change of
work strategy where the execution of the primary interaction is modified to avoid deteriora-
tion of performance [235].

In addition to simply taking the user or their focus away from an interaction, distractions
may also lead to a lack of attention and consequently awareness, that may be required to
explore more sophisticated interactions and features. Other actors in the environment may
interfere to either interact on behalf of the original user, preventing them from familiarizing
themselves with the interaction, or comment on the interaction. While these comments may
be aimed at instructing the user to successfully embrace an interaction possibility, they can
also lead to overlooking features the original user might have paid more attention to, if they
were not explicitly directed towards another method or feature.

While not unique to initial interactions, these considerations are especially relevant since
they may prevent discovery. Although internal factors may also be the cause of distraction,
they are not considered explicitly but through their impact on motivation and attention in
section 3.1.2.

Constraints

There are various constraints limiting interaction and influencing the user and system in
the environment [167]. While there are semantic and physical constraints, the constraints
most pertinent to initial interactions and their inception in the environment are social and
cultural. Social constraints include restrictions through laws but extend to the adherence to
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social norms and traditions. Even if a system clearly communicates its purpose and the user
assumes interactivity they would like to utilise, they may not test it if the interaction sug-
gested is inappropriate to the social context or their environment. Examples of this are voice
interactions in quiet environments like libraries or expansive gestures in formal settings. The
perception of these constraints and therefore their effect on user behaviour can be amplified
through the presence of other people in the environment.

3.2 Discussion

We compiled a conceptual framework of factors that may impact the inception and progres-
sion of discovery and initial interactions. In doing so we aim to advocate for the distinct con-
sideration of what facilitates and enables discovery and how to support it through design.
In this context we additionally explored various triggers of interaction, both exogenous and
endogenous, as well as whether the interaction happens intentionally or serendipitously.

3.2.1 Interplay of actors

The factors identified in the interaction framework in the previous sections are separated
into actors for clarity and to highlight their immediate relations within that actor as well as
which part of the interaction they impact. This additionally aids in identifying which factors
the system designers may be able to influence or modify.

However, the factors” impact is certainly not contained within the actor in which they are
placed. Factors placed in one actor influence other actors and the factors considered in them.
In fact, each factor can be considered to have an impact on all other factors. As a full con-
sideration exceeds the scope of this manuscript and does not add substantially new insights,
we highlight prominent examples below to emphasize the interplay of actors.

Consistency between systems becomes especially relevant if it can leverage the user’s fa-
miliarity with other systems, to inform their expectations of interactivity and features [20].
Through leveraging familiarity, this consistency additionally impacts the users’ perceived
affordances [205]. Similarly, constraints in the environment influence the user side through
their impact on expectations and goals, while influencing the system by potentially limiting
affordances [167]. This is shown when users, in a quiet environment like a library, expect
technology to be similarly quiet and consequently disregard considerations of interaction
through voice. Another example of this would be rain that may make public interactive
touchscreens harder or impossible to use.

Similarly, motivation is often influenced by external factors. In HCI, gamification has been
used in an attempt to increase motivation [58] through system design. Additionally, social
factors influence motivation through shared goals and social motivation, social interactions
increasing motivation as well as social pressure. Notably gamification has also been used in
order to support discovery in an effort to improve overall learning [63].

These examples illustrate the importance of considering initial interactions through a holistic
approach including how it is supported or hindered through specific user characteristics, en-
vironments and system designs and how they interrelate. For most systems it is not feasible
to be discoverable to every potential kind of user in every potential circumstance, but a care-
ful consideration of the presented factors can aid designers to create systems that increase
the chance of discovery for the intended user groups and environments.
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3.2.2 Boundaries of the framework

While the collection and consideration of impacting factors in the presented framework is
extensive, it is by no means exhaustive. Due to the complexity of human interaction and
the mental processes involved, as well as the intentional lack of focus on specific systems or
actions, an exhaustive list is not feasible.

Consequently, we limited the selection of factors to those we consider to be pertinent to
the initial discovery of features, interactions and systems. Furthermore, as this thesis is
focused on touch interactions on smartphones, the framework is predominantly centred
around graphical user interfaces including consideration of visual stimuli and how they
are processed. The considered factors were chosen due to their close relation and common
consideration in the literature associated with discoverability, learnability and the initiation
of interaction.

Additionally, many of the factors considered are themselves complex and widely discussed
topics within HCI research. This includes broad concepts aimed generally on the user’s
overall understanding (e.g. perceived affordances [163], cognitive affordances [87]) as well
as how the system may facilitate such an understanding (e.g. signifiers [167], suggested
interactivity [25], feedforward [215]). However, these considerations do not provide a holis-
tic overview of factors that may impact initial interactions and discoverability beyond their
specific focal points. While we aim to provide an overview to elucidate their relevance as
well as connection to the overall framework, extensive investigations exceed the scope of
this thesis.

We aim to explore these factors in conjunction to elucidate their connection and importance
to the discovery of interactions. Consequently, we limited our work to the main factors in
order for the framework to remain comprehensible while offering an extensive overview.
Despite the manifold factors that could be included, we argue that this framework is broad
enough to elucidate the complexity of discovery and initial interactions and highlight es-
pecially relevant considerations. Further factors like cognitive biases and accessibility exist
and, while important, were not considered critical to discuss at this point.

The framework can be utilised to identify which aspects of initial interactions designs fail
to address and whether that results in lower discoverability. Given this, the model can aid
in the identification of discoverability problems and determining their origin as well as be
beneficial when analysing results from other methods employed to test discoverability.

3.3 Conclusion

In this chapter, we examine core concepts and factors impacting initial interactions and the
discovery of interactions. We propose a framework of impacting factors to aid a more sys-
tematic consideration of initial interactions and discovery and, in doing so, differentiate be-
tween the actors and factors involved. The relevant actors were identified as the system,
user and environment, each with distinct factors influencing the likelihood, success and pro-
gression of an initial interaction. In doing so, we not only provide a collection of factors to
consider and leverage when aiming to improve discoverability but also reflect on how they
interrelate.
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Using Visual Signifiers to Improve the
Discoverability of Interactions
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Given the aim of this thesis to improve the discoverability of interactions in touch screens,
we examine the framework introduced in chapter 3 to identify which factors to leverage to
increase discoverability. As we aim to improve interaction discoverability in general rather
than in specific social contexts or usage environments, we focus on factors within the system
(subsection 3.1.1). Examining these factors reveals a failure in current commercial systems
in conveying their affordances. While touch interactions may be constraint, they can be in-
consistent and are almost never visually signified which is reflected in the motivation for
this thesis discussed in chapter 1. This is further exemplified by the rarity of interaction
signifiers in commercial touch-screens. Nonetheless there are exception, like “Tap’, which
as the most common input is often communicated through buttons presented as outlines,
icons, text, or geometric shapes featuring any of the previous [99,100]. However, the ma-
jority of inputs are never visually communicated and are subsequently hard to discover.
For example, while ‘Dwelling” on touch screen elements is widely available (e.g. dwell to
select text or open menus, dwell and drag app icons or mobile keyboard spacebar) this is
seldom conveyed to the user. Similarly, the interaction possibility through ‘Swipe” gestures
is rarely directly communicated to users. While it is occasionally implied through context
like partially displayed items at the edge of the display indicating they can be brought into
view [178], it is more often not conveyed at all. For example, in the Gmail app users are
able to ‘“Tap’ the profile icon to open a popup and switch between accounts. However, they
are also able to swipe up or down on the icon to switch to the next account, which is never
signified and subsequently largely unknown.

Given this lack of visualisation, we isolate visibility as a key contributing factor to the current
lack of interaction discoverability and subsequently as a large potential for improvement.
Increased visibility may be achieved through various means, such as onboarding, increased
instructions or signifiers in the interface. While onboarding [104] can assist users in perceiv-
ing an affordance, it is usually presented at an inappropriate timing, when the interaction is
not needed, and requires users to remember it for later use. Supplementary materials, such
as instruction manuals on websites, require an explicit search from users and are away from
the GUI which might explain why they are often not read [22] and similarly require mem-
orisation. Other material like online tutorials or demonstrations in keynotes [144], which
only the most tech savvy users would watch, suffer from the same problems of physical and
temporal distance.

In an effort to reduce these distances from the point of interaction, we focus on how visual
signifiers in the interface can improve the discovery of input methods on touchscreens. Given
the theoretical affordance of all touch-gestures on a touchscreen we in particular examine
how to visually signify which input is available where and when.

The following two chapters explore the potential of visual signifiers to improve the discov-
erability of interaction through practical implementations of added visual signifiers which
were then examined through different user studies. We first investigate visual signifier char-
acteristics through introducing a design space, creating designs, and examining their ability
to communicate single finger in-place inputs. We then investigate the viability of incorpo-
rating transient interaction hints into animated transitions to improve the discoverability of
swipe-revealed hidden widgets.
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Investigating Visual Signifier Characteristics

Communicating Input Availability
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Figure 4.1 — 1) In-place touch inputs (tap, double-tap, long-press and force-press) are common in modern
touch-based devices yet 2) these inputs are almost never signified by the interface. 3) I elaborate a design space
of visual signifier characteristics that may impact perception of these inputs, 4) generate 36 designs of buttons
that I contrast in 5) an online survey (N=32) and an interactive laboratory experiment (N=24), resulting in 6)
takeaways on how touch-based interfaces could be designed to better communicate the availability of in-place
touch inputs.

4.1 Introduction

Some core input gestures like tap, dwell or double tap are widely known and established
and therefore likely to be familiar to users [42]. Nonetheless, it is often unclear where in the
interface these inputs are available. For example, although we can expect users to be familiar
with the input of dwelling on a widget, they may fail to deduce in which context this inter-
action is meaningful. Typically, users can dwell on application buttons on home-screens or
messages in messaging applications to access shortcut menus. But they can also dwell on
their camera feed, gallery button, quoted tweets and Slack reactions to name a few. Know-
ing one of these does not automatically allow the user to extrapolate the others, especially
since these UI elements also allow interaction via a simple “Tap’. This creates uncertainty,
leaving a heavy burden on the user to accurately anticipate when and where a given input is
available. Moreover, interfaces frequently changing and new input techniques being intro-
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duced [11,16,85,189,190] make these challenges more and more persistent.

In this chapter, we investigate the possibility of reducing the burden on users of discovering
and remembering inputs through visual signifiers in the interface. In particular, we inves-
tigate which signifier characteristics may be suitable in conveying different inputs. We focus
specifically on expanding the perception of in-place touch inputs (Figure 4.1), single finger
contacts that do not move across the surface. Specifically, we focus on variance in duration
(Dwell), frequency (Double Tap) and Force (Force Press).

We propose a design space to investigate visual signifier characteristics and how they may
influence the success of signifying different inputs. This design space encapsulates high-
level principles that materialise in the dimensions Explicitness, Timing and Proximity.
Exploring the design space, we create 36 DESIGNS and examine how they influence the per-
ception of available inputs in a two-step study. First, we conduct an online survey in which
participants are presented with a video of a finger tapping the button and asked which in-
puts they consider possible. Second, we conduct a laboratory experiment where participants
interact with a smartphone displaying the different DESIGNS. Participants are instructed to
interact with the widget featuring the DESIGNS in whatever way they consider possible,
while making the least errors possible.

Altogether, the results in this chapter inform that different signifier designs suggest different
inputs to users and that most added visual signifiers increase the perception of additional in-
put possibilities. Additionally, participants indicated a preference for visual signifiers over
a signifier-less baseline and reported DESIGNS with added visual signifiers to require less
mental effort. Further, we found that real world metaphors are particularly successful when
signifying less known or ambiguous inputs, and that timing is especially impacting when
presenting unusual inputs. Finally, we found that where designs are ambiguous but strongly
suggest an input, initial perceived affordances such as “Tap” are discarded in favour of what
is suggested, warning to not inadvertently remove perceived affordances when trying to
add others.

In summary, in this chapter we introduce a design space for visual signifiers, investigate the
impact of its dimensions on user perception of possible in-place touch input methods and
examine which signifier characteristics are particularly suitable, or unsuitable, to commu-
nicate additional input possibilities. In doing so, we provide takeaway considerations for
future implementations of visual signifiers.

4.2 Related Work

While touch screen widgets often support inputs beyond tap, these alternative input meth-
ods are largely not signified. For examples, iOS home screen buttons support the use of
‘Dwell” and ‘Force’ (on iPhone models with force sensing capabilities) to open a context
menu (Figure 4.2-a). Similarly, the availability of ‘Double Tap’, while available to ‘Like” con-
tent on several social media apps, select text, edit messages in Slack, or zoom in on maps,
images and video feeds, is never signified. An exception is in the mobile application Adobe
Fresco Version 4.4.2 (2023), which permits users to dwell on menu buttons to access tool
specific menus. This is signified by a small triangle pointing outward the right corner of the
buttons in question (Figure 4.2-b). This mirrors the same functionality and signifier in their
desktop applications.
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In contrast, desktop interfaces alongside many of the same signifiers as mobile interfaces
(such as buttons, coloured text and progress bars) feature a cursor as an important visual
signifier. Since hovering over widgets is possible, the cursor can signify which input is ap-
propriate (e.g. a caret for text input, hand for click) while widgets can indicate interactivity
through animation and text pop-ups. Despite this additional visual guidance, the appro-
priateness of inputs such as double click is still commonly misinterpreted. As there are no
visual signifiers indicating which items on screen can be double clicked, it is up to the user
to determine when the input is appropriate, leading to interaction mishaps [59, 185] named
“Double Dysclicksia” [185]. Once established, a misunderstanding of when ‘Double Click’
is useful and necessary persists, with users wrongly assuming the need to “Double Click’ to
open links [93].
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Figure 4.2 — Examples of visual signifiers in current mobile interfaces. a) iOS home-screen application button
b) Adobe Fresco menu c) Twitter floating "Add Tweet’ button d) Share panel on Android OS e) Gmail mobile
interface

421 Communicating Input Possibilities

Since core gestures such as ‘Dwell” or ‘Swipe” are available across devices and platforms, the
assumption is that users will discover and understand them independently [42]. However,
as input availability is inconsistent between contexts, there is a vast burden on the user to
discover and recall interactions.

Previous research suggests that if novel input methods are communicated, this may take the
form of explicit instructions through tutorials and pop-ups, or the form of visual depictions,
with users indicating a preference for depiction [144] and a dislike of supplementary instruc-
tive material [22]. Nonetheless, input opportunities on touchscreens are often not signified
at all, and bet on their commercial establishment to reach the point at which they are so con-
ventionally known that their understanding is widely implicit. Examples are often found in
keynotes or advertisements, that introduce an interaction (e.g. Steve Jobs introducing touch-
based scrolling to great excitement of the crowd [102]).

For depictions, animation has been found efficient [7,197] while potentially also being a dis-
traction [144]. Additionally, layout and element sizing on touchscreens have been found to
impact perceived affordances of touch gestures [108].

When examining visual depictions, different design styles such as skeuomorphism and flat
design are often debated. It generally revolves around the assumptions that skeuomorphic
design, that mimics the appearance of similar functionalities in the physical world, conveys
affordances more successfully, while flat design, more minimalist and depthless, is more aes-
thetically pleasing [203]. However, in recent years, studies found no significant difference
in performance between the two design styles [108,173,203]. They suggest that differences
may not be attributed to design styles at all, but rather to the general quality of individual
designs [173] or the level of abstraction or novelty of an object [108]. It should be noted that
a design classified as skeuomorphic does not necessarily reference physical objects success-
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fully and potentially invokes false affordances through faulty metaphors, one of the reason
why metaphors remain debated in the context of interaction design [84,163]. Similarly, flat
designs are not necessarily detached from references to real world affordances and may em-
ploy symbolisms that aim to invoke physical qualities of real-world objects.

4.2.2 Signifying interaction in HCI Research

While much research aims to “expand” [89,190] or “extend” [23,90] the interaction vocab-
ulary for touch interfaces, very little is said about how it is established or communicated to
users. This omission is common not only in research but also commercial products.
Nevertheless, some research expanding interaction, includes considerations of visual signi-
fiers, either reflecting about how to signify interaction and propose a design [23] or examin-
ing how to communicate proposed interactivity in more detail. For example, visual signifiers
have been explored in the context of force-based text selection [78], undo mechanisms [12]
and digital tabletops [197]. While they studied the success of the interaction method they
support, they however do not include separate considerations on the visualisation and its
potential impact. Nonetheless, some found the method including visualisation to be more
successful than the standard it was compared to [78] while others revealed user difficulties
with comprehending novel interaction solely on the basis of visualisation [197]. Interest-
ingly, some visualisation attempted to mirror real world metaphors [12] while others em-
ployed established visual concepts such as gauges [78]. In general, users appreciated visual
feedback for how their interaction was registered by the system [78,197]. Visual character-
istics of signifiers have been explored in the context of directional selection gestures [232],
however, while different colours and shapes were considered through qualitative feedback
from participants, they only collected quantitative measures regarding the minimum size
required to perceive how to interact with their UI element.

Similarly, studies have been conducted to investigate signifiers for existing touch gestures.
Arleth et al. explored the effect of temporal placement of added visual signifiers for ‘Dwell’
and ‘Double Tap” being shown before, during or after a gesture was completed and found
neither temporal placement, nor the addition of the signifier in general to be significant [14].
The signifiers employed in their study, were a pulse of two rings expanding and then dis-
appearing after one another for ‘Double Tap” and a gradually filling ring for ‘Dwell’. Since
these were the only designs investigated, and were not validated, it is unclear whether the
lack of impact of temporal placement may be partially attributed to misunderstanding of
the visualisations rather than the time of their appearance. In contrast, Damkjeer et al. focus
on different visual depictions when examining signifiers for ‘Drag” and ‘Double Tap” [48].
They included two designs for each input method, using a "drag handle” and drop shadow
for ‘Drag’ and two borderlines and a pulse animation for ‘Double Tap’. Notably, both their
‘Drag’ signifiers mirror existing digital interface designs and are static with no feedback an-
imation, while the “Double Tap’ signifiers are temporary and feature animations, making
comparisons between inputs difficult. Similarly to Arleth et al., they found no significant
difference between the signifier designs and a control. They note that ‘Drag’ signifiers were
more efficient than ‘Double Tap” overall and highlight that this may be attributed to higher
familiarity with ‘Drag’ in general, which they do not control for.

In conclusion, some work has been done to explore individual facets of signifiers and their
impact on communicating the possibility of in-place touch inputs. In this chapter, we pro-
pose a more detailed look at signifier characteristics for diverse in-place touch inputs.

46



4.3. WHAT MAKES A SIGNIFIER SUCCESSFUL? 47

4.3 What makes a signifier successful?

While signifiers have been identified as a requirement of “good design” [167] there is a lack
of clarity of what constitutes good designs for signifiers themselves. Equally, their success is
seen as a binary - something is successfully signified, or not. To allow for a more granular
investigation, we define three performance levels for interaction signifiers:

1. Does not convey the intended interaction(s).
2. Conveys the intended interaction(s) but may convey other, non-intended ones.
3. Conveys only the intended interaction(s).

These can then be further separated by differentiating between users who are previously
familiar with the signified interaction method and those who are not. The most success-
ful interaction signifier would, e.g., convey specifically this interaction, even to people who
were previously not aware of the existence of the interactions, i.e. conveys only the intended
interaction to (a) individuals unfamiliar with the interaction or (b) individuals already famil-
iar with the interaction. Furthermore it should be considered whether the added signifiers
reduce the perception of established inputs therefore interfering with conventional tasks.
When testing and comparing signifiers, these can then be quantified, making the most suc-
cessful signifiers those that communicate the intended interaction to the largest number of
people regardless of their previous familiarity with it, while not interfering with established
interactions.

4.4 Design Space for Visual signifiers

To explore how visual signifiers convey specific interaction possibilities, we propose a de-
sign space focused on abstract characteristics that can then be realised regardless of aesthetic
considerations (unlike colour or style [108,173,203]). In doing so, we compile signifier char-
acteristics that have previously been considered in isolation [14,48].

As visibility is an essential part of signifiers in graphical user interfaces, we consider when
(timing) and where (proximity) a signifier is displayed in relation to the interaction. In addi-
tion to these concrete concepts, we examine the level of interpretation expected from users
to understand the intended meaning once they have noticed the signifier. Therefore, we
include the more conceptual characteristic explicitness in the design space. In doing so, we
do not consider visuals beyond what certain metaphors may dictate in an effort to allow
abstraction and application of the design space to any desired context regardless of design
requirements. Similarly, we decided against including context as a design space category de-
spite its relevance. This decision was made as (1) context itself is a signifier and often times
a major contributor to convey meaning to users, (2) it is not part of the widget itself and (3)
contexts are way too diverse to be sufficiently explored in a first study. As such, it would
broaden the design space excessively and would complicate its exploration. Nonetheless,
it would be remiss not to acknowledge the importance of context for the interpretation of
visual signifiers. Subsequently, we provide the same context through a grey grid layout in
all signifier designs.
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Figure 4.3 — Visual representation of the signifier design space featuring the characteristics Explicitness,
Timing and Proximity. Each characteristic then includes the levels considered for it which are represented
through text as well as small graphical representations. Where characteristics are considered to be influencing
the visibility of a signifier is indicated through the curly bracket.

Timing. Describes when and for how long a signifier is displayed by the interface. The main
separation considered in this respect is between signifiers that are permanently displayed
and those temporarily displayed (concurrently to interaction). Notably, concurrent inter-
action feedback within permanently displayed signifiers may still be temporary, while the
overall signifier is displayed at all times (e.g. a permanent displayed scale that fills upon
interaction). As such, the permanently displayed parts of the design may be considered
feedforward informing the potential interaction before it occurs. Our consideration of when
the signifier is displayed is made relative to the interaction and is therefore separated into
before (feedforward), during (concurrent feedback) and after (terminal feedback) interac-
tion [55].

We consider signifiers to be permanent if displayed before, during, and after the interaction;
and temporary if displayed during and immediately after the interaction. A finer considera-
tion between different levels of temporary visibility exceeds the scope of this study but may
be worth considering in future work.

Proximity. We consider proximity to the point of interaction, which can influence the per-
ception of a signifier. It can highlight the connection of the signifier to the widget in question
by being close as well as increase the likelihood of the signifier being noticed by being dis-
played within the area of the users focus. On the contrary, close proximity can also lead to
the signifier being occluded by the touch interaction. We propose three levels of proximity.
On the widget: the visual signifier is superimposed on the widget in question, in our case the
button. Vicinity of the widget: the signifier is displayed in the area immediately surrounding
the widget, but not the widget itself. Away from the widget: the signifier is visible elsewhere
on the display but not connected to the widget (e.g. the edges of the screen).

Explicitness. Describes how clearly the interaction is communicated to the user and, con-
sequently, how much interpretation, and possibly mental effort, is expected. We propose
5 levels of explicitness: Not at all explicit, Mirror established digital signifiers, Mirror physical
affordances, Descriptive and Explicit and Instructive.

Not at all: signifiers have no link to the interaction intended to be signified. Examples are
the complete absence of visual signifiers in Swhidgets [177] or force on the space-bar of iOS
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keyboards [78].

Mirror Established Digital Signifiers: apply commonly understood digital signifiers to commu-
nicate interactivity in a different context. Examples are progress bars, widely used to signify
loading content or level of completion.

Mirror Real-World Affordances: aims at leveraging users’ understanding of physical objects
and processes in order to communicate appropriate interactions. Examples are controls de-
signed to resemble physical buttons or switches, as well as slightly more abstract examples
like “stacks” of images or documents that can be moved through by swiping them as if leav-
ing through a physical collection of paper. We do not attempt to create skeuomorphic or
photorealistic designs but attempt to take advantage of the users’ familiarity with physical
objects to improve guessability [103,228].

Descriptive: show how the system is considering the input but do not instruct appropriate in-
teraction. A typical example are countdowns that may show that the system is recording the
progression of time but do not elaborate on how the system further utilises this information,
its outcome, or which interaction it triggers.

Explicit and Instructive: unambiguously communicate interaction possibilities to the user and
instruct them on how to use them, typically by using text. An example of this is mobile-app
onboarding [104] which includes concrete instructions and information on how to interact
with and use an application.

Note that these levels may vary in effectiveness depending on the user and their previous
experience and therefore should be considered as categorical and not ordinal.

4.4.1 Current signifiers in the design space

As the most common interaction, “Tap” is signified most often. Especially popular for sig-
nifying “Tap” are buttons (Figure 4.2) which are signifier designs mirroring established digital
signifiers that are permanent and on the interaction widget (since they largely consist of simply
the visual depiction of the interactive widget). Example Figure 4.2 a), b) and c) signify be-
ing tappable through shapes mirroring digital conventions while conveying the effect of the
button through mirroring real-world objects. However, a) also supports ‘Dwell” and ‘Force’
that are not visually communicated. Nonetheless, dragging is signified once a user dwells
through the icons, starting to ‘wriggle” in place, indicating they can be moved. The moving
animation mirrors the real world, is concurrent with the interaction and on the widget.

The profile icon in example e) is a button signifying ‘“Tap” by mirroring established digital
signifiers, however the button also supports swiping vertically to switch between accounts,
which is not at all signified. Similarly, both example d) and e) allow the user to swipe, while
only d) communicates this visually by showing parts of the controls accessible through a
horizontal swipe at the corner of the screen. Subsequently swiping on e) represents a lack
of signifiers, or a ‘Not at all” explicit signifier. The categorisation of d) can be argued, as
the partially shown menu option somewhat resembles sliding puzzles mirroring real world
affordances but also functions to visually describe its function.
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The button in example b) is a rare example of a button communicating not only “Tap” but
also ‘Dwell” visually. The arrow in the bottom right corner pointing outwards is well estab-
lished in desktop applications for changing tools via a right click or a long press, particularly
within the Adobe Creative Suite. While this signifier is not adapted in most mobile adap-
tations of these applications (e.g. Photoshop, Lightroom), Adobe Fresco 4.2.1 on iOS 16.2
utilises it similarly to desktop applications where a short tap simply selects the tool while a
longer press opens the tool selection. This signifier can therefore be classified as mirroring
established digital signifiers, permanent and on the widget.

4.4.2 Filled Design Space

We use an approach inspired by the research through design methodology [236] in which we
produce various designs to explore and reflect on the characteristics of the design space.
More specifically, we created signifier designs for the three selected interaction methods
(Double Tap, Dwell, Force Press) combining different levels of explicitness, timing and prox-
imity. The created DESIGNS are instances of a signifier, featuring characteristics explored in
the design space. To limit confounding factors, we used buttons, which are widely used and
can be expected to be familiar to most users. To account for the "Not at all” explicitness level,
we included a condition of a simple button with no added signifier.

Furthermore, to avoid redundancy in designs, we combined some descriptive and all in-
structive designs to address all the interactions explored at the same time. While explicit
instruction can also take the form of audio or video content, we limited our designs to text
and explored the other dimensions (Timing and Proximity) in more detail with this text.

Outside these constraints, the design space was filled semi systematically, with all combi-
nations being considered but those presenting particular difficulties not being implemented.
Nonetheless, we created a broad group of designs (36) which are presented in figure 4.4, cov-
ering the design space broadly and fulfilling the majority of possibilities. The only designs
which have been previously implemented or tested, are 01 and 24 which are based on com-
mercial interfaces, and 15 and 25 which are adapted from existing signifier research [14,48].
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Figure 4.4 — Table of designs filling the design space. Each design is displayed alongside the design space icons
that apply to it and a text description. The vertical strip on the right displays the assumed signified interaction.
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4.5 User studies

We investigate the following questions regarding which inputs each DESIGN communicate.

RQ1 - Do added visual signifiers increase the perception of available inputs?

RQ2 - Which inputs are communicated by which DESIGNS, and therefore what are
the perceived affordances?

RQ3 - Do the DESIGNS convey the intended inputs?

RQ4 - Does the success of signifiers depend on previous familiarity with the input
in question?

RQ5 - Do signifiers reduce the perceived mental effort required?

RQ6 - Do users prefer the presence of signifiers over standard widgets?

RQ7 - Does Explicitness, Timing and Proximity impact the success of a DESIGN?

To answer these questions, we conducted 1 - an online survey followed by 2 - an in-person
user study. Beginning with an online survey presents two main benefits. First, it provides
relatively rapid insights regarding which inputs each DESIGN communicates, without bias-
ing users’ perception of input viability nor suffering from demand characteristics [172] re-
sulting from interpersonal contact between researchers and participants. Second, it informs
which input to associate as correct for each DESIGN for the second, in-person, user study.
Then, conducting an in-person study investigates not only which inputs users perceive as
possible, but which ones they actually perform when exposed to each DESIGN. Altogether,
these two studies provide significant elements of answer the above research questions.

In the following, we describe the methodology and design of each study.

4.5.1 Study1-Online Survey

We first conducted a remote online survey to establish which input participants perceive as
possible with a given DESIGN, and confirm whether the DESIGNS communicate the input we
assumed they would when implementing them (assumed input), thus justifying a sufficient
coverage of all in-place touch inputs.

4.51.1 Methodology

The survey relies on videos that present each DESIGN implemented in a button, placed on
a grid similar to a smartphone home screen, and being ‘tapped’ by a finger (Figure 4.5).
For each DESIGN, participants are invited to select from a list all inputs they consider to be
possible with the button.
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Figure 4.5 — Setup for presenting DESIGNS in the online study. Images show how the button and its context
are displayed throughout the videos depicting them. Each design is shown by itself, before a hand moves into
frame and taps the button. In response to the tap, an application opens as the hand moves out of frame.

4.5.1.2 Presenting DESIGNS

Each video shows a finger tapping the button, which triggers a view to open. All videos
are 6 seconds long and feature the same tap animation, while the position in the grid and
mockup application opening varied. This variation was implemented to clearly distinguish
designs from one another, after initial testing of the survey revealed that participants were
confused by the changing visual characteristics of what they perceived to be the same button.
To minimise variance, interaction feedback is timed to be the same length for all the design
visualisations.

DESIGNS are all presented as a button in the same mobile homescreen-esque grid to suggest
interaction taking place on a touchscreen. Also, while concurrent and terminal feedback of
each DESIGN may vary, we provide the same ‘expected” outcome to the tap interaction by
revealing another screen (Figure 4.5). Finally, DESIGNS are implemented in a basic button
whose shape and icon remain the same, mirroring a mobile phone homescreen application
button.

4.5.1.3 Procedure

Participants accessed the online survey using their own computer. After being informed
that the survey examined different interface designs for touch-based interactions, partici-
pants were asked to provide informed consent and to answer demographic questions. They
then indicated their familiarity with Android and iOS on a 7-point Likert item ranging from
1 - None to 7 - Extremely High. Then, they were presented with a list of touch-based in-
puts (Tap, Double Tap, Dwell, Force-Press, Scroll/Pan, Swipe/Flick, Pinch, Rotate, Stroke
Gesture) each including a text description and video illustrating the interaction, for which
they indicated their familiarity with and usage of on a similar 7-point Likert item. Sub-
sequently, the main body of the survey began that displayed, for each DESIGN, two main
parts (Figure 4.1, #5-A). On the left, a video-loop where a finger taps a button implementing
the corresponding DESIGN, thus showcasing possible concurrent and terminal feedback one
would witness if tapping it. On the right, one checkbox for each common touch screen in-
put method (Tap, Double Tap, Dwell / Long-Press, Force-Press, Scroll / Pan, Swipe / Flick,
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Pinch, Rotate, Stroke Gesture). Participants were instructed to check all inputs they consid-
ered to be possible with the DESIGN shown in the video. When done, participants proceeded
with the next button, displaying a similar page for the following DESIGN. The study ended
after participants answered for all DESIGNS.

4.5.1.4 Participants and apparatus

The survey was implemented in Limesurvey 5.3.12. 32 participants recruited via direct mes-
sage completed the survey. They were aged 22 to 58 years (M=31.7, SD=9.6), with 30 of them
indicating that they use a smartphone at least once a week. 21 of them reported a higher
familiarity with Android, 7 with iOS and 2 similar familiarities. Overall, they indicated a
high familiarity level with their favourite mobile OS (Mdn=6, SD=1.09).

4.5.1.5 Experimental Design

The survey was set up to test our main independent variable DESIGN, with the 36 instances
illustrated in figure 4.4. To control potentially confounding variables, presentation order was
randomised for each participant. Similarly, to avoid biasing participants, response options
were shown either in a “logical” or “random” order 1 but stayed consistent throughout the
survey for each participant. This variation was added in order to evaluate the potential influ-
ence of presentation order on which answers were selected [113]. Additional independent
variables emerge by grouping DESIGNS according to the three main dimensions of design
space: EXPLICITNESS, TIMING, PROXIMITY.

In summary, the experiment followed a within-subjects design: 32 participants x 36 DESIGN
= 1,152 forms filled. The survey took an average of 30 minutes per respondent to complete.

Our main dependent variable is Selection%: for each input x DESIGN combination, it corre-
sponds to the proportion of participants who considered this input to be possible with this
DESIGN, regardless of whether this input was intended or if others inputs were considered
to be possible. It is computed as the number of participants who selected this input for this
DESIGN, divided by the total number of participants (compiled in a table in Appendix A.3).

For the additional independent variables EXPLICITNESS, TIMING, PROXIMITY, the measures
for the dependent variable are first aggregated by computing the average Selection% for
all assumed inputs for designs corresponding to a level of the design space categories per
participant.

4.5.2 Study 2 - Interactive Experiment

We then conducted an in laboratory interactive user study.

1. The “logical” order starts with the most common interaction “Tap” and then groups interactions according
to the fingers used as well as the similarity and complexity of the interactions. Logical interaction order: ‘Tap’,
‘Double Tap’, ‘Dwell’, "Force-Press’, ‘Scroll/Pan’, ‘Swipe/Flick’, ‘Pinch’, 'Rotate’, ‘Stroke Gesture’; Random in-
teraction order: ‘Scroll/Pan’, 'Rotate’, ‘Stroke Gesture’, ‘Swipe/Flick’, "Force-Press’, ‘Double Tap’, “Tap’, "Pinch’,
"Dwell/Long-Press’
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4.5.2.1 Methodology
Setup

The experiment setup (Figure 4.1-5B) consists of a mobile application featuring a homescreen
grid populated with grey squares with one DESIGN featured in the middle, mirroring the
online study. In the bottom right corner a progress counter is displayed. At the top, a text
is displayed which states “You can start” until the participant starts interacting with the
button. If the supported input is performed, the text states “GOOD!” and a green button
stating “Move to next trial” appears in the middle of the screen. When any other input is
performed on the button, the text displays a counter of errors. After 6 errors, a red button
stating “Move to next trial” appears. This repeats for all DESIGNS with the counter at the
bottom indicating progress throughout.

Presenting Designs

All DESIGNS are presented interactively, i.e. if they feature animated elements they react
when interacted with. We split the DESIGNS featuring all inputs in the design space in Fig-
ure 4.4 (04, 05, 06, 07, 08, 09) into individual DESIGNS for ‘Double Tap’, ‘Dwell” and ‘Force
Press’ (e.g. 04A ‘Double Tap’, 04B ‘Dwell’, 04C ‘Force’). Similarly, we include the ‘01 Basic’
three times, once for each intended input. This leads to 21 DESIGNS to be included (7 times
3) in addition to the other 29 DESIGNS resulting in a total of 50 DESIGNS included in the
experiment. The interactive nature of the experiment requires inputs to trigger an event that
is either correct or incorrect. We determined a ‘correct’ input for each of the other 29 DE-
SIGNS by following a ‘draft pick” system to have all inputs represented equally. In the order
of ‘Double Tap’, ‘Dwell’, ‘Force’ the inputs were assigned the DESIGN with the highest Selec-
tion% for the input from the online survey, removing the DESIGN from the pool to be picked
from, until all DESIGNS were assigned to an input. This resulted in 10 additional DESIGNS
for ‘Double Tap’ (02, 10, 11, 12, 13, 14, 15, 16, 17, 18) and ‘Dwell’ (03, 19, 22, 23, 24, 25, 27, 29,
30, 31) and 9 DESIGNS assigned to ‘Force” (20, 21, 26, 28, 32, 33, 34, 35, 36).

4.5.2.2 Procedure

Mirroring the procedure in section 4.5.1.3, participants were asked demographic questions
as well as about their familiarity with mobile operating systems and interactions, however
‘Scroll’, ‘Pinch’ and ‘Rotate” were removed from the rating, as they were not likely to be con-
sidered according to the results of study 1. Following this, participants were given a smart-
phone running the application described in section 4.5.2.1. Participants were instructed to
progress through all DESIGNS while making the least errors possible, and encouraged to
comment on their thought process throughout. They were told that one of the inputs they
just indicated familiarity with would achieve this and that it may vary between DESIGNS,
but were given no further guidance on how to achieve this beyond the visual signifiers in
the DESIGNS themselves. At the end of the experiment, participants were asked to rate the
mental effort demanded to reach the correct input for all DESIGNS, as well as their personal
preference on a 7-point Likert item.
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4.5.2.3 Participants and apparatus

The survey part of the experiment was implemented in Limesurvey 5.6.1, and the experi-
ment in typescript, using Pixi]S 7.2.2 for the rendering. It was conducted on an iPhone XS
running iOS 16.4 which supports force sensing. Each design was created using Adobe After
Effects and exported as an image sequence to create animations based on the input from the
user. Input was classified using the the state machine presented in Appendix A.1.

Participants were recruited through direct messages. The experiment was completed by
24 participants (different from study 1 except for 2) aged 20 to 59 (M=27.8, SD=9.8) with
all of them indicating that they use a smartphone at least once a week. 4 had a higher
familiarity with Android, 12 with iOS and 8 an equal familiarity. Participants rated their
overall smartphone expertise as Mdn=5, M=5.33 on the 7-point Likert scale, with the lowest
being 4 - Average.

4.5.2.4 Experimental Design

Our main independent variable remains DESIGN. However, in cases where multiple inputs
were combined in one single DESIGN, they were split into separate DESIGNS, leading to 50
instances, as described in section 4.5.2.1. We maintain the additional independent variables
EXPLICITNESS, TIMING, PROXIMITY. The experiment followed a within-subject design with
24 participants x 50 DESIGNS = 1200 DESIGNS interacted with. It took an average of 21
minutes to complete. We used a pseudo random order of presentation with the condition
that the ‘correct” input could not be the same more than twice in a row. The presentation
order was inverted for half of the participants.

Our dependent variables are Attempt%, AttemptNumber, mental effort rating and personal
preference rating. For each input x DESIGN combination, Attempt% corresponds to the pro-
portion of participants who attempted to interact through this input with the given DESIGN,
regardless of whether this input was correct. This mirrors Selection% in study 1. AttemptNum-
ber for each DESIGN corresponds to the interaction attempt at which participants performed
the correct input for the given DESIGN. If participants did not perform the correct input within
the 6 trials, AttemptNumber was saved as 7, representing ‘Failed’. Mental effort and personal
preference ratings were measured on 7-point Likert items.

4.6 Results

First, we examined the data from both studies for outliers. For study 1 we did so by examin-
ing the total number of selected checkboxes per participant (out of the maximum 36 DESIGNS
x 9 interaction methods = 324). For study 2 we examined the total trials performed per par-
ticipant (out of the maximum 50 DESIGNS X 6 permitted trials = 300). We found no outliers
in either study and subsequently proceeded using all participants.

Then, we examined a potential effect of order for both studies. For study 1, we examined
whether the order of response options impacted the results and compared the selection of
‘Tap” between the two response order groups. Tap selection was used for this comparison
as it is the most basic and established interaction method for mobile touch interface buttons.
‘Tap’” was presented first in the logical order and 7th in the random order, but no significant
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difference in selection amount was found between the logical and random order (Mann-
Whitney U =109.5, p ¢ 0.05). For study 2, we examined the trials required to perform the correct
input for each DESIGN between the two order groups, and found a significant difference for
only one DESIGN (Design 15 - U=39, p=0.04). Since the DESIGN in question is in 23rd place
in the regular order and 27th in the reverse order, while the other 49 DESIGNS with larger
variance in placement show no significant difference, we decide to ignore this minor effect.
Therefore, we analyze the results of both studies by considering all participants as a single

group.

4.6.1 RQ1 - Do added visual signifiers increase the perception of available in-
puts?

Visual signifiers, in general, do increase the perception of available inputs.

When examining which inputs were assumed to be available in study 1, 12/16 DESIGNS
created for ‘Double Tap’, 19/20 DESIGNS created for ‘Dwell” and 14/14 DESIGNS created for
‘Force Press’ increase the Selection% for the input in comparison to the baseline ‘01 Basic’
(‘Double Tap” 47%, ‘Dwell’ 56%, ‘Force Press’ 31%).

Similarly, in study 2, 13/16 DESIGNS for ‘Double Tap’, 12/16 DESIGNS for ‘Dwell” and 13/15
DESIGNS for ‘Force” increase the Attempt% for the input in comparison to 01A, 01B and 01C.
However, note that the results of study 2 are less indicative, given that the participants were
only given a chance to interact until they performed the correct input for a given DESIGN.

When considering which inputs participants attempted first in study 2, out of the 1200 to-
tal DESIGNS interacted with, the first input performed was ‘Dwell” (400 times), ‘“Tap” (393
times), ‘Double Tap” (173 times), ‘Force Press” (155 times) and ‘Swipe’ (79 times), showing
that participants frequently attempted different inputs than “Tap’.

4.6.2 RQ2 - Which inputs are communicated by which design, and therefore
what are the perceived affordances?

Examining the Selection% across inputs for each DESIGN in study 1, we found clusters of
DESIGNS communicating either discrete, continuous or ambiguous inputs. The Attempt% for
the first two attempts only in study 2 showed how perceived affordances change beyond the
initial perception of temporary signifiers but revealed no meaningful cluster.

4.6.2.1 Study 1 - Online Survey

To examine the similarity between DESIGNS in terms of inputs selected, we clustered the DE-
SIGNS using K-mean clustering approach. Each design was considered as a vector of 9 values
comprised of the Selection% for each input method for the given DESIGN. To determine the
ideal number of clusters (k) we calculated silhouette scores. This resulted in 5 clusters that
can be described as ‘“Tap” + DESIGNS that signify:

All ‘Tap’, ‘Double Tap’, ‘Dwell” and ‘Force Press” (DESIGNS 04, 06, 07, 08, 09)

Continuous ‘Tap’, ‘Dwell” and ‘Force Press’
(DESIGNS 03, 05, 19, 21, 22, 23, 25, 26, 27, 29, 30, 32, 33, 36)
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Discrete ‘Tap” and “Double Tap” (DESIGNS 02, 13, 14, 15)

Ambiguous ‘Tap’ with ambiguous results for ‘Double Tap’, ‘Dwell” and ‘Force Press’
(DESIGNS 01, 10, 11, 12, 16, 20, 28, 31, 34, 35)

Ambiguous+ ‘Tap” with ambiguous results for ‘Double Tap’, ‘Dwell’, ‘Force Press’
and ‘Swipe’ (DESIGNS 17, 18, 24)

The All cluster encapsulates DESIGNS where participants selected all inputs that correspond
to in-place touch interaction. It contains all Explicit and Instructive DESIGNS as well as the
Descriptive 04 Text Counters DESIGN. This cluster is explained by the fact that text-based
DESIGNS were created to include all inputs to avoid excessive repetition.

The Continuous cluster contains DESIGNS for which participants selected “Dwell” and "Force’
alongside “Tap’. This includes DESIGNS created to convey one or both of the continuous in-
put with most of the ”scale” DESIGNS falling within this cluster. This grouping shows that
the perceived affordance for continuous input overlaps, with most DESIGNS aimed to signify
‘Dwell” or ‘Force Press’ signifying the other as well.

The Discrete cluster contains DESIGNS for which participants selected “Double Tap” as well
as ‘“Tap’. Examples of DESIGNS in this cluster, are the checkmarks (13 (Radio) and 14 (Tick)).
This clustering indicates that there is a clear difference in perception of affordance of discrete
inputs versus continuous inputs.

Meanwhile, both clusters Ambiguous and Ambiguous+ include DESIGNS with high “Tap’
selection and middling selection percentages for ‘Double Tap’, ‘Dwell” and "Force’. Cluster
Ambiguous+ contains DESIGNS for which some participants additionally selected ‘Swipe’.
These DESIGNS were unclear in what they conveyed and, in the case of Ambiguous+, con-
veyed a non in-place touch input. Notably, 17 Folding had a high selection rate for ‘Dwell’
(84%) but a low score for ‘Force Press” as well as a relatively high selection rate for ‘Swipe’

This clustering highlights the difficulty of achieving signifiers that successfully convey only
the intended interaction(s) (see section 4.3). Since the inputs ‘Dwell” and ‘Force Press’ are
both perceived as continuous, the Selection% for them tends to rise in tandem. The highest
difference between ‘Dwell” and ‘Force Press’ Selection% can be seen in 3 DESIGNS. 03 Text
Timer which is a top performing DESIGN for ‘Dwell” has a Selection% that is 40 percentage
points lower for ‘Force Press’. Interestingly, the other two DESIGNS featuring the highest
difference between the two continuous inputs (17 Folding - 53pp difference, 31 Hourglass - 44pp
difference) are both mirroring real world affordances.

4.6.2.2 Study 2 - Interactive Experiment

Study 2 influences the perception of available inputs by expecting a ‘correct’ input. Therefore,
we examine only the first attempt for each DESIGN and participants rather than the full
Attempt%.

When examining which input has the highest Attempt% in the first interaction, for each of
the 50 DESIGNS, 22 are “Tap” (DESIGNS 01A, 01C, 03, 05A, 05B, 05C, 6B, 6C, 12,17, 18, 19, 20, 22, 23,
27,28, 29, 30, 33, 34, 35), 7 “Double Tap’ (02, 04A, 08A, 09A, 13, 14, 25), 17 ‘Dwell” (DESIGNS 01B,
04B, 06A, 07A, 07B, 07C, 08B, 09B, 10, 11, 15, 16, 21, 26, 31, 32, 36), 3 "Force” (DESIGNS 04C, 08C, 09C)
and 1 ‘Swipe’(DESIGN 24).
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We then examined the Attempt% when looking at both the first and second interaction at-
tempt rather than just the first, to incorporate participants perception following the first
exposure to temporarily displayed DESIGNS. For 11 DESIGNS, ‘“Tap” achieves the highest At-
tempt% after 2 attempts (01A, 01C, 05C, 10, 12,17, 18, 19, 20, 28, 29). For another 13 DESIGNS,
it is “Double Tap” (02, 04A, 05A, 06A, 07A, 08A, 094, 13, 14, 15, 16, 25, 35), for 21 DESIGNS it is
‘Dwell” (01B, 03, 04B, 05B, 06B, 07B, 08B, 09B, 11, 15, 19, 21, 22, 23, 25, 27, 29, 30, 31, 33, 34), for 8 it
is “Force” (04C, 06C, 07C, 08C, 09C, 26, 32, 36) and for 1 it is ‘Swipe” (24). Note, that 4 DESIGNS
have an equally high Attempt% after 2 attempts for 2 inputs (‘Double Tap’ & ‘Dwell’ for 15, 25;
‘Tap’ & ‘Dwell’ for 19, 29). Silhouette scores, revealed that there were no meaningful clusters,
which may be due to no further interactions being performed once the correct input has been
performed.

4.6.3 RQ3 - Do the designs convey the intended inputs?

Overall, the DESIGNS convey the intended inputs. Study 2 reveals, that, when compared to
the baseline, multiple DESIGNS improve the perception of the intended inputs.

4.6.3.1 Study 1 - Online Survey

Using an arbitrary threshold of 75% to consider that a DESIGN communicates the assumed
input, which means that above 75% of participants considered this input as possible to per-
form with the corresponding DESIGN, we found 22 DESIGNS that communicate at least one
of the assumed inputs. Looking in detail for each input, we found 9/16 DESIGNS for ‘Double
Tap’ (Mdn=75%, M=65%, SD=22%), 16/20 for ‘Dwell’ (Mdn=91%, M=85%, SD=13%), 9/14 for
‘Force Press’” (Mdn=77%, M=76%, SD=9%).

Note that looking at assumed inputs is not the ultimate aim of our study as, in the end, what
matters is what inputs participants did report suggesting which affordances were perceived.
Interestingly, there were 4 DESIGNS, which were not assumed to communicate ‘Dwell’, that
had a AssumedSelection% over the 75% threshold (11 Circumferential Steps: 81%, 17 Folding: 84%,
32 Scale Vertical: 94%, 33 Squeeze: 84%).

Further, it should be noted, that 5 designs (17 Folding, 23 Scale Distant Temporary, 25 Scale Circular,
32 Scale Vertical, 33 Squeeze) fall under the 75% threshold for “Tap” which should be signified by
the button itself and its context as well as the example interaction in the videos. Notably, all
of these designs do score high selection percentages for other interaction methods, suggest-
ing that strong signifiers for one input may reduce the perception of otherwise established
inputs.

4.6.3.2 Study 2 - Interactive Experiment

Considering the same 75% threshold and only the Attempt% for the correct intended input
for each DESIGN, only 2 DESIGNS (‘Double Tap’ 17 - Folding, ‘Dwell’ 19 - Scale Vertical Internal)
fall under it for the interactive study. However, it should be noted, that the confirmation
through interaction and the potential to arrive at the correct input through trial and error are
confounding factors for these numbers.
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When examining the Attempt% for only the first interaction performed by each user only 8
DESIGNS pass the 75% threshold (‘Double Tap’ 08A, 094, 13, 14; ‘Dwell’ 08B, 09B, 31; ‘Force’ 04C,
08C). When extending this to the Attempt% for the first two interactions by each user, this
grows to 21 DESIGNS (‘Double Tap’ 02, 04A, 05A, 06A, 07A, 08A, 094, 13, 14; ‘Dwell’ 05B, 06B, 07B,
08B, 09B, 31; ‘Force’ 04C, 07C, 08C, 09C, 26, 32).

4.6.3.2.1 Comparison to baseline

When comparing the AttemptNumber of the DESIGNS to the respective baseline for their in-
put (Double Tap’ DESIGNS to 01A, ‘Dwell” DESIGNS to 01B and ‘Force” DESIGNS to 01C), a Wilcoxon
revealed, that there was a significant difference (p;j0.05) between the design and the base-
line for 22/47 DESIGNS (11/16 ‘Double Tap” DESIGNS, 3/16 ‘Dwell’ DESIGNS and 8/15 ‘Force’
DESIGNS). Out of those, only 2 DESIGNS (‘Double Tap” DESIGN 17 (p=0.010, M=4.96), ‘Dwell’
DESIGN 24(p=0.013, M=3.92)) performed significantly worse than the baseline ("‘Double Tap’
M=3.63, ‘Dwell’ M=2.71. ‘Force’ M=3.71), while all others significantly improved the perception
of their respective input.

The measure of AttemptNumber illustrates (see figure 4.6), how the effectiveness of DESIGNS
can vary widely, despite achieving similar Attempt% depending on how quickly participants
perform a communicated input.
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Figure 4.6 — Trials required to achieve the correct interaction subset showing the baseline, as well as best and
worst performing DESIGN for each input. The full figure is shown in appendix A.5.

4.6.4 ROQ4 - Does the success of signifiers depend on previous familiarity with
the input in question?

We did not find evidence that previous familiarity with an input impacts Selection% (Study
1) or Attempt% (Study 2).
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For study 1, we ran a Pearson’s test between both reported ‘familiarity” and “usage” and
Selection%. We examined both the correlations overall, and the correlations for DESIGNS
where the input was assumed to be signified (vertical text in Figure 4.4). For Familiarity, we
found a moderate linear correlation for ‘Tap” (r=0.41) and ‘Dwell” (Assumed r=0.57, Overall
r=0.46), but none for ‘Double Tap’ (Assumed r=-0.03, Overall r=0.14) and ‘Force Press’ (Assumed
r=0, Overall=0.02). Regarding reported usage of an input, we found a low linear correlation for
‘Tap” (r=0.27) and ‘Dwell’(Signified r=0.35, Overall r=0.26), but none for ‘Double Tap’ (Signified
r=-0.15, Overall r= 0.14) and ‘Force Press’ (Signified r=-0.07, Overall=0.06).

For study 2, we ran a Pearson’s test between ‘familiarity” and Attempt% for all three in-
puts and found no correlation (‘Double Tap” r(22)=-.07, p;0.05; ‘Dwell’ r(22)=.06, p;0.05; ‘Force’
r(22)=.07, p¢0.05).

4.6.5 RQ5 - Do signifiers reduce the perceived mental effort required?
Overall, signifiers reduce the perceived mental effort required to find an input.

Subjective responses in study 2 (figure 4.7-left) reveal that the majority of DESIGNS are per-
ceived to require a lower mental effort. Wilcoxon tests comparing the mental effort of the
individual DESIGNS to the ‘01 - Basic” baseline, show a significant difference (p;0.05) for all
DESIGNS except DESIGNS 17 (M=5.54, Mdn=6.0) and 24 (M=5.63, Mdn=6.0). All other DESIGNS
were perceived as requiring significantly less mental effort. Overall, DESIGNS 08 (M=1.29),
09 (M=1.54) and 14 (M=1.67) were perceived as the least mentally demanding (Mdn=1.0), fol-
lowed by DESIGNS 06 (M=1.58, Mdn=1.5) and 31 (M=2.13, Mdn=1.5) and finally with a median
of 2.0, DESIGNS 04 (M=2.33), 05 (M=2.67), 07 (M=1.92), 13 (M=1.83), 16 (M=2.79), 22 (M=2.46), 23
(M=2.58), 25 (M=2.29), 26 (M=2.71), 27 (M=2.50), 35 (M=2.67) and 36 (M=2.13).
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Figure 4.7 — Stacked bar graphs showing likert scale responses for mental effort required (left) and personal
preference (right).
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We only measured perceived mental effort in study 2. Since the aim of study 1 was to estab-
lish which inputs participants considered to be available, we did not have a set of ‘correct’
inputs. This made it impossible for participants to rate the effort required to deduce the
availability of a specific input, because they were never given any confirmation of an input
being available or unavailable.

4.6.6 RQ6 - Do users prefer the presence of signifiers over standard widgets?
In general, users prefer the inclusion of signifiers over a baseline without them.

While most DESIGNS received varying preference ratings (see figure 4.7-right), they were
widely preferred over a complete absence of signifiers. Wilcoxon tests comparing the pref-
erence ratings of the individual DESIGNS to the baseline showed a significant difference
(pi0.05) for all except DESIGNS 17 (M=2.17, Mdn=2.0) and 24 (M=1.86, Mdn=1.0). All other DE-
SIGNS were preferred over the baseline (M=1.75, Mdn=1.5), the favourite ones being DESIGNS
04 (M=4.67, Mdn=5.0), 06 (M=4.92, Mdn=5.0), 09 (M=4.88, Mdn=5.0), 14 (M=4.67, Mdn=5.0), 35
(M=4.63, Mdn=5.0) and 36 (M=4.71, Mdn=5.0).

Note that pearson’s tests revealed significant correlations between personal preference and
mental effort as well as interaction attempts for all three inputs (‘Double Tap’, ‘Dwell’, “Force’).
Notably, there is a high negative correlation between personal preference and mental effort
rating (‘Double Tap’ (r(22)=-.71, p;0.001), ‘Dwell’ (r(22)=-.69, p;0.001), ‘Force’ (r(22)=-.66, p;j0.001)).
Meanwhile, there is only a low to moderate negative correlation between personal pref-
erence and interaction attempts (‘Double Tap’ (r(22)=-.43, p;j0.001), ‘Dwell” (r(22)=-.20, p;0.001),
‘Force’ (r(22)=-.19, p;0.001)).

4.6.7 RQ7 - Does Explicitness, Timing and Proximity impact the success of a de-
sign?

There are significant differences in the success of DESIGNS depending on design space cat-
egories. Explicit and permanent DESIGNS perform better while DESIGNS with signifiers on
them generally perform worse.

4.6.7.1 Study 1 - Online Survey

EXPLICITNESS. All levels work well. Descriptive works best, followed by Explicit, Mirrors
Digital and Mirrors Real World.

As each level of EXPLICITNESS is associated to a different number of designs, we first ag-
gregated the corresponding designs for each level of EXPLICITNESS and each participant us-
ing the average Selection% for assumed inputs. Note that Descriptive is represented by only
three DESIGNS (02, 03, 04). A Friedman test showed a significant effect of EXPLICITNESS
on Selection% (x*(3) = 22.6, p < 0.001). Post-hoc comparisons using Wilcoxon signed-rank
tests revealed significant difference (p=0.01) between the Mirrors Real World (Mdn=80%) and
Descriptive (Mdn=100%) levels. Further there were significant differences (p;0.05) between
Mirrors Digital (Mdn=84%) and Mirrors Real World levels (see Figure 4.8).
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The different levels of EXPLICITNESS can also be analysed for each individual assumed input.
The different levels of EXPLICITNESS affect Selection% differently depending on the assumed
input with ‘Double Tap” particularly affected, ‘Dwell” affected and ‘Force Press’ not affected.

For ‘Double Tap’, a Friedman test showed a significant effect (x*(3) = 35.8, p < 0.001) of Ex-
PLICITNESS on Selection% with post-hoc revealing significant differences (p;0.001) between
the Mirrors Real World (Mdn=0%) and all other levels (Descriptive: Mdn=100%, Explicit: Mdn=80%,
Mirrors Digital: Mdn=71%).

For ‘Dwell’, a Friedman test showed a significant effect (x*(3) = 23.5, p < 0.001) of EXPLIC-
ITNESS on Selection% with post-hoc revealing significant differences (p;j0.01) between the De-
scriptive (Mdn=100%) and Mirrors Digital (Mdn=89%) as well as Mirrors Real World (Mdn=75%).
It further showed a significant difference (p;0.05) between the Explicit (Mdn=100%) level and
Mirrors Real World.

Finally, for ‘Force Press’ only, no effect of EXPLICITNESS was found on Selection%.
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Figure 4.8 — Left: Average Selection% by EXPLICITNESS level for each input study 1. Right: Average At-
temptNumber by EXPLICITNESS level for each input study 2.
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TIMING. Permanent is more efficient than Temporary for ‘Double Tap’. A Wilcoxon signed
rank test found a significant effect (V = 403.5, p < 0.001) of TIMING on Selection%, showing
that Permanent (Mdn=89%) is more efficient than Temporary (Mdn=82%). An investigation for
each assumed input shows a significant effect (V = 375, p < 0.001) of TIMING only for ‘Double
Tap’ (Permanent: Mdn=93%, Temporary: Mdn=56%).

PROXIMITY. On has lower performance compared to Vicinity and Away, especially for ‘Dou-
ble Tap” and ‘Dwell’. A Friedman test revealed a significant effect (x*>(2) = 21.7, p < 0.001)
of PROXIMITY on Selection%. Post-hoc analysis revealed that On (Mdn=77%) is significantly
(pi0.001) less efficient than Vicinity (Mdn=88%) and Away (Mdn=92%). An investigation for
each assumed input revealed a significant effect (x2(2) = 28.9, p < 0.001) of PROXIMITY on
Selection% for ‘Double Tap” with post-hoc analysis showing significant differences (p;0.001)
between the On (Mdn=40%) and both other levels (Away (Mdn=75%), Vicinity (Mdn=86%)). Sim-
ilarly, there is a significant effect (x?(2) = 28.1, p < 0.001) of PROXIMITY for ‘Dwell” with
post-hoc analysis showing significant differences (p;0.002) between On (Mdn=80%) and both
other levels (Away (Mdn=100%), Vicinity (Mdn=95%)). No significant effect was found for “Tap’
and ‘Force Press’.
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4.6.7.2 Study 2 - Interactive Experiment

The nature of study 2 offers confirmation for correct inputs and allows participants multiple
trials. Therefore the average Attempt% is much higher than the average Selection% from
study 1. However, since we collect AttemptNumber, we can compare not only whether an
input was considered possible, but also when.

EXPLICITNESS. Explicit works the best, followed by Descriptive, Mirrors Real World and Mir-
rors Digital.

We aggregated the corresponding DESIGNS corresponding to each EXPLICITNESS level and
each participant using AttemptNumber. A Friedman test showed a significant effect of EX-
PLICITNESS on AttemptNumber (x*(3) = 56.6, p < 0.001). Post-hoc comparisons using Wilcoxon
signed-rank tests revealed a significant difference (p;0.001) between the Mirrors Digital (Mdn=2.85)
and Descriptive (Mdn=1.8) as well as Explicit (Mdn=1.77) levels. There were also significant dif-
ferences (p;j0.001) between Mirrors Real World (Mdn=2.62) and Descriptive (Mdn=1.8) as well as
Explicit Mdn=1.77) levels. (Figure 4.8).

The different levels of EXPLICITNESS can also be analysed for each individual assumed in-
put. In contrast to study 1, the different levels of EXPLICITNESS affect AttemptNumber for all
inputs.

For ‘Double Tap’, a Friedman test showed a significant effect (x?(3) = 48.93, p < 0.001) of
EXPLICITNESS on AttemptNumber with post-hoc revealing significant differences (p;0.001) be-
tween all levels except for Explicit and Descriptive.

For ‘Dwell” a Friedman test showed a significant effect (x?(3) = 23.94, p < 0.001) of EXPLICIT-
NESS on AttemptNumber with post-hoc revealing a difference (p;0.001) only between Explicit
(Mdn=1.6) and Mirrors Real World (Mdn=2.92).

For ‘Force Press’ a Friedman test showed a significant effect (x2(3) = 49.34, p < 0.001) of
EXPLICITNESS on AttemptNumber with post-hoc revealing differences (p;j0.005) between all
levels except between Mirrors Digital and Mirrors Real World.

Given that the design space category ‘Explicitness” aims to categorise how much interpre-
tation and therefore mental effort is expected from the user, we also compared the mental
effort ratings for the DESIGNS grouped according to explicitness level (Figure 4.9). There is a
significant difference between the mental effort for “Explicit” DESIGNS and ‘Descriptive” (U =
2396, p ; 0.001), ‘Mirrors Real World” (U = 6892, p ; 0.001), “Mirrors Digital” (U = 13030, p j 0.001)
and ‘Not at all’ (U =191, p ; 0.001). Additionally, there is a significant difference between
‘Descriptive” and ‘Mirrors Real World” (U=7322.5, p ; 0.05) as well as ‘Not at all’ (U=178.5, p
0.001). There is also a significant difference between ‘Mirrors Real World” and "Mirrors Dig-
ital” (U=55321.0, p ;0.005), ‘Mirrors Real World” and ‘Not at all” (U=1130.0, p ; 0.001) as well as
‘Mirrors Digital” and ‘Not at all” (U=1220.0, p ; 0.001).

TIMING. Permanent is generally more efficient than Temporary. A Wilcoxon signed rank test
found a significant effect (V = 13, p < 0.001) of TIMING on AttemptNumber, showing that
Permanent (Mdn=1.98) is more efficient than Temporary (Mdn=2.56). An investigation for each
assumed input shows a significant effect of TIMING for ‘Double Tap” (V = 8, p < 0.001,
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Figure 4.9 — Plot showing the mental effort ratings grouped by EXPLICITNESS of the corresponding DESIGNS.

Permanent: Mdn=1.71, Temporary: Mdn=2.89) as well as ‘Force’ (V = 15, p < 0.001, Permanent:
Mdn=1.93, Temporary: Mdn=2.94).

PROXIMITY. On performs worse compared to Vicinity and Away. A Friedman test revealed a
significant effect (x2(2) = 33.25, p < 0.001) of PROXIMITY on AttemptNumber. Post-hoc analy-
sis revealed that On (Mdn=2.92) is significantly (p;0.001) less efficient than Vicinity (Mdn=2.09)
and Away (Mdn=2.21). An investigation for each assumed input revealed a significant effect
(x*(2) = 16.695, p < 0.001) of PROXIMITY on AttemptNumber for ‘Double Tap’ with post-hoc
analysis showing significant differences (p;j0.001) between the On (Mdn=3) and both other
levels (Away (Mdn=2), Vicinity (Mdn=1.86)). There is a significant effect (x*(2) = 11.77, p < 0.005)
of PROXIMITY for ‘Dwell” with post-hoc analysis showing significant differences (p;0.05) be-
tween On (Mdn=2.67) and both other levels (Away (Mdn=2), Vicinity (Mdn=2.17)). Similarly,
there is a significant effect (x*>(2) = 27.85, p < 0.001) of PROXIMITY for ‘Force” with post-hoc
analysis showing significant differences (p;j0.05) between On (Mdn=3.1) and both other levels
(Away (Mdn=2), Vicinity (Mdn=2.25)).

4.7 Discussion

In this section, we discuss the implications for design and limitations of the two user studies
described above.

4.7.1 Lessons learnt from our studies

Takeaway 1: Users prefer added visual signifiers. Despite the lack of significant difference in
performance for some DESIGNS and inputs in study 2, all but 2 DESIGNS (17, 24) were per-
ceived as less mentally demanding. This suggests that these DESIGNS can still improve the
subjective experience when these inputs should be communicated. This is further supported
by participants indicating a significant preference for the DESIGNS with added visual signi-
fiers over the baseline except the aforementioned 2 DESIGNS. Overall, this still suggests the
usefulness of visual signifiers for improving user experience with a widget.
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Takeaway 2: Which signifier is best depends on context and target audience. The preference rat-
ings for the different DESIGNS did vary between participants. For instance, P21 considered
the permanently displayed instructions to be “a waste of space to a certain degree”. In con-
trast, P13 would prefer redundancy in signifiers, including explicit ones, noting that “the
best would be to first have text to tell me what to do and then a scale that tells me how I'm doing”. In
addition, several participants noted that they may prefer certain DESIGNS in some contexts.
For example, P12 noted for DESIGN 35, that “this is fun [...] if it's in a game I'd like it, but if it
was my alarm clock I'd hate it”.

Takeaway 3: When inputs are established, adding signifiers may be unnecessary. In general, the
results of both studies suggest that signifiers increase the perception of available inputs and
reduce mental effort. However, study 2 revealed that for ‘Dwell” only 2 DESIGNS performed
significantly better than the baseline 01B, those DESIGNS both being permanently displayed
explicit text (DESIGNS 08 & 09). This can partially be attributed to the fact that ‘Dwell” is
a well established input and was frequently performed as the first input attempt regardless
of DESIGN. An example of this, is P10 stating that “[their] default [interaction] is just kind of
hold it there and see if there is anything that pops up and act accordingly”. As a result, the ‘Dwell’
baseline DESIGN 01B performed significantly better than the baseline for the less common
inputs ‘Double Tap” and ‘Force Press’. This suggests that if an input is established, added
signifiers do not increase the perception of the input’s availability overall, questioning their
necessity.

Takeaway 4: When signifying ‘added’ input methods, proceed with caution to not inadvertently
remove the perception of availability of established ones. Analysis of the Selection% in study 1 ac-
cording to the design space revealed a significant difference in “Tap” responses between dif-
ferent explicitness levels, in spite of “Tap” always being shown in the animation, suggesting
that the explicitness of a design may impact previously established perceived affordances.
Furthermore, designs for which the response to “Tap” does not surpass our 75% effectiveness
threshold achieved high selection percentages for other interaction methods. This may in-
dicate that for ambiguous design that still strongly suggest an interaction, initial perceived
affordances are discarded in favour of the new signified one. Given this observation, design-
ers need to be careful not to inadvertently remove perceived affordances when attempting
to add additional ones.

Takeaway 5: The perception of signifiers varies between users. If signifiers are not explicit, de-
signers need to account for users who may interpret them in unexpected ways. For example,
for the DESIGNS 04A, 04B, 04C which displayed explicit counters above the icon, the major-
ity of participants interpreted the text as intended. However, P12 interpreted the text as a
warning telling them not to tap, not linger and apply zero pressure to the button. Similarly,
P10, when presented with a DESIGN including a scale interpreted it “kind of a slider” and
tried to swipe on the scale, while the majority of other participants considered scales as an
indication of continuous input, leading them to either dwell or force press. These differences
suggest that even widely understood visual guidance can be interpreted in various ways.

Takeaway 6: Users previous experiences with contexts and devices impact their perception of metaphors.
When interacting with DESIGN 18, P4, once they had noticed the animation, attempted to
dwell on the button and expressed their surprise when the input was considered incorrect,
stating “on the kindle page flip happens on dwell so I expected that”. Similarly, P11 attempted
to ‘Double Tap” both DESIGNS 29 and 35 multiple times, commenting “from the [Nintendo]
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switch, I'm sort of programmed to tap multiple times in quick succession - that’s just my go to in-
stinct”.

These quotes highlight, that users extrapolate meaning from previous interactions. If DE-
SIGNS mirror other usages of similar visual metaphors, they should either align with what is
conveyed in those other use cases, or very clearly diverge visually.

Takeaway 7: Real world metaphors are particularly successful when signifying less known or am-
biguous interactions. Explicit instructions very efficiently communicated inputs. However, in
study 1, for both ‘Double Tap” and ‘Dwell” the most successful DESIGN was one mirroring
established digital signifiers. In contrast, “Force Press’ is the only interaction method whose
top results include DESIGNS that mirror real world affordances. Furthermore, in study 2
multiple participants commented on the difficulty of differentiating between continuous in-
puts but pointed to DESIGN 31 (Hourglass) as an exception, e.g. P7 stated “for this one it was
clear it's time related [in comparison to the scales]”. This may suggest that for interactions that
are less established, leaning on real world metaphors is particularly helpful.

Takeaway 8: Timing matters for less established inputs. The comparison of permanent and
temporary DESIGNS for both studies shows that permanent DESIGNS perform better. No-
tably, when considering the DESIGNS separated by input, there is no significant difference
for ‘Dwell” suggesting temporarily displayed signifiers may sufficiently communicate more
established inputs while less common inputs may benefit from extended visibility.

Takeaway 9: Existing visual guidance may only work in context - consider this when adapting it to a
new context. The 24 Arrow DESIGN was not successful in conveying ‘Dwell” (53% Selection%,
83% Attempt%, M AttemptNumber = 3.92) despite being the only commercial visual signifier
we found for that input (figure 4.2b). Even worse, half of the participants in study 1 did not
consider the signified interaction to be possible at all, and it was one of only two DESIGNS
that (1) participants did not prefer over the baseline and (2) did not reduce the perceived
mental effort. While this may be due to our participants being unfamiliar with Adobe Fresco,
or Adobe products in general, it is certainly noteworthy that one of the few existing visual
signifiers for mobile interfaces appears to not convey the intended meaning universally. A
potential explanation may be that the context of a tool menu within an application is as much
of a signifier as the visualisation itself and the visual arrow depiction only works within this
context. Further work could investigate how visual depictions work in tandem with the
context in which they are placed to convey meaning to users.

4.7.2 Clarity of signifiers for similar interactions

Clustering the response patterns for different designs in study 1 revealed that, while designs
tend to be most effective in communicating a specific input, similarity between the inter-
actions increases the likelihood that multiple inputs are considered possible. Continuous
inputs such as ‘Force Press” and ‘Dwell” could be clearly separated from the discrete input
of ‘Double Tap’. This was echoed in study 2, with the overall most frequent comments be-
ing about the difficulty to differentiate between ‘Dwell” and ‘Force’ (e.g. “the problem between
force and dwell with scales is it is hard to tell which one you are supposed to do”-P6). Similarly, mul-
tiple participants commented on “Double Tap” due to its discreet sequential interactions (e.g.
P9 “whenever there’s two of anything I immediately double tap, that's a no brainer for me”). Given
that, in study 1 where no ‘correct’ input was provided, ‘Dwell” largely achieved a higher
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Selection% than ‘Force’, these responses suggest that, where less common inputs may resem-
ble more established ones, special attention is required to ensure that the intended input is
signified first and foremost.

4.7.3 Impact of physical interaction and personal differences

The laboratory study revealed that correct perception of available inputs is not always suffi-
cient to achieve successful interactions since how participants interacted with the phone also
impacted the interaction. All participants were handed the phone, but while some kept it in
their hands, others put it down on the table in front of them. For the participants who held
it, some interacted with the thumb of the hand holding it while others interacted with the
index finger of the other hand. Participant 20 noted “Hold on, my hand was covering that” and
then put the phone down on the table, while participant 17 commented, that “it depends on
how you hold your phone, since I use my thumb I block a lot of the phone, but if I would hold the phone
in one hand and tap with a finger on the other, maybe I would block less of the screen”. In addition,
participant 24 had long acrylic nails which changed their way of interacting. They were the
sole participant that interacted with the phone on the table moving their hand horizontally
with their nails pointing towards the left edge of the phone. Subsequently, there were mul-
tiple DESIGNS that were occluded by their nails. These observations are in line with, and
a possible explanation for, the finding in study 2, that signifiers on the DESIGN generally
perform worse than those with some distance (vicinity, away). If the user physically covers
the signifier, it will be harder to perceive and therefore may not improve the perception of
available inputs.

4.7.4 The impact of familiarity

Although we found no impact of previous familiarity with inputs on their subsequent Selec-
tion% in study 1 or Attempt% in study 2, this may be due to the way the studies are setup. In
asking participants about their familiarity with inputs ahead of their encounter with the DE-
SIGNS, we remove the possibility of their complete lack of familiarity. In study 1 participants
are additionally reminded of the existence of different inputs through their representation
in the available checkboxes. The decision to preface the DESIGNS with questions regarding
familiarity with different inputs, was made to increase the likelihood of meaningful engage-
ment with the DESIGNS. Nonetheless, it should be noted that this order may impact the
observable correlation between familiarity and input selection. Therefore, it can not be ruled
out, that familiarity with inputs may have an impact on their perception outside of a test
environment.

4.7.5 Future Work

In an effort to explore the root of signifier performance, these studies were limited to in-
place touch interactions. However, many other inputs are available on touchscreens and
rarely signified (e.g. ‘Swipe” [177]). Future work should explore how these inputs may best
be communicated to users.
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Furthermore, while the studies investigated which DESIGNS conveyed which inputs to the
participants, they did so within a context that introduced the inputs to them and increased
the participants consideration of them. Therefore, to confirm whether participants would
discover the interaction method in question thanks to the signifier in real-world implemen-
tations, a discoverability study [69,78] needs to be performed which does not include guid-
ance on which interaction methods may be available. Such an investigation could further
examine whether the lack of correlation between familiarity and interaction selection may
be attributed to the fact that participants were presented with all interaction methods before-
hand or had predefined answer options that did not require them to recall any interactions.
Furthermore, since early pilot studies revealed that context is a major signifier of buttons,
we presented the same context for all buttons. It can be assumed that most signifier designs
could be adapted to different contexts, or possibly even widgets, but this is not verified
within the studies performed. Future research should examine context as a signifier and
how it is linked and interacts with visualisation.

4.8 Conclusion

In this chapter, we investigate visual signifier characteristics and their impact on perceived
availability of in-place single finger inputs on UI buttons.

We propose a design space that not only acts as a framework to create and compare de-
signs but also provides an opportunity to reflect on the qualities considered within it. In the
design space, we examine explicitness, temporality and proximity. Through these charac-
teristics, the design space allows consideration of which metaphors and design patterns can
and should be replicated.

Evaluating the perception of signifiers in graphical user interfaces, and consequently the
affordances user might perceive, remains uncommon and no clear protocols exist in that
respect. Motivated by the success of online studies deployed to evaluate the perception
of affordances in product design [96], we decided to first deploy an online survey. Subse-
quently, we conducted an interactive in-person user study, to further examine the percep-
tion of input availability and the mental effort required to deduce available inputs. Overall
both studies confirmed that added visual signifiers increase the perception of input availabil-
ity. This suggests that, where interactivity on touchscreens extends past simple tapping on
clearly displayed targets, added visual signifiers can be a helpful tool to communicate addi-
tional input availability to users. Nonetheless, this chapter focuses on very specific inputs
and widgets. Thus, signifiers designs for other inputs and interaction contexts need to be
further explored.
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Incorporating Visual Signifiers in Existing User

Interface Animations

The previous chapter shows that visual signifiers have the capacity to communicate inputs
to users where they would otherwise not perceive them. As such, they are a valuable re-
source in conveying the diverse functionality of modern devices that overload controls in
small interfaces. Accordingly, the viability of increased visual signifiers for improved inter-
action discoverability on touch screens should be examined further.

Therefore, we explore visual signifiers for a different type of input, specifically swhidgets
(swipe-revealed-hidden-widgets) [177], that by their very nature are not visually signified
and thus suffer from poor discoverability. Given the by-default-hidden nature of swhidgets,
we further explore where signifiers can be displayed and test the viability of incorporating
them into existing temporary user interface components. In doing so, we additionally ad-
dress the previously discussed need to run a discoverability study to truly examine the effect
of visual signifiers.

5.1 Introduction

Swiping on touch screens has been increasingly relied upon to give users access to additional
UI functionality by revealing controls that are otherwise hidden. Swipe-revealed hidden
widgets, or Swhidgets [177], are interactive elements that are hidden by default and intro-
duce a new component when revealed through swiping away from the screen edge at which
the component is revealed, but do not permanently change the main view of the interface
(Figure 5.1, left). For instance, swhidgets allow users to reply to messages in applications
like WhatsApp and Messenger, as well as archive or delete things like chats, emails, memos,
reminders and alarms. Additionally, they have also been implemented to add songs to play
queues, display precise timings and reveal actions within list views. In doing so, they enable
feature-rich applications despite the limited screen real estate in smartphones. As the exam-
ples above show, this is becoming increasingly popular given the abundance of functionality
available in applications. By hiding controls such as buttons outside of the screen, swhidgets
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Figure 5.1 — Left: Example of a swipe-revealed widget, or Swhidget: a user swipes an email away from the
edge of a touch screen to reveal hidden buttons. Right: We explore the potential of adding interaction hints in
animated transitions to temporarily expose users to Swhidgets as a means to increase their discoverability.
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keep the main interface uncluttered, while enriching the set of widgets (i.e. buttons/actions)
readily available to users [196]. The rapid swipe movement is easy to perform, making the
controls embedded in the swhidgets easy and quick to access. While they are hidden, they
are quick to reveal and use, in comparison to sequences of taps opening menus and sub-
menus, and allow controls to be presented in the context they are relevant to.

The reliance on gestures and hidden widgets, however, comes with discoverability chal-
lenges as the large variety of devices, platforms, and usage contexts make it difficult for
users to be aware when and where touch gestures provide a meaningful function. This is
especially problematic when it comes to swhidgets, since they are implemented inconsis-
tently, with swipe availability, direction and thresholds varying between applications and
platforms. One example is the general view of different chat applications. While all of the
following resemble each other in layout, Telegram (Version 10.0.5) allows users to swipe left
to archive chats, Signal (Version 6.31.2) offers the same functionality when swiping right,
Android Messages (Android 13) allows both left and right swipes to archive, and Whatsapp
(Version 2.23.17.80) implements no swhidgets on the chat overview at all in favour of lateral
navigation between tabs. In addition to making knowledge transfer difficult, this incon-
sistency in combination with a lack of visual signifiers communicating the availability of
swhidgets, makes them hard to discover [177,178], depriving some users of important func-
tionality.

Subsequently, visual signifiers could prove to be a valuable resource increasing the discov-
erability of swhidgets. We specifically explore the use of animated transitions to temporarily
expose users to these hidden elements. Animated transitions are well established in com-
mercial mobile interfaces [131] and have been shown to increase the perception of continuity
in interfaces [97], establish clear causal connections between states [209], guide user attention
and highlight changes [148], as well as support accurate mental models of applications [112].
We explore the possibility of extending their function to include transient interaction hints
as a means to reveal the affordance of swhidgets (Figure 5.1, right). To do so, we adapt ex-
isting interface transitions to temporarily reveal the swhidgets that disappear as the final UI
state of an animation is reached. We implement three types of animated transitions featuring
transient interaction hints based on existing transition styles and conventions [131]: ‘Con-
tainer Transform’, ‘Panel Exit” and ‘Side Slide’.

We conduct two experiments to assess the viability of this approach. In a first study (IN=60),
we verify the noticeability of the visual cues provided by interaction hints contained in ani-
mated transitions, for different transition durations and styles. Results of this study suggest
that the amount of detail that people recall varies widely between participants. We also find
that making the animated transition duration last as long as the maximum recommended
value (i.e. 1000ms) [160] does not seem to carry much benefit. Not only do we not ob-
serve a notable increase in noticeability compared to a shorter animation (i.e. 750ms), but
some participants also reported that the animation was too long and caused confusion. In
a second study (N=33), we assess the discoverability of swhidgets when they are exposed
to users using our animated transition approach. We evaluate the impact of two types of
transitions: ‘Panel Exit’, the most noticeable transition per our first study, and ‘Container
Transform’, which builds on the most widespread transition used in mobile interfaces by
comparing these transitions incorporating transient interaction hints to a baseline without
them. While interaction hints were noticeable in the first study, the results of this second
study surprisingly reveal that this was not sufficient to impact discoverability. Neither the
overall swhidget discovery percentage, nor the time until the first usage of swhidgets im-
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proved in comparison to the baseline. Nonetheless, the study allowed insights in how peo-
ple discover swhidgets, with participants discovering them through conscious search for
tools, accidentally, or through familiarity with similar features. The study also revealed that
users were able to discover a swhidget when it was necessary to complete a task. Further,
the study results suggest that noticeability does not necessarily translate to comprehension
and discoverability as multiple participants commented on features of the transition, but did
not deduce that they may indicate the availability of interactions.

In this chapter we make the following contributions. We offer an extended examination and
classification of swhidgets and introduce the addition of transient interaction hints to ani-
mated transitions, which we then implement in three types of animated transitions. We re-
port on a study examining the noticeability of animated transitions featuring transient inter-
action hints and find noticeability varies substantially between users. Finally we contribute
empirical results of a study investigating the impact of animated transitions featuring tran-
sient interaction hints on the discoverability of swhidgets, revealing a disconnect between
noticeability and discovery, and offer possible causes.

5.2 Related Work

We first review the characterisation of Swhidgets in mobile interfaces, before discussing the
approaches our work builds and expands upon to improve discoverability of Swhidgets:
visual signifiers, and animated transitions.

5.2.1 Swipe-Revealed Hidden Widgets

(a) System swhidget (b) View swhidget (c) Item swhidget
Figure 5.2 — Visualisation examples of different swipe-revealed hidden widgets. The swhidgets are coloured in
green. If other elements from the main view are moved with the swipe, they are coloured in blue. (a) Swipe from
the top or bottom of the screen reveals a system swhidget, which appears on top of the general view. (b) Swipe
from the screen edge moves the majority of the main view to reveal a swhidget in the created space. (c) Swipe
horizontally on a list item moves the entire item to reveal an item swhidget beneath it.

Swipe-revealed hidden widgets, or Swhidgets, are a technique employed in touch interfaces
to provide users access to controls such as buttons and actions through a swipe gesture,
while not taking up screen real estate [177]. More specifically, we consider a Ul element to
be a Swhidget if it is an interactive element that (i) is hidden by default, (ii) introduces a new
component when revealed through swiping, and (iii) does not permanently change the main
view of the interface, which often remains consistent “underneath” or “above” the swhidget
(Figure 5.2). Pong and Malacria [177] classified three types of swhidgets — system, view,
and item. We follow their classification but add our own considerations regarding swipe
direction, implementation, and the relation to existing screen elements.
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Out of view Moving with finger < Execute action >
< Reveal information > Snap to end position
<Revea| action item(s)>
Finger movement Swhidget translation C> Swhidget function if translation threshold reached

Figure 5.3 — Chart showing the progression of swhidget. The swhidget moves (green) with the finger movement
on the screen (orange). If a threshold is reached the swhidget, upon release, either executes an action and moves
out of view, or snaps to an end position revealing action items (i.e. buttons) on screen. If the translation thresh-
old is not reached, the swhidget moves out of view upon release. For certain swhidgets (i.e. time on messages)
there are no actions and subsequently no translation threshold, as their sole aim is to reveal information through
the swhidgets temporary visibility.

System swhidgets are revealed from the top or bottom of the screen through vertical swip-
ing, presenting an overlay of the current main view regardless of what the current applica-
tion or view displays. Key examples are the notification and control panels in both Android
and iOS?. As illustrated in Figure 5.2a, no part of the main view moves upon revealing the
hidden widget, since the widget appears on top of the view as an overlay. To distinguish
these widget overlays from the main view, Android progressively decreases the main views
opacity whereas iOS blurs it.

View swhidgets are revealed from any side of the main view or container through swiping
from the screen edge towards the center. The main view moves with the swipe motion,
revealing a widget in the created space between the screen edge and the view. Usually the
main view does not consist of the entire screen, leaving some elements such as top menu
bars in place (see Figure 5.2b). Examples include the email view on iOS, search in email
list views or Spotify playlists, message time on Instagram as well as filtering messages on
Signal.

Item swhidgets are revealed from the left or right side of the screen through horizontal
swiping which moves one individual item or list item on screen with the motion of the finger,
revealing the hidden widget on the edge of the screen (see Figure 5.2c). Item swhidgets are
the most commonly implemented swhidgets aside from system swhidgets, with examples
including deleting, archiving or editing list items in email applications, messaging apps,
memos, or reminders as well as reacting or replying to messages.

Regardless of classification, swhidgets generally perform one or multiple of three functions:
revealing information, revealing action items, or executing an action. To do so, they follow
a movement pattern in which they are out of view, move with the finger once a swipe in the
correct area is performed and either move back out of the view or snap to an end position
on release (see Figure 5.3). Snapping to an end position as well as executing an action on
release depends on whether the swipe movement goes past a certain threshold (e.g. hor-
izontally halfway across the screen). If the threshold is not reached, the swhidget moves

1. The illustrative examples which we discuss in this section are representative of the state-of-the-art anima-
tions found in Android version 13 and iOS version 16.3.
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Figure 5.4 — Examples of swhidgets being temporarily signified through animation. Left: Instagram Reels ani-
mation suggesting users can swipe up to see more. Middle: iOS alarm ‘edit’ page featuring a swipe animation.
Right: Hinge match page showing preview animation of swipe revealed menu when dwelling on the list item.

back out of view without executing an action. Figure 5.3 indicates the possible opportunities
where functions can occur. Notably, all examples of vertical swhidgets that we could find
revealed action items rather than executing an action immediately upon release.

While they rely on a small set of core principles, swhidgets span a rich design space, with di-
mensions including type of swhidget (Figure 5.2), associated functions (i.e. buttons, actions,
...), as well as how they respond to user input (i.e. trigger action upon release, thresholds,
...). As a result, it is not trivial for users to be aware which swhidgets may be available in
an interface, nor what their specifics are. This challenge is further exacerbated by the lack of
standards and conventions, as existing swhidgets are currently inconsistent across different
operating systems and applications. For example, in Whatsapp (Version 2.23.2.76) swip-
ing right on a message allows users to ‘reply” directly to the message, whereas in Telegram
(Version 9.4.2), which bears a strong resemblance to the Whatsapp interface, swiping right
returns users to the message overview and swiping left allows the ‘reply” option by default.
While Android 13 allows access to a control panel and notifications by swiping down from
the top of the screen, iOS differentiates between downward swipes from different edges at
the top of the screen, revealing notifications when swiping down from the left-hand corner
and a control panel when swiping down from the right.

Swhidgets are a powerful tool to augment the range of possible in-context interactions in
touch interfaces, but their discoverability is hindered by their inherent hidden nature and
the lack of consistency across applications and systems, which is what we aim to address in
this chapter by introducing visual signifiers temporarily exposing swhidgets.

5.2.2 Communicating ‘swipe-ability”

There are design patterns which are commonly used to convey the availability of swipe in-
teractions. Notable examples include partially visible content at the view edges, carousels
previewing content, tabs and menu bars highlighting the selection of a currently visible view
alongside the existence of other views to their sides as well as animations telling us to swipe
to unlock or open. These signifiers are essential in communicating to users which type of
interaction (swipe) is available where in the interface to achieve something.

While similarly relying on swipe interactions, swhidgets, due to their inherently hidden de-
sign, typically do not provide any visual cues before the feedback once the swipe gesture is
initiated. This, in addition to their inconsistent implementation, makes it hard for users to
discover them or determine when they are available as well as which function they serve.
Nonetheless, there exist some notable examples of “swipe-ability” being visually communi-
cated for content beyond the screen bounds. In Instagram Reels (Version 282.0.0.22.119), the
availability of swiping upwards to switch to the next reel is shown through an animation
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moving the current content upwards, showing a peek of the following reel with overlaid
text stating “Swipe up to see more” (see Figure 5.4 left). Two other examples signify “swipe-
ability” once a swhidget is being interacted with through other means. In iOS 16.3 the alarm
application allows users to delete alarms by swiping on the alarm, as well as through an
edit button that then reveals individual delete icons for each alarm. In this edit view, an
animation shows one alarm list item moving to the left, revealing a red block with ‘Delete’
written on it (see Figure 5.4 middle). Ironically, in this edit view swiping on alarm items
(including the one featured in the animation) is not possible. Swiping on the alarms is only
possible once users exit the editing mode, that shows them the theoretical availability of the
swhidget. In the Hinge application (Version 9.25.1) swiping on existing matches in a list
view reveals a menu. These options are not accessible through other means, however when
dwelling on one of these matches, a short animation of the list item moving to the left is
shown (see Figure 5.4 right). Since this animation is temporary and does not fully reveal any
option in the menu, it is purely implemented to signify the possibility of swiping.

We take inspiration from these examples and explore the potential of temporarily display-
ing visual signifiers that communicate the availability of swhidgets. By displaying signifiers
only temporarily, this sustains the advantage of swhidgets not adding visual clutter, while
subtly supporting their discovery.

5.2.3 Animated Transitions

Transitions between different Ul views describe the switch from view A to view B. To im-
prove usability and navigability, these transitions are commonly smoothly animated to pro-
vide context of the location and relationship between different views [131]. Animations are
well established as tools to keep users oriented during navigation and to support tracking
during layout changes [40]. As such, animated transitions have been found to increase the
perception of continuity [97], guide user attention and highlight changes [148], and support
the formation of accurate mental models [112]. Animated transition have also been found to
increase understanding of the causal connection between states while also being considered
visually pleasing [209].

When considering the style of animated transitions, there is a virtually infinite number of
ways that one can animate elements between two views. The trajectories that elements fol-
low, the staging, duration, as well as pacing of the animation are all dimensions a designer
has to consider when creating an animated transition. For interface design, Apple’s de-
veloper design guidelines features vague recommendations like “design a launch screen that
smooths the transition to the first screen” [57] and to “avoid jarring transitions” [56], but do not
offer a comprehensive record of the transition types currently implemented in their system.
Material Design offers a transitions help guide [131] which examines transitions in both An-
droid and iOS considering different transition patterns and when they are suitable.

One example, is the transition that occurs when application icons are tapped (see Figure 5.5),
triggering a transition from the homescreen to the application in question. In both Android
13 and iOS 16.4.1 this transition follows a container transform pattern [131] in which the
icon slowly scales up to the full screen and transforms into the application view. Despite fol-
lowing the same general idea, there are some differences between platforms. While on both
platforms the icon grows and slowly fades into the app view as it scales up, the execution
differs. On iOS the view appears in full and scales up to eventually fit the full screen, similar
to a zoom. Meanwhile, on Android the icon reveals the view as it scales up with its outer
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Figure 5.5 — Animated transition between homescreen icons and the application they open in Android (1) and
i0S (2). In both systems, this transition follows a “Container Transform” pattern in which an icon in view A
scales up and transforms into view B, which then continues to scale up and fill the screen.

corners out of view initially. Additionally, on iOS the background darkens and blurs as the
icon transforms. Finally, on Android, the top status bar displaying the time, battery status,
and so forth, remains a consistent top level layer, while the status bar on iOS appears as part
of the new view, eventually scaling up to cover the previous status bar.

These patterns make it clear that animation has become an established part of transitions
between views and has successfully been utilised to improve the user experience as well as
understanding of the system.

When examining the roles of animation, Chevalier et al. identified one to be specifically
targeted at providing teaching aid through affordance and preview [40]. Given the lack of
discoverability of swhidgets and the success of visual signifiers and animated transitions as
well as the potential of using animation as an affordance preview, we create animated transi-
tions including visual signifiers for “swipe-ability” in the form of transient interaction hints.
In doing so we create signifiers that, following the design space introduced in section 4.4, are
temporary, on and in the vicinity of the point of interaction and mirror established digital
signifiers.

5.3 Animated Transitions displaying transient interaction hints

Animated transitions are already commonly used to establish a coherent spatial model of
applications [112] (see Section 5.2.3). We see an opportunity to leverage these animations to
their fullest potential, as a means to increase exposure to swhidgets. We propose to address
the problem of lacking visual signifiers for swhidgets while maintaining an uncluttered in-
terface, by extending the function of animated transitions to include transient interaction
hints. Doing so requires minimal changes in current interfaces: adding visual components
that show the presence of swhidgets beyond the usual screen bounds can be achieved while
maintaining the animation style that provides context and help to navigate a system.

We focus on view and item swhidgets (see subsection 5.2.1), as they are most prone be in-
consistent and overlooked. System swhidgets, in contrast, are well established and an inte-
gral part of mobile user interfaces. They are often communicated through product adver-
tisements and keynotes [144]. Therefore, it is likely users would already be aware of their
existence and confident in their use. Additionally, since their implementation has been con-
stricted to a specific use, adapting system swhidgets to other use cases would be a cause
for confusion that would hamper the potential increase in discoverability achieved through
transient interaction hints.
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5.3.1 Transition Type

Since we aim to extend the function of existing transitions, we lean on currently imple-
mented animation types to expand upon. Leaning on the Material Design help guide [131],
we adapted transition patterns to incorporate transient interaction hints for swhidgets, where
appropriate. We describe our modified transitions in the following. Short clips are also pro-
vided in the supplementary material and video figure.

Container transform transitions (see Figure 5.5) were adapted to include swhidgets beyond
the screen bounds in the early stages of the transformation, when the outer edges of the
shape are still fully visible (see Figure 5.6). The visible swhidgets then move beyond the
screen bounds naturally as the container scales up from view A, to transform into the end
position at view B.

Figure 5.6 — Adapted 'Container Transform” animation of an email application opening, showing the available
swhidgets on both sides as the icon scales up.

Forward and backward transitions use a horizontal sliding motion indicating forward and
backward movement between screens. Similarly to the Container transform transitions, they
were adapted to show swhidgets before they move to their position beyond the screen
bounds (see Figure 5.7). As view B moves into the screen from the left, we show the swhid-
gets to the right of view B before they disappear on the right side of the screen in the final
view B.

Figure 5.7 — Adapted "Forward and backward’ animation of an email application opening, with the application
sliding in from the right side, revealing the swhidgets to the right of the usual application view before reaching
its end position.

Panels transitions combine Top Level and Enter and Exit transition patterns. Individually, top
level transitions are not suitable to communicate the existence of swhidgets as they do not
include motion and immediately arrive at the end state, view B. However, this near instanta-
neous transitions between states A and B allows additional time to be dedicated to transient
interaction hints. We implement these by adding the swhidgets, which would typically not
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be visible in view B, to the initial view loaded through the top level transition and then move
them to their location outside the screen bounds through an exit transition. As this results in
panels with the swhidgets moving out of frame, we subsequently use ‘Panels” as shorthand
for this transition.

Figure 5.8 — Adapted 'Combination Top Level + Enter and Exit” animation of an email application opening,
with the application opening instantaneous and the available swhidgets slowly sliding out through an exit
animation.

All transitions are designed using a slow-out animation pacing, which has been found to
improve user performance in comparison to other pacings [64], and is in line with industry
standards [129].

5.3.2 Transition Duration

Previous work suggests that the minimum duration for conscious perception is shortly after
200ms [31,191]. This is in line with current conventions for transitions, with Material Design
guidelines suggesting durations between 200ms and 500ms for different transition types,
and offering default values for motion durations up to 1000ms in their “Design tokens’ [129].
This maximum duration matches the suggestion that for user interface responses, 1000ms
is the maximum time for the user’s flow of thought to stay uninterrupted [160]. Following
these considerations and given the aim for the transitions to be consciously perceived, we
implemented transitions with an initial duration of 1000ms.

5.4 Study 1 - Noticeability

We first run a study investigating which TRANSITION TYPE and DURATION are noticeable to
users. We do so before investigating their impact on discoverability, to verify that the visual
signifiers embedded in animated transitions are noticeable, which we consider a prerequisite
for improving discoverability.

5.4.1 Experimental Design and Procedure

Our independent variables were TRANSITION TYPE (see section 5.3.1) and DURATION (see
section 5.3.2). To avoid learning effects, we used a between-subjects design where each par-
ticipant only saw one of the TRANSITION TYPE X DURATION combinations.

The study followed the procedure depicted in Figure 5.9 and took an average of 5 minutes
to complete. Participants were handed a phone and asked to press the email icon, which
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triggered an animated transition of the mail application opening (see section 5.3.1). They
were then asked to describe what they had seen. Subsequently, they were shown a slowed
down video of the animated transition and asked whether this was a slowed down version
of what they had just seen.

Question 2
|—> "Could you please .
. & describe X in more Question 3
Question 1 & detail"

¢ etal “Would you say

"Please . "Can you please ¢ - that this is a

press the —p| Inte_)ractllve [ » describe everything —» Answer 1 Answer2 —P \_/|de9 L » slowed down —» Answer 3
L Animation . " Question 2 Animation ) Y/N
email icon you just saw? , version of what
”%f”@ "Is there anything you just saw?”

5, &

Ty I_> else you saw that
you can describe?"

Figure 5.9 — Procedure for noticeability study. Questions and instructions from the experimenter are shown in
quotation marks. Encounters with the animated transition on a phone are shown with black borders. Recorded
answers are highlighted in blue, they are coded as described in section 5.4.3.

Both animations (Interactive and Video) were played on an iPhone XS running iOS 16.4. In
an effort to ensure the novel component of the interaction would be the transition, we opted
to use a familiar interface as the basis of the transition animations tested (i.e. iOS homescreen
and e-mail).

The transition animations were created using Adobe After Effects. For the “Interactive Ani-
mation”, the animations were then exported as image sequences with 60 images per second.
We built a web application using PixiJS to load these images and play them back when the
user touched the email icon on the screen. To ensure consistent and precise durations of
the animation, images are displayed according to the passed time, skipping some frames if
required depending on the load of the system. To avoid biasing responses, neither question
about this animation (Question 1 & 2) explicitly mentions transitions.

The “Video Animation” was the same “Interactive Animation” transition the participant had
just seen, but this time as a video playing on the same phone with an extended DURATION
of 5 seconds . Participants were then asked whether the video was a slowed-down version
of what they had seen previously (Answer 3).

5.4.2 Participants

We recruited 60 participants via opportunistic street sampling and word of mouth. They
were aged 18 to 65 (Mean=27.5, SD=9.1) with 33 identifying as men, 25 as women, 1 as non-
binary, and 1 preferring not to disclose their gender.

5.4.3 Data Coding

Considering responses to “Question 1” and “Question 2”, we manually coded responses
that included descriptions of the transient interaction hint in the animated transitions. This
revealed three unique characteristics that were described: colour, motion, and text/icons. If
either characteristic was described in connection to the interaction hint (i.e. “there was blue
and orange on the side” or “the view moved towards me and sort of got bigger”), we recorded the
participant as noticing this characteristic. We then created an aggregate score of participants
who had described any of the three characteristics and recorded it as a percentage of overall
notice of the transition. Finally, we recorded the responses to “Question 3” as “Recognition”,
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with participants responding with “Yes” for “Answer 3” considered to have recognised the
transition. However, responses to this question may be a more successful indicator of what
people definitely did not notice, given that the video and question test recognition rather than
independent recall. A “No’ response to the recognition question suggests that participants
did not notice the transition at all.

5.4.4 Results

This study revealed differences in the noticeability of the different characteristics considered
depending on TRANSITION TYPE and DURATION (see Figure 5.10).

Notice Colour s Motion I Text Question 1 s Question 2 s Recognition
100% 100%
90% 90%
80% 80%
70% 70% I N
60% 60%
50% 50%
40% 40% I
30% 30%
20% 20%
10% 10%
0% 0%
750 1000 750 1000 750 1000 750 1000 750 1000 750 1000
Container Transform Side Slide Panels Container Transform Side Slide Panels
(a) Noticeability of characteristics (b) Overall noticeability separated by question; recognition

Figure 5.10 — Percentage of participants who noticed the transition overall (orange), noticed particular details
(blue) and recognised the transition (green) separated by transition DURATION (in ms) and TRANSITION
TYPE.

The TRANSITION TYPE “Panels” achieved the highest noticeability overall, as well as the
highest percentage of notices of colour, motion, and text/icon, suggesting it is the most no-
ticeable. In contrast, “Container Transform”, which mirrors the existing transition for the
presented interaction most closely, achieved the lowest noticeability overall with low per-
centages of notices of the individual characteristics.

Out of 60 participants, only 4 explicitly referred to the swhidgets when describing the screen—
3 of which were shown the “Panels” transition (2 x 1000ms, 1 x 750ms) and one was shown
the “Side Slide” transition (1000ms).

5.4.5 Discussion

Given the comparatively higher description rate for transition characteristics like colour,
motion and text/icons in response to question 1 and 2, it appears “Panels” was the most
noticeable TRANSITION TYPE. Interestingly, the “Container Transform” TRANSITION TYPE
was overall described in less detail suggesting it was less noticeable. However, the high
rate of question 2 notices for “Container Transform”x1000ms may indicate that this lack
of characteristic descriptions may be partially attributed to participants not considering the
transition noteworthy rather than them failing to notice it. Since the transition most closely
resembles current commercial interfaces, it is the least “different” which may detract from
its noticeability while other transitions may stand out by varying from the established norm.
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When examining DURATION, the 1000ms transitions were remarked upon repeatedly as no-
ticeably slow, with participants stating things like “It was kind of slow” (P5), “A very slow
mailbox opening up... super slow” (P20) and “It was coming very slowly I think, the moving gen-
erally, my phone it appears right away” (P25). While some participants also commented on the
750ms being slow, other participants commented on the transition happening fast, stating “I
couldn’t remember it, because it went away so fast” (P36) and “actually it was like pretty fast, so 1
could just see like the title of the emails, some of the emails, not all of it” (P38).

The decreases in some noticeability measures suggest that for the purpose of a discoverabil-
ity study, further decreasing the DURATION of the transition is not advisable. However, the
increase in colour and text notices for the “Panels” transition when decreasing the DURA-
TION suggests that noticeability varies widely between users and a lower transition DURA-
TION may prove to be noticeable to some users, especially when implemented permanently,
allowing repeated exposure.

Given these results, we proceed to run a discoverability study using the most noticeable
transition (Panels) as well as the one most closely resembling current interfaces (Container
Transform) at a DURATION of 750ms. We do not include the 1000ms DURATION due to its
negligible increase of noticeability and the repeated references to it’s unusually slow move-
ment.

5.5 Study 2 - Discoverability

We examine the impact of transient interaction hints on the discoverability of swhidgets, by
comparing two of the previous TRANSITION TYPES (‘Container Transform’, ‘Panels’) to a
baseline transition with no interaction hints embedded.

5.5.1 Experimental Design and Procedure

The experiment followed the procedure outlined in Figure 5.11. To test the discovery of
swhidgets, we created a web application featuring 6 tasks with different swhidgets imple-
mented in the Ul (see Figure 5.11 and section 5.5.1.1). All tasks were accessible from a
“Homescreen” featuring 6 buttons with the corresponding task numbers on them. Tasks
1-4 were pictionary tasks, where participants had to draw a given word or phrase, whereas
tasks 5 and 6 were questionnaires in which participants were asked to indicate their agree-
ment/disagreement with a statement. The pictionary tasks were designed to make the use of
colour increasingly necessary with each task. When tapping a task button, the correspond-
ing task opened playing a 750ms transition, which was implemented in the same way as
study 1. The TRANSITION TYPE remained the same for all 6 tasks.
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Figure 5.11 — Outline of the procedure for study 2 and overview of tasks and the swhidgets available for them.
Swhidgets in green are necessary to complete the task, but another way to achieve the function is available in
the interface. Swhidgets in yellow are not necessary to complete the task but are the only way to access this
particular function. Swhidget in orange are necessary to complete the task and the only way to access this
particular function. Figure 5.12 depicts the swhidgets and their position on the screen bounds of the phone.

Following a split-plot design, each participant experienced only one TRANSITION TYPE (sec-
tion 5.5.1.2), while all participants were presented with the same TASKS featuring the same
SWHIDGETS.

The interaction with the web application was followed by questions about the participant’s
experience. First, participants who used the swhidgets available while completing tasks 1-
5 (i.e. swhidgets they were not forced to discover) were asked how they knew they could
swipe from the screen edge to reveal additional functions. Participants who had not used
the swhidgets were asked whether they were aware of them. Afterwards, participants were
asked to rate the noticeability of the transition on a 7-point Likert scale (1: Not at all no-
ticeable — 7: Extremely noticeable). Finally, participants were asked to indicate their agree-
ment/disagreement with 4 statements to gauge how they perceived the animated transition,
as well as their familiarity with different swhidget types (1: Not at all - 7: Extremely high).

5.5.1.1 Swhidgets

We integrated different SWHIDGETS into the UI of our study application. For the pictionary
tasks, we made drawing tool menus available through swiping from the left (stroke width
+ clear canvas) or the right (colour selection) edge of the screen (Figure 5.12 left). Task 4
substantially increases the need for colour through the prompt of two drawings that differ
solely in colour, making discovery of the tool menu almost essential to properly complete the
task. For the question tasks, participants could indicate their agreement/disagreement with
a statement by respectively swiping left or right on the item (Figure 5.12 right). While the
first question task (task 5) also allowed agreement/disagreement to be registered through
tapping on the item and selecting agree or disagree on a pop-up screen, this option was
removed for the final task 6, forcing discovery to complete it. Additionally, a SWHIDGET to
‘Submit” was implemented across all tasks, triggered by swiping upwards from the bottom
of the screen. However, closing the tasks was also possible through a three-dot menu in the
top right corner, which revealed a menu with a sole ‘Submit” option.
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Figure 5.12 - SWHIDGETS implemented in the discoverability study for the drawing task (left) and the question
tasks (right).

The two drawing tool menus (left [stroke width + clear canvas], right [colour selection])
follow the “Snap to end position” pattern described in Figure 5.3, meaning they reveal action
items once a translation threshold is reached, i.e. they can be “opened”. In contrast, the
‘Submit” and ‘Rating” SWHIDGETS immediately execute actions when a given translation
threshold is reached. Finally, it should be noted that, from a Ul component perspective, the
SWHIDGETS at the bottom, as well as the right and left edges of the screen for tasks 1-4, are
novel, while the “Agree/Disagree’ rating SWHIDGET for tasks 5 and 6 mirrors the behaviour
of existing list views such as emails.

5.5.1.2 Transitions

In addition to the ‘Container Transform’ (Figure 5.14) and ‘Panel Exit’ (Figure 5.15) TRANSI-
TION TYPES from the noticeability study, we include a baseline without transient interactions
hints. Following the same patterns as ‘Container Transform’, which is the standard pattern
for this type of transition, it does not depict the swhidgets at any point (Figure 5.13).

lllllllh CCCCC W ‘

Figure 5.13 — Baseline transition between the task ‘homescreen” and the individual tasks, based on a container
transform pattern without transient interaction hints.
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Figure 5.14 — Container transform transition between the task ‘homescreen” and the individual tasks, based on
a container transform pattern including transient interaction hints at the edges of the container, that move out
of view as the end state of the transition is reached.

Figure 5.15 — Panel exit transition between the task "homescreen” and the individual tasks, showing the swhid-
gets showing up on the edges of the screen as ‘Panels’ before exiting the screen in the direction in which they
are accessible.

5.5.2 Participants

We recruited 33 individuals (23-57 years old, Mean=30.45, SD=7.43; 22 self-identified as
men, and 11 as women) to participate in the study, each completing the 6 tasks with one
consistent TRANSITION TYPE throughout the tasks. None of the participants participated in
study 1 or otherwise previously encountered the transitions.

5.5.3 Results

We employ two metrics as indicators of discoverability. First, we use the percentage of par-
ticipants that used, and therefore discovered a given swhidget. Second, we examine the time
from the point a swhidget was available to participants, to their first use, therefore measur-
ing the amount of time it took to discover a given swhidget.

5.5.3.1 Usage/Discovery Percentage

Between the two pictionary swhidgets, the right swhidget (colour tool) was used by more
participants. As Figure 5.16 illustrates, the majority of participants discovered and used the
right swhidget by the final pictionary task (task 4) which made colour essential to completing
it (drawing a French and a Belgian flag). Nonetheless, there were 7 participants (2 "‘None’, 4
‘Container Transform’, 1 ‘Panels’) who used neither the left nor the right swhidgets at any
point. When questioned, all of them indicated that they had not been aware of the swhidgets.
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Percentage by Task and Type
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Figure 5.16 — Plot showing percentage of participants that used a given swhidget per task and transition type.
In task 1-4 left and right menu swhidgets were available, while task 5 and 6 included swhidgets to agree/disagree
with a statement. Task 6 made the swhidget necessary to complete the task.

When examining the usage of the ‘Agree/Disagree’ rating swhidget in tasks 5 and 6, very
few participants discovered and used the swhidget in task 5. This was despite the increased
effort presented by the alternative way of completing the task, which was a popup that ap-
peared when tapping the statement that then offered an agree and a disagree button. Aside
from increasing the steps required to agree or disagree with a statement, this popup ap-
peared on top of the statements, leading to participants opening and closing the popup
repeatedly to read the statement again. Notably, of the participants who did discover the
swhidget in task 5, none returned to using the popup, indicating that the swhidget was the
preferred interaction method after it was discovered. In task 6, which made discovery of the
swhidget necessary due to the removal of the popup, all participants were able to indepen-
dently discover the swhidget and complete the task.

Observation during the study revealed, that participants who had not discovered the swhid-
get in task 5, largely attempted other interaction methods before discovering the availability
to swipe in task 6. Upon the removal of the “Tap popup rating” in the final task, participant
repeatedly attempted to tap nonetheless, as well as tapping different locations and in specific
orders, using force and dwelling. Despite swipe being a common interaction in list views
and the majority of participants indicating general familiarity with list view swhidgets (Fig-
ure 5.17), it was not the first interaction attempt following tap. Nonetheless, all participants
did discover the swhidget by themselves during task 6. One in particular only noticed the
transitions for the final two tasks. After discovering the swhidget at the end of task 5, they
noted upon seeing the transition at the beginning of task 6: “Oh that’s why there was a slide
animation.” [P26 - Panels], indicating that they had noticed the animation but did not con-
nect it to the swhidget or the possibility of swiping until they had accidentally discovered
the interaction.
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Figure 5.17 — Plot showing participants rating of their own familiarity with list item swhidgets on a 7 point
Likert scale, separated by transition type.

The ‘Bottom Submit” swhidget was only used by a total of three participants, one in each
TRANSITION TYPE condition. Multiple participants tried to either ‘tap” the bar at the bottom
or attempted to swipe up from a wrong position. However, upon questioning their reason-
ing, it became clear that none of the 10 participants who attempted to swipe up in the wrong
position did so to submit the task or because they had noticed the option in the transition.
Their reasoning varied from searching for further tools (“I'm looking for an undo, there must be
one....” [P26 - Panels]) and testing all swipe directions (“I saw that there was something hidden
[left and right] so I tried all [the directions from the screen edge].” [P21 - Container Transform]),
to familiarity with the general availability of swiping up or a lack of familiarity with the iOS
interface in particular (“I didn't know what that [iOS bottom bar] does, so I thought it might be
used for that.” [P24 - Container Transform]).

5.5.3.2 Timing

We consider the time until a SWHIDGET was first used from when it was first available to the
participant (i.e. when the first task in which the swhidget is available was opened). After
filtering out participants who never used a given swhidget, there is no significant effect of
TRANSITION TYPE, for any of the SWHIDGETS implemented (Figure 5.18). For the pictionary

Transition Type —
I None
[ Container Transform
I Panels

800
600

400
4

e

Left (Stroke Menu) Right (Color Menu) Bottom (Submit) Rating
Swhidget Type

Seconds until first use of swhidget

Figure 5.18 — Time in seconds until a given swhidget was used for the first time from the moment it became
available, separated by the swhidget type and transition type viewed. Since number of observations varies
between TRANSITION TYPES and SWHIDGETS, it is indicated as the number above the plot.
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tasks, neither the left (x?(2) = 2.447,p = 0.29), nor the right (x*>(2) = 0.407,p = 0.82)
menu SWHIDGET vary significantly in the time required until the first use of the swhidget
between TRANSITION TYPES. Similarly, the time until the ‘Agree/Disagree’ rating SWHID-
GET was first used in the question tasks, does not vary significantly between TRANSITION
types (x*>(2) = 1.145,p = 0.56). The number of data points varies between the different
SWHIDGET and TRANSITION types, as some participants did not use either of the swhidget
menus in the drawing task, while all participants were forced to discover the rating swhidget
in the final task, as the only means to complete it.

5.5.3.3 Transition Perception

When examining the agreement with the different transition statements, we did not find
significant differences for any of the questions between transition types.

W 1 Strongly Disagree WM 2 Disagree 3 Somewhat Disagree 4 Neither Disagree nor Agree 5Somewhat Agree  WEN 6 Agree  EEE 7 Strongly Agree

The transitions between views improved my experience.
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None- T
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The transitions between views improved my understanding of the interface.
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None-

Container Tansform- [ B

The transitions between views slowed me down. .
roncis- I
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conainer Torstorn [
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Panels-
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Figure 5.19 — Plot showing participants agreement rating with the statements “The transition between views
improved my experience”, “The transition between views improved my understanding of the interface”, “The
transition between views slowed me down” and “I liked the transition between views” on a 7-point Likert scale,
separated by transition type.

Participants who had used the available swhidgets throughout the tasks, were prompted to
explain how they knew they could swipe from the screen edge to access additional menus
and features. Most participants reported coming across the swhidgets ‘accidentally” (P1, P4,
Pe, P8, P15, P19, P20, P26, P28) or ‘by chance” (P2, P13, P21, P22, P30). Some participants
reported they assumed such functionality through familiarity with other interfaces featuring
similar swhidgets (P12, P16, P17, P23, P31) or through intuition (P18), while others stated
they simply ‘guessed” (P11, P29).

Notably, only participants who were shown the ‘Panels’ transition mentioned the animation
atall. P8 noted that “at first, it was accidentally. Once I realised about this, I noted that it appears at
the beginning of the ‘game’ but very fast”. Similarly, P14 stated that they knew about the swhid-
gets “thanks to the preview at the beginning of the task and also because I accidentally touch a border”
and P20 reported that “when starting the task, the side menus were apparent and collapsed. This let
me know they existed. But I only knew how to access them by error when trying to draw”. The sole
participant who appeared to discover the swhidgets exclusively due to the animation (P32),
was hesitant and asked whether “the colour in the animation, can it be used?”, stating “I did not
try it myself though I thought about it, but thanks to the animation at the beginning”. Conversely,
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another participant in the ‘Panels’ condition stated they became aware of the swhidgets, be-
cause they “quessed after a few tasks but there was no sign”, corroborating the findings of the
noticeability study, that perception of the transition animation varies substantially between
individuals.

Despite this variance between participants, qualitative analysis of the responses suggest, that
the ‘Panels” TRANSITION TYPE was the most noticeable, given that it was the only TRANSI-
TION TYPE participants cited as a source of their awareness of the swhidgets. However,
when considering the reported noticeability ratings for the different TRANSITION TYPES,
there is no significant difference in how noticeable the transition is reported to be between
groups (x%(2) = 0.476, p = 0.79, see Figure 5.20).

1 Not at all 2 Slightly mmm 3 Somewhat Em 4 Moderately 5 Generally HEE 6\Very HEEE 7 Extremely

Panels -

None-

Container Transform -

Figure 5.20 — Plot showing the reported noticeability of the transition on a 7-point Likert scale separated by
transition type.

5.6 Discussion

The results of the studies in this chapter indicate that transient interaction hints are notice-
able when the animation has a duration of 750 ms, but do not improve the discoverability of
swhidgets. This presents a departure from the prevailing assumption that increased visual
depiction increases awareness of a given feature or interaction method which was supported
by our studies in the chapter 4.

That our results suggest no improvement through added visualisation raises the question
of whether visualisations are not noticeable in certain contexts as well as whether increased
noticeability actually translates to increased discoverability.

5.6.1 Are Transient Interaction Hints Noticeable?

The results from study 1 suggest that, at a minimum the ‘Panels’ transition was noticeable
at a duration of 750 ms since participants not only noticed multiple features of the transi-
tion, but were able to describe individual characteristics of the transition. In contrast, when
considering the subjective ratings of noticeability in study 2, no group rated the transition
they were seeing higher than an average of ‘3 - Somewhat’. While these measures do not
allow a direct comparison, they suggest the transitions, were, at the very least, perceived
to be less noticeable in the second study. However, individual comments during study 2,
contradict the assumption that the transitions were actually less noticeable, since even par-
ticipants who did not use the swhidgets and indicated they were not aware of them, were
able to describe the transitions (e.g. P5 (Panels) “the screen splits in the middle to give way for
the task space”). Nonetheless, the context of study 2 may have changed the perception and
subsequent conscious perception of the transitions. While multiple participants in study 1
independently commented on the transitions being slow at 750 ms, participants in study 2
largely disagreed with a statement that the transitions slowed them down.
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Additionally, study 2 presented tasks to the participants, removing their focus from the tran-
sitions. This is supported by statements like “I was so focused on the drawing part and the
changes in the interface that I did not realise there were transitions” (P6 - Container Transform)
and “I didn’t pay attention to it at the time” (P29 - Panels). The participants’ notion of what is
important in the study may contribute to a cognitive focus on the tasks themselves, disre-
garding anything else and therefore not considering the transitions due to inattention and
change blindness [138].

As the previous comments from P6 and P29 indicate, participants did not pay attention to
the transition animation, going so far as to state that they were focusing on “changes in the
interface” and “did not realise there were transitions”, indicating that they did not consider the
transition animation to be a part of the interface. Previous studies and state of the art suggest
that animated transitions are successful in conveying information about the layout of appli-
cations and can support users in building more accurate mental models [112,131]. However,
these comments suggest that the participants” mental model of the task and transitions in
general may have led them to consider transitions as superfluous. If they considered inter-
face transitions to be purely decorative, they may ignore them in favour of focus on a given
task. This suggests that it may be difficult to adapt previously decorative features to include
and transfer information as the users’ previous experience may prejudice them to pay the
feature no attention.

Nonetheless, given the ability of participants to describe the transitions and the increasing
need of the tools provided in the swhidgets to complete the task, it is surprising that the
perception of the transitions does not appear to translate into increased discovery of the
swhidgets or exploration of the interface.

5.6.2 Why doesn’t Noticeability Translate to Improved Discoverability?

While discoverability of swhidgets was not improved through transient interaction hints,
once they were discovered they were the preferred interaction method over alternatives in
menus and pop-ups, confirming the finding of previous studies [177]. This suggests that the
delay or lack of use of swhidgets was not due to a preference for alternatives, but rather a
lack of discovery.

One potential explanation is that, while noticeable, animated transitions are not perceived
as relevant to the interaction and observations of signifiers embedded in them are discarded
without further consideration.

Additionally, even participants who not only noticed the transitions, but listed them as part
of why they were aware of the swhidgets, did not infer the availability of the input. For in-
stance, P20 states “when starting the task, the side menus were apparent and collapsed. This let me
know they existed. But I only knew how to access them by error when trying to draw”, and P32 was
hesitant and not trying to access the swhidget independently, despite seeing the animation
and wondering whether “the colour in the animation can be used”. This indicates that even no-
ticed visual depictions may not invariably result in improved discoverability of interactions.
To explore this, we informally tested transitions with an extraordinarily long duration of
5000ms showing a slow-motion animation [214] with 4 participants (2 “Container Trans-
form”, 2 “Panels”). Supporting our hypothesis that transitions are not considered relevant,
the 2 “Container transform” participants did not discover the swhidgets through the anima-
tion. While both reported to have seen the transition animation, they stated they were “too
focused on the task” and “didn’t really pay attention”. In contrast, the 2 “Panels” partici-
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pants did discover the swhidgets earlier and directly cited the transition animation as the
cause stating “I saw this when the app started” and “I didn't notice it at first [...] but [for the second
task] I paid more attention at the beginning when it appears”. This suggests that transitions that
significantly differ from the established norm may be more likely to successfully convey in-
teraction. However it should be noted that none of the participants discovered the “Bottom
(Submit)” swhidget, with 3 not noticing it at all in the transition and 1 (“Panels”) stating “my
view was drawn towards the top because I noticed that’s were the instructions were, so I didn't see
what it was, just that there was something”. Additionally, all participants began reading the
task as the text became legible during the transition animation, suggesting they were not
inclined to spend time paying attention to the transition itself.

One possible reason noticeability may not translate to discoverability, is that the depiction
of the available swhidget shows the features” availability but not the associated interaction.
While the interaction to access the swhidget is implied through the directional movement of
the animation, it was not immediately clear to participants, who failed to deduce the “swipe-
ability” of screen elements. This suggests that the animated transitions did not support the
generation of an accurate mental model of the application.

Another possible cause may be that the transient interaction hints are displayed before the
interaction is available, and most importantly needed, rather than concurrent to it. While the
swhidgets are available immediately after the transition, participants were primarily occu-
pied with gauging their task in the first moments of each task. Potentially, depictions of the
swhidgets once participants had determined their strategy to draw a given word or had read
the statements they were indicating their agreement with, would have garnered more suc-
cess by showing their availability as they were needed. This is supported by previous work,
finding that interaction signifiers concurrent to the interaction were more successful [135].
Finally, swhidgets may be largely associated with their command, rather than with the com-
ponent in which they are embedded. Users may be aware that they can, for example, delete a
list item by swiping on it and therefore only consider this interaction in this exact context and
with this specific aim. This is supported by previous work [177] finding that users suspected
the presence of swhidgets in screen layout mirroring those in which they were familiar with
swhidgets, making it unlikely for them to discover swhidgets in new contexts. Since the list
view in our experiment does not allow users to delete the items, but rather asks them to
agree or disagree with the statements, participants may not associate the swhidget with the
desired command and therefore discard the input because they deem it to be improbable.

5.7 Conclusion

Increased noticeability through visual signifiers implemented as transient interaction hints
in animated transitions does not increase the discoverability of swhidgets with our sam-
ple. This raises questions of how transitions are conceptualised in users” minds, whether
decorative Ul elements are automatically disregarded, if interaction hints need to be concur-
rent to the interaction as well as whether increasing noticeability fosters discoverability in
general. Given the previously supported hypothesis that increased visualisation improves
discoverability, this provides a compelling indication of how interaction availability may
be conceptualised differently than assumed and how inputs are discovered while offering
multifold paths for future work.
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General Discussion and Perspectives

This thesis was driven by the goal of improving the discoverability of interactions on mobile
touchscreens. In particular, the core thesis was that

Interaction discoverability can and should be supported in interactive systems, for which
visual signifiers provide a valuable resource which is critically underutilised.

To support this, we first clarified the terminology and examined impacting factors before
isolating visual signifiers as a resource. Investigating them in more detail, we proposed a
design space of visual signifier characteristics and implemented various signifier designs
to validate their impact on interaction discoverability in multiple user studies. Below the
progress towards the objective of this thesis and its contributions are summarised before the
implications of our findings are discussed and directions for future work are outlined.

6.1 Summary of Contributions

This thesis provides a fundamental overview of discoverability in human computer inter-
action and examines the potential of visual signifiers in the interface to improve interaction
discoverability. The following sections summarise these contributions.

6.1.1 Theoretical - Clarification and Exploration of Discoverability

There is a lack of consistency and clarity when it comes to the definition of discoverability
and related concepts such as learnability, which we hypothesis is once cause of its deficient
consideration. Thus we examine existing definitions of discoverability in the context of in-
teraction and clarify discoverability by providing a comprehensive definition and separating
system, feature and interaction discoverability. Additionally, we clearly distinguish discov-
erability from related concepts and highlight how these concepts interrelate and differ.

We then examine established human computer interaction concepts and provide a frame-
work illustrating how they interrelate and impact initial interactions and discoverability in
particular. In this framework we identify factors impacting the interactions to be part of one
of three actors - the system, user or environment.

Finally, after identifying visibility and signifiers in the framework as factors with substantial
potential for improving the discoverability of interactions, we propose a design space of vi-
sual signifier characteristics, considering their timing and proximity in relation to the point of
interaction as well as their explicitness. Through the characteristic explicitness we examine the
level of interpretation and mental effort expected from the user to comprehend the signifiers
intended meaning.
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Altogether, this provides a much needed basis for future considerations of discoverability
and visual signifiers. Establishing a shared vocabulary allows researchers to clearly commu-
nicate focal points while the framework provides an understanding of relevant concepts, as
well as a basis of factors that may be leveraged to improve discoverability or examined to
determine the cause of its failure. Similarly, the signifier design space offers both a catalyst
for the future development and design of visual signifiers as well as a framework through
which existing signifiers can be classified and compared.

6.1.2 Methodological

Studying discoverability presents inherent difficulties of avoiding increased discoverability
through the study setup itself. Things inherently can only be discovered once and given fea-
sible study durations, are unlikely to be forgotten and “rediscovered”. The discovery of one
thing, be that a feature or interaction method, primes users for further discoveries, obscur-
ing the source of discovery. Additionally, requiring discovery to complete a task incentivised
participants, while not requiring it may lead to ineffectual research in which participants do
not engage with the thing to be discovered.

Consequently, in the context of reviewing discoverability and related concepts, we briefly
review how discoverability has been studied in previous work in subsection 2.2.5.

We then reflect on methods employed and their varying success and employ different meth-
ods within our own studies. As the methods employed in the studies in subsection 4.5.1 are
designed to capture the effect of various signifier characteristics, they do not measure dis-
coverability but whether specific signifier designs communicate the intended input. In do-
ing so, they more closely align with guessability studies. Similarly, the method in section 5.4
was specifically employed to measure noticeability. While both these concepts impact dis-
coverability, their measurement does not fully capture discoverability. In contrast, the user
study in section 5.5 does examine discoverability and subsequently presents an example of
a possible methodological approach while also providing a basis for further reflections (see
subsection 6.3.1).

6.1.3 Practical

To investigate the potential of visual signifiers for interactions on mobile phones, we created
two sets of signifier designs. While they provide a basis for our examination which resulted
in multiple practical takeaways, they additionally act as a starting point, guideline and in-
spiration for future implementations of visual interaction signifiers.

For example, the designs introduced in subsection 4.4.2 form the basis for signifidgets [35],
which is a reflection on how programming APIs could approach the use of widgets, pro-
viding the opportunity to add possible user inputs and concurrently modify the widgets
behaviour and appearance to visually signify the change to the user.

As illustrated in Figure 6.1 the visual depiction of the button changes as input listeners and
callbacks are added to the code. When a widget is added it is visualised as is seen in (a), as no
interaction is available. Once any type of input is added, the widget changes its appearance
to communicate interactivity, in this case it changes from grey to a coloured button. For
‘Tap’ (a) there is no added visualisation beyond the colour. For ‘Double Tap’ (c) the widget
is displayed with two circles that get filled when the button is clicked. Similarly, for “Dwell’
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(a) No Interaction (b) Tap (c) Double Tap (d) Dwell (e) Dwell Levels  (f) Combination
Figure 6.1 — The different visual states of signifidgets as interactions are added to a widget programmatically.

(d) a scale is displayed above the widget that fills as the dwell duration is reached. This can
be expanded to include multiple thresholds of dwells (e) or a combination of various inputs

(f).

In addition to this concrete implementation, subsection 4.7.1 summarises practical guide-
lines extracted from our study results regarding signifier design that can be applied to dif-
ferent designs and contexts. These include considerations of which type of design may be
most suitable and when and where it should be displayed.

Building on this, chapter 5 reveals that some user interface elements may not be suitable to
provide visual interaction signifiers and considers the causes for this, allowing designers to
circumvent ineffective visualisations in the future.

6.2 The Importance of Discoverability

One key premise of this thesis is the importance of, not only discoverability, but in particular
its increased consideration when examining or introducing interactive systems.

This thesis focuses specifically on the discoverability of touch interactions, as they are widely
implemented in commercial devices and yet so diverse that the discovery of which input is
available continues to be a struggle.

For one, there appears to be an assumption that the interactivity of commercially established
devices is inherently evident to users already. However, there is an ever-expanding interac-
tion vocabulary for touch screens with complex inputs like gestures and patterns that are
increasingly not only available for a single finger, but also multi finger interaction, that ne-
cessitate perpetual discovery. Additionally, even if users are theoretically aware of different
input methods on smartphones such as dwell or double tap, where and when these inputs are
available is inconsistent at best, seemingly random at worst.

Furthermore, given the number of features available on modern smartphones, it is not feasi-
ble for users to first discover and then recall all of the times particular interactions are avail-
able to them without any guidance. If touchscreens are not designed to cater specifically to
expert users, which given their widespread adaptation is both unlikely and inadvisable, the
lack of discoverability support inherent in the system does a disservice to a majority of their
user-base.

Nonetheless, this reflects only a fraction of discoverability which at large remains a chal-
lenge. Albeit circumstantial, this is exemplified by the unanimous reaction to discussion
about the topic of this thesis being personal examples of interactions one had failed to dis-
cover or the sharing of interactions people consider to be unclear.

While a focus on technical possibility and validity or aesthetically pleasing and appealing
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interfaces is valid and crucial, it is myopic to simply assume them to be “intuitive”. Given
that technology is perpetually updated and its capability expanded, the discoverability of
interactions is not trivial but rather one of the fundamental problems of human computer
interaction.

6.3 Measuring Initial Interactions and Discoverability

Studying discoverability presents an inherent tension between meaningful results and avoid-
ing discovery triggered through the study setup itself and corresponding instructions.

Participants

Since discovery is a binary measure, it can only happen once - either an interaction is dis-
covered, or it is not. This makes repeated measures impossible, leading to an increased
number of participants required. Furthermore, as users might infer the goals of the study;,
examining interaction discoverability limits the interactions whose discovery can be studied
simultaneously. This is reflected in our study in section 5.5 by participants who had discov-
ered one swhidget inferring the existence of another, searching for swhidgets on all screen
edges well as testing different interactions at random in search of additional tools, assum-
ing they would be similarly hidden. The users” potential inference of the goals of the study
additionally makes it inadvisable to include participants who are familiar with the research
subject or have participated in previous associated studies. This limits the pool of potential
participants and further complicates user studies.

Study Setup

To study the discoverability of an interaction method, users need to, in some way, be encour-
aged to interact with the system it is implemented in, as well as the interaction method in
question. If the interaction method is at no point beneficial to the user, they may never dis-
cover it. On the other hand, if users are presented with a task that requires them to discover
an interaction method, the study context and wish to complete a task bias the user and re-
sults do not reflect whether an interaction method is independently discoverable. Therefore,
when studying the discoverability of an interaction, the interaction should not be necessary
to complete any given task a participant is presented with. However, this makes measuring
discoverability challenging, as users may suspect the availability of interactions but never
verify their assumptions and discover them, simply because they do not need to use them.
To make an interaction available and likely to be discovered, yet not necessary, it can either
be (1) not the only way to achieve something or (2) not necessary to complete a task.

This is reflected in the work of Fennedy et al. [69], who employ method (1) to examine a
“spontaneous discovery rate”, then remove the alternative way of achieving something to
measure an “enforced discovery rate”.

95



6.3. MEASURING INITIAL INTERACTIONS AND DISCOVERABILITY 96

6.3.1 Reflecting on Methods in this Thesis

Discoverability Rl
Noticeability Al
Guessability

Interaction Conscious Successful

Compre- " \vuat Where When How

Perception T

Trigger Interaction Interaction

( Chapter 4 Study 1 +2 v )
( Chapter 5 Study 1 v )

( Chapter 5 Study 2 X )

Figure 6.2 — Studies throughout this thesis reflect on the timeline of initial interactions introduced in chapter 2.

The methods employed throughout this thesis examine different aspects of initial interac-
tions and discovery, as shown in Figure 6.2.

Both the online survey and interactive study employed in chapter 4 primarily examine
the and interpretation of different visual signifiers. They focus on whether

particular characteristics impact the of visual signifiers and examine whether

can be aided through specific timing and proximity, but primarily explic-
itness of the signifier. The online survey does so by providing the visual signifier in form
of a video and examining the interpretation of the visualisation. Similarly, the interactive
study directly confronts participants with the interactive widget and examines how the
and interpretation of available interactivity can be guided through different vi-
sual signifiers. In doing so, these studies examine which designs successfully communicate
their intended meaning and therefore support . Consequently, these studies
primarily examine guessability rather than full discoverability. Nonetheless, they provide
important insights in how signifier characteristics may impact discoverability.

In chapter 5, the first study performed in section 5.4 explicitly aims to investigate noticeabil-
ity as a prerequisite for discoverability. It does so by examining whether animated transi-
tions incorporating transient interaction hints were perceivable upon a first for
different durations. Finally, the study in section 5.5 aims to study discoverability as a whole.
To do so we base our setup on previous work and examine primarily “spontaneous” dis-
covery, but cover “enforced” discovery as well. The categories in which each swhidget falls
are summarised in Table 6.1. Cells A, B and D reflect spontaneous discovery, while cell C,
through the necessity of interaction discoverability to complete the task depicts enforced
discovery. The drawing tool swhidgets in tasks 1,2,3 and 4 cover spontaneous discovery
as they are not necessary to complete the task, while the agree/disagree swhidget in task 5
and the submit swhidget throughout are necessary to complete the task but are not the only
interaction achieving this outcome. The agree/disagree swhidget then transforms to reflect
enforced discovery as the alternative way of rating is removed for task 6. The 100% enforced
discovery of the rating swhidget in task 6 elucidates that task essential inputs are likely to
be discovered, however, since most interactions with smartphones do not follow strict tasks
in a laboratory setting, this may not reflect the likelihood of real life discovery.

Our study does not cover case B in table 6.1. Since this study was focused on testing whether
signifiers improve the discoverability of swhidgets, we utilise cases in which discovery is not
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No alternative way
of completing task completing task
INOBIECEEEEINAGE A Discovery is not forced B Discovery is not forced and
complete task Task 1,2,3,4 Swhidget Color (Right) | not encouraged

Task 1,2,3,4 Swhidget Stroke (Left)

Alternative way of

Necessary to C Discovery is forced D Discovery is not forced
complete task Task 6 Swhidget ‘Agree/Disagree’ | Task 5 Swhidget ‘Agree/Disagree’
Task 1,2,3,4,5,6 Swhidget ‘Submit’

Table 6.1 — Task discoverability classification.

forced, but incentivised, by either providing features beneficial but not necessary for a task
(A) or reducing temporal cost to execute an action (D).

While not the focus of this study, case B, which examines spontaneous discovery of different
ways to access features already available to users through other means, provides an inter-
esting perspective for future work. It additionally highlights a key difficulty when studying
discoverability: Discovery that is not incentivised is difficult to capture in laboratory exper-
iments. If participants are not incentivised to discover particular inputs within a given task,
they are unlikely to do so given the general focus to complete the task. On the other hand,
the absence of a task while being observed by researchers incentivised participants to ex-
plore the interface to a degree that is unlikely to reflect real life behaviour.

Given this difficulty within lab settings, previous research had employed diary studies to ex-
amine the triggers of discovery [156,157]. However, this similarly generates multiple issues.
First, diary studies only cover successful discovery since participants are unable to identify
that they failed to discovery something. They therefore do not reflect instances in which
participants encounter interactivity but do not perceive it, or perceive interactivity but do
not comprehend it. Additionally, even successful discovery may not be captured fully. As
Murphy et al. discuss for their diary study, participants may fail to accurately classify their
experience as well as the cause of discovery [157]. For example, in the context of discov-
erability, a user may observe someone else interacting through an unfamiliar input and, at
a later point, replicate this input. Furthermore, diary studies require highly motivated and
perceptive participants that 1) are willing to continuously interrupt their normal behaviour
to log instances of discovery and 2) are able to identify each discovery as it happens and
reflect on the process preceding it. This is a problem we encountered in the process of this
thesis as a pilot diary study we ran to identify the circumstances of interaction discover-
ability with different systems (macOS, Android). While participants were highly motivated
and logging discoveries for the first few days of using a new system, as they became more
familiar with the system and discovery became less frequent, they abandoned logging their
discoveries since the study was less present in their mind.

In summary, all measures employed to investigate discoverability have shortcomings. Given
that “Trueman show”-like setups that allow true observation of organic discovery are not
feasible at an academic level, the benefits and drawbacks of existing methods need to be
considered and reflected upon on a case-by-case basis.
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6.4 The Potential of Visual Signifiers in the Interface

The results of the studies in chapter 4 indicate that visual signifiers can successfully commu-
nicate the availability of various inputs and in doing so decrease the mental effort required
to identify appropriate actions. This suggests a largely untapped potential to improve inter-
action discoverability in the interface, easing understanding and supporting efficient inter-
action for non-expert users. By providing information in the interface, visual signifiers can
support interaction discoverability spatially and temporally concurrent to the interaction
opportunity.

In doing so, they can aid discovery of interactions users otherwise would have been entirely
unaware of. Additionally, if users do know something is possible but are not certain about
where or how, visual signifiers provide the information when it is needed, therefore remov-
ing a barrier that would require users to be motivated enough to independently seek out
information externally or investigate functionality through trial and error. Finally, in con-
trast to approaches like onboarding [104], signifiers, as an inherent part of the interface, are
able to support discovery continuously while temporary one-time hints may be dismissed
due to inopportune timing and subsequently lost.

6.4.1 The Clutter Argument

The main argument against increased visual signifiers in the interface appears to be clut-
ter. Not only is increased visualisation not in line with design aesthetics and guidelines,
but some research suggests that too much visual information may prove detrimental as
signifiers fight for the users” attention [45]. However, this critique largely pertains to the
amount of visual guidance rather than suggesting its complete absence. Furthermore, there
is research, that suggests increasing visualisation improved user understanding and perfor-
mance [193,194]. This is also reflected in our findings in chapter 4 in which added visual
signifiers at no point decreased the performance of participants and in contrast, showed sig-
nificant potential of improving interaction discoverability. Moreover, participants through-
out the studies presented in this thesis did not consider the added visual signifiers to be
distracting. In chapter 4 participants largely preferred the designs featuring added visual
signifiers over a baseline that reflects current designs standards. Similarly, even though the
added signifiers did not improve discoverability, participants in section 5.5 did not consider
the shown animation detrimental to their performance.

This suggests that there needs to be a more careful negotiation between “clean” interfaces
and the presence of visual signifiers since the current standard compromises discoverability
for a default that, given our study results, neither appears to reflect the users’ preference nor
optimise their performance.

While it may not be feasible or desirable to include visual signifiers universally and perma-
nently, adaptive or customisable user interfaces could provide signifiers if and where they
are needed. Since our results suggest that users may prefer added visual signifiers over
the current minimalist standard, user interface design and implementation should consider
providing alternatives through customisation options, which are available for other inter-
face components (i.e. gesture vs 3-button navigation on Android). This would return some
agency to users by leaving the choice to them rather than presuming their preferences and
needs while still maintaining the option of supposedly more aesthetic yet less accessible op-
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tion.

Further, adaptive interfaces could provide signifiers depending on user behaviour. This
could take the approach of progressively removing signifiers as interactions are discovered,
performed and retained, similarly to the mark mode in marking menus [116]. Conversely,
adaptive systems could feature visual signifiers progressively more prominently as inter-
action opportunities go unutilised. This may be achieved through any of the dimensions
considered in the design space introduced in section 4.4, e.g. through extended durations,
increased proximity or a changed level of explicitness. Notably, these approaches conversely
mirror the interaction design pattern of progressive disclosure [161] in which options are
limited during initial interactions and added options are progressively introduced as users
become more familiar with the interface. In contrast, we suggest an approach of progressive
concealment as well as progressive disclosure applied to signifiers rather than functionality
which allows users to operate the entirety of available interactions and functionalities from
the beginning. It should be noted that progressive signifier concealment diverges from the
progressive disclosure pattern by taking an inverse approach of providing more information
in the beginning rather than less.

6.4.2 Examining Factors Influencing the Success of Visual Signifiers

Nonetheless, our work also highlights that increased visibility does not universally increase
the discoverability of interaction and that the noticeability of signifiers does not necessarily
result in increased discoverability. To reflect on this discrepancy of results, we refer back to
both the timeline of initial interactions presented in chapter 2 as well as the framework in
chapter 3.

As highlighted in subsection 6.3.1, the focal point of our studies within the sequence of
actions in initial interactions varies. However, both studies in chapter 4 and the second
study in chapter 5 consider moving from perception to comprehension, which the signifiers
in the latter largely failed to support.

Examining the signifiers from both studies and our results in the context of our framework
of impacting factors provides both an opportunity for reflection and a guideline of possible
causes.

Affordance Affordance

g In-Place Single Finger tuRTERET TR ERER s g Swiping toreveal e EEEEERE RO EROO :
: Input : hidden widgets
A - A :
Visibility v Consistency Constraints v Visibility v Consistency
Temporary & concurrent to Study Only interaction available : Temporary & temporally Study v/ :
interaction / Permanent Externally v/ Greyed out context removed from interaction Externally
L 1 7 I A F 1 7 | 7 I A H
a1 Feedback v N Feedback v
ignifiers : HE Signifiers : H
: Sig v Feedforward - HE 9 > ‘/, Feedforward N :
"""""" On, around or removed In place of interaction,

from place of interaction InGrente 2 = largely off-screen nerentye

& Functional s &= Functional v

(a) Signifiers chapter 4 (b) Signifiers chapter 5

Figure 6.3 — Examination of the visual signifier implementation of the previous chapters in the context of the
framework of impacting factors with a focused on the system
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6.4.2.1 On the system side.

We first reflect on the system as presented in subsection 3.1.1, which is visualised in the con-
text of our approaches in Figure 6.3. In both approaches we increase signifier visibility in an
aim to improve their communication of affordances. While the signifiers in chapter 4 vary
in how long they are visible, even the temporary signifiers considered in this context were
largely visible for longer periods of time than those in chapter 5, suggesting one possible
reason being the extended visibility of signifiers. However, the informal study with 5000 ms
long transitions performed in examination of this as a part of the discussion provided in
subsection 5.6.2 suggest this to be an unlikely cause for our differing results. Arguably, the
setup in chapter 5 provided more consistency through the permanent availability of swhid-
gets, in comparison to chapter 4 in which the available input varied between individual
designs. However, the opposite is the case when considering the widgets at the basis of
both approaches outside of the study context. The homescreen buttons imitated in chap-
ter 4 consistently allow input beyond “tap”, with iOS permitting both “dwell” and “force”,
while Android devices support “dwell”. In contrast, the availability of swhidgets varies
between not only operating systems and applications but also within applications. This sug-
gests that potentially, consistency of visual interaction cues is not sufficient to communicate
inconsistency of the inputs they signify. Further, constraints vary significantly between the
studies. While in chapter 4 interaction on screen was constrained to the widget in ques-
tion, which was highlighted through an otherwise grey interface, the signified interaction in
chapter 5 was intentionally created to be part of a larger task interface in an effort to truly
capture discoverability. Constraining the interaction in subsection 4.5.2 is likely to have sig-
nificantly increased user comprehension by providing an immediate focal point. This as a
cause for varying results is further supported by participants in section 5.5 stating their focus
on the task and description contributed to their disregard of the visual signifiers included in
the transitions. Finally, both permanent signifiers in chapter 4 and the embedded signifiers
in chapter 5 provided inherent feedforward. The animation in permanent signifiers and all
temporary signifiers in chapter 4 as well as the task completing acted as feedback, which is
inherently provided in swhidgets which are displaced with the finger movement.

6.4.2.2 On the user side.

Following this examination of system factors, we consider the user, as presented in subsec-
tion 3.1.2 before drawing conclusions based on the combination of both actors. While we
directly examine the factors within the system for our use cases as presented in Figure 6.3,
we refrain from similar visualisations for the user. Although we speculate about internal
factors such as motivation, these may vary widely between users, making a generalised vi-
sualisation invalid.

The self-reported familiarity of participants with both input methods and widgets did not
significantly impact our measures, suggesting that sufficient visual signifiers may negate
the impact of familiarity. However, the individual expectations described by participants in
chapter 4 of interaction availability were largely attributed to familiarity with other interac-
tion contexts. This suggests that the perception of affordances depending on familiarity may
be mediated by visual signifiers, but the expectations created through said signifier are still
informed by familiarity. The goal and objectives in the studies vary through their difference in
constraints. While the goal in subsection 4.5.2 was solely to interact with a button through
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the correct input, in section 5.5 participants” goal was to complete the set task to the best of
their ability. This goal consequently moved their attention away from the transitions pro-
viding interaction hints, as their motivation to complete the tasks quickly and efficiently led
them to concentrate on the instructions as soon as possible. This led to a lack of attention on
the transitions, the user interface element providing visual interaction signifiers and a lack
of awareness of both the signifier and the interactions they communicate.

Finally, we do not further reflect on the environment, as all experiments were performed
within a lab setting with individual participants who did not encounter one another and
discoverability through the physical or social environment was not the focus of the work in
this thesis.

In summary, reflection based on the framework of impacting factors suggests that various
factors may contribute to the discrepancy in the success of visual signifiers between our two
approaches. While the signifiers in chapter 5 were noticeable, it appears they did not de-
mand the attention required from users to perceive them as relevant to the interaction. One
potential approach would be increased or extended visibility grab the users attention. Ad-
ditionally, the lack of attention appears to be exacerbated if the interaction being signified is
inconsistently implemented and interaction is not constraint. In the context of our approach
in section 5.5 for example, constraining the availability and visibility of other screen ele-
ments during the transition may bring increased attention to the transient interaction hints
embedded in the animated transition.

In addition, tasks that motivate users to work towards the completion of specific goals like
the study in section 5.5 appear to reduce awareness of the overall interface in favour of at-
tention to the task. This suggests these contexts may require stronger signifiers to facilitate
the perception of available interactions and features. This highlights, that discoverability
of interactions in task focused contexts may be heavily impacted by the paradox of the ac-
tive user [34] because users are too focused on completing their task to process interaction
signifiers or explore an interface independently.

6.4.3 Limitations

Our work highlights that visual signifiers do have the potential to increase the discoverabil-
ity of interaction, however it also shows that this is not universally the case and that the
noticeability of signifiers does not necessarily result in increased discoverability.

The results presented in chapter 5 show that interaction signifiers embedded into animated
transitions are not successful in conveying interactivity, even to users that explicitly note
their presence. We examine potential causes through reflection of the implementation in the
context of a framework of impacting factors in subsection 6.4.2. Outside of these factors, the
results of section 5.5 further suggest that not all user interface elements are suitable to signify
interaction to users. This lays the foundation for future research examining the perception
of individual UI elements and the impact it may have on their ability to communicate infor-
mation to the user.

Finally, it should be noted that while we explore different types of signifiers as well as var-
ious individual designs in the context of this thesis, the widgets, Ul elements and input
methods represented are limited. Subsequently it is yet to be confirmed whether the impact
(or lack thereof) of different visual signifiers may vary depending on these variables.
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6.5 Directions for Future Work

Given the findings presented within this thesis and the relative lack of research focused on
interaction discoverability, there are multiple paths that warrant further exploration.

6.5.1 Studying Discoverability

As we reflect upon in section 6.3, studying discoverability inherently presents various hur-
dles. However, these difficulties have not been generally examined. Given the challenges
presented to researchers when studying discoverability, a comprehensive review of existing
methodology as well as their categorisation in relation to the steps of initial interaction as
presented in subsection 6.3.1 should be performed.

Additionally, there is a distinct lack of knowledge of how discovery actually occurs outside
a laboratory setting. Murphy-Hill et al. [157] attempt quantification of discovery sources
through a diary study, but due to their focus on social discovery do not holistically examine
discoverability. An ethnomethodological examination of users engaging with technology
that is new to them may yield important insights on how users discover both interactions
and features.

6.5.2 Signifiers and the Perception of UI Elements

The results of chapter 5 suggest transient interaction hints in animated transitions do not
work as interaction signifiers, which provides interesting questions for future work. This
includes exploring both the perception of users as well as the characteristics and limits of
temporary visualisations that may aid discoverability. Furthermore, noticeability did not
appear to translate to discoverability, raising the question of what may be necessary to do
sO.

Mental Models

Since our results suggest that some participants do not consider transitions as an element
potentially providing relevant information about interaction, future work should investi-
gate how participants conceptualise animated transitions. While previous work [112] and
current design recommendations [130] suggest that transitions can effectively be used to
communicate a coherent spatial model of applications to users, our results in chapter 5 sug-
gest this can not be expanded to include information about available interactions. It appears
the users mental model of transitions may lead them to exclude transitions from any fur-
ther considerations if they are perceived to be purely spatial or decorative. This additionally
raises the question of whether decorative features in interfaces are generally assessed as ir-
relevant and subsequently ignored and how much they may need to be altered to elude this
categorisation.

Furthermore future work should examine how animated transitions impact the users men-
tal model of the interface, since even conscious perception of the swhidgets displayed in the
transition did not translate to interaction and discovery of swhidgets. This is especially inter-
esting since this contrasts previous work, which suggests that animated transitions success-
fully improved the mental model of the app structure [112]. Therefore there appears to be a
limitation to when animated transitions support accurate mental models that may depend
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on context which is worth exploring. As they are widely employed to support navigational
understanding, can they only be used to support top level structural mental models?

Temporary Visualisation to Improve Discoverability

Given that the animated transitions we implemented in chapter 5 did not significantly im-
prove discoverability, the potential of alternative transitions as well as general temporary
visual signifiers should be examined.

First, transitions with extremely long durations could be explored further. This may prove
particularly interesting in combination with considerations of the mental model of transi-
tions, as extremely slow transitions may lead to a change in the perception of transitions and
morph into something akin to a loading screen, which are more established to include in-
teraction hints. However, it should be noted that, when tested informally, 5 seconds did not
appear to be long enough for established transition styles to be perceived differently, which
additionally raises the question of what, beyond noticeability, is required to successfully im-
prove discoverability. While not feasible permanently, if overly long transitions prove to be
beneficial they could be implemented the first time an application is opened as an alternative
or complimentary to onboarding [104].

Alternatively, it could be explored whether highlighting the swhidgets in the transitions
more clearly may improve their discoverability. This may be achieved by displaying only
them and introducing the original app content at the end and therefore constraining the in-
teraction, or through added animation like blinking, drawing the attention of users to that
specific part of the screen.

Finally, if transitions prove to fall into a category of UI components that are inherently dis-
connected from interaction in people’s minds, other temporary visualisations may prove to
be more beneficial. Since our results in chapter 4 and other previous work [14] are inconclu-
sive about the importance of temporal placement for interaction signifiers concerning single
finger, in-place inputs, future work could investigate animation concurrent to the need for
an action embedded in a swhidget and whether this improves discoverability. Additionally,
animation visualising the existence of the swhidget if the action (or a related action) is per-
formed in an alternative way could signify the availability of swipe interactions.
Furthermore, as touched on in subsection 6.4.1, adaptive interfaces could take an approach of
progressive concealment of signifiers as users discover inputs in new interfaces, or progres-
sive disclosure of signifiers if users display inefficient behaviour patterns or fail to discover
inputs altogether.

6.5.3 Noticeability and Discoverability

While noticeability has been widely differentiated from comprehension [219,233], it is interest-
ing that it also appears to fail to create awareness or arouse curiosity. Although participants
noticed the swhidget signifiers in the transitions in chapter 5, this did not translate to aware-
ness of the swhidget. Future research should investigate where this disconnect originates.
First, it may be attributed to a lack of mental connection between the transition and the wid-
get. Potentially it is necessary for perception to turn into comprehension that the signifier
and interaction are more explicitly linked. Although the embedded signifier in the animated
transition are spatially placed where the interaction happens, their temporal removal from
the interactions may be a contributing factor worth investigating. Additionally, the experi-
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mental structure may contribute to a lack of curiosity or motivation to explore the meaning
of noticed visualisations. Further, the lack of exploration may partially be due to the partic-
ipants task focus as well as their awareness of being examined in a user study context and
subsequent wish to perform well. This suggests that future work should examine whether
designs created to support discoverability need to stimulate curiosity to a certain degree to
be successful in task focused contexts. Additionally it further supports our assertion that
methodology to examine discoverability needs to be investigated and optimised.

6.5.4 Visual Signifiers Providing Feedforward

While our results in chapter 4 suggest that signifiers can successfully increase the perception
of inputs and this additional guidance reduces mental effort, these studies did not consider
the outcome of these inputs when utilised. In real world applications it may be pertinent to
not only signify that an interaction is possible, but also what may be its outcome. The com-
bination of meaningful feedforward and interaction signifiers presents a unique challenge
of communicating both the intended outcome and the means to achieve it. Future work
should investigate how to signify the outcome of an action without taking precedence over
signifying the availability of the input method itself.

6.6 Conclusion

Considering the frequency at which users have to discover novel interactive systems or input
methods, the fact that discoverability receives such little attention is troubling. Potentially,
the problem is deemed as not significant enough, or interaction designers still believe that
users will “eventually figure it out”. However, research and commercial use suggest that the
assumption of discovery being inevitable is unsubstantiated [15,76,177]. We suggest the HCI
research community should avoid the continued postponing or marginalizing of discover-
ability problems and rather, allocate it the attention and significance it necessitates.

In this thesis we offer the groundwork for future considerations by clarifying discoverability
and associated initial interaction concepts and providing a framework of impacting factors.
We then investigate the potential of visual signifiers in the interface to improve the discovery
of interactions. Due to their omnipresence, we focus in particular on mobile touch screens
and touch-based interactions. First, we propose a signifier design space examining the char-
acteristics timing, proximity and explicitness. Through this, we create signifier designs for
in-place single finger inputs which we then examine through an online survey and interac-
tive study, with the results suggesting visual signifiers to be not only successful in convey-
ing interactivity but also reducing mental effort. Subsequently, we investigate the capacity
of signifiers embedded in animated transitions to convey the availability of swipe-revealed
hidden widgets. In contrast to our first implementation of visual signifiers, the results of two
user studies examining them suggest that, while they are noticeable, the added signifiers do
not succeed in increasing discoverability.

Finally, we reflect on the importance of an increased focus on discoverability, our diverg-
ing results, the limitations of visual signifiers and the methodology employed throughout
our studies. Through this, we emphasise the core thesis that interaction discoverability can
and should be supported in interactive system and highlight the potential of visual signifiers,
which we find to be a multifaceted but underutilised resource meriting further research.
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IT In-Place Single Finger Inputs

A.1 Finite State Machine

Touch up

forcepressCallback()

Touch up

| Long press time up | | Force press time up |

forcepressCallback()
longpressCallback()
f>FORCE_TH3

t>LONG_PRESS DURATION ¢ FORCE_TH

Force press

Touch up Long press

f < FORCE_TH2 &&

t> DURATION_FORCE_TH2

longpressCallback() t > LONG_PRESS_TIME

Touch down
Idle

\ta\poaubacko Touch up
A4
t >= DOUBLE_PRESS_TIME :
Wait

Touch down && t < DOUBLE_PRESS_TIME
doubletapCallback() l

f>FORCE_TH

Touch up

move > SWIPE_TH

Double press

Touch up
swipeCallback()
Touch up

Figure A.1 — Finite State Machine used to classify input states in real time during the laboratory experiment.
We used the thresholds 0.3s for DOUBLE_PRESS_TIME and 0.75s for LONG_PRESS_DURATION, as de-
fined by default on iOS; 10 pixels for SWIPE_TH; 0.9 for FORCE_TH, 0.7 for FORCE_TH2 and 0.1 s for
DURATION_FORCE_TH2. The thresholds for force have arbitrary units but range from 0 to 1 as provided by
Pressure.js 2.2.0 and were set using informal tests. Each design is associated with a callback that is considered

as correct. Any call to another callback results as an error.
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A.2. TOUCH INTERACTION CATEGORISATION 126
A.2 Touch Interaction Categorisation
Contact . . .
Touch Gesture Points Position Speed Motion Pattern Duration Frequency Pressure
Tap 1 static - - short 1 regular
Double Tap 1 static - - short 2 regular
Long Press 1 static - - extended 1 regular
Strong Tap 1 static - - short 1 high
Move from contact
. . point position in .
Scroll 1 dynamic medium straight line to varied 1 regular
other point
Move from contact
. . . . point position in
Swipe / Flick 1 dynamic high straight line to short 1 regular
other point
Move the 2 contact
Pinch 2 dynamic varied points straight varied 1 regular
towards one another
Move the 2 contact
Spread 2 dynamic varied points straight varied 1 regular
away from one
another
Move the 2 contact
points in
Rotate 2 dynamic varied clockwise or varied 1 regular
counterclockwise
curve
. . Move in .
Stroke Gesture 1 dynamic varied predefined pattern varied 1 regular
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A.3. TABLE VISUALISING STUDY 1 RESPONSES 127

A.3 Table visualising study 1 responses

Table showing the Selection% for each DESIGN and input. Cells represented with a green
background represent inputs that were assumed to be signified for the design. Others ap-
pear with a blue background. The intensity of the background colour is proportional to

Selection%.
Tap Double Tap Dwell Force Press Scroll Swipe Pinch Rotate

01 Basic 94 31 3 6
02 Text Countdown 81 38
03 Text Timer 84 3
04 Text Counters 91
05 Text Small 94
06 Text Temporary Attached 94 3
07 Text Temporary Removed 97 6 3
08 Text Permanent Attached 94
09 Text Permanent Removed 91 3
10 Color Change (Steps) 94 3 6
11 Circumferential Steps 88 3 9 16
12 Scale (Check) Distant Temp [ete] 3 6
13 Checkmarks (Radio) 91 3
14 Checkmarks (Tick) 94 6
15 Circles Around 88 3 3
16 Scale (Check) Distant 97 3 12
17 Folding 72 12 38 3
18 Leaf Through 78 9 44
19 Scale Vertical Internal 78 ’ 3
20 Color Change (Gradual) 97 3
21 Scale Circular Distant 81 3 3 3 9
22 Scale Radial 81 ’ 3 9 3
23 Scale Distant Temporary 72 6
24 Arrow 84 3 41 3
25 Scale Circular 72 3
26 Scale Horizontal 75 3
27 Scale Distant Permanent 84 3
28 Sinking 81 12 12 6 3
29 Filling Balloon 75 9 16
30 Filling Water 91 9 6
31 Hourglass 91 3 6
32 Scale Vertical 3 3
33 Squeeze 3 6
34 Ripples 6 9 3
35 Material (Concrete) 6
36 Highstrike 9 3
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A.4. TABLE VISUALISING STUDY 2 RESPONSES
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A.4 Table visualising study 2 responses

Table showing the Attempt% for each DESIGN and input. Cells represented with a green back-
ground represent inputs that correct for the design. Others appear with a red background.
The intensity of the background colour is proportional to Attempt%.

01A
01B
01C
02
03
04A
04B
04C
05A
05B
05C
06A
06B
06C
07A
07B
07C
08A
08B
08C
09A
09B
09C
10
11
12
13
14
15
16
17
18
19
20

Tap Double Tap Dwell

Force
29
25

Swipe

38
21
29
12
21

8
4
12
0
4
4
4
0
8
0
4
8
4
21
21
8
8
4
8
25
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A.5. FIGURE VISUALISING THE INPUT ATTEMPTS IN THE INTERACTIVE STUDY
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A.5 Figure visualising the input attempts in the interactive study
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