
HAL Id: tel-04364363
https://hal.science/tel-04364363v2

Submitted on 12 Jan 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

New approach of 3D for monumental heritage
Corentin Cou

To cite this version:
Corentin Cou. New approach of 3D for monumental heritage. Graphics [cs.GR]. Université de Bor-
deaux, 2023. English. �NNT : 2023BORD0382�. �tel-04364363v2�

https://hal.science/tel-04364363v2
https://hal.archives-ouvertes.fr


 

 

 

 

THÈSE 

PRÉSENTÉE POUR OBTENIR LE GRADE DE 

DOCTEUR DE L’UNIVERSITÉ DE BORDEAUX 

 

ÉCOLE DOCTORALE 

MATHÉMATIQUE ET INFORMATIQUE 

SPÉCIALITÉ : INFORMATIQUE 

 

 
 

Présentée par 

Corentin COU 

 

Nouvelle vision de la 3D pour le 
 patrimoine monumental 

 

 

 

 

Sous la direction de : Xavier GRANIER 

Soutenue le 8 décembre 2023 

 

 

Membre du jury :  

 
Mathieu HEBERT 
Professeur Institut d’Optique Président 

Daniel MENEVEAUX 
Professeur Université de Poitiers Rapporteur 

Adolfo MUNOZ 
Professeur Universidad de Zaragoza Rapporteur 

Xavier GRANIER 
Professeur Institut d’Optique Directeur 

Romain PACANOWSKI 
Chargé de Recherche Inria Invité 

Mercedes VOLAIT 
Directrice de Recherche CNRS Invitée 

 



2



Nouvelle vision de la 3D pour le patrimoine monumental

Résumé : Le sujet de la thèse consiste à développer une nouvelle vision de la 3D pour le patrimoine
monumental. Il s’agit à la fois de répondre aux questionnements en histoire des arts par l’incorporation
d’une information visuelle enrichie, et aux nécessités de validation scientifique. Pour cela, elle s’appuie sur la
structuration spatiale qu’offre la 3D pour les restitutions, pour être un support d’agrégation des données
historiques mobilisées.

La base de l’expérimentation proposée est un grand décor néo-islamique étudié par Mercedes Volait dans
Maisons de France au Caire : le remploi de grands décors mamelouks et ottomans dans une architecture
moderne. Son intérêt est d’illustrer un dispositif décoratif complexe soulignant le réemploi islamique dans le
Caire moderne du XIXe siècle. Réalisé au Caire (Égypte) entre 1875-1879 pour servir à l’aristocrate Gaston
de Saint-Maurice (1831-1905), cette résidence n’a pas survécu dans sa forme initiale, il a été partiellement
déplacé et remonté en 1937 dans une nouvelle localisation au sein de la capitale égyptienne.

La recherche doctorale proposée dans cette thèse est de nature interdisciplinaire et se situe à la croisée
des domaines scientifiques suivants : histoire de l’art de l’Islam, archéologie historique, visualisation 3D et
archéométrie. Elle consiste plus précisement à développer des méthodes d’acquisition de données visuelles
variées sur site, de façon non invasive, et appliqué au patrimoine monumental. Ces méthodes se concentrent
sur trois axes : la capture d’information de forme, de couleur, et des propriétés de reflexion des matériaux.
Enfin, l’aspect visuel est acquis sur place au Caire.
Mots-clés : Acquisition, 3D, Patrimoine, Apparence, Système de référencement, Informatique graphique

New approach of 3D for monumental heritage

Abstract: The subject of the thesis consists in developing a new vision of 3D for monumental heritage. It
is both to respond to questions in the art history by incorporating enriched visual information, and to the
needs for scientific validation. For this, it relies on the spatial structuring offered by 3D for restitutions, to
be a medium for aggregating the historical data used.

The basis of the proposed experiment is a large neo-Islamic decor studied by Mercedes Volait in Maisons
de France au Caire : le remploi de grands décors mamelouks et ottomans dans une architecture moderne. Its
interest is to illustrate a complex decorative device showing Islamic re-use in modern 19th century Cairo.
Made in Cairo (Egypt) between 1875-1879 to serve the aristocrat Gaston de Saint-Maurice (1831-1905),
this residence has not survived in its initial form, it was partially moved and reassembled in 1937 in a new
location within the Egyptian capital.

The doctoral research proposed in this thesis is of an interdisciplinary nature and lies at the crossroads of
the following scientific fields: history of Islamic art, historical archaeology, 3D visualization and archaeometry.
It consists more precisely in developing methods for acquiring various visual data on site, in a non-invasive
way, and applied to monumental heritage. These methods focus on three axes: the capture of information of
shape, color, and reflection properties of materials. Finally, the visual aspect is acquired on site in Cairo.
Keywords: Acquisition, 3D, Humanities, Appearance, Referencing Systems, Computer Graphics
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Résumé en français

Du monde réel à une représentation informatique : l’acquisition du patrimoine
architectural

Avec l’émergence d’images photoréalistes, l’optique numérique et l’informatique graphique
ont cherché à représenter les objets qui nous entourent de la manière la plus fidèle possible.
Plusieurs domaines de recherche ont émergé pour l’améliorer : la simulation du transport de la
lumière, le traitement de la géométrie, ou les propriétés de réflexion des matériaux. Nous avons
atteint un point où certaines scènes entièrement générées par ordinateur peuvent imiter la réalité
et tromper nos yeux.

Cependant, la question s’est posée de savoir pourquoi nous devrions nous limiter à recopier
informatiquement notre monde alors que nous avons la capacité de le capturer directement
avec des dispositifs d’acquisition. Des études visent alors à envisager de nouvelles méthodes
d’acquisition, d’abord du monde réel au monde virtuel, puis des ordinateurs aux observateurs.
Pas à pas, elles se sont spécialisées dans la capture de ce qui rend les objets qui nous entourent
si reconnaissables.

Dans ce contexte, nous avons vu l’émergence de dispositifs et de logiciels pour la reconstruc-
tion de la forme 3D. Nous avons pu ainsi synthétiser les objets du vrai monde sous la forme
de maillages, composés de points 3D (appelés sommets) reliés par des triangles (appelés faces).
Ensuite, nous avons associé des couleurs aux objets lors de leur capture sous la forme de triplets
rouge-vert-bleu (RVB) associés à chaque sommet ou chaque face.

Cependant, une forme et des couleurs ne suffisent pas à capturer et reproduire notre environ-
nement parfaitement. Une boîte noire en bois ou en métal ne présente effectivement pas du tout
le même aspect malgré une forme et une couleur commune. En réalité, il est également néces-
saire de prendre en compte les propriétés optiques du matériau pour représenter avec précision
la réflexion de la lumière. L’apparence d’un matériau peut être résumée par la Bi-directional
Reflectance Distribution Function (BRDF). Cette fonction représente la proportion de lumière
réfléchie par un matériau pour une observation et une direction lumineuse données. Par consé-
quent, les systèmes d’acquisition les plus précis capturent maintenant un maillage associé à une
BRDF, voire une BRDF variant spatialement (SVBRDF), au lieu d’une simple couleur RVB.
Chaque sommet est lié à un SVBRDF avec des paramètres particuliers.

L’avantage de l’acquisition d’un modèle 3D est qu’elle permet d’ajouter encore plus d’infor-
mations. À l’ère des données, les acquisitions deviennent de plus en plus diversifiées (spectres
de réflectance, données médicales, annotations). Ces données peuvent ensuite être associées aux
sommets du maillage du modèle. De nouvelles visualisations sont développées et l’objet 3D du
monde réel devient plus attrayant pour une large gamme d’applications.

C’est notamment le cas du patrimoine culturel. En effet, c’est un domaine où la numérisa-
tion apporte de nombreuses réponses. Tout d’abord, la question de la sauvegarde du patrimoine
humain est l’une des questions clés de l’histoire récente : depuis le début du XIXe siècle, l’émer-
gence des musées a montré la préoccupation de sauvegarder les biens culturels. La numérisation
d’objets anciens et fragiles permet de conserver une copie virtuelle à un moment donné, par
exemple. De plus, la numérisation permet l’exploitation de modèles informatiques enrichis en
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données. La recherche en synergie entre historiens et physiciens ou informaticiens génère donc
de nouveaux progrès significatifs autour de ces deux axes. D’une part, le besoin de conservation
nécessite un processus d’acquisition de plus en plus réaliste, tandis que d’autre part, la plupart
des applications nécessitent des méthodes de visualisation plus simples et plus intuitives.

Dans ce contexte, si le patrimoine fait partie intégrante de la gamme d’objets qui peuvent
être transportés en laboratoire, l’architecture aborde également progressivement des questions
liées à la numérisation et à l’acquisition. De nouvelles contraintes apparaissent alors, telles que
des environnements d’acquisition non contrôlés ou des tailles beaucoup plus imposantes. De
plus, maintenir une représentation correcte des données d’acquisition aussi réaliste que possible
soulève de nombreux autres défis.

L’application à l’Hôtel Saint-Maurice, un exemple du réemploi

C’est dans ce contexte que cette thèse s’inscrit au sein du projet Smart 3D mené conjointe-
ment par l’INHA, l’Inria, Archéoscience Bordeaux et l’IOGS, et bénéficie également du soutien
de l’IFAO par le biais de sa contribution à travers le programme “La fabrique du Caire moderne”.
L’objectif du projet Smart 3D est d’établir une nouvelle perspective sur la représentation tridi-
mensionnelle dans le contexte du patrimoine monumental (c’est à dire de l’étude architecturale).
Cette approche vise à répondre à la fois aux questions relatives à l’histoire de l’art en incluant
des informations visuelles améliorées, et aux exigences de validation scientifique en servant de
plateforme pour la consolidation des données historiques utilisées dans les restaurations. L’ob-
jet d’application est un hôtel particulier du XIXe siècle situé au Caire appelé Hôtel particulier
Gaston de Saint-Maurice, présentant un sujet d’étude important sur le réemploi islamique. À
l’intérieur de cette résidence, les carreaux de céramique d’Iznik sont un exemple typique de la
réutilisation caractéristique du réemploi.

Le réemploi islamique à l’hôtel Saint-Maurice. Bien que principalement associée à l’An-
tiquité et au Moyen Âge, la réutilisation architecturale représente une pratique largement diffusée
en Europe et au-delà, tout au long du XIXe siècle. Dans des capitales du Moyen-Orient telles
que Le Caire et Damas, des matériaux récupérés sur des sites délabrés ou en cours de rénovation
ont été réutilisés pour le revêtement de sol et les murs (marbre), les portes et les meubles (me-
nuiserie), le lambris (céramique) et les plafonds (plâtre peint). Ces arrangements architecturaux
sont actuellement identifiés comme appartenant au réemploi islamique.

La réemploi islamique a été promue au Caire par des expatriés français dans les années 1870,
un exemple majeur étant l’Hôtel Saint-Maurice. Construit en 1875-79, la structure associait
des éléments récupérés et des répliques d’ornements historiques des monuments du Caire. Le
batiment a été démonté en 1937 mais partiellement reconstruit à un autre emplacement du
Caire. Bien que l’hôtel n’ait pas survécu dans sa forme initiale, des vestiges dispersés existent,
ainsi qu’une documentation étendue (dessins, plans, photographies, textes) sur le projet initial.

Les céramiques d’Iznik de Saint-Maurice. Les céramiques émaillées constituent une part
importante du patrimoine culturel visible dans les archives archéologiques. Elles sont relative-
ment simples à produire et ont été découvertes dans le monde entier, du bassin méditerranéen
jusqu’à des régions aussi éloignées que la Chine et le Japon, depuis des millénaires. En raison de
leur utilisation répandue et variée (que ce soit la vaisselle et d’autres objets utilitaires, ou pour
l’architecture d’intérieure et d’extérieure) et de leur résistance à la dégradation, elles sont parmi
les objets culturels matériels les plus couramment trouvés lors des fouilles archéologiques.

Une céramique particulière est étudiée dans notre contexte : les céramiques d’Iznik. Ces
céramiques ont été produites entre le XVe et le XVIIe siècle pour divers usages, de la vaisselle
aux carreaux. Originaires de la ville d’Iznik, dans l’ouest de l’Anatolie, elles se sont dispersées
dans tout l’Empire ottoman, le monde arabe et la région méditerranéenne.
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Or, les carreaux examinés dans la résidence Saint-Maurice présentent 4 motifs caractéris-
tiques de la production d’Iznik que l’on retrouve sur de nombreux bâtiments historiques du
Caire actuel. Ces derniers soulèvent alors des questions ouvertes sur leurs origines et leur réuti-
lisation, alors que très peu de documentation existe pour y répondre.

Le défi ici est de chercher la possibilité de mettre en évidence des groupes, ou d’iden-
tifier d’une manière ou d’une autre des tendances claires au sein des 4 groupes de céramiques
partageant des propriétés similaires.

Cette thèse vise donc à proposer des solutions axées sur la production d’une plus grande
densité d’informations visuelles et le développement d’un lien caractéristique entre les visuels
et le monde physique dans le cadre d’observations cohérentes. Ces observations sont le résultat
de méthodes d’acquisition portables et non invasives. À cette fin, nous présentons d’abord le
contexte et les enjeux historiques autour de la résidence Saint-Maurice, puis nous développons
le travail effectué autour de trois axes :

1. L’acquisition de la géométrie au niveau microscopique (Chapitre 1).
2. L’acquisition et le traitement des spectres de réflectance (Chapitre 2).
3. L’acquisition de la SVBRDF pour le patrimoine monumental (Chapitre 3).

L’acquisition de géométrie à l’échelle microscopique

Afin de caractériser les carreaux de céramique d’Iznik, nous listons trois éléments distincts. Il
est ainsi possible d’étudier les motifs dessinés sur les carreaux, les pigments utilisés, et l’épaisseur
de la glaçure transparente à la surface. Dans notre cas, nous nous concentrons sur les pigments
et la glaçure. En effet, les motifs étant réalisés à la main, ils peuvent être changés plus facile-
ment d’un carreau à l’autre, tandis que les autres procédés résultent davantage de méthodes de
fabrication.

Dans un premier temps, nous nous intéressons à la mesure de l’épaisseur de la glaçure des
céramiques. Pour cela, nous étudions les différentes techniques permettant l’acquisition de la
géométrie d’un objet, à une résolution de quelques micromètres. L’état de l’art montre que les
techniques basées sur un appareil photo sont très rapidement limitées à une résolution de plus
de 50-100 µm en raison de la profondeur de champ réduite. Afin d’utiliser la diminution de la
profondeur de champ, nous avons donc développé et amélioré une méthode basée sur le Depth
from Focus pour capturer des profils 3D. Cette méthode est une méthode monoscopique, pour
laquelle nous réalisons une pile d’images en variant la profondeur du plan focal. Pour chaque
pixel, nous déterminons quel est l’image la plus nette, et donc quelle est la profondeur réelle
du pixel. A la fin, nous obtenons une carte de profondeur, et donc une géométrie. Nous avons
amélioré l’état de l’art grâce à un système de fenêtre glissante linéaire, que nous évaluons sur
des exemples synthétiques.

Dans la suite, nous appliquons ce système pour mesurer la glaçure des céramiques. En effet,
la glaçure est transparente, mais elle possède des imperfections à la surface, ce qui permet
d’obtenir des cartes de profondeur où la mesure peut se faire successivement au-dessus et en
dessous de la glaçure. En observant ces deux niveaux, et en mesurant la distance les séparant,
nous pouvons ainsi déterminer l’épaisseur de la glaçure. Après une validation de la méthode
en laboratoire sur un grand nombre de céramiques d’origines diverses, nous l’appliquons sur
nos céramiques d’Iznik au Caire. Les résultats montrent que les variations au sein d’un même
carreau ne permettent pas de caractériser les céramiques de Saint-Maurice une à une, mais la
comparaison avec d’autres carreaux d’Iznik de Tunis permet de considérer que nous avons un
procédé de fabrication commun avec les autres céramiques d’Iznik étudiées.
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L’acquisition et le traitement d’image hyperspectrale dans l’étude des pig-
ments

La caractérisation des carreaux étant impossible avec la simple mesure de l’épaisseur de
leur glaçure, nous nous intéressons alors à l’étude des pigments utilisés. Pour cela, nous avons
fait l’acquisition des carreaux par imagerie hyperspectrale (IHS). L’IHS permet de générer des
images comme en photographie couleur classique, mais un spectre remplace le triplet RVB pour
chaque pixel.

Dans ce cadre, l’émergence des caméras hyperspectrales a permis d’acquérir des millions de
spectres sur des échantillons. Cela génère le besoin d’utiliser des méthodes de traitement et de
visualisation des données car l’observation manuelle n’est plus possible. Cependant, lorsque les
données deviennent complexes avec des variations de recettes, d’intensité ou de mélange au sein
d’un même colorant ou pigment, les méthodes courantes de segmentation ne fonctionnent plus
très bien (groupes selon l’intensité et non les décalages visibles sur les spectres par exemple).
En effet, des problèmes surviennent en raison de l’énorme quantité de données qui rendent très
sensibles les variations au sein d’un même pigment ou colorant.

Afin de réduire la dimensionnalité de nos données acquises, nous developpons donc une mé-
thode basée sur la comparaison entre les spectres étudiés et un jeu de spectres caractéristiques à
l’aide de coefficients de corrélation de Pearson. Cette méthode améliore la robustesse du traite-
ment des images hyperspectrales et réduit la quantité de données en générant des outils pour une
étude de similarité entre les spectres étudiés et une base de données. La première étape consiste
à créer une base de données de spectres charactéristiques utilisés pour les corrélations. Ensuite,
certains prétraitements sont appliqués à l’image hyperspectrale étudiée (comme le filtrage spatial
pour le débruitage). La dernière étape, le point principal de notre méthode, consiste à calculer
un coefficient de corrélation de Pearson entre les spectres étudiés et chacun des spectres clés
de la base de données. Ces nouvelles valeurs obtenues peuvent être utilisées pour des méthodes
courantes de segmentation et de visualisation.

Nos processus ont été appliqués à différents cas. Après l’avoir testé sur des nuanciers de
colorants simples avec une base de données interne pour validation, nous l’avons appliqué à
une tapisserie d’Aubusson (XVIIIe siècle) avec un nuancier de colorants externe pour obtenir
une ACP dans laquelle les clusters sont beaucoup plus nets qu’une ACP classique sur données
brutes. Cela a donc permis une identification plus fine des colorants. À titre d’illustration,
nous identifions les teintures rouges sur une tapisserie comme étant de la garance et non de la
cochenille.

Enfin, la méthode a été appliquée à des groupes de pigments présents sur les carreaux de
céramique d’Iznik de l’hôtel Saint-Maurice et a permis de réduire drastiquement la quantité
de données en ne conservant que les informations pertinentes. Les visualisations permettent de
montrer les similitudes ou les différences entre les carreaux : certains motifs très communs dans
le Caire moderne présentent de grosses variations tandis que les carreaux dont les motifs sont
plus rares semblent présenter des pigments identiques.

Ces cas illustrent l’amélioration de la robustesse tout en réduisant la quantité de données
sur les critères de similarité de colorants ou de pigments.

L’acquisition de l’apparence sur site à l’échelle monumentale

Enfin, nous avons cherché à améliorer le modèle 3D issu de la restitution de l’hôtel Saint-
Maurice. Pour cela, nous avons souhaité passer d’un modèle composé d’un mesh 3D associé à des
couleurs RGB, à un mesh 3D associé à des propriétés de reflectance, c’est à dire à une apparence
complète du palais.

Or, l’acquisition de la SVBRDF d’objets 3D est une tâche très complexe en raison de la
dimensionnalité élevée de la mesure (c’est-à-dire les directions de la lumière et de la vue, mais
également les variations spatiales). Dans ce contexte, les méthodes en laboratoire parviennent
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à obtenir des données très précises grâce à des étalonnages rigoureux dans un environnement
contrôlé. Cependant, les calibrations de caméras et de lumière effectués in situ sont beaucoup
plus complexes. Les travaux antérieurs sont limités en distribution angulaire ou nécessitent
des a priori forts sur lea SVBRDF ou la forme de l’objet capturé. De plus, les contraintes in
situ semblent montrer qu’une approche basée sur des modèles mathématiques peut être mieux
adaptée qu’une approche basée sur les données mesurées. Cela explique pourquoi la création
d’une configuration portable pour des environnements non contrôlés est un véritable défi.

Nous présentons ainsi une nouvelle méthode d’acquisition portable et adaptable à diverses
tailles d’objets, de façon à pouvoir réaliser des mesures pour améliorer la restitution du l’hôtel
particulier. Cette méthode consiste à acquérir et reconstruire la forme, la SVBRDF et la carte
des normales à partir de deux appareils photos et d’un spot lumineux. De plus, nous proposons
une nouvelle méthode de calibration rapide de la lumière, déployable sur site, en utilisant deux
boules miroirs. Notre méthode a l’avantage d’être très évolutive et adaptable in situ. Elle repose
sur un positionnement rapide pour chaque couple lumière/vue, qui permet une grande liberté
sur la répartition angulaire, sans a priori fort.

Nous validons notre méthode numériquement sur des scènes synthétiques et nous présentons
également des résultats sur des objets réels de réflectance et de forme complexes en laboratoire.
Enfin, nous l’appliquons sur site sur des parties du plafonds et des mosaïques de l’hôtel Saint-
Maurice.

Cette thèse présente donc trois aspects différents dans l’étude applicative de l’hôtel Saint-
Maurice. Si ces trois chapitres peuvent sembler assez éloignés, ils se recroisent en réalité car
ils permettent de faire une étude globale de l’acquisition numérique d’un objet : en effet, nous
avons étudié la forme de l’objet, puis sa couleur en deux parties, c’est-à-dire en étudiant son
spectre réfléchi, et les propriétés angulaires de cette réflexion. Ces axes de recherche permettent
d’avoir une meilleure compréhension de comment adapter les contraintes sur site de l’acquisition
à ces trois points fondamentaux de la caractérisation visuelle et la capture d’un objet du monde
réel.
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Introduction

With the emergence of photorealistic images, Digital Optics and Computer Graphics have sought
to represent objects around us as faithfully as possible. Several areas of research emerged for
improvement: light transport simulation, geometry processing, reflection properties of materials.
We have reached to a point where some fully computer-generated scenes can mimic reality and
fool our eyes.

However, we also considered the question of why we should restrict ourselves to computer-
based replication of our world when we have the capability to directly capture it with acquisition
devices. Studies like [128, 193] then aim at considering new methods of acquisition, first from the
real world to the virtual world, then from computers to observers. Step by step, they specialized
in capturing what makes the objects around us so recognizable. We saw in this context the
rise of devices and software for the reconstruction of 3D shape. Objects are thereby synthesized
in the form of meshes, composed of 3D points (called vertices) connected by triangles (called
faces). Then, colors are associated with the objects during the capture as red-green-blue (RGB)
triplet associated to each vertex or each face.

But, one shape and colors is not enough to capture and reproduce our environment perfectly.
A black box made of wood and metal effectively does not present the same appearance at all
despite a common shape and color. At a matter of facts, it is also necessary to take into account
the optical properties of the material to represent light reflection accurately. The appearance of
a material can be summarized by the Bi-directional Reflectance Distribution Function (BRDF).
This function represents the proportion of light reflected by a material for a given light obser-
vation and direction. Therefore, the most accurate acquisition systems now capture a mesh
associated with a BRDF, or even a spatially varying BRDF (SVBRDF), instead of a simple
RGB color. Each vertex is linked to an SVBRDF with particular parameters.

The advantage of acquiring a 3D model is that it allows to add even more information. In
the era of data, acquisitions are becoming more and more diverse (reflectance spectra, medical
data, annotations). These data can then be associated with vertices of the model mesh. New
visualizations are developed and the 3D object from real world becomes more appealing for a
large range of applications.

This is notably the case of Cultural Heritage. Indeed, this is an area where digitization
brings many answers. First, the issue of saving human heritage is one of the key issues in
recent History: since the beginning of the 19th century, the emergence of museums has shown
the concern for safeguarding cultural property. The digitization of old, fragile objects makes it
possible to keep a virtual copy at a given time for example. In addition, the digitalization enables
the exploitation of data-enriched computer models. Research in synergy between historians and
physicists or computer scientists therefore generates new significant advances around these two
axes. On the one hand, the need for conservation requires an increasingly realistic acquisition
process, whereas most applications require simpler and more intuitive visualization methods on
the other one.

In this context, Cultural Heritage is first and foremost part of the scale of the objects that
can be transported to the lab: Monumental Heritage is also slowly taking up issues related
to digitization and acquisition. New constraints then appear such as uncontrolled acquisition
environments, or much more imposing sizes. Upon to that, keeping correct rep. of acquisition
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data as realistic as possible raises many other challenges.
It is in this context that this thesis is taking part of the Smart 3D project jointly led

by INHA, Inria, Archéoscience Bordeaux and IOGS, which also benefits from the support of
IFAO through its contribution to the research of the program“La fabrique du Caire moderne”.
The objective of the Smart 3D project is to establish a novel perspective on three-dimensional
representation in the context of monumental heritage. This approach aims to address both
the inquiries pertaining to art history through the inclusion of enhanced visual information,
and the requirements for scientific validation by serving as a platform for the consolidation of
historical data used in restorations. The object of application is a 19th century private hotel
located in Cairo called Saint-Maurice residence, presenting an important subject of study on
Islamic revivalism. Within this residence, the ceramic tiles of Iznik are a typical example of the
characteristic reuse of revivalism. It appears as a subject of study on its own.

This thesis seeks to propose solutions focusing on the production of a greater density of
visual information and the development of a characteristic link between the visuals and the
physical world within a framework of consistent observations. These observations are the result
of portable and non-invasive acquisition methods. To this end, we first present the context
and the historical issues around Saint-Maurice residence, then we develop the work carried out
around 3 axes:

1. Shape acquisition at the microscale level (Chapter 1). In this chapter, I detail the precision
improvement made on existing methods based on Depth from Focus algorithms and how
I use it to measure the glaze thickness of old ceramics as part of a study of their physical
characteristics.

2. Reflectance spectra acquisition and processing (Chapter 2). Here I present a novel method
allowing better simplifications of data from hyperspectral acquisitions (instead of RGB
color), together with its validations and applications.

3. SVBRDF acquisition for monumental heritage (Chapter 3). I present in this part the
constraints linked to performing digital acquisitions in an uncontrolled environment, and
the implementation of a process to measure SVBRDF models for a more realistic repre-
sentation of objects in the context of monumental heritage.
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Context

Reuse in 19th-century Cairo: Saint-Maurice residence

Figure 1: One of the challenge for the 3D restitution of Saint-Maurice residence (upper-
right) is the collection and aggregation of multiple documents in multiple formats: colored
photographs (upper-center, 1908 or 1926 by Jules Gervais-Courtellemont – National Geo-
graphic Society, Washington, D.C., US), photogrammetric 3D survey (doors at upper-right,
fall 2019 – French Embassy, Cairo, Egypt), architectural blueprints (lower-left, Archives ra-
patriées des postes diplomatiques et consulaires, Nantes, France), watercolors of cross-section
(lower-center, 1921 – location unknown), black an white photographs (lower-left, 1875-1879
by Beniamino Facchinelli – Bibliothèque de l’Institut national d’histoire de l’art, Paris, France).

Islamic revivalism at Saint-Maurice residence. Although mostly associated with An-
tiquity and the Middle Ages, architectural reuse represents a widely disseminated practice in
Europe and beyond, all throughout the nineteenth century. In Middle Eastern capitals such
as Cairo and Damascus, salvage purchased from dilapidated or under-renovation sites was re-
purposed as rich material for flooring and dados (marble), doors and furniture (woodwork),
paneling (ceramics), and ceilings (painted plaster) [211]. These architectural arrangements are
identified nowadays as belonging to Islamic Revivalism [69]. It was also common practice to
sell installations of World’s fairs for future reuse, once the events were over: an Egyptian pavil-
ion from the 1867 Universal exhibition was reinstalled as an artistic studio and residence near
Paris [210]. Part of the Pavillon des Indes, presented by Great Britain at the 1878 Universal
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Exhibition, survives today in the vicinity of Paris (Courbevoie).
Islamic reuse was promoted in Cairo by French expatriates in the 1870s, a major instance

being Saint-Maurice residence. Built in 1875-79, the structure associated salvage, with
replicas of historic ornament from Cairo’s monuments and Revival pieces designed on purpose.
The structure was dismantled in 1937 but partly reconstructed in another location in the same
city. Although the building does not survive in its initial form, dispersed remains do exist, as
well as a extensive documentation (drawings, plans, photographs, texts) on the initial project
(c.f., Figure 1).

The restitution. Therefore, the aggregation of visual and material evidence permits to pro-
vide with color (and more) historic views, which are mainly monochrome, while offering the
possibility to simulate a large decorative scheme that no longer exists in its original condition.

Such a restitution [86] is a challenge since it extends the notion of 3D puzzle (e.g., [166])
with documents in multiple formats, together with existing salvage scattered in distinct loca-
tions, either originals or copies, in modified form or not. It requires large surveys to collect
and complete the required documentation. By putting together all available evidence, the 3D
representation can help exploring some hypotheses regarding ornament reuse (see Figure 2).

Figure 2: Two views of the 3D restitution of Saint-Maurice residence compared with historic
photographs. Left – the main lounge decorated all the ornaments we had acquired. Right – an
external view.

The 3D restitution made by Archeovision [1] was difficult due to the available fragmentary
documentation: while there was abundant historic iconography, there were no rigorous archi-
tectural plans nor detailed surveys of ornament. In brief, the shortage of detailed architectural
data obliged to make full use of the plans, surveys, and photographs at their disposal.

Going beyond classic 3D. This colored 3D model leads to a visual restitution of the richness
of the studied object. However, there is a need to go beyond classical 3D survey and closer
to physical characteristics in order to formulate hypotheses on salvage reuse. Moreover, the
metrologic aspect of existing technologies and models [89, 62] are not sufficient to answer the
art historical questions raised by such type of architecture: a visual model is not enough for
characterization of the underlying physical, chemical and optical properties. Indeed, as for
metamerism in color, multiple physical compositions can lead to the same visual appearance.
This is the second challenge of the study: how to acquire information that links more closely
the visual aspect with the physical characteristics, in the limited field of study. Moreover,
this acquisition has to be done on-site, in a non-invasive way. This consideration is the
central element that guided me during my doctorate, and that is presented in this
manuscript.
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The Iznik ceramics of Saint-Maurice residence
Glazed ceramics represent a major part of the cultural heritage visible in the archaeological
record. They are relatively simple to produce and have been found throughout the world from
the Mediterranean basin, to as far as China and Japan for millennia. Due to its widespread and
varied use (including dishes and other utilitarian items, both interior and exterior architecture,
etc.) and its resistance to post-depositional degradation, it is one of the common material cul-
tural items found during archaeological excavations. Initially applied to simple terracotta goods,
the use of glazes first appeared in ancient Egypt. Once vitrified after firing, the glaze coating
applied to ceramic surfaces serves to not only decorate the item, but also harden it, and make it
water-proof [148, 202]. Though glazes were originally produced from ash, vitrification methods
have evolved over time to also include the use of alkaline and lead glazes.

A particular ceramics is studied in our context: Iznik ceramics. These ceramics were
produced between the 15th and 17th centuries for various uses, from tableware to tiles [16].
Coming from the city of Iznik in western Anatolia, they dispersed throughout the Ottoman
Empire, the Arab world and the Mediterranean region [17].

From a technical point of view, they are composed successively from the bottom to the top
of a siliceous substrate (Figure 4a), then of a layer of preparation support of the decoration
also siliceous and of white color (usually called siliceous engobe, b). Afterwards a polychrome
decoration based on metal oxides (generally red, black, blue, green, or even yellow pigments) is
placed (c). Finally, we can found a layer of superficial glaze that covers the surface of the piece
(d) [26].

Figure 3: Schema of a section plan of the successive strata of a glazed ceramic. Depending on
the type of pigment used, the polychrome decoration (c) can diffuse in the transparent glaze(e.g.
blue or green pigments).

The tiles surveyed in Saint-Maurice residence present 4 patterns characteristic of the Iznik
production that can be found on many historic buildings in present-day Cairo [17] (see Figure 4).
We named them C1, C2, P1 and P2 according to their ornamentation for better recognition It
then raises open questions about their origins and reuse while very few documentation exist for
answering.

Three aspects of the ceramic tiles can be examined, namely their micro-scale shape, pat-
terns, and pigments. Firstly, the analysis of the micro-scale geometry can reveal details on the
granularity of the pigments or information on the glaze, while photogrammetry only generates
a flat surface. Secondly, comparison of the patterns is an effective way to identify differences
between different tiles. Although the tiles may appear similar at first glance, closer inspection
can reveal significant variations in the pattern (look at the details in Figure 4). One way to
study patterns is to segment an image of the tile based on its ”color”, from its RGB to spectral
definition. Thirdly, the observation of pigments can facilitate both identification and similarity
assessment. To achieve this, the reflectance spectrum of the pigment can be observed for identi-
fication purposes. As opposed to Gonizzi Barsanti et al. [20], the availability of on-site spectral
imaging (e.g., Specim IQ) leads to the potential identification of the pigments used. To sum up,
to identify these Iznik ceramic provenance, there is a need to acquire data beyond classic 3D
method and RGB imaging.

21



Figure 4: Pictures of the 4 patterns of Iznik tiles visible in Saint-Maurice residence (upper
line, left to right: groups C2, P1, C1, P2, c.f. Figure 5). Pictures of Iznik tiles presenting
the same pattern in historic Cairo (bottom left), in Coptic Museum of Cairo (bottom - center),
and in V&A Museum in London (bottom right)

The challenge here is to seek the possibility of highlighting groups, or identifying
somehow clear tendencies within the 4 groups of ceramics sharing similar properties. Figure 5
shows the photos of these groups of tiles and their respective indexing. In this thesis, we will
use the same indexing as chosen here.

Hyperspectral imaging of ceramics seems to be an interesting, fast and, non-invasive method
to achieve such goal according to conclusions of Farjas et al. [66]. The hope is that it will be
used to perform pattern segmentation as well as pigment recognition and semi-automatic classi-
fication. In addition, developing a 3D acquisition technique at the micro resolution for the glaze
and micro details information is a very appealing method to enhance and validate our results.

Note: Acquisition campaign in Cairo

To achieve these purposes, I went to lead an acquisition campaign with Pascal Mora
(Archeovision), Xavier Granier (IOGS), Mercedes Volait (INHA) and Matjaz Kacicnik
(professionnal photograph) at the French Embassy of Cairo in November 2020 [19]. During
4 days, I carried out 3D macro scale acquisition (see Chapter 1) and hyperspectral imagery
on the Iznik ceramics (see Chapter 2), and appearance measurements on a mosaic wall
and a painted ceiling (see Chapter 3).
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Figure 5: Top: Photographs of the Iznik ceramics tiles in the Saint-Maurice residence. Each
of the group has a name P1, P2, C1, C2.
Bottom: Indexing of each group corresponding to the photographs. 3 tiles of P1 group are not
visible on the photographs. Tiles measured with Depth from Focus are in red (see Chapter 1).
Tiles photographed with hyperspectral imaging are in bold (see Chapter 2).
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Chapter 1

Depth from Focus for Shape
acquisition

As presented in the introduction, a computer-based reproduction of an object’s realistic appear-
ance can be divided into two components: shape and appearance, including its color and the
way it reflects light. The current chapter focuses on the first of these aspects: shape acquisition.
Specifically, we present a method of Depth from Focus (DfF) that enables us to acquire shape
information at small scales. Although a large number of 3D acquisition methods exist either for
large-scale or microscopic objects, the literature lacks approaches capable of capturing details
at the intermediate level. This gap is particularly significant when dealing with details that fall
between the scale of microscopy and our own. To address this challenge, we detail the reason-
ing behind the use of a depth from focus strategy to acquire shape information. Moreover, we
describe the improvements we made to the existing Depth from Focus methods for our specific
application. Finally, we present an original extension of our approach allowing to measure the
thicknesses of ancient ceramic glazes in a non-invasive manner. We specifically applied this new
tool to the case of the Iznik ceramics case study from Saint-Maurice residence.

The results of the chapter have been validated in [49, 48].

1.1 3D acquisition of small reliefs - state of the art

1.1.1 On-site 3D acquisition techniques

Capturing the 3D structure of real world scenes is a long standing problem in the computer vision
and computer graphics communities. The literature is extremely vast and the technological
solutions are very diverse. In this section we focus on approaches potentially applicable to our
case: portable high-resolution scanning (we want a resolution of 5-10 µm). Therefore we have
deliberately ignored some technologies such as LiDAR remote sensing or time-of-flight cameras
which are nevertheless widely used but clearly unsuited to our needs in terms of accuracy. The
3D acquisition techniques that we will see below are all based on the capture of 2D images (in
the broad sense) obtained by varying either the parameters of the source, or the parameters of
the sensor, or even both [177]. Shape information can then be reconstructed in different ways.
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Note: Camera limitation at the macroscopic scale

Before discussing about the different techniques of 3D acquisition, it remains important to
underline the limitations caused by the optical systems. The major difficulty in macro and
microscopy photography is that the depth of field relative to the field of view decreases
drastically with magnification.
In order to maximize precision, it is necessary to acquire the sharpest images possible,
and therefore to eliminate all sources of blur. Aside from motion blur which is irrelevant
here, we have two main sources of blur: depth of field and diffraction. The width of
the Airy disk can be approximated by: 2.44λN , with λ the wavelength and N the f-
number. Taking into account the Bayer filter and the presence of a low-pass filter, it
is commonly accepted that the diameter of the Airy disk is generally less than 3 pixels,
which is acceptable for our need. So there is no problem here. Then, the depth of field
(DoF) for an asymmetrical lens is defined by:

DoF =
2f( 1

m + 1
p)

fm
Nc −

Nc
fm

(1.1)

with f the focal length, m the magnification, N the f-number, c the diameter of the circle
of confusion (CoC), and p the ratio between the incoming and outgoing pupil (equal to 1
for a symmetrical lens). For sharp images at the pixel scale, the diameter c of the circle
of confusion is directly constrained by the physical size of the pixels, and we can take it
to be 2× the size of a pixel. This confirms that the depth of field relative to the field
of view is really related with magnification. For example, for a field of view of 1m, the
depth of field is approximately 30cm, or 30% of the field of view. For an enlargement of
1:1, with a field of view of 24mm, the depth of field is 0.3mm, i.e., 1% only of the field of
view.
This phenomenon is by far the main difficulty in 3D capture at the micron scale, regardless
of the technology used.

3D laser scanning. 3D laser scanners are the most widely spread and known portable acqui-
sition methods. This technology, greatly democratized over the period 1990 to 2010 [32], is based
on a sensor (camera) and a structured source (laser) whose intrinsic and extrinsic properties (rel-
ative positions) are perfectly known via a calibration phase. The relative 3D position is obtained
by simple triangulation, i.e. based on the pairing between two (or more) rays reaching the 3D
physical point from different viewpoints established between a pre-calibrated transmitter-sensor
couple. The main benefit of the laser source is that it has a coherent light source, which makes
it possible to concentrate a beam on a very fine area. The beam can be modified into a line or a
cross using some lenses, which allow to multiply the triangulated pixels by a single capture and
greatly accelerate the acquisition of a portion of surface by scanning the beam in translation
or rotation (see Figure 1.1). By using an ultraviolet source, they can also model a very large
set of materials, including very specular metals. Regarding the resolution and precision that it
is possible to obtain, this depends on the one hand on the fineness of the laser beam and the
effective resolution (GSD) of the associated sensor(s).

However, they have several limitations. First, they only capture shape and not photometric
(color) information. This is a major limitation because realigning two different sources to the
precision of a few microns is a real challenge. Then, it can produce small occlusions between
the laser and the sensors leading to measurement holes. Last but not the least, most recent
“hand” scanners such as CreaForm HandySCAN 700 are limited by their resolution at 50 µm
theoretically, and around 100-200 µm in our tests. One of the main reasons for this is that the
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“hand” scanners offering the highest resolutions are designed for fast scanning of objects ranging
from 10cm to a few meters. This resolution can be greatly improved with laser profilometers
such as Keyence LJ-V7020K or Micro-Epsilon scanCONTROL 29xx-10/BL which represent a
resolution of few µm. But the drawback of this resolution is the acquisition time because they
are designed for a pixel-to-pixel acquisition at microscopic scale. This would require a device
that would allow the system to be translated slowly, but the acquisition times would be huge,
and the risks of an error accumulation during processing would not be negligible.

Figure 1.1: Simple example of a 3D laser scan using a laser beam modified into a line. Images
taken from [32]

Pattern Projection Scanning. A laser source permits to capture only a single line (or a
few lines) of dots at once. An alternative approach consists in replacing the laser source by the
projection of 2D patterns allowing the reconstruction of the depth of all the pixels of the sensor
with a low number of shots. The methods differ mainly by the type of patterns used, which lead
to different constraints on the sources and to very different algorithms.

We can mention first, structured light 3D scanners that project a light pattern onto the object
and reconstruct depth information by analyzing deformations. This challenge is addressed by a
joint use of different patterns and sophisticated algorithms, the literature being extremely vast
on the subject [189]. The simplest techniques project binary patterns with decreasing frequency
generating for each of the pixels of the camera a code from which the depth can be reconstructed
by triangulation. Intuitively, low frequencies allow disambiguation, while high frequencies allow
reconstruction of dense depth information. In order to improve the results, the joint use of
non-binary and/or colored patterns makes it possible to further reduce the number of captures
necessary while increasing the precision [190, 189]. This method has two main shortcomings.
First, the quality and robustness of the reconstruction in structured light is conditioned by
the reflectance properties of the objects. For example, areas that are too strongly specular
(e.g., mirror) are generally very poorly captured because the projected pattern is unlikely to be
reflected towards the camera [92]. Second, and most importantly, the accuracy is greatly limited
by the resolution of the projector and requires a perfectly sharp projection on the surface.

The limits of structured light tend to be corrected with phase shift techniques (Fringe pro-
jection) [82]. The ancestor of this method is the projection of Moiré patterns [95] which was
abandoned in favor of the projection of fringes thanks to the appearance of video projectors. It
works by replacing the binary patterns with sinusoidal bands on the object successively with a
phase shift of the sinusoidal signal. The images thus captured are analyzed to find the phase
shift in each of them. In exchange for a very precise calibration, three images only are enough
to solve this problem, and we can use a projector with a very low resolution while allowing
sub-pixel precision (50 to 100 µm)[197].

Like 3D laser scanning, light projection methods have crippling flaws in our case. In addition
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to the blackouts between the projector and the camera(s) leading to measurement holes, it is
necessary to project high resolution images with sharp patterns on the surfaces to be captured.
However, in our case at the macroscopic scale, the reduced depth of field makes it difficult to
acquire areas with strong protuberances. This remark concerns both the camera(s) and the
projection device. It becomes difficult to go below a resolution of the order of tens of µm.

Figure 1.2: Illustration of the principle of digitization by pattern projection with binary patterns
(top) and continuous patterns for fringe projection (bottom). Images taken from [220]

Shape from Shading. A last class of technique approaching the triangulation between a
sensor and a light is put forward here. The subject is photographed from a single point of
view but under different lighting conditions, typically from three or four different directions of
light [217, 157]. By knowing the lighting conditions and the reflectance properties of the object,
it is then possible to find in each of the pixels the slope (i.e., the normal) of the underlying
surface directly from the different intensities of the pixel. Another algorithm like [111] then
makes it possible to find the depth (within a constant) of the pixels from the slopes. Such a
device is very simple to set up, and requires very little hardware, but the main limitation of
this approach is that the reflectance of the object must be known and constant over the entire
surface. Moreover, it requires to separate direct and indirect lighting for good results [156],

Figure 1.3: Illustration of the principle of shape-from-shading and application to a coin. Images
taken from [94]
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which is not very convenient in many cases. This restricts this technique to a few specific case
studies such as the digitization of coins, for example [94] (see Figure 1.3).

Photogrammetry. Unlike the methods mentioned above, photogrammetry [138, 178] is a pas-
sive method that does not require special lighting. It is based on the triangulation not between a
source and a camera, but between the positions of several cameras. By multiplying the sensors,
sophisticated image processing algorithms make it possible to establish correspondences directly
from the photometric data without relying on a particular source (Multi-View-Stereo - MVS)
[191]. Other complementary algorithms even make it possible to dispense with the calibration
step (Structure-From-Motion - SFM) [216]. Most of the recent photogrammetry methods are
based on a principle of joint approach of both techniques. Firstly, SfM photogrammetry au-
tomatically determines the intrinsic and extrinsic parameters of a set of images captured by
photographing an object from a myriad of view-points, using low-density point cloud of the
object. Then, a dense point cloud is generated by the triangulation of rays casted from each of
camera and a scene geometry is reconstructed incrementally. It is even possible to improve the
obtained results by assuming that the object is perfectly diffused for the update of the geometry
using estimated surface normals [165]. The more the number of views, that is the image set,
increases, the more the precision on the measurement of the shape progresses. The results can
reach the precision of 3D laser scanners for thousands of photos. Moreover, one of the greatest
interests of photogrammetry remains the possibility of having the color of each point of the
cloud by taking up that of the pixels of the images.

Figure 1.4: Image taken from RealityCapture Software by the website 3D Scan Expert. Illus-
tration of the 3D object acquired and the positions get by SfM for each camera.

However, this technique still has important limitations. First, passive lighting makes pho-
togrammetry very constrained to material variations on the surface. Indeed, by matching points
on different images, there is a big loss of robustness in the uniform and textureless areas. In
addition, parts that are too strongly specular (e.g., mirror or metal) are generally very poorly
captured because the very large color variations on the pixel make the triangulation obsolete.

Above all, it is also necessary here to process sharp images for triangulation. However, we
are faced with a reduced depth of field in the case of close-range photogrammetry for macro
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scanning. This limitation makes it difficult to obtain detail below 50-100 µm. It is nonetheless
possible to overcome it by reconstructing sharp images with focus stacking (a technique which
combines a set of images taken at different focus distances to generate an image with a larger
depth of field [176]). The next step is to apply photogrammetry algorithms to the all-in-focus
images to generate a 3D object [175]. The issue with the proposed approach is that it entails
longer acquisition and processing times. Specifically, about fifty photos must be taken for each
points-of-view, which necessitates the use of a fixed tripod. However, this presents a challenge
in photogrammetry, as certain angles may be difficult to achieve without manual manipulation
of the camera. Additionally, each set of pictures must be processed individually to generate
all-in-focus images before further processing can be performed using the SfM-MVS approach.

Microscopy. If each of the proposed methods therefore works very well at the human scale,
we understand that they all have the same problem related to the sensor: the very shallow
depth of field prevents precise acquisition to the µm. On the other hand, there are acquisition
solutions at much smaller scales, as we have seen with laser profilometers. Other systems thus
exist by adapting microscopy optics to Fringe projection type methods [103]. But the problem
nevertheless remains that with microscope optics, the area acquired is really small (in the case
of [103], the acquisition zone is 8×6mm for an accuracy of 8 µm): we measure at a scale below
our target that which we wish, and only on small objects transportable in the laboratory.

In summary, our objective is to perform measurements that bridge the gap between micro-
scopic scale and traditional portable 3D acquisition methods. Unfortunately, techniques that
rely on microscopic optics are too limited in their scope, while conventional techniques are lim-
ited by the reduced depth of field. This feature is a limitation in triangulation cases where sharp
images are a requisite. But it is possible to use the information contained within the depth of
field as an advantage to extract depth information.

1.1.2 Exploiting the depth of field information

A wide range of techniques have been proposed so far such as photogrammetry, laser scan or
structured lights. But as explained in the previous part, when targeting micro-scale reliefs, such
triangulation based optical systems become impracticable because the depth-of-field decreases
quadratically with the field of view. For instance, when targeting a resolution of one pixel per
micrometer with a classical digital camera, the typical depth of field will range between 5 and
50 micrometers only.

In this context, depth-from-focus methods become particularly appealing. Those techniques
strive to recover 2.5D depth information from a focal stack by estimating, for each pixel, the
depth of the focus plane. Most depth from focus methods start by applying a focus measure
on the input focal stack, and then estimate the depth by seeking, for each pixel, a robust
peak of this focus measure profile along the z direction. Most techniques manage to recover a
discrete depth information with reasonably high accuracy, and the relative depth accuracy of
the reconstruction is thus expected to increase as the field of view decrease. However, their
performance at recovering continuous depth information remains unclear yet.

Depth from defocus. Exploiting depth of field information to reconstruct depth information
was first proposed by Pentland [169]. Their Depth from defocus methods estimate the depth
from the amount of defocus estimated from a pair of images taken at different focal lengths,
and many variants of this approach have been proposed so far [120]. Using a coded aperture,
Levin et al. [127] even showed how to get rid of the back and front ambiguity when working
on a single image. However, since it is extremely difficult to estimate the amount of defocus
independently of the texture frequency of the scene itself, those Depth from defocus methods
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can only recover very coarse depth information that can only be used for simple tasks such as
autofocus, foreground/background segmentation and the likes, but unlikely for 3D scanning.

Depth from focal stack. A focal stack is a sequence of images taken for different focal planes.
It can be obtained by either moving the camera along a translation unit, or by changing the
focal length of the optics. Usually, each point of the scene is in focus in one and only one slice
such that an all-in-focus image can be reconstructed by peaking the sharpest pixel along each
view direction [171]. A discrete depth map can be jointly obtained by assigning to each selected
pixel the depth of its respective focal plane [88]. Depth from focal stack can then be used alone
to determine depth, or in conjunction with Depth from Defocus and other methods [123].

Figure 1.5: A coarse focal stack of an outdoor scene and its surface mapped 3D depth obtained
by depth from focal stack is shown from two different viewpoints. Image taken from [187].

Focus measure. In such depth from focus approaches, a central ingredient is the so called
focus measure, whose goal is to estimate the level of sharpness of every pixel of the stack. Dozens
of heuristics have been proposed, either based on differential operators, contrast estimator, or
frequency analysis [195]. According to Pertuz et al [170]’s study, Laplacian-based operators
turned out to be the best performing. This is confirmed by more recent works improving upon
classical Laplacian operators such as the Ring Difference Filter (RDF) [196]. Other methods
tried to learn optimal combinations of different measures [141, 187].

Depth estimation. Simply taking the extrema of the focus measure to recover depth informa-
tion [88] is fast but subject to high noise and limited to discrete depth values. Higher accuracy
and robustness is achieved through fitting methods using either local Gaussian [31] or global
Laplacian [187] distributions. Some recent work have also experimented with neural networks
for this task [99], but they face the hunger for data for the learning stage. Nonetheless, the
raw output of such estimators still have to be post-processed to reduce the noise and complete
incorrect parts, for instance using cost-aggregation techniques [196] or cost-volume methods
based on a reliability map [187]. Javidnia et al. [108] globally optimize both the depth and
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in-focus color of each pixel by minimizing the difference between the input reference stack and
a procedurally generated stack from the current depth map. It therefore seems interesting to
set up a method based on the exploitation of the depth of field, seeking to find an uncertainty
less than the distance between two images of the stack.

1.2 Enhancing the Depth from Focus accuracy
In this chapter we propose a novel peak estimation method that strives to address this short-
coming. This chapter makes the following four key contributions:

1. Sliding window. To improve robustness to outliers while avoiding costly non-linear opti-
mizations, we propose an original scheme that linearly scans the profile over a fixed size
window, searching for the best peak within each window (Section 1.2.2).

2. Linear least-Squares Laplace regression. Within each window, we identify the peak by
fitting a Laplace distribution over the data. We greatly improve the computation cost by
proposing a linearization scheme (Section 1.2.2).

3. Adaptive smoothing. As a post-process, we present an adaptive and feature preserving
smoothing scheme based on a per pixel confidence value and Moving-Least-Squares like
regressions (Section 1.2.3).

4. Quantitative evaluation. We objectively evaluate the performance of our method by gen-
erating synthetic focal stacks from which the reconstructed depth maps can be compared
to ground truth (Section 1.2.4).

1.2.1 Overview of the pipeline

Figure 1.6: Our depth from focus pipeline. Starting from the acquired focal stack I (a), we
compute a Focus Measure map F (b) and a low-pass version F̃ (c) through Gaussian smoothing.
For each pixel, we perform our Peak Estimation procedure (d), yielding a depth map D (e) and
a reliability map R (f). Finally, we apply an adaptive MLS filter from these two maps to obtain
our final depth map (g) giving a 3D profile (h).

As most depth-from-focal-stack methods, our approach relies on the three main steps iden-
tified in the section 1.1.2: focus measure, peak extraction, and post-processing. Our pipeline is
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depicted in Figure 1.6. More precisely, we start from a stack I of n images where each pixel
is denoted Iki,j , with i, j the pixel indices within the slice number k ∈ [1, n], each slice corre-
sponding to a focal plane depth zk. We assume that the focal planes are uniformly sampled,
with a constant sampling interval δz = zk+1 − zk. Each slice of the stack is also assumed to be
pre-aligned such that for each spatial indices i, j, the 1D profile {Iki,j}k corresponds to the same
point of the scene.

Then we apply a Focus-Measure (FM) independently on each pixel of the stack yielding a
FM stack F (Fig. 1.6b). The rest of our pipeline can work with any FM producing sharp profiles
resembling to a Laplace distribution (Fig. 1.6d). This is the case of all Laplacian-like differential
operators, including the recent composite FM [187]. From our experiments, we found the 5× 5
Ring Difference Filter (RDF) [196] to be the best performing, especially in areas of low contrast,
while being simple and fast. To reduce the sensitivity to spatial noise, we apply a 2D Gaussian
filter on each slice of the FM stack, yielding a smoothed version denoted F̃ (Fig. 1.6c).

Figure 1.7: Demonstration of the importance of the Gaussian filter. Left: curve of FM of
one pixel as a function of depth z, on an FM where the Gaussian filter is not applied. Right:
curve of FM of the same pixel as a function of depth z, on an FM where the Gaussian filter
has a width of 20. For each case, the blue curve is the acquired FM and the orange curve is the
Laplacian distribution fitted on the FM.

The crucial step then consists in extracting from F̃ the depth Di,j of each pixel (i, j). In our
approach, this step is carried out independently for each pixel (i, j), so that it boils down to a
continuous peak estimation problem from the discrete 1D signal fk = F̃k

i,j (Fig. 1.6d). This is
the main part of our contribution and it is detailed in Section 1.2.2. In addition to the depth
map D (Fig. 1.6e), in this step we jointly compute a reliability map R (Fig. 1.6f) that is used
to drive an adaptive denoising procedure detailed in Section 1.2.3 (Fig. 1.6g).

1.2.2 Peak estimation using Linearized Sliding-window

This section focuses on computing, for each pixel (i, j), its depth value z from its 1D discrete
focus measure profile fk. In the following, it is assumed that z can be recovered as the location
of the maximum value of some continuous reconstruction f̄ of fk, that is: z = argmaxx f̄(x).
Sakurikar et al. [187] showed that the Laplace distribution

Lµ,b(x) =
1

2b
e−

‖x−µ‖
b (1.2)

was a good proxy model to reconstruct f̄ for a variety of focus measures. They compute the
mean µ and average absolute deviation (AAD) b parameters through the global minimization
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of the following non-linear energy:

E0 =
∑
k

(
Lµ,b(zk)− f ′

k

)2
, (1.3)

where f ′ is the normalized version of the fk so that it integrates to 1. Then, we directly get the
sought for depth as z = µ, and the AAD value b, or rather its inverse b-1, gives us an estimation
of its reliability: the finer and higher the peak of the distribution, the sharper and more reliable
it is.

This non-linear regression procedure exhibits two major issues. First, it involves an iterative
and computationally expensive minimization. Second, since the regression is carried out on the
whole signal in a simple least-squares sense, it is highly sensitive to outliers and noise far away
the expected peak. Here we are referring to outliers and noise that might be produced by the
focus measure, and not directly to outliers that would be present in the images themselves. For
instance, in the presence of strongly visible bokeh artefacts, the focus measure signal fk might
exhibit two peaks leading to an estimated depth located in-between the two peaks.

We alleviate both issues through linearization (Paragraph Linearization as a Triangle func-
tion) and localized regressions (Paragraph Sliding-window estimation) respectively.

Sliding-window estimation

b

zk nw = 6

µ

fk

z

Figure 1.8: Illustration of our sliding window strategy. The FM profile is shown as blue crosses
and three position of the window are depicted in yellow, red, and green respectively. The window
size nw is constant, and each window starts at a position zk.

To deal with outliers, we localize the Laplace regression through a basic sliding window
strategy described in Algorithm 1, and illustrated in Figure 1.8. The idea is to perform a full peak
estimation (e.g., through a Laplace fitting) independently for each sub range {fk, . . . , fk+nw−1}
of the stack, with nw the width of the window. Depth estimations falling outside the current
window are rejected, and finally we retain the one associated with the best reliability.
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Algorithm 1 Sliding window algorithm
r ← 0 . reliability
for k ∈ [1, n− nw + 1] do

µ, b← Laplace_regression(f [k, k + nw − 1])
if b-1 > r and zk < µ < zk + nwδz then

r ← b-1

z ← µ
end if

end for
return z, r

Linearization as a Triangle function

Running a non-linear regression on each sub-window would be prohibitively expensive. To speed
up computation, we thus linearize the energy E0 by taking the logarithm of both the focus
measure f and the Laplace distribution. However, doing so directly on the Laplace distribution
yields a triangle function of the form: log( 1

2b) −
‖x−µ‖

b , which unfortunately still exhibit a non
linear relationship between the slopes and constant terms. To address this issue, we relax
the somewhat arbitrary constraint of L being strictly a probabilistic distribution by making its
amplitude 1

2b in Eq. 1.2 a free parameter, say a, yielding a triangle function with three degrees of
freedom of the form: log(a)− ‖x−µ‖

b . This equation is advantageously rewritten as two piecewise
linear functions:

Tα,β,γ(x) =

{
α · x+ β if x < µ

−α · x+ γ if x ≥ µ
, (1.4)

where the position µ of the line intersection and AAD parameter of the initial Laplace distribu-
tion are recovered by:

µ =
γ − β

2α
, b =

γ + β

2
.

To efficiently deal with the absolute value, or piecewise nature of T , we first enforce the
window size nz to be an even number, and then assume that µ is located somewhere in-between
the two slices surrounding the window center zc = (zk+nw/2−1 + zk+nw/2)/2. This way we can
partition the current window’s samples into two groups, W1 = [k, k + nw/2 − 1] and W2 =
[k + nw/2, k + nw − 1], each group being associated to one side of the triangle.

The three parameters α, β, and γ are then easily obtained by minimizing the following
quadratic least-squares energy:

E1 =
∑
k∈W1

(αzk + β − log(fk))
2 (1.5)

+
∑
k∈W2

(−αzk + γ − log(fk))
2 . (1.6)

Let us emphasize that thanks to the sliding window strategy, our a priori partitioning with
respect to the center of the window is not really an issue because all possible locations of this cut
will be tested anyways. Nonetheless, nothing in E1 prevents the two lines to cross at a position
µ within the two slices surrounding zc. Whereas this constraint could be achieved through a
pair of linear inequalities, this would not be desirable as this would simply snap the eccentric
estimations on discrete values. Instead, we rather tighten the acceptance test in Algorithm 1 to
accept only the candidate µ within the sub range centered on the window and of width 3δz. We
chose an acceptance width of 3δz to be tolerant to slightly eccentric estimates to prevent the
risk of entirely missing a peak.
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In the rest of this section, we will refer to this method as the Triangle method. Let us note
that this linearization would not be possible without our sliding window strategy, and inversely,
our sliding window strategy would be prohibitively expensive without our linearization.

y = αx+ β

w1 w2

y = −αx+ γ

log(fk)

26 28 30 32
1

2

3

34

4

z

Figure 1.9: Illustration of the Triangle method. In log space, the current window [28, 31] is
partitioned within two parts. Each part is approximated by a piece-wise linear function having
opposite slopes.

1.2.3 Post-correction using MLS

From the depth map D and reliability map R, we apply an adaptive low pass filter in order to
both denoise the depth map and fix low reliability values from its surrounding. To preserve the
depth map features, we designed a filter inspired by the Moving Least Squares filter [35]. For
each pixel (i, j), the idea consists in approximating its neighborhood by a bivariate polynomial g,
and replace its depth value by the value of g at the pixel location qi,j . We take into account the
reliability map R by introducing it as additional weights within the regression. More formally,
the polynomial g is obtained as the minimization of the following quadratic energy:∑

x,y∈Ni,j

Rx,yθ(‖q− qx,y‖)
(
g(qx,y)−Dx,y

)2
, (1.7)

where θ is a compactly supported weighting function of radius h, and Ni,j denotes the neighbor-

hood of the pixel (i, j) within a distance h. In our implementation, we used θ(t) =
(
1− t2

h2

)2
,

and quadratic polynomials g. Compared to a simple weighted average, the use of a degree two
polynomial allows to much better preserve the features of the data. In the presence of uneven
sampling or holes as implied here by the reliability map, such high order polynomials also allow
to much better preserve le slopes, whereas a simple weighted average would be strongly biased
toward the more reliable and more numerous depth values.

1.2.4 Experiments and Results

We implemented a prototype of our pipeline within Matlab. For the spatial smoothing pass of
the focus measures, we used a Gaussian filter size of 7 pixels, and a MLS filter size of 5 pixels for
the post processing pass. For the sliding window, we found nw = 6 to be the best performing
according to our experiments (see Figure 1.10).

Evaluation on synthetic stacks

To objectively evaluate the performance of our different contributions, we procedurally generated
image stacks from several reference depth and texture maps. To this end, we implemented a
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Figure 1.10: Average absolute error over 20 synthetic stacks as a function of the window size
nw.

simple splatting approach spreading the contribution of each pixel of the input depth and texture
maps to each image of the stack as a Gaussian splat approximating the true Airy disk. The
radius of the splat is adjusted with respect to the size c of the circle of confusion computed as:

c = A · ‖S2 − S1‖
S2

· f

‖S1 − f‖
,

with A the aperture, f the focal length, S1 the distance to the focal plane, and S2 the distance
to the current scene point [176].

With this procedure, we generated 80 stacks from 4 base depth maps, each being perturbed
with 5 levels of low frequency noise mimicking surface details. Some combinations are shown in
Figure 1.12, first column. Those 20 depth-maps are then combined with 4 different grey-level
textures shown in Figure 1.11. Each stack is formed by images of 400× 400 pixels.

We compare our Triangle method against two other peak estimations borrowed from the
literature. The first one, called Laplace, is the global non-linear regression of a Laplace dis-
tribution coming from the the method of Sakurikar et al. [187] and that we recalled in Sec-
tion 1.2.2. Implementation-wise, we used the lsqnonlin Matlab’s function parametrized to use
a Levenberg-Marquardt algorithm with low tolerance values (i.e, TolX=TolFun=1e-4) to make
the multiple non-linear solves as fast as possible. The second one, called 3 pts, comes from the
three-points method of Billiot et al. [31]. Their method estimates the depth as the location µ of
the peak of a generalized Gaussian a · e−

x−µ
2σ whose three parameters are computed such that it

passes through the sample having the maximal focus measure, and its two neighbors. Likewise,
we compute the reliability as the height of the respective normalized Gaussian. We also added
results from the RDF method [196] using the implementation provided by the authors, and the
full pipeline of Sakurikar et al. [187] which is similar to the “Laplace” pipeline described above
but using their composite focus measure and a bilateral filter instead of our MLS pass.

Tables 1.1, and 1.2 show global statistics for the 80 stacks of the Mean Absolute Error (MAE)
computed against the reference depth maps for each of the three methods. The reported MAE

Figure 1.11: The four textures used to generate our 80 stacks.
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Figure 1.12: Qualitative comparison of 3-pts, Laplacian, and Triangle methods on some gen-
erated image stacks.

is normalized such that it should be interpreted as if the distance between two focal planes δz
is 1.

Table 1.1: Statistics of absolute error prior to MLS post-correction. The 4th to 6th columns
report the worst error for the given percentiles.

Method Mean Std-dev 25% 50% 75% Time
3 pts 0.360 0.354 0.135 0.288 0.497 0.6s

Laplace 0.219 0.256 0.075 0.163 0.292 90.1s
Triangle 0.196 0.257 0.065 0.141 0.259 1.5s

Table 1.2: Statistics of the absolute error and running time for the full pipelines (i.e., including
MLS post-correction).

Method Mean Std-dev 25% 50% 75% Time
3 pts 0.237 0.223 0.089 0.189 0.331 17.7s

Laplace 0.171 0.181 0.060 0.130 0.232 107.2s
Triangle 0.159 0.184 0.054 0.117 0.213 18.6s
RDF[196] 0.827 0.921 0.246 0.534 1.067 14.8s
Comp.[187] 0.236 0.414 0.072 0.157 0.288 94.5s

One can notice that the RDF pipeline produces the worst statistics: this is expected as it

38



before

after

Figure 1.13: Reconstruction of a very smooth initial 3D profile (top-left inset), before and
after our MLS adaptive post-correction.

produces discrete depth values whereas all others produces continuous ones. Not surprisingly,
Sakurikar et al. [187] pipeline exhibits statistics in par with our Laplace pipeline.

Now focusing on our three pipeline variants, we can see that the MLS post-correction step
provides an average of a 20% to 30% reduction of the MAE. Its visual effect is depicted in
Figure 1.13. Furthermore, all precision-related indicators lead to the same hierarchy, with the
3-pts method being significantly less accurate than the other two peak-estimators, and our
Triangle method being the most accurate. Overall, compared to the non-linear Laplace method,
our Triangle method provides a 10% reduction of the MAE while being more than ×60 times
faster, and only three times more expensive than the simplest 3-pts method.

Those 10% gains, however, does not tell everything about the quality improvement in general.
In Figure 1.14 we report the repartition of the computed depth values for each of the three
methods, assuming δz = 1. Those histograms reveal a clear bias toward a discrete set of
predetermined values corresponding to the discrete input sample depths for the 3-pts method,
and their middle for the other twos. Our linearized Triangle method exhibits a much lower
bias though. In practice, this bias produces depth maps with plateau-like artefacts that can
be observed in the results of Figure 1.12. Our Triangle result thus appears significantly less
noisy even-though the MAE differs by 10% only with Laplace. From those observations, one
might though about correcting this bias by applying to the decimal part of the estimated depths
a precomputed transfert function. As show in this figure (right column), this systematic bias
is well captured by a cubic polynomial function constrained to pass trough (0, 0) and (1, 1).
Applying this post-correction to the raw depth outputs (i.e., prior to MLS smoothing) permits
to reduce the MAE of the 3 pts and Laplace methods to 0.322 and 0.211 respectively which
are both still clearly larger than the MAE of our Triangle method. This post-correction has no
effect to our Triangle method as the magnitude of this bias effect is already very low, and lower
than the amount of noise.
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Figure 1.14: For each of the three methods, the top histograms show the distributions of the
computed depth values for the 80 depth maps D, and the bottom scatter plots show the ground
truth decimal depth values as a function of the decimal of the computed depth values. Those
plots also include least-squares cubic approximations of this function (blue curve), and the ideal
identity relation in red.

Depth from focus at micrometer scale

To evaluate our approach in a real-world context, we strived to acquire the relief of prehistoric
engraved stones exhibiting groove widths ranging from 50 to 100 µm. The precision of the depth-
from-focus pipeline is greatly influenced by the design of the acquisition setup [33]. To achieve
a ×2 magnification while minimizing the depth of field, we stacked together a 100 mm lens with
an inverted 50 mm lense (see Figure 1.16) playing the role of a close-up lens (Figure 1.17). To
minimize the depth of field, both lenses are fully opened (respectively 1:2.8 and 1:1.4).

With this setup we found that a step size δz of 20 µm to be a good tradeoff. Automatic
staking is achieved through a motorized rail, while the resulting images are aligned with the
Enfuse software prior to depth estimation with our pipeline. Figure 1.15 shows one result at the
crossing of three strokes. Despite the depth of the strokes (about 40 µm) being of same order
as the sampling depth δz, we can clearly see the stroke order.

As we can see in Fig. 1.15 , the engravings are visible and visually separable by their depths.
In addition, we notice the different grooves in the same engravings, made by the fact that the
tool used has been passed several times. Our method therefore makes it possible to produce a
sufficiently robust 3D profile on macroscopic images to observe the details of engravings that
are impossible to digitize with a laser scan or by photogrammetry.
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Figure 1.15: Results get on a real-word stack from an engraved stone. Top: 3D profile of the
acquired engraving area. Bottom left: blurry image obtained on the image stack. Bottom
right: reconstituted clear image of the engraving.

To go further, acquisition have been made on site in Delphi, Greece. Blocks of stone were
captured outdoors (see Table 1.3). For the first line, acquisition has been proceed with a Nikon
Z 100 mm lens (1× magnification) and step size δz of 200 µm. The second one has been made
with a Mitutoyo 10× and a tube lens of 200 mm (10× magnification) with a step size of 10 µm.
We note a progressive offset of the shots for the second case because the alignment of the optical
axis with the translation axis is not perfect. However, this offset can be corrected rather well
by aligning the images on Hugin [4]. The results demonstrate that our method can also be used
in-situ to obtain a relatively robust level of detail on macroscopic images.

Other practical results can be found in the next section, where our method has been used to
accurately measure the absolute thickness of thin glaze of ancient ceramics in a non destructive
manner.
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Table 1.3: Example of of on site results get on a in-situ real-world stacks from stones in Delphi,
Greece.

Nikon Z 100 mm Mitutoyo 10×

All-in-focus
picture

3D model in
ortho view

Other 3D
view

3D model
with texture
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1.3 Application to monumental heritage: measuring ceramics
glaze thickness

With a wealth of archaeometric approaches at our fingertips, ceramics are now widely studied
with a variety of methods to answer an array of historical and prehistorical questions, such as
questions of provenance, dating, method of manufacture, and trade, to name a few. In this
regard, physiochemical techniques such as Scanning Electron Microscopy (SEM) [204, 71], X-
ray diffraction (XRD), and Particle Induced X-ray Emission (PIXE) [125] are commonly used
for determining numerous characteristics of glazed ceramics. One ceramic attribute that can
be particularly informative is the determination of the thickness of a glaze. Traditionally, this
measurement has been obtained by SEM examination of polished thick sections. As well as
being time-consuming, this method requires the partial destruction of an object, to be able to
take it to the laboratory and produce the required analytical sample. Furthermore, in the case
of intact objects or architectural ceramics in place, it is inconceivable if not impossible to extract
a sample. In this context, the prospect of a mobile, portable, rapid and above all non-invasive
method has become an especially appealing alternative. Overall, however, the measurement
of the thickness for ceramic glazes have been sparsely exploited. As a no-table exception, in
some works [203, 73], it was possible to observe an evolution of the thickness in relation to the
chronology. In other ways, the thickness of the glaze can be used as an additional factor for
characterization [147], or to discriminate between glazed ceramic productions processes [121].
Namely, it can reflect not only the chemical composition of the glaze, but also the method
of application, and firing protocol. The variation in the thickness of the glaze also plays an
important role in the perception of the color of the glazed ceramic, as increased thickness results
in greater absorption of light by the glaze. With so much information produced through the
measurement of glaze thickness, and the aforementioned limitations of various methods for
its measurement, the growing influence of 3D analytical techniques in archaeology provides a
particularly interesting opportunity for researchers.

Recently, the techniques of computational photography and 3D acquisition have played an
increasingly important role during excavations and historical research. For example, photogram-
metry [91] and 3D lasers [34] can increase the possibilities of post-excavation observations. Quick
to install and portable, only requiring a camera and associated equipment, these, methods have
the advantage of providing valuable information relatively easily. Consequently, the development
of techniques based in computational photography is particularly compelling approach for the
study of glazed ceramics. Further suggesting the potential of this method, the advanced state
of the art in this field also makes it possible to obtain depth information (i.e., thickness) from
photographs. Specifically, we demonstrated previously that Depth from Focus strives to recover
2.5D depth information accurately. Consequently, this simple and global measurement of the
average thickness of the transparent glaze can then be easily associated with physicochemical
techniques, and may therefore be an excellent option for the on-site study of ceramics.

This aim of this section is twofold:

1. We develop a non-destructive and non-invasive method for the on-site analysis of glazed
ceramic tiles. This is achieved by measuring in a simple, fast, and inexpensive way the
thickness of the glaze while generating a clear surface image at the macroscopic scale
(based on DfF).

2. We compare the results of measurements from different types of ceramics to assess the
reliability of the method and to determine any limitations and drawbacks.

For this second goal, fragments of various origins have been chosen.
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1.3.1 Non-invasive on-site method for thickness measurement

As mentioned above, we apply Depth from Focus algorithm. This advantage of it is that we
only uses a single camera with a lens system, a ring light, and a tripod to obtain 2.5D pro-files
of scenes in the form of a depth map in a monoscopic way. As it was shown by our previous
section and confirmed by [33], this system makes it possible to obtain profiles with better depth
accuracy than even photogrammetry, at less than ten micrometers.

This technique has certain limitations, however. Focus measures are based upon variations
in the grey level of the image. It is therefore necessary to have details present on the image.
It is indeed necessary to obtain sharp areas on the image so that texture may allow a clearly
recognizable depth for each area. In addition, transparent materials cannot be accurately mod-
eled in 3D. It is simply not possible to focus on a perfectly transparent surface without adding
removable paint on the whole surface of the glaze. However, depth measurement is done on the
focal plane. Consequently, the depth detection can take place on top of a transparent surface if
it has defects that generate a slight local opacity, or the bottom if it is fully transparent in the
given direction.

Glazed ceramics presents is one germane example of the impossibility of precision for 3D
acquisition because they have a transparent glazed thickness on the surface. In the case of old
ceramics in particular, these glazes are often scratched, chipped, etc. These effects generate
a surface that is almost transparent but with roughness. The depth map obtained by DfF is
there-fore heavily altered in these cases. The clear zones will sometimes appear on the surface
of the glaze, while other time below, directly on the bottom. In our case, we have used the
defaults of this method to get results. Obtaining depths over and under the glaze in such a way
can nevertheless allow for non-invasive glaze thickness measurements. Specifically, two levels of
depth were obtained by taking the measurement above opaque areas (stripes, lines made with
a felt tip marker line, etc.), which can then be extracted and processed to obtain a thickness of
the glaze.

Acquisition set-up

The analytical protocol requires a level of precision to just a few micrometers to enable precise
measurements of thickness of the glaze. To accomplish this, it is necessary to reduce the depth
of field as much as possible to optimize the precision. The full apparatus set-up can be seen
in Figure 1.16. Specifically, we have used a Canon EOS 5D II camera (Figure 1.16a). The
camera has a body sensor of 20 megapixels (pixel size, 6x6 microns) and was mounted on a
motorized rail on a macroscopic scale which can be controlled either by computer or by hand
(Figure 1.16b). This allows for an incremental movement of 10 cm with steps that can go as
small as 2 µm so that images can easily be stacked at the desired scales. The optical capacity
has a great influence on the precision of the acquisition of data [33]. As we require a set of lenses
allowing × 2 magnification and reduced depth of field, we used a 100 mm lens, and an inverted
50 mm as a close-up lens (Figure 1.16c and Figure 1.17). Both were fully opened (respectively
1:2.8 and 1:1.4). A light ring was attached to the end of the lens as a light source, allowing
diffuse and grazing illumination at a working distance of < 1 cm, while not occluding the lens
(Figure 1.16d). The focal stack was acquired by connecting the motorized rail to a Helicon
Remote for automating the method. Finally, we then precisely aligned the photos by using
Enfuse software for a precise alignment while limiting the degradation of the image.
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Figure 1.16: Used acquisition device. (a) Canon EOS 5D II camera; (b) motorized rail; (c)
optical system using a 100mm lens and an inverted 50mm lens; (d) light ring with diffuse filter.

Figure 1.17: Illustration of an inverted lens as a close-up lens. Image taken from Wikipedia.

45



Determining the thickness

After aligning the stacked images, the Region of Interest (Figure 1.18a) was clipped out, (i.e., the
area containing texture and stripes or felt on the surface), followed by the application of the DfF
algorithm (the only treatment made on MATLAB). We first made an initial very coarse depth
map for measuring the tilt of the ceramic with respect to our device (fitting with a polynomial
surface of degree 1). If the sample was not flat, we could then further determine its shape (fitting
with a polynomial surface of degree 2). We then produced a second depth map. High levels of
precision are necessary for this second map so that information on both side of the glaze may
be detected. Using the surface shape established with the coarse depth map (untilting for a flat
ceramic, correction of the volume otherwise), we then transformed our depth map and obtain
the planes above and under the glaze at constant depth (Figure 1.18b). Though the depth map
obtained is often quite noisy, the two levels of detection are in fact yet visible.

By displaying the histogram of the values of depths of the map, two distinct peaks are
evident (Figure 1.18c). These peaks correspond to the two depth levels above and below the
glaze. The peaks are wide for two reasons: the variability of the measurement and the fact
that the ancient ceramics are hand-made and therefore have variations in depth (which can be
seen in Figure 1.18f). By subtracting the two peak values, one can obtain a thickness value d′,
corresponding to the advance of the camera. However, this value does not by itself reflect the
thickness of the glaze. Rather, as shown in Figure 1.19, it is necessary to consider the refractive
index of the glaze to obtain the thickness d = d′.n′. Given this, the method therefore requires
having an a-priori knowledge of the refractive index. An example will be given in section 1.3.2.

Using these values, we can obtain an absolute value of the thickness of the glaze in a non-
invasive way and determine the overall uncertainty from the uncertainties ∆n′ and ∆d′ (respec-
tively the uncertainty on the refractive index n′, and the uncertainty on the depth values d′ at
the top of the peaks) according to the formula:

∆d = d

√
(
∆n′

n′ )2 + (
∆d′

d′
)2 (1.8)

In the following, we present the result as:

d±∆d (µm)

The result is therefore the thickness with approximation of the transparent glaze. However,
this thickness is not a localized measurement but a global measurement for the region of interest
studied. It is an average measurement on a sample which can reach more than 1 cm2.

In the end, Python is used to code all the presented processing. For the entire process, the
time required for the thickness measurement is very short. Once the equipment is installed, it
takes no more than 5 min to create the image stack. The processing of the Depth from Focus
on MATLAB and subsequent Python coding [49] can then be done within 15 min after setting
the parameters using our non-optimized implementation.

1.3.2 Samples

These measurements were carried out on several ceramics reflecting different cultural origins,
uses, and eras to highlight the precision and the limits of the method. Commonalities between
all samples studied include a Mediterranean basin origin and the presence of a transparent
glaze allowing for the thickness measurement by DfF. All the glazes of the samples studied are
transparent lead glaze with PbO between 23 and 57 Wt% [27, 14, 15, 26, 21, 23], the predominant
method of the 2nd millennium AD around the Mediterranean Sea. While conventional glass
tends to have a refractive index of approximately 1.5, the inclusion of lead in glass tends to
significantly increase the refractive index of glass [158]. As a result, we estimated the refractive
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Figure 1.18: (a) macroscopic photo of the surface reconstructed after DfF on the Iznik tile
Bdx 6502; (b) obtained depth map and (c) its depth histogram for the detection of the two levels:
depth under-lined in red on the depth map (d) at -601 µm and (e) at -467 µm. (f) is a section
BSE image made by SEM for comparing the method.
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Figure 1.19: Optical diagram of the camera on the glaze showing that the advancement of a
distance d does not correspond to the measurement of a thickness d of the glaze, and the need
to take into account the refractive index n′. Advancing the camera between (a) and (b) by the
distance d does not provide a clear image of the bottom of the glaze. While advancing the camera
the distance d′ between (a) and (c) allows focusing at the two desired levels.

Table 1.4: Description of different glazed ceramics studied.

Style and
object type

Inventory
number

Glaze
Color Decorationb Provenance Date (cen-

tury AD) Reference

Iznik Tile Bdx 6493 Blue-
green B, Bl, G, RB Tunis,

Tunisia 17th [143, 15]

Bdx 6501
Bdx 6505

House stove
tile Bdx 16621 Green Berg Armo,

France 16th [21]

Maiolica
dish Bdx 2591 Colorlessa B, G, RB, Y,

Be Ravello, Italy 16th [168, 14]

Zellij (ce-
ramic mo-
saic)

Bdx 6522 Green Meknes, Mo-
rocco 14th [26]

Bdx 6524 Blue
“Green and
brown deco-
ration” dish

Bdx 5502 Honey Br, G Raqqada,
Tunisia 9th - 10th [52, 27]

Earthenware Bdx 21066 Colorless Bl Bordeaux,
France 19th [22]

Bdx 22625 R
a This glaze covers the decorations and a white glaze opacified with tin oxide.
b B, blue; Be, beige; Bl, black; Br, brown; G, green; R, red; RB, red-brown; Y, yellow.

index at 1.75 ± 0.25 [158] for all the samples was due to their common high lead component.
The different glazed ceramics are presented in Table 1.4.

Each sample has specificities making it possible to observe the use of DfF in various cases.
First, Iznik ceramic from Tunisia presents a simple case: the glaze is flat and transparent and
has sharp cracks that easily allow two levels of depth to be achieved. Like the Iznik ceramics,
the Maiolica sample (Bdx 2591) is flat, but the white color of the ceramic on which the red-
brown and yellow decorations have been applied (before being completely covered by a colorless
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transparent glaze) exhibits little detail and texture, making depth harder to detect by DfF. The
house stove tiles in our sample are all engobed and covered with a green glaze of varying tones.
Like the other studied samples, transparent glazes found on these tiles are strongly lead-bearing
(47 to 66% in PbO) [21] and have many cracks on the surface. Nonetheless, we focused on a flat
area for our measurement. The Zellijs samples, on the other hand, have no surface defects and
are a good example to assess the methodological limitations in cases where fragments are absent
surface defects. For our purposes, the Raqqada fragment features yet an-other advantage when
compared to the others, in that it is not perfectly flat. Specifically, these are pieces of curved
ceramic (probably dishes). This fact makes the measurement of the thickness of the glaze more
complex and sheds light on possible additional limits of the DfF. To round out our sample, the
study of white earthenware by DfF is by far the most complicated case presented here. Indeed,
earthenware has three limiting characteristics for our method: a very specific body due to its
whiteness which makes it very difficult to detect texture, a relatively thin glaze thickness and a
non-planar shape as in the case of the sample Bdx 5502.

1.3.3 Results and discussion

To assess the reliability of our method, we tested the DfF on fragments of glazed ceramics in the
laboratory, we then observed these sections on the Scanning Electron Microscopy (SEM, JEOL
JSM-6460) and compared the values obtained. On each section, we realized a minimum of 15
depth measurements to obtain an average glaze thickness.

Measurements from Depth from Focus method

For the Depth from Focus (DfF) methodology, we first measured the thickness of the different
tiles using our set-up, we then made sections for the SEM observation for the aforementioned
reliability assessment. Iznik’s tile samples present the ideal case for this test. In addition to
presenting very clear scratches on the surface and details in depth, the thickness of the glaze is
important. As detailed in section 1.3.1, we measure 233 ± 55 µm for Bdx 6502, 199 ± 49 µm
for Bdx 6493 and 156 ± 27 µm for Bdx 6501 (the results are visible in Figure 1.20)). Regarding
these samples, the depth histogram is clear in this case (see Figure 1.18c): the two peaks are
readily identifiable.

The study becomes more complicated for the Berg Armo house stove, however. This case is
illustrated in Figure 1.21. The scratches are in fact clear and easy to identify on the depth map
(Figure 1.21b). But the thickness is much thinner than in the case of Iznik ceramics. Conse-
quently, the two peaks on the histogram mix and to form a single, larger peak (Figure 1.21c).
It is necessary to develop a visualization highlighting in red on the depth map the pixels for
a chosen depth (Figure 1.21d and 1.21e). By combining the depth histogram and the visual-
ization, we may then obtain an exploitable depth of 58 ± 26 µm for the sample Bdx 16621.
We estimate that for less than approximately 150 µm, it becomes harder to measure the glaze
thickness from the histogram. The Raqqada ceramics present a similar situation. With these,
a complicating factor for the performing measurements is that the samples are not flat. Using
the volume correction (section 1.3.1) we measured a glaze of 102 ± 38 µm for this sample.

To determine the thickness of the yellow pigment of Ravello maiolica Bdx 2591, we made
measurements at two points: the glaze-yellow and glaze-white thicknesses. As with the Berg
Armo ceramic, the glaze thickness is quite thin, and is observable with the histogram cou-
pled with the visualization. Specifically, the measurement for the glaze-yellow thickness is just
29 ± 10 µm. However, the absence of scratches or degradation on the surface above the white
part creates difficulties for measurement. To combat this, we drew a red dot on the surface
with an erasable marker. The contours of this red point on the surface of the glaze were then
measured as being on the surface of the glaze. Using the above visualization, we achieved a
thickness value of 86 ± 21 µm.
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Figure 1.20: Image of the fragments measured by DfF as part of the method validation (top).
Analyzed areas are represented on the samples by red lines (sections made for the SEM) and
red rectangles (measured areas by DfF). Numerical results (bottom left) and visual comparison
(bottom right) of measured depth by SEM and by DfF on samples illustrated on image. In
numerical results are the distance between the exterior surface of the glaze and the surface of the
body, excepted when we precise “glaze to red”: in this context, we measure the distance between
the exterior surface of the glaze and the upper surface of the red pigment.
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Zellijs from Meknes features the same disadvantage as the maiolica because the surface does
not include any defects. For this sample, we again employed the red dot technique. In this
case, measurements revealed a very thick glaze, and as such, the histogram is sufficient without
further visualization, despite the fact that the Zellij glaze includes many bubbles and unmelted
crystals. Due to these imperfections, the main peak of the bottom is very wide, and a lot of noise
is visible on the histogram. We nonetheless measured a thickness of 267 ± 48 µm for Bdx 6522
and 306 ± 49 µm for Bdx 6524.

Finally, the Bordeaux earthenware is the most complicated case yet, given that it features the
complicating factors of all the previous fragments: very fine glaze, no alterations on the surface
of the glaze, no details on the white background (only the patterns can be measured) and a
non-planar volume. Using our methods, however, we were able to overcome these difficulties
and yet measure a thickness value by using the red mark on the surface and by coupling the
histogram and the visualization after correcting for volume. The glaze was thus estimated to be
57 ± 18 µm for Bdx 21066 and at 69 ± 15 µm for Bdx 22625.

All-in-focus image of the samples, corresponding depth map and histogram are visible in
Annex I.

Comparison with SEM

The values measured by SEM are visible in Figure 1.20. Overall, the results are very consistent
with those obtained through the DfF method. Ten of the eleven values measured by SEM are
within the thickness uncertainty interval obtained by DfF. Only the measurement results for one
Zellij does not match. For this sample, Bdx 6522, we suspect that the large presence of unmelted
inclusions and bubbles in the glaze may be reducing the value of the measurement. On the other
hand, it is also possible that the assumptions about the refractive index are incorrect. However,
the orders of magnitude of the Zellijs nevertheless give a thickness scale of 200-400 µm.

Notably, we obtained similar estimations of thickness, as indicated by the overlapping in-
tervals (Figure 1.20, by reducing the thickness to 30 µm despite the difficulty in reading the
histogram and the need for visualization. In the end, the resulting interval of thickness is quite
broad, which can be explained by the large uncertainty in the refractive index, but also by wide
thickness variation within the sample we observed through SEM.

1.3.4 Conclusion on the thickness measurement method

Through comparison of our measurements to those acquired through SEM, we have demon-
strated that an acquisition of a focal stack using a simple camera is an effective and accurate
method for measuring the thickness of a transparent ceramic glaze. Furthermore, the advan-
tages of this method are numerous. First, there are the non-invasive and ultra-portable aspects
of the DfF method and the possibility of measuring directly on site without any contact with
the ceramic. Moreover, the method is also comparatively fast to complete and does not require
significant equipment. Our analyses using different types of ceramic also demonstrate that it is
possible to adapt the method according to sample-specific factors, including the shape of the
sample, the tint of the transparent glaze, the state of preservation of the glaze (i.e., presence
or absence of deterioration), and the sample’s thickness. This is all critical, as the variability
in the thickness of the glaze effectively influences the perception of the color of the transparent
glaze. Finally, the DfF has the advantage of giving an average measurement over a larger area
than that observed by SEM (which is constrained in terms of analysis area).

The Depth from Focus glaze measurement method nonetheless has certain limitations. It
requires strong a priori assumptions, such as those regarding the type of glaze. As such, it is most
useful as a compliment to the overall study of the sample, rather than a wholesale replacement
of the SEM. The DfF, for its part, offers a different visualization from the microscopy, with a
frontal view (and not in section). This does not allow for as clear of view of the state of the glaze
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Figure 1.21: (a) macroscopic photo of the surface reconstructed after DfF on the house stove
tile from Berg Armo Bdx 16621; (b) depth map and (c) its depth histogram for the detection.
As we can see, the two peaks blend. It is therefore necessary to use the visualization by depth to
obtain the depth (d) under the glaze at -925 µm and (e) over the glaze at -892 µm. (f) is one of
the SEM BSE im-ages made to compare.

52



itself. In addition, unlike SEM, the DfF cannot provide information regarding the components
of ceramic materials. Finally, though methods for correction are available as discussed above,
measurements regarding the thickness and state of the glaze can yet be difficult to obtain,
regarding to the thickness and the state of the glaze. In the ideal case (as on the Iznik tiles), the
measurement can be quite simple, and apparent through the histogram. But below 150 µm, it
requires a more intensive analysis to locate the depth of the two planes. In certain cases, such
as when the glaze is not completely transparent (i.e., in the case of the Zellijs), it can become
downright impossible to obtain a perfect result. Yet, despite any difficulties or limitations, the
use of the DfF method for measuring glaze thickness remains encouraging.

1.3.5 Results on the tiles from Saint-Maurice residence

Figure 1.22: Illustration of our process applied in Saint-Maurice residence in Cairo.

After confirming the accuracy of our approach for measuring glaze thicknesses, we proceeded
to apply it to the Iznik tiles of Saint-Maurice residence. Due to time constraints and limited
access to certain ceramics at elevated heights, we conducted measurements on only 13 instances
across 9 tiles. Specifically, we recorded 7 measurements on P2 group tiles, and 6 others that
were distributed across tiles 1 and 4 of group C2. This second set of measurements aimed to
explore the significance of variations within a single tile.

The measurement is made with the same set-up as before (as depicted in Figure 1.16), with
each measurement being taken on a surface of approximately 2 cm in length.

Of the total 13 measurements taken, we obtain results for 12 of them. The measurement for
tile 89 P2, however, produces a depth map that is inoperable because of a glaze without any
scratch, resulting in a fully transparent surface that offer no discernible differences between the
glaze exterior and the body surface. But the remaining measurements show clear histograms
featuring two distinct and sharp peaks, as depicted in Figure 1.23.

Results and discussions. The results are visible in Fig 1.23. We can quickly highlight two
points: (1) the thickness of the glazes of the Cairo tiles have the same order of magnitude
as the Iznik ceramics from Tunis measured with the SEM. (2) Tiles show fairly significant
variations, between 87 P2 and 90 P2 for example. But these differences are hard to elucidate
because we notice that a single tile may vary significantly as it is underlined in the case of C2
group. In addition, we observed in the previous section that ceramics can present significant
variations in the same area locally. Both the body and surface are not smooth and fluctuates.
That cause larger uncertainties of measurements. Finally, these variations seems not necessarily
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Sample Depth with
DfF (µm)

80 P2 211 ± 40
81 P2 278 ± 68
87 P2 145 ± 34
90 P2 168 ± 51
91 P2 190 ± 52
92 P2 203 ± 49

1 C2 (A) 204 ± 39
(B) 201 ± 38
(C) 231 ± 42

4 C2 (A) 190 ± 38
(B) 243 ± 63
(C) 229 ± 52

Figure 1.23: All-in-focus image of the 80 P2 tile, corresponding depth map and histogram
(top left to right). These informations are visible for the other measurements in Annex I.
Numerical results (bottom left) and visual comparison with reference results on Iznik ceramics
from Tunisia (bottom right) of measured depth by SEM and by DfF on samples illustrated on
image. In numerical results are the distance between the exterior surface of the glaze and the
surface of the body.

meaningful because they can be caused by disparities during the confection (handmade), so it
can be explained by fluctuations in the amount of glaze applied before firing.

According to these remarks, the measurement of the thickness of the glaze by DfF therefore
remains a good way of characterizing ceramics as being Iznik ceramics within the framework of
a global study.

Comparing different groups has proven to be of great interest as it allows us to ascertain that
the order of magnitude remains consistent from one group to another and between
those from Cairo and Tunis. This similarity indicates a shared methodology of
conception. As previously observed, other methods can result in significant variations in
thickness, as exemplified by the varying thicknesses of Zellijs glazes (thicker) and Raqqada ones
(thinner). However, these methods were unable to distinguish between individual tiles in our
case. That’s why, we must examine other characteristics of ceramics, such as pigments and their
composition, to differentiate between them.

This chapter allowed to study in more detail how to acquire the shape of a 3D object. Pre-
cisely, the development and improvement of a Depth from Focus method was therefore relevant
and made it possible to acquire 3D profiles with accuracies of the order of ten µm. Thanks to
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this, we were able to study the transparent glazes thickness of ceramics from various periods
and origins. After validating our method, we applied it to Iznik ceramics from Saint Maurice
residence and compare our results with values obtained on other late Izniks from Tunis. If the
measurements did not make it possible to compare the ceramics of the residence between them,
they showed that the thicknesses were comparable to the Tunisian tiles.

However, we have seen that the study of the glaze of the tiles alone is not enough for
a complete non-invasive characterization. This is why it is interesting to cross-reference the
results obtained with other data, such as pigments information for example. In this sense, a
cross-study with the reflectance spectra of the pigments used seems to be a track for the future.
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Chapter 2

Hyperspectral Imaging for
Reflectance Spectra Similarity
Studies

We have elaborated in the previous chapter a portable and non-invasive method to acquire the
shape of objects. Its application on the Iznik ceramics is unfortunately not conductive to obtain
the expected results, that is to classify and compare the ceramic tiles. The variations due to
hand-making remain too great and the measurement of the glaze thickness only leads to the
conclusion that the method used to create these ceramics tends to be the same as on the Iznik
ceramics from Tunis.

This is why observing the pigments instead of the glaze can give more information. For this,
the study of the reflectance spectra of the pigments seems indicated. Indeed, the pigments have
characteristic reflectance spectra which allow their identification by identifiable bands (which
can be bumps, slopes, peaks, etc.). In addition, the study and processing of spectra acquisition
is part of our logic of studying the digital acquisition of objects as a whole: after being interested
in the 3D aspect, the present chapter centers on the acquisition and process of color as a spectral
information.

2.1 The interest of hyperspectral imaging for pigments charac-
terization

As explained by Cucci et al. [51], Hyper-Spectral Imaging (HSI) has emerged over the last
30 years as a non-invasive analysis technique of artworks surface for Cultural Heritage. It is
effectively used for the identification and the mapping of materials used such as pigments or
dyes, and their state of conservation. This is why we focus in this chapter on the HSI study of
the Iznik ceramics pigments of Saint-Maurice residence.

2.1.1 Differences between Hyperspectral and RGB Imaging systems

RGB imaging systems

First of all, it is important to define how a classic camera works in order to understand the
challenges to overcome to develop a hyperspectral imaging system. Very schematically, a classic
digital camera is composed of a photo-sensitive sensor and an optical system (lens, diaphragm,
shutter). The optical system of a camera is mainly composed of a lens assembly. Its role is
to select and guide the light rays on the surface of the sensor. Sensors are separated into two
groups: CCD (Charge-Coupled Device) and CMOS (Complementary Metal Oxide Semiconduc-
tor). Most cameras have CMOS sensors these days because they are cheaper, faster, and less
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energy-consuming. A sensor is made up of millions of photo-sites (i.e., pixels) that capture
photons and transfer them as an intensity value [101]. However a sensor only delivers an overall
intensity: it can only output a grayscale image. This is why manufacturers place on the sensor a
Bayer matrix, which acts as a spatial filter (see Figure 2.1), composed for each group of 2 pixels
with 2 green pixels, one red and one blue [38]. The result is that the photo-sites corresponding
to each of the components are not aligned, and the final image must therefore be reconstructed
by an interpolation process. So we observe at the level of the digital camera that the RGB color
image requires the Bayer filter as an additional object because the sensors only collect one piece
of information per pixel.

Figure 2.1: Illustration of a digital camera. Image taken from [38]. ADC means Analog-to-
digital Converter. AGC means Automatic gain Control.

Hyperspectral imaging systems

In order to obtain hyperspectral images instead of RGB, HSI has to put together spectroscopy
and imaging: data acquired involves capturing a large number of images with spectral continuity,
acquired in narrow and contiguous bands across an extended range of wavelengths. This range
can be limited to the Visible and Near Infrared (VNIR – 400-1000 nm) or extended to the
Short-Wave Near-Infrared (SWIR – 1000-2500 nm). Note that the term hyperspectral is usually
used but the difference between hyperspectral and spectral is quite ambiguous.

The desired result of the acquisition is a data-cube (also called hyperspectral image) com-
posed by 2-D spatial information and a third, spectral dimension, thereby providing a complete
spectrum for every pixel in the imaged scene [93]. This results in the association of a high-
resolution reflectance spectrum with each pixel of the imaged scene instead of an RGB triplet
for classic cameras.

Like a classic camera, a HSI system combines an optical system and a sensor. Contrary to
sensors, which remain substantially the same, the optical systems of a HSI must differ a lot. To
obtain a spectral system, it is effectively not feasible to employ simply a classic optical system
followed by a filter grid on the sensor in a similar manner to the conventional Bayer matrix. The
reason behind this is the requirement of a large number of values to obtain a spectrum (generally
several hundreds), which cannot be accommodated by the filter grid approach. We then need
to create an entire new system. In this way, reflectance hyperspectral imaging systems were
first developped during the 80s as avionic systems for the remote observation of the earth [80].
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Although aeronautic application remains important [160, 153], it gradually expanded to other
areas such as industry [198] and food [83] control, pharmaceuticals [96] or agriculture [201].

Nowadays, many technologies were developed like snapshot [109], tunable filters [76], or
Fourier transform infrared (FTIR, [194]), but pushbroom technology [59] persists in being the
most commonly used (see Figure 2.2).

Figure 2.2: Illustration of a pushbroom imaging system. Image taken from [59]. For each
pixel of a pixels line, the light enters the pushbroom camera through an entrance slit. Then,
a dispersive element disperses the beam into its constituent wavelength components. Following
this dispersion, a focusing optics system is employed to project the quasi-monochromatic beams
onto a matrix detector, such as a CCD or CMOS detector. After it, the system moves in order
to scan the next pixel column. At the end, the image is reconstructed.

Tunable filters systems consist in scanning the wavelengths. One frame is acquired for
each required wavelength in the spectral domain. A system of tunable filters is generally placed
upstream of the optical system (or before the sensor) to select only the desired wavelength.
Between each frame, we therefore change the filter then redo an acquisition, until the data-cube
is filled. The main advantage is that we obtain a spatial resolution identical to that of an
RGB system. But we cannot obtain a large number of wavelength values because it is tough to
manipulate hundreds of filters. To partially counteract this problem, another type of tunable
filter system exists: liquid crystal systems whose resolution and loading time can be a good
intermediary. The acquisition time can still be very long, and it is necessary to make sure to
keep the same scene while ensuring that the lighting remains uniform.

Snapshot systems (like those developped by Imec) therefore reduce the time required for
acquisition. They separate the sensor into group of pixels and cover each of them with different
dichroic filters that represents a single spatial pixel (like would do a Bayer matrix). Where the
acquisition can be done in one shot, the spatial and spectral resolution are strongly impacted
because it is necessary to sacrifice highly one of them (the higher the spectral resolution is, the
larger the groups are and the more the resolution space decreases). Moreover, as for the tunable
filters camera, the use of filters limits the quantity of photons received on each pixel. So there
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is a big loss of intensity.

FTIR systems work by associating each pixel with a complete spectrometer. Thus, each pixel
measures an interferogram from a different spatial position of the scene in a single acquisition.
This interferogram works by summing cosines generated by monochromatic light interference.
Then, the data of each pixel is processed by Fourier transform to obtain the spectrum. So, in
one acquisition we get a complete and high-resolution data-cube. FTIR cameras are however
very expensive and imposing. They are therefore limited to lab measurements.

Finally, pushbroom technology is the most versatile one. An optical system images a
horizontal line which is then dispersed vertically by a spectrometer on the sensor (more details
in Figure 2.2). We therefore measure one spatial dimension (horizontal one) and the spectral
one. Adding a mechanical scanning system generates a line-to-line scanning method and recover
the vertical spatial dimension: the data-cube is generated. Although the acquisition time of
a data-cube is very long (line-to-line scanning can be exceedingly long for a high-resolution
data-cube), pushbroom cameras hold many advantages. At first, they are not limited by their
resolution (spectral as well as spatial) like snapshots and tunable filters systems. Then, using a
spectrometers instead of transmissive filters prevents the loss of intensity on the sensor. Finally,
they are much cheaper than FTIR cameras and much more maneuverable due to their size.

2.1.2 Ultraportable systems for on-site measure

To answer our questions about Iznik ceramics, the HSI system must not only be maneuverable
but also portable. It must be able to be used in-situ. In this context, Specim Ltd. com-
pany developed an ultraportable pushbroom camera: the Specim IQ camera, commercially
presented as the first ultraportable compact hyperspectral camera (see Figure 2.3). The instru-
ment (mainly employed for agriculture and food analysis applications [25]) weighs 1.3 kg and
measures 207×91×74 mm. The camera is covering a wavelength range between 400 and 1000
nm, with a spectral resolution of 7 nm (204 values) and a spatial resolution of 512×512 pixels
per image. Thanks to its mobility, it can be used both indoors and outdoors, using controlled
lighting with halogen lamps or acquiring images in full sunlight.

Figure 2.3: Vectorial visualization of the Specim IQ with annotations and dimensions on (left)
and commercial pictures (right). Figure taken from [25].

This camera has many advantages, due to its compact appearance and its simple use which
makes it easily transportable and usable outdoors. Pushbroom technology guaranties a great
spectral resolution but the spatial resolution falls short of expectations.
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As it is underlined by Behmann et al.[25], the images acquired in the violet/blue band
(from to 400–450 nm) and in the near infrared band, between 900 and 1000 nm, are quite
noisy. In the range 900–1000 nm, the observed noise is attributed to the lightning/scattering
effect, which seems to be caused by the atmospheric absorption bands in the range 920–980
nm (c.f. [81]). Since other CCD-based hyperspectral cameras (designed for both airborne and
stationary applications) do not suffer the same problems, this might be considered structural
to the IQ camera and its detector sensitivity. Behmann et al. [25] proposed a solution that
utilizes a spectral flattening filter with increased integration time when using the IQ camera
under natural light.

It is interesting to note that the poor quality of the NIR spectrum between 900 and 1000
nm depends a lot on the lighting environment. This was confirmed by a test I carried out on
glazed ceramic tiles from Iznik, analyzed under different conditions to compare spectra acquired
in both artificial and natural light (c.f. [192]). Photographs of an Iznik tile were taken in a
completely closed room (which could be compared to controlled laboratory conditions) with two
halogen lamps. Despite the fact that the selected tile was not the same as the one photographed
outdoors in Cairo, the pigments were similar and present almost the same spectra, but the
outdoor acquisition was characterized by noise in the corresponding IR bands.

Figure 2.4 shows that, in the open air and natural light, the spectrum is very noisy, even
after spatial averaging over the region of interest of 5×5 pixels. We can also notice a sharp
characteristic peak of H2O absorption between 925 and 970 nm [25, 81]. For measurement in
a dry environment, the H2O absorption peak disappears [25], and the noise in the IR region is
attenuated: it is possible to eliminate it by carrying out a spatial averaging, even if it remains
slightly visible in the spectra of the single pixels.

However, even in the most favorable conditions, it is important to temper the effect of spatial
averaging. Indeed, the spatial resolution of the IQ camera is already very low. For attempting a
classification of the materials with coarse details, we can tolerate a relatively low signal-to-noise
ratio and even lose details by averaging over a 5×5 area (thus reducing the resolution of the
camera to a mere 0.01 Mpixels). On the other hand, when the details are important, spatial
averaging and noise in the measurement may result in less tolerability. In that case, the low
sensitivity at the extremes of the spectral range can be reduced by using an illuminant providing
a lot of blue and IR radiation. Then the reflected signal would be higher, and the quality of the
images would be better.

2.1.3 Notion of metamerism on colors

Despite having a low spatial resolution with the Specim IQ camera, it remains more suitable than
a classic camera for the Iznik tiles study. Indeed, hyperspectral imaging provides indubitably
more information than RGB imaging in the context of automatic image processing because RGB
imaging suffers from metamerism.

Metamerism is when two materials with different spectral distributions result in two iden-
tical colors under a particular illumination [218, 106] (see Figure 2.5). This happens when the
projection of the two spectra into the three fundamental bands of blue, green, and red result in
an identical RGB color.

Two different materials may have the same color but a different spectrum and while it would
be impossible to differentiate the two materials automatically with an RGB image, the process
can be done by adding more information with a set of hyperspectral images.
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Figure 2.4: Comparison of the spectral image of a fragment of Iznik ceramic in (a) a controlled
dry environment and under artificial light and (d) a tile containing the same pigments in the
open air, under natural light. For the regions of interest containing the blue and red pigments,
as well as the background, we observe the spectrum averaged over 5×5 pixels in a dry, controlled
environment under (b) artificial and (e) in the open air under natural light. Likewise, we
observe the spectrum of these elements (c) in a controlled dry environment and under artificial
light and (f) in the open air under natural light in the case of a single pixel (no averaging).
These results were published in Journal of Field Archaeology (c.f. [192]).

Figure 2.5: Illustration of one metameric pair under different illuminants. Color differences
are reported for the pair of reflectance spectra under different illuminants.. Figure taken from
[10].
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2.1.4 Hyperspectral imaging data processing

HSI appears to be a better technique for the study of materials (recognition, segmentation,
etc...). However, hyperspectral image processing seems to be very challenging due to the large
amount of data to process. That is why it is important to separate in two parts the process:
dimensionality reduction and (frequently) spatial segmentation.

Dimensionality reduction

HSI processing differs from classic image processing because of the large amount of data. An
RGB image can be simplified as a data-cube with 3 spectral values. By comparison, a small
pushbroom camera like the Specim IQ consist of 204 spectral values, which is 68 times more.
As a consequence, HSI processing requires specific stages that can be mostly sum up to reduce
the amount of data without losing spectral accuracy.

The most common procedure for HSI processing is Multivariate Image Analysis (MIA) [77,
85]. In this method, the data-cube is separated along 3 axis: x and y coordinates for the spatial
dimension and z for the spectral bands (in wavelengths) covered by the device. Image processing
then consists of reducing the spectral information along z-axis by highlighting the relationships
between variables and compressing the dataset. This reduction is usually done pixel-by-pixel
or, in some case, for the whole image [174].

The most popular MIA model is the Principal Component Analysis (PCA), which is com-
puted on the entire data matrix [65] transformed into a 2D dataset (one spectral dimension to
reduce, and a spatial one). PCA is generally applied for dimension reduction by means of a
linear transformation. This transformation results in a new coordinate system that effectively
captures most of the variance in the data with fewer dimensions than the original dataset. The
new coordinate system can be seen as a new orthogonal basis of components where different
individual dimensions of the data (i.e., the spectra in our case) are linearly uncorrelated. It is
frequently used in HSI to detect general patterns in the data and identify outliers.

It can also be used to reduce the z-dimension to a 2D plot where single pixels are classified
according to their spectral features and the relationships among them, for simple visualization
purpose (see Figure 2.6). In this case, pixels presenting similar spectra can form more or less
scattered clusters of points.

Figure 2.6: PCA model calculated on the image of Roman frescoes fragments from an excavation
in Pisa (Italy). On the left the Original RGB image, in the middle the PCA scatter plot in which
shows clusters corresponding to the background, the white reference, labels and the frescoes. On
the right, the graph presenting the two main components as the x and y axis. Image given by
Claudia Sciuto (University of Pisa) for personal use.
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Spectral segmentation

Applying some spectral segmentation on the data-cube is also a very common practice with HSI
processing. It is pretty useful for materials recognition because each material of the scene is
highlighted and summed up to one representative spectrum.

Traditionally, segmentation is done after applying PCA. It is applied on selected compo-
nents obtained by PCA, while the wavelengths involved as variables for each component can be
visualized as cluster centers results. The number of components used as well as the number of
clusters depends on the the specific target/object investigated.

The image is then visualized as a posterized image in which the number of colors is the
number of clusters. A new value is associated with each pixel according to the information of
the clusters centers obtained (see Figure 2.7).

Process enhancing

The difficulties are often found in the choice of the segmentation algorithm as well as the choice
of the reduction ones. If K-Means [140] remains the most common and fast to use, it is not always
the most efficient. PCA also shows limitations by simply trying to reduce the dimensionality
without dealing with the illumination level or the wavelength value of each frame.

That is why Zhao et al. [223] add an additional step for pigments segmentation application
with pigments mapping. First, data reduction is made by transforming the spectra in the
CIELAB color space before a classic K-Means segmentation. Then, each pigment within each
cluster is mapped with a database of spectra applying Kubelka-Munk theory [119] to obtain a
concentration map. The problem encountered here with this pipeline is that reducing into a
3-dimension color space (like RGB) can generate metamerism as well. Moreover, PCA remains
more interesting for data reduction because the bases used are based on the components obtained
from the hyperspectral image itself. So it can handle more metamerism-like situations.

In some cases like [55], the reduction and K-Means are replaced by Spectral Angle Mapper
(SAM) [118]. It consists in a spectral classification that computes an angle between the spectrum
of each pixel considered as a n-dimensional vector, and some reference spectra (endmembers)
chosen from an internal or an external database. The lower the angle, the better the similarity
between the spectrum and its endmembers. At the end, the clusters are based on each of the
endmember, and the segmentation is made by choosing for each pixel the best angle (i.e. the
best endmember). The low sensibility to illumination variation and a more physically based
similarity computation appear as clear advantages of this method, but the difficulty becomes
visible in the choice of the references as they are a very sensible key for segmentation.

Improvements are then also done on the reduction part. Studies seek to replace PCA with
more suitable methods. For example, Pouyet et al. [173] demonstrates that a reduction method
based on t-distributed stochastic neighbor embedding (t-SNE) [209] gives a much better mapping
than with PCA.

Aletti et al. [12] then proposes to improve both with a semi-supervised 3-steps method. A
Regularized Linear Discriminant Analysis (RDLA) reduces the data-cube dimensionality instead
of a PCA. Then, a special spectral/spatial similarity metric is developed to establish a similarity
between points. Finally, segmentation is executed with a RandomWalker method [84]. The main
interest of this algorithm is that it takes into account the distance between pixels: two identical
but distant pixels and two close pixels with a less similar spectrum present a similar weight.
The global process is maintained as a dimensionality reduction followed by a segmentation.

Finally, with the rise of Deep Learning solutions, some hyperspectral mapping process are
composed with neural networks. For example, Han et al. [98] develop a classification model
based on deep learning (3D-CNN and GLCM) and spectral-spatial joint feature for sea ice avionic
remote images. Ma et al. [139] present a quite complete review of Deep Learning for remote
imaging applications including HSI. Their study presents the different existing neural models for
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Figure 2.7: Illustration of segmentation results from [12]. Result of the segmentation of an
aerial view. From left to right: image of the landscape in false colors, labels of the ground truth,
final result.

image fusion, registration, segmentation or even object-based image analysis. We therefore find
even in the deep learning models the desire to solve mapping problems for a lot of applications.

2.1.5 Applications of hyperspectral imaging on Cultural Heritage

Theses pipelines are very appealing for Cultural Heritage application as they unite imaging
methods with non-invasive analytical aptitudes to investigate and map materials properties
[67]. That is why we can observe a large number of examples and adapted pipelines for each of
them.

A large case of applications and methods

Following the evolution of HSI coming from airborne systems, many of the first cultural heritage
applications were made for remote observation of the earth integrated into airplanes [145] or even
satellites [40, 164]. At this time, the main role of HSI was akin to exploration on vegetation and
soils to find potential archaeological sites. However, some applications shows the use of avionic
hyperspectral devices employed for identification and mapping of pictorial materials like [188]
on painted walls in the Pompeii site.

Slowly, cameras have become more and more accessible and have begun to be used for
smaller objects like paintings [72, 51], illuminations [149, 151], textiles [55, 11, 172], ceramics
[26], graphic documents [50], etc. Identification is now made from the simplest set-up with few
tunable light sources [114] to the most complex HSI technologies like FTIR devices [221].

Many of the cases have the recognition of material (e.g., pigments or dyes) as their objective.
Identification can then be made with HSI alone [51] or combined with other non-invasive methods
such as X-Ray fluorescence [57] and Raman [149], or spectrofluorimetry [152]. These different
imaging technologies can be compared to each other [149] or they can be observed together with

65



data fusion [68]. Although HSI and X-Ray fluorescence (XRF) imaging spectroscopies alone
lack of robustness, combining both improves results using complex data processing [72].

Then, the range of wavelength has been studied for more results: SWIR domain has demon-
strated the interest of the hyperspectral in addition to the simple spectral by providing signatures
of molecular vibrations for pigments and dyes [50], but also wool and silk fibres [58]. Even going
deeper by adding the mid-infrared (350 to 25 000 nm) presents excellent mapping with SAM
methods [72].

Adapted methods of visualization

The growing use of HSI for cultural heritage leads to the implementation of many data visualiza-
tion methods adapted to their various and specific goals. Salerno et al. [188] actually presents
mainly 4 types of visualizations developed in cultural heritage: Blind separation methods, False
color, Chromatic derivative imaging and Neural Networks Analysis.

Blind separation methods are a generalization to what we presented about dimensional-
ity reduction (see Figure 2.6). Indeed, a data-cube has too many frames (i.e., an image for a
given wavelength) and it is impossible to view it frame by frame. So, we try to decrease its
dimensionality down to a few values, like what we explained for the PCA. An alternative to the
PCA is the Independent Component Analysis (ICA) [206] for which components are no longer
uncorrelated but independent. Then, two visualizations can be developed: the one we presented
in Figure 2.6 and simply displaying each new generated frame corresponding to each component
as a grayscale image.

However, the display of images taken from PCA components has two shortcomings. First,
several images still have to be observed despite the reduction in dimensionality. Second, the
images can be difficult to understand physically because the components have no physical or
visual values. That is the reason why False Color has been developed. The idea is to display a
classic color image similar to an RGB by changing the 3 channels in order to highlight peaks or
variations for specific values. Typically, we start from four bands: Blue (B: 400-450 nm), Green
(G: 450-550 nm), Red (R: 550-650 nm) and Infrared (Ir > 700 nm). Then, each band is shifted:
the Blue channel displays Green, the Green channel displays Red, and the Red channel displays
Infrared. It is what we call IrRG false color imaging (see Figure 2.8).

Numerous other false color images were created such as IrGB False color (the channels are
respectively Infrared, Green and Blue), or ĪrRG in which the Infrared band is substituted by its
negative. Grifoni et al. [87] even proposes to enhance the False color technique by merging Ir
and RGB data with a Gradient Transfer method, in order to keep RGB and Ir data in the same
False Color image. Accessibility and adaptability are great benefit of this kind of visualization
but the importance of the spectrum tends to be under exploited.

Another variation of False color including the four bands (Blue, Green, Red, Infrared) is
the Chromatic derivative imaging (ChromaDI) introduced by Legnaioli et al. [124]. The
four bands information are included into the False color image by subtracting each consecutive
couples of spectral images corresponding to each band (see Figure 2.9). ChromaDI enhances
classic False color imaging by including 4 bands in a 3 channel image: this is a reduction to
3 or 4 dimensions as for RGB. The chosen dimensions can thus still be subject to forms of
metamerism and the key information of the pigments could remain unclear. However, the False
color drawbacks still persist.

Finally, Salerno et al. [188] mention Neural Networks Analysis that can be used for
dimensionality reduction but, above all, for automatic segmentation.
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Figure 2.8: Color (RGB) and False Color Images (IrRG). Figure taken from [188].

Machine Learning for automatic segmentation

With the emergence of Deep Neural Networks and Machine Learning, many perspectives soar for
Cultural Heritage applications. Making the identification and mapping methods fully automatic
seems very appealing. In this spirit, Kleynhans et al. published two articles of automatic
mapping hyperspectral images of paintings. In [115], they compare SAM based-method using a
manual pipeline (ENVI-SHW software [2]) with an automatic one. The process can be divided
in three parts. First, the endmembers are automatically determined by an algorithm called
maximum distance (MaxD), which is based on the convex hulls theory. Then, the classification is
done identically to the SAM method. Finally, the recognition is also automatized with a spectral
library containing the spectral signatures of 48 pigments used with some spectral matching
algorithms. The results show that mapping and identification coming from the traditional
method and the automatic one are very similar. Automatic methods, which are faster and
easier to use, seem therefore promising.

For this reason, Kleynhans et al. goes further with a neural network method for identification
and mapping in paintings [116]. To simplify, they train and use a one-dimensional (spectral)
convolutional neural network (see Figure 2.10).

Results presented are really good for the mapping as well as the identification. They are
clearly better than in the previous presented methods. However, authors admit that “existing
spectral databases are small and do not encompass the diversity encountered”. This is the biggest
limitation of deep learning methods. They need a huge amount of data to feed the network,
that are representative of all the cases we can encountered. A simple colour chart is not enough
and for this publication, authors had to go to schools of artistic practices in order to get paint-
ing data. It needs precise intuitions on materials and perhaps may be incomplete because of
the possible degradation of pigments and dyes throughout the time. Moreover, a trained CNN
model works only within the limitations made by the input data used to feed and train it. In
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Figure 2.9: ChromaD Image construction. The Ir, R, G and B channels are separated. 3
new channels are made by subtracting B from G, G from R, and R from Ir. The image is then
visualized by projecting the 3 channels as False Color Imaging. Figure taken from [188].

other words, a network trained for the types of paintings presented here cannot be used for a
different type of painting.

At this point, we can declare that despite being very appealing, automatic methods are
not so perfect because of the requirements to use them. A pipeline created for one specific
case will surely not work for a close but different one. It can even be more frustrating not to
control any parameters at each step. For these reasons, we decided to focus more on classic
pipelines composed of dimensionality reduction and segmentation, which can be more or less
semi automatic.

Pigments studies on ancient ceramics

After getting a global look of HSI for cultural heritage, we focus on the case of ancient ceramics
in order to study our Iznik tiles. We have seen in this part that the glaze thickness has a too
wide standard deviation (even within a single tile) to carry out comparisons of similarities. At
the same time, we assume that the drawings were made by hand. The differences visible on
the patterns cannot be used to discriminate the tiles then. Finally, we make the assumptions
that variations in the use of pigments seem to be the best way to classify or compare ceramic
tiles. The recipes were indeed much more similar on the same production because the pigments
produced will be used on a large number of ceramics in series contrary to the pattern and the
thickness that are applied tile by tile.

Furthermore, we globally know the type of pigments used for each of the colors visible on
Iznik tiles. Ben Amara [26] gave a lot of information about the composition of each of the
pigments. First, the superficial glaze is slightly tinted by copper (Cu2+) that can modifies the
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Figure 2.10: Workfow for the creation, validation and testing of the trained 1D-CNN model.
Image taken from [116].

perception of the different colors of the decoration. This tint may be due to an artistic choice or
a slight degradation with the diffusion of blue or green. These two pigments are also visible in
the drawings with an higher concentration and are mainly composed of copper (Cu2+, Copper
Blue – light blue – and Copper Green in the following) and cobalt (Co2+, Cobalt Blue – dark
blue –) respectively. The black decor used to outline the drawing lines is made of chromite and
does not diffuse but forms a distinct layer of the glaze. At last, the red one is formed by a
distinct layer sandwiched (like the black) between the siliceous engobe and the superficial glaze.
It presents a heterogeneous texture that would correspond to ferruginous sand. In the following,
we will define it as Iron Red. In our case, it is worth noting that the red/brown color is less red
than those from the first productions of Iznik, and it reflects what is known as the technological
decline of this ceramic.

In summary, we know that the tiles possess the same pigment families, but we want to
identify the disparities between them so that we can observe their similarity. Even so, it is
noted that the pigments are analyzed by spectral measurement or by HSI in the literature. For
example, Cosentino [47] uses Fiber Optics Reflectance Spectra method to produce a database
of 54 spectra of historical pigments commonly used in art work (list of pigments in the database
is visible in Figure 2.11). Khampaeng et al. [114] go further and develop a tunable lighting
imaging system with multicolored LED used for the identification and the segmentation of 357
Kremer pigments [79]. They assert that twelve well optimized tunable single-wavelength LEDs
between 400-700 nm are sufficient. And we effectively show on our own investigations that about
ten to fifteen values on the spectrum are enough for the hyperspectral analysis of ceramics (see
Annex II).

On the one hand, some publications use hyperspectral data in order to generate databases
while on the other hand, some others focus more in detail on a particular pigment. This is the
case of cobalt blue for example, because it has a very attractive color but remains expensive to
produce in addition to a non-negligible toxicity. So we try to replace it with other blues, such as
Co-olivine blue pigment [134] or lanthanum-strontium copper silicates pigments, which are toxic
metal free blue color inorganic pigments [110]. The precise comparison can then be completed
associated with SEM [134], or with multispectral techniques alone in order to see if the color
remains the same according to any illuminant.

Finally, the work of Farjas et al. [66] seems very interesting to us because it combines spec-
tral data with a 3D model of Nazca polychrome ceramic vessel, which links our two chapters
together. In addition to perform on hyperspectral 3D mapping of high precision, their results
encourage us to use hyperspectral methods on ceramics for recognition and comparison purposes.
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Figure 2.11: Distribution by color of the 54 historical pigments (Kremer Pigments) studied in
this paper and respective pigment code. Table taken from [47].

To sum up, HSI techniques turn out to be perfectly adequate for an in-situ portable use in
the case of Cultural Heritage applications. By observing spectra that goes further than RGB
information, it allows the analysis, the identification, and even the segmentation of materials
using adapted algorithms for data reduction or visualization. Finally, HSI can also finally be
applied to pigments and therefore seems to be very suitable for studying the reuse of Iznik
ceramics from Saint-Maurice residence.

2.2 A new dimensionality reduction based on Pearson correla-
tion

The previous section has underlined that many applications of the HSI in cultural heritage
revolve mainly around two methodologies: the development of reduction/segmentation and new
visualizations.

The hyperspectral data processing methods mentioned above give satisfactory results, but re-
main imperfect. We can notice it on complex materials like textiles for example. The Aubusson
Tapestry (see Figure 2.16, c.f. [55]) is a good illustration: classic methods of reduction/seg-
mentation such as SAM looks not accurate enough for a perfect dye identification. In order to
improve it, I seek to improve the results by focusing on dimensionality reduction in this section.

Indeed, we can have as a starting point that the amount of data is enormous. One single
hyperspectral image taken by the Specim HS-XX-V10E has a resolution of 2300×1600×840,
which means 3.09 billions of values (though this camera is a common HSI device for labora-
tory measurements). Therefore reduction methods appear as essential to process precise data
correctly.

Nevertheless they still exhibit imperfections. We already know that reduction methods in
color spaces pose problems because of metamerism. Thus, switching from hyperspectral data to
RGB clearly cancel the advantage given by the HSI. This is exactly the same in L*a*b* space.
The main problem here is that the reduction components do not take into account the data
specificity.

This is the advantage of PCA, that is based precisely on this specificity to generate its
components and carry out its reduction. However PCA can also give poor results because it
takes into account the values of the spectrum and discards their positions (e.g., the wavelength
values, see Figure 2.12). This poses two major problems. First, the illuminance on the sample
matters enormously because the general intensity is taken into account as much as the slope
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variations. Second, the difference calculation does not take into account the spectral distance,
which makes it very vulnerable to measurement noise and generates physically unrealistic results.

Figure 2.12: Schema representing the application of PCA in HSI. The data-cube is unfolded
into a 2D matrix and then reduced into a new matrix. As we can see, the wavelength values are
not taken into account. Figure taken from [163].

SAM, the last widely used method we have spoken about, seeks precisely to perform calcu-
lations that are more physically accurate. The differences are then more precise. Moreover, the
idea of using endmembers from internal or external base is very good. However the choice of
these endmembers still remains extremely sensitive on the results. In addition, illuminance is
also a bit of a problem here.

In any case, it shows us that the reduction must be done using an internal or external ba-
sis. So we have chosen to start from this point and develop a more accurate way to compare 2
spectral curves, as a whole, without taking into account their overall intensity (i.e. illuminance).

In this section, we present a novel technique for the similarity study of pigments and dyes
spectra with three axis of reflection:

1. A look about noise pre-processing on the hyperspectral images with some low-pass filtering,

2. Some interactive visualizations that make easy to identify and compare spectra or group
of spectra,

3. A new dimensionality reduction method using a set of characteristic spectra and based on
the computation of Pearson correlation coefficients (PCC).
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2.2.1 Description of the pipeline

Our approach relies on three main steps: the set generation, the pre-filtering of the studied data,
and the dimensionality reduction using Pearson correlation. The complete pipeline is presented
in the figure 2.13.

Figure 2.13: Our pipeline: Top: the set of characteristic spectra is obtained from hyper-
spectral images. Bottom left: our studied image is filtered for denoising. Finally, the studied
spectrum is extracted and a Pearson correlation coefficient is computed between it and each of
the characteristic spectrum.

Set of characteristic spectra generation. As the first step, we create a set of characteristic
spectra. The role of the characteristic spectra is to serve as a comparison to the spectra measured.
They must be as representative as possible of what is being studied. For example, if we want to
observe cobalt blue pigments as it is examined in [134, 110], the best set would be a set including
a wide variety of cobalt blue, by their composition or their concentration in the binder. Moreover,
these spectra can come from an internal or an external database. This means that it is possible
to create particular color charts with specific pigments (external database) or we can select
spectra from our data that look representative (internal database).

Usually, a characteristic spectrum c is extracted from a small area of several pixels (it can
be 5×5 like 100×100 pixels) from a hyperspectral image C. Hence we extract N characteristic
spectra cn=[1:N ] from T hyperspectral images Ct=[1:T ]. Of course, the extraction can be achieved
from one (t = T ) or more images. At the end, we get a set of N characteristic spectra that will
be used for the reduction.

Filtering for noise correction. Usually, the studied spectrum s is extracted directly from
a pixel of the studied hyperspectral image I. It then presents significant variations due to
measurement noise (i.e. the set of spurious signals that are superimposed on what we are
acquiring), but also to inhomogeneities present on the surface corresponding to the projected
pixel. The graph on the left of Figure 2.14 illustrates it. Noise can be very problematic because
it induces significant variations and differences, which distorts the reduction, and then the
segmentation.

So rather than extracting directly from I, the spectrum s should instead come from a filtered
image Ĩ (see the right graph on Figure 2.14). This hyperspectral image Ĩ is obtained from I
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Figure 2.14: Noise reduction. Here, the main interest is the comparison of the tapissery spectra
in red. On the left, the red spectrum from a given pixel obtained from the original image. On
the right, the red spectrum of the same pixel from the filtered image.

by applying some low-pass filtering. These denoising processes are generally based on weighted
averaging the pixels values (i.e. the spectra) close to the analyzed one. Several spatial processing
methods can be used, and this is the great advantage of this step. Some examples are Gaussian
filtering, Bilateral filtering (see section 2.3), or even simply extracting an homogeneous area of
several pixels manually and average them (see section 2.4). After this step, Ĩ is denoised and
we obtain the studied spectrum s we want to reduce.

Dimensionality reduction with Pearson correlation. As a last step, we carry out the
dimensionality reduction on s. For each n of the N characteristic spectra cn, a Pearson [167]
correlation coefficient ρn is computed between s and cn:

ρn(s, cn) =
cov(s, cn)

σiσcn
(2.1)

where:

• cov(s, cn) is the covariance between the spectra s and cn.
• σs is the standard deviation of spectrum s
• σcn is the standard deviation of spectrum cn

The obtained values of ρn=[1:N ] are between -1 and 1. The closer it is to one, the more similar
are the two spectral curves.

We finally get N coefficients ρn. Based on our observations, a set of around 20 characteristic
spectra is more than enough for good results. In comparison, Specim IQ has 204 wavelengths
measured (so we have 10 time more values) and Specim HS-XX-V10E has even more with 840
(42 time more) for each pixel. So data is well reduced with regularized values in our cases, and
more relevant.
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2.2.2 Reducing the data for a better relevance

Our Pearson Correlation Coefficient Reduction (PCCR) method should generate better results
than a classic PCA because similarity with Pearson correlation is more consistent for curves
comparison whereas PCA is usually working on decorrelated data. We can focus on mathematics
to explain it.

Note: Mathematical explanations

Indeed, given that our spectrum has a total number of m values, correlation between s
and a given characteristic spectrum cn can be rewritten [167]:

ρn(s, cn) =
1

m− 1

m∑
j=1

(
sj − s̄

σs

)(
cn,j − c̄n

σcn

)
(2.2)

where:

• m, sj , cn,j are respectively the number of wavelengths used, the individual sample
points indexed with j of s (resp. cn).

• s̄, c̄n are respectively the mean of the spectrum of s and cn

• σs =
√

1
m−1

∑m
j=1(sj − s̄)2 is the sample standard deviation of s (and similarly σcn

for cn)
•

(
sj−s̄
σs

)
will be next called the standard score of s (and similarly for the standard

score of cn).

A standard score is computed for sj and cn,j for each measured wavelength j. This
standard score is basically a regularized difference between sj and the mean of s (similarly
cn,j and the mean of cn). Finally, a Pearson correlation coefficient computation works by
adding term by term the product of the standard scores of s and cn. For each wavelength
j, the closer the standard scores of s and cn are, the bigger will be ρn(s, cn). In addition,
the normalization, thanks to the division by the sample standard deviations, ensures to
keep a value between -1 and 1.

Concretely, it is a very interesting approach for the comparison of two spectra. First, we can
focus on a slope/peak shift. A reflectance spectrum of pigments shows characteristic “peak” and
“slope”. It is these peaks that we want to look at: we see how they shift or grow between two
samples for example. Using PCC, a slight shift of a slope on the studied spectrum s will create
a shift in the differences of its standard score term by term. The overall coefficient will drop a
little. If this shift increases, the coefficient will decrease accordingly (see Figure 2.15A). This
coherent evolution between the position of a peak or a slope and the value of the correlation
coefficient is very useful for our study of spectra. We actually know that for the same pigment,
manufacturing variations could lead to shifts in these characteristic peaks and slopes [79].

The second big advantage is the fact PCCR compares variations. The standard scores are
based on differences and the total value is normalized (by σs and σcn). Therefore the coefficients
of two spectra i presenting the same variations, peaks, or slopes will have the same coefficients
ρn=[1:N ] (see Figure 2.15B). A variation of their average will not change anything. If we have a
case with two identical pigments but a different global illuminance (or a different intensity for
some cases), the final result remains unchanged.

The use of Pearson correlation coefficient for the similarity studies of pigments appears as
ideal, or at least as better than previous methods.
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Figure 2.15: Illustrations of the advantages of PCCR method. A: A growing shift of a slope
will make the Pearson correlation coefficient decreases accordingly. B: The PCCR method is
not sensitive to variations of global illuminance.

2.3 Experimentation of the method on dyes on Aubusson tapestry
It is necessary to validate the PCCR method before applying it on the Iznik ceramics of Saint-
Maurice residence. That is why we used the hyperspectral images of Aubusson tapestry coming
from the work and data of De la Codre et al. [54, 55, 56] and then compare our results for a
confirmation.

2.3.1 Context

Tapestry is a historic form of textile art that is crafted by hand on a loom. It involves weft-faced
weaving, wherein the warp threads remain concealed within the final work, setting it apart from
other woven textiles where both the warp and weft threads are typically visible.

This art get its Golden Age in France and Europe during the seventeenth and eighteenth
centuries. At the end of the seventeenth century, Jean-Baptiste Colbert gave the title of Royal
tapestry Manufactories to three French manufactories in a context of flourishing activity: Gob-
elins, Aubusson and Beauvais. At this time, they are two main weaving techniques: high weaving
practiced at Gobelins, and low weaving, at Aubusson and Beauvais. The three royal tapestry
factories had each been schematically assigned to a position in terms of quality and subjects
represented. To simplify: the Gobelins weave high-quality tapestries is for the king, Beauvais for
the aristocracy and the Aubusson workshops are reserved for a less well-off provincial bourgeoisie
[29].

In order to uphold the exact standards of the royal court, quality control procedures were
implemented under the supervision of Crown inspectors and accomplished cartoon painters who
were dispatched to the Manufactories [29]. Among the established regulations was the utilization
of a meticulously curated selection of approved dyes, known as the Grand Teint dyes. It is in this
context that De la Codre et al.[54, 55] seeks to identify the dyes used in some of the Aubusson
tapestries: the tapestry studied by De La Codre in [54] and in this section is a Grand Teint
Verdure (a large landscape representation) of 3.39 × 3.48 m commissioned by Count Brühl,
Prime Minister of August III, King of Poland (see Figure 2.16).

Several non-invasive methods have been applied to materials (fibers, dyes, and mordants) on
both faces, at different degradation states [43, 150, 55]. The tapestry was then acquired through
a VIS-NIR CCD camera (Specim HS-XX-V10E) with a 1600×840 pixel resolution (pixel size:
8×8 µm), a 2.8 nm spectral resolution, and a spectral wavelength range from 400–1000 nm.
For the camera, the projection of one pixel on the tapestry corresponded to 0.38 mm (surface
mapped: 61×32 cm2). The illumination was made with two halogen lamps oriented at 45° at a
working distance of 1.1 m for a global image. The hyperspectral image used below is also visible
in Figure 2.16.
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In the following, we focus on the identification of red and yellow dyes for analytical purposes.
First about the yellow dyes, De la Codre [55] demonstrated that the fine recognition (prob-

ably weld or dyer’s broom) seems to be not clearly achievable in HSI because significant bands
disappear or shift with degradation.

Second about the red dyes, madder and cochineal were the two most common red Grand
Teint dyes. Madder was an affordable one whereas cochineal was very expensive and widely
used in Gobelins. An identification of one or the other would then make it possible to make
historical assumptions about the value of the tapestry and its owner.

Figure 2.16: Left, Entire tapestry (3.39 m × 3.48 m) with the arms of Count von Brühl.
Image taken from [54] Center, RGB image of the hyperspectral image studied in the following.
Right, the part we focus on.

2.3.2 Method

As detailed in section 2.2.1, the method can be split into 3 parts: (a) the set generation, (b) the
noise filtering and (c) the PCC reduction. Here we will detail the unfolding specificities on the
tapestry, and we will add a last step: (d) the visualization of our results.

Set of characteristic spectra generation. One of the major elements presented by De la
Codre in [54] is the creation of color charts composed by more than 600 samples of dyes. These
samples were made on many colors: red, yellow, indigo, green, brown... They differ from each
other in the type of pigments and fabrics used, as well as in their concentration and variation
(see Figure 2.17).

These color charts were acquired through the same VIS-NIR CCD camera (Specim HS-XX-
V10E) as the tapestry. The illumination was also made with the two same halogen lamps in the
same configuration.

We acquire characteristic spectra from each of the samples on the color chart by simply
averaging the spectra of the squares of textile (around 150×150 pixels). Two set are made (see
Figure 2.17) since we decided to focus on red and yellow dyes to validate our pipeline. One set
is a set of red dyes (30 spectra: 11 spectra of madder, 19 spectra of cochineal). The second set
is a set of yellow dyes (34 spectra: 11 spectra of weld on wool, 12 spectra of weld on silk, 11
spectra of dyer’s broom). This type of set is specified as from an external database.

Filtering for noise correction. Then, a low-pass filter is applied to the studied image I
visible in Figure 2.16 for the noise correction. We decide to use a bilateral filter [205] to
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preserve contour while denoising. When the noise correction is done (see Figure 2.18) and, then
the dimensionality reduction is applied with PCC method on all pixels of the filtered image
image Ĩ.

Note: Bilateral filtering

In image processing, it is quite common to use a low-pass filter to denoise an image. The
most common filter is the gaussian filter. We replace each pixel p at the position (x, y)
on the image I with a weighted average of intensity values from nearby pixels computed
as follows:

Ĩ(p) = 1

W

∑
pi∈Ω

I(pi)gs(‖pi − p‖), (2.3)

where:

• Ĩ is the filtered image
• I is the original image
• W is a normalization term
• p are the coordinates of the current pixel
• Ω is the window centered in p , so pi ∈ Ω is another pixel
• gs is the spatial kernel for smoothing differences in coordinates (a Gaussian func-

tion).

This results in what is called Gaussian blur (or Gaussian smoothing) in the image (see
Figure 2.18). The filtered image is denoised by blurring, but the main drawback is that
details and contours are also affected. That is why an intensity weight fr is added in the
bilateral filter [205]:

Ĩ(p) = 1

W

∑
pi∈Ω

I(pi)fr(‖I(pi)− I(p)‖)gs(‖pi − p‖), (2.4)

where fr is the kernel for smoothing differences in intensities (in our case, it is also a
Gaussian function).
The added weight is dedicated to the intensity variation. The filter denoises then large
areas while keeping the contours (see Figure 2.18). However, this filtering has two short-
comings. It is first more complicated to configure because it is necessary to find the
parameters of two kernels instead of one, which can be tedious by hand. In addition, it
takes much longer to calculate.

Visualizations. The most appropriate visualization method for our case is a blind separation
method (see paragraph Adapted methods of visualization in section 2.1.5), especially a PCA
visualization visible in Figure 2.6. However, in our case, the reduction to 2 dimensions for the
points density scattering is done on the PCC values ρn=[1:N ] instead of the intensity values
from the spectra (i.e., s). It makes more sense because ρn=[1:N ] are more relevant and present
decorrelated data. Obtained clusters are visible in Figure 2.19.

We developed ann interactive visualizations. The user can click on the PCA graph. Pixels
corresponding to an area around the click are selected (called “selected area” for simplification).
They are then highlighted in red on the RGB representation of the data-cube, and an average
spectrum is extracted. It is therefore possible to find which cluster corresponds to the dye sought
(see Figure 2.19 for an illustration of the interactive visualization tool).
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Figure 2.17: RGB images of the hyperspectral images of color charts. Acquisition made by De
la Codre [54]. Red dyes: left – madder, right – cochineal. Yellow dyes: left – weld on wool,
center – weld on silk, right – dyer’s broom

Figure 2.18: Top: Comparison of the effect of applying gaussian and bilateral filtering. Left:
a gaussian filtering is applied to the image: result is denoised but blurred. Right: a bilateral
filtering is applied: result is denoised and contours are preserved. Bottom: Application of the
bilateral filtering to the tapestry.

78



Figure 2.19: Illustration of two interactive visualizations for Aubusson tapestry (left: red dyes;
right: yellow dyes). Description of each visualization. The upper part is the PCA graph.
The black cross shows where the user has clicked. On the bottom left, the RGB representation
of the data-cube with red pixels coming from the selected area. On the bottom right, the average
spectrum obtained from this area. A detailed red window of the selected area is shown for the
red dyes case.

2.3.3 Visualization on the color charts

Figures in section 2.3.2 illustrate the direct application on the tapestry. However we first tested
the method on the hyperspectral images of color charts (visible in Figure 2.17) in order to have
a simpler case. These data-cubes present appealing advantages for a first consideration as they
are composed of homogeneous samples of dyes. That is the reason why we focus on them in a
first time.

For the validation purpose, we compare the PCA graphs obtained with our method and a case
where the PCA graph is obtained directly on the spectrum (i.e. a classic simple PCA reduction).
For each case, a color chart hyperspectral image is chosen, associated with its corresponding set
of characteristic spectra (red or yellow). The characteristic spectra are also placed on the PCA
density graphs in order to locate and identify each possible cluster. This way to visualize can
be used here because characteristic spectra are partially from an internal base: some of them
correspond exactly to the spectra of the color chart. Some results are presented in the Table 2.1.

In each case, our method provides much better results. First, we see on the madder color
chart hyperspectral image that a PCA on spectra (first row, third column) can generate global
clusters of some different samples. With our, each of the samples are much more clustered. Only
the 01 BIS samples are mixed, but it can be explained by a very common composition.

Results are even more significant with the weld on wool and the dyer’s broom color charts
(c.f. second and third row of Table 2.1). In the case of a classic PCA reduction, points are
scattered and no clusters are discernible. Whereas with PCCR, clusters are really visible and
can be differentiated.

2.3.4 Dye identification

A similar comparison is achieved on the studied hyperspectral image of the tapestry. On one
hand we apply our PCCR method as explained in section 2.3.2. On the other hand, a classic
PCA reduction for visualization as comparison is done as presented in Figure 2.6. On this part,
the characteristic spectra are also placed on the PCA density graphs. In both case, the visu-
alization is interactive: the user can click on a desired area on the PCA graph, and selected
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Table 2.1: Example of comparison between a PCA density graph directly on the spectrum or
after PCCR on color charts hyperspectral image. As we can see, the points are much more
clustered on the right. In addition, we can recognize each cluster by the dye used. Conversely,
the points are very scattered on the left.

HS image Set PCA on spectra PCA after PCCR

Madder Red

Weld on
wool Yellow

Dyer’s
broom Yellow
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pixels are highlighted in red on the RGB representation of the data-cube. Obtained results are
presented in the Table 2.2.

Table 2.2: Comparison between a PCA density graph directly on the spectrum or after PCCR
on the tapestry. Left column: PCA is done directly on spectra. Results are quite scattered.
Right column: PCA is done after PCCR. Results are more clustered.

Set PCA on spectra PCA after PCCR

Red

Yellow

The first thing to notice is how the results underline the relevancy of the PCCR method.
Indeed, we can see that visualization changes depending on the kind of studied dyes with PCCR
whereas it remains the same for classic PCA. Hence we can adapt our data with PCCR for
different purposes.

More importantly, when we look at the classic PCA, we can see that red and yellow spectra
differ a lot. Their corresponding points are quite scattered along the graph. It is even compli-
cated to highlight which part is corresponding to which color with the interactive visualization,
but the PCA graph after our PCCR draws clear clusters for yellow and red.
The dye identification is then much easier and more reliable.

Yellow identification. An average spectrum of yellow dye can be then obtained from the
visualization. However, as explained by De la Codre et al. [56], significant bands have disap-
peared on the spectrum (disappearance of the chlorophyll absorption band at 670 nm). Therefore
we cannot make the difference here between dyer’s broom and weld. But the generation of a
representative spectrum on the tapestry appears as a good way to confirm the degradation.

Red identification. The average red spectrum extracted from the hyperspectral image presents
mostly a strong broad absorption band from 410 to 560 nm. This is usually visible in the higher
madder concentration dyes, which masks (c.f. [55]) the two characteristic absorption bands of
madder (510 and 545 nm). We can then recognize typical shapes of madder dye instead of
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cochineal. Crossed methodology operated by De la Codre [56] on fluorimetry hereby confirm
the presence of madder.

In conclusion, the experimentation of the PCCR method on yellow and red dyes on Aubusson
tapestry, and its comparison with a traditional PCA reduction, demonstrates its robustness and
reliability to identify dyes in complex cases.

2.4 Application to groups of pigments on Iznik ceramics
The experiment on the Aubusson tapestry demonstrates the reliability and the robustness of the
PCCRmethod for data reduction. Beside, dimensionality reduction is a key for the hyperspectral
study of our ceramic tiles. Indeed, we are not studying a data-cube of one tile, but several dozen.
The problem here is therefore more complex because it is about the similarity of tiles and not
just pixels. Hence it is necessary to reduce the dimensionality as most as possible of each of
them. For this, we adapt our method (as presented below). We made the hypothesis that each
studied tile presents a so-called representative spectrum per pigment. It is these spectra that
are compared in this section.

To achieve the similarity study, the acquisition have been proceed with the Specim IQ camera
presented in Section 2.1.2 during 3 days in outdoor conditions. The daytime images were taken
under ambient lighting (sunny) while the nighttime ones were taken under the illumination of
a B10 Profoto light spot. Because of the location of Saint Maurice residence in an arid climate,
the lighting condition during daytime was considered to be constant. In order to facilitate the
comparisons of the results, the white balance was carried out on site using the same white
reference. Each taken hyperspectral image shows one tile because of the low spatial resolution
of the camera. We acquired 55 hyperspectral images of only 55 ceramics (8 tiles coming from
P1 patterns, 36 from P2, 5 from C1 and 6 from C2 – see Context for more information).

We were not able to acquire all tiles because of the time constraints (very long exposure
time) and the reduced distance from the camera to the ceramic necessary caused by its spatial
resolution. To solve this problem, the use of a tunable filters camera seems to be a good
solution. However, this requires a study of the number of minimum spectral bands before the
results deteriorate. The results of this study are presented in Annex II.

In the following, we present our method and our comparison results on the tiles. For a better
understanding, the RGB images and the data of each tile are visible in Annex III.

2.4.1 Method

We adapt the order of the method in relation to that of the tapestry. Indeed, the set is extracted
from an internal base (the spectra of the tiles). It is therefore necessary to carry out the denoising
and the extraction of the representative spectra of the tiles beforehand. These two steps are
done simultaneously as explained below.

Tile representative spectra extraction. First, we generate a map for each tile acquired,
that is we extract a representative spectrum of each pigment present on each tile. We apply
PCCR on the extracted spectra. For this, on each tile and for each pigment, we manually select
an homogeneous area presenting the pigment. The spectra included in the zone are averaged in a
representative spectrum. This operation removes the measurement noise. We do this for the
areas with pigments, as well as for the blank drawing areas (which we will call “background”).

The first problem encountered is that the spectrum does not actually represent the pigment,
but the color of the pigment and the colored glaze present above (see Figure 2.20).

In order to solve this obstacle, we make several simplifications of the ceramic model. First,
we assume that the glaze has a relatively homogeneous spectrum and thickness on the tile.

82



Figure 2.20: Schematic illustration of a ceramic tile with our assumptions. We see that the
light passes through the glaze before being reflected by the pigment. The spectrum measured does
not correspond of the pigment alone.

Furthermore, we simplify the ceramic by assuming that the pigment and the glaze are on two
separate layers. This assumption is not true in practice but remains relatively correct in light
of our results. Finally, we assume that the bottom of the ceramic is perfectly white.

The homogeneity hypothesis allows us to say that the spectrum of the glaze will be the same
everywhere. So we have on the whole tile:

smeasured = spigment . sglaze, (2.5)

where smeasured, spigment and sglaze are respectively the measured spectra, the representative
spectra of the pigment, and of the tinted glaze. The assumption on the white background thus
makes it possible to affirm that our representative spectrum of the background is in reality the
spectrum of the tinted glaze:

sglaze = sbackground (2.6)

Figure 2.21: Representative spectra mapping for the tile C2-1. Left: picture of the correspond-
ing tile. Right: representative spectra obtained for the corresponding tile. Red, green, copper
blue and cobalt blue are the representative spectra after the glaze correction. Glaze is the the
spectrum of the tinted glaze.

From this, we finally get the representative spectrum of each pigment:

spigment =
smeasured

sbackground
(2.7)
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After this operation, we get our mapping composed of the spectra of each pigment and the
glaze for each tile (see Figure 2.21).

Set of characteristic spectra generation. Representative spectra identify the pigments
used in the manufacture of Iznik ceramic tiles. We recognize the signatures of copper blue,
copper green, cobalt blue, and iron red according to Ben Amara [26]. They are in agreement
with common pigments used by Iznik production [26]. For each of these pigments, we then
manually choose spectra to generate the set of characteristic spectra. These spectra are chosen
because they appear to best represent the diversity within each pigment. For example, we only
take one copper blue because its spectrum is enough for a global representation. We also add
3 spectra of the tinted glaze because it seems that the color of the glaze can also be used to
discriminate the tiles. The set is visible in Figure 2.22.

Figure 2.22: Set of characteristic spectra from internal database

However, this choice may not be perfect because it is purely visual on the shape of the
spectra. We can nevertheless try to partially validate it by observing if its chromaticity (its
representation in a color space) seems representative of all our colors. We project the set of
characteristic spectra in the XYZ color space, and observe their positions according to the
representative spectra.

In Figure 2.23, we see that the characteristic spectra globally represent our values correctly.
The representative spectra of cobalt blue lie on a line, taken into account by the corresponding
characteristic spectra. The copper blue spectra are visually similar, justifying the use of a single
characteristic spectrum. On the other hand, the copper greens show stronger variations, which
is represented by 4 characteristic spectra evenly spaced. The characteristic reds are perhaps
a little bit too similar visually but their positions generally follows the representative spectra
globally distributed on a line on the XYZ space. Finally, the characteristic spectra of the glazes
surround the representative spectra of the tiles in a triangle.

Of course, this visualization representation is not a perfect validation. It may suffer from
metamerism. But this gives a good indication on the choice of spectra for the set generation
before the PCCR.

Pearson correlation coefficient reduction. The reduction by PCC can then be made. For
each tile, we calculate the Pearson correlation coefficient between the representative spectrum
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Figure 2.23: CIE 1931 chromaticity diagrams - CIE 1931 2° standard observer. On each graph,
the crosses in transparency represent the chromaticity in XYZ of the representative spectra of
each tile. The other patterns are the characteristic spectra corresponding to each pigment. In
order: cobalt blue, copper blue, green, red, glaze.

of a pigment (accordingly a glaze) and its corresponding characteristic spectra. For example, we
compute the PCC of the red pigment spectrum and the characteristic spectra Red 1 and Red 2,
that of cobalt blue with Cobalt Blue 1 and 2, etc... If a tile does not have one of the pigments,
then we allocate the value of 0. The information on a tile is thus reduced to 12 values, visible
in Table 2.3

Visualizations. The goal here is not to carry out an identification as in the case of tapestry,
but to study the degree of similarity of the tiles within the same pattern. For this, 3 processes
are put forward: visualizations of PCA graphs, confusion matrix and dendrograms seem the
most readable (see Figure 2.24).

As for the tapestry, a PCA graph can be made on the data. Since it is decorrelated. The
two dimensions of the PCA are obtained after reduction of the 12 values and are displayed on
the graph (see top left of Figure 2.24). So we have a point corresponding to a tile. For a same
pattern, the more the points are clustered, the more the tiles are similar.

However, there may be a loss of information. In this case, a confusion matrix [117] may
be preferred. For each tile, we calculate its similarity (with the Silhouette coefficient [184]) with
the others, and we display the global table (see top right of Figure 2.24). Silhouette coefficient
is a comparison metrics regularized between -1 and 1. Like Pearson correlation coefficient, the
bigger is the coefficient, the closer are the two tiles. This visualization is interesting because it
really allows to observe the similarity between two particular tiles.

However, it may seem very cumbersome because it contains too much information. In this
case, it is possible to keep the similarity information of the Silhouette coefficient as metrics, and
generate a dendrogram from the confusion matrix (see bottom left of Figure 2.24). This is
then simply a tree easy to read. In addition, some other methods make it possible to obtain
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Table 2.3: Table of the values of each tile of P1, C1 and C2 after PCCR.

Tile Cob. Blue 1 Cob. Blue 2 Cop. Blue 1 Cop. Green 1 Cop. Green 2 Cop. Green 3 Cop. Green 4 Red 1 Red 2 Back 1 Back 2 Back 3
P1-27 0.981 0.899 0.000 0.738 0.953 0.588 0.949 0.000 0.000 -0.156 0.898 0.992
P1-29 0.951 0.717 0.000 0.629 0.989 0.444 0.865 0.000 0.000 -0.463 0.210 0.422
P1-31 0.966 0.748 0.000 0.798 0.957 0.672 0.976 0.000 0.000 -0.550 0.445 0.701
P1-25 0.986 0.823 0.000 0.780 0.922 0.646 0.956 0.000 0.000 -0.539 0.604 0.854
P1-23 0.957 0.728 0.000 0.751 0.937 0.561 0.897 0.000 0.000 -0.782 0.212 0.539
P1-6 1.000 0.845 0.000 0.785 0.898 0.635 0.930 0.000 0.000 0.022 0.955 0.979
P1-7 0.981 0.762 0.000 0.632 0.995 0.450 0.883 0.000 0.000 0.289 0.977 0.887
P1-8 0.958 0.758 0.000 0.662 1.000 0.509 0.919 0.000 0.000 0.715 0.842 0.575
C1-1 0.988 0.784 0.982 0.000 0.000 0.000 0.000 0.000 0.000 0.956 0.531 0.144
C1-2 0.997 0.849 0.795 0.000 0.000 0.000 0.000 0.000 0.000 -0.157 0.871 0.965
C1-3 0.995 0.824 0.995 0.000 0.000 0.000 0.000 0.000 0.000 0.884 0.614 0.277
C1-4 0.994 0.818 0.993 0.000 0.000 0.000 0.000 0.000 0.000 0.971 0.335 -0.055
C1-5 0.987 0.777 0.971 0.000 0.000 0.000 0.000 0.000 0.000 0.978 0.382 -0.029
C2-1 0.957 0.692 0.999 0.931 0.882 0.807 0.954 -0.965 -0.854 0.985 0.111 -0.307
C2-4 0.975 0.742 0.989 0.962 0.797 0.918 0.950 -0.957 -0.860 0.984 0.432 0.026
C2-5 0.989 0.766 0.991 0.830 0.957 0.709 0.983 -0.937 -0.807 0.981 0.436 0.026
C2-11 0.944 0.668 0.997 0.992 0.726 0.931 0.879 -0.968 -0.859 0.970 0.053 -0.364
C2-12 0.980 0.730 1.000 1.000 0.662 0.936 0.837 -0.973 -0.871 1.000 0.271 -0.144
C2-18 0.985 0.760 0.996 0.935 0.853 0.825 0.953 -0.952 -0.827 0.962 0.507 0.111
P2-88 0.911 0.916 0.000 -0.193 -0.121 -0.411 -0.395 0.932 0.995 0.246 0.999 0.914
P2-87 0.681 0.928 0.000 -0.643 -0.942 -0.580 -0.916 0.953 0.956 -0.327 0.809 0.981
P2-89 0.909 0.865 0.000 0.426 0.665 0.147 0.426 0.814 0.931 0.481 0.971 0.784
P2-95 0.896 0.886 0.000 -0.018 0.200 -0.260 -0.104 0.874 0.978 0.358 0.994 0.863
P2-94 0.850 0.935 0.000 0.079 -0.090 -0.099 -0.252 0.859 0.968 0.244 0.998 0.918
P2-93 0.690 0.949 0.000 0.345 -0.442 0.437 -0.124 0.950 0.967 -0.072 0.934 0.997
P2-81 0.600 0.893 0.000 -0.548 -0.928 -0.481 -0.870 0.921 0.951 -0.323 0.812 0.982
P2-82 0.864 0.955 0.000 -0.164 -0.184 -0.365 -0.423 0.938 0.995 0.267 0.999 0.907
P2-83 0.805 0.905 0.000 0.199 -0.027 0.029 -0.155 0.913 0.990 0.336 0.996 0.875
P2-84 0.842 0.917 0.000 0.187 0.332 -0.046 0.076 0.730 0.885 0.404 0.988 0.838
P2-85 0.884 0.916 0.000 0.452 0.146 0.289 0.078 0.873 0.981 0.416 0.985 0.829
P2-86 0.830 0.992 0.000 -0.166 0.011 -0.450 -0.287 0.936 0.969 0.062 0.974 0.973
P2-92 0.911 0.979 0.000 0.721 0.062 0.666 0.247 0.983 0.982 0.248 0.996 0.915
P2-91 0.850 0.968 0.000 0.295 0.050 0.124 -0.064 0.937 0.997 0.309 0.999 0.890
P2-90 0.840 0.880 0.000 0.326 0.296 0.113 0.112 0.800 0.946 0.376 0.993 0.855
P2-96 0.851 0.982 0.000 0.127 -0.090 -0.061 -0.235 0.955 0.996 0.044 0.970 0.981
P2-97 0.834 0.886 0.000 0.122 -0.004 -0.050 -0.174 0.749 0.896 0.331 0.997 0.879
P2-98 0.861 0.996 0.000 0.368 -0.348 0.328 -0.165 0.959 0.977 0.048 0.971 0.978
P2-78 0.867 0.940 0.000 0.302 0.107 0.115 -0.026 0.932 0.996 0.293 0.999 0.898
P2-72 0.880 0.883 0.000 -0.038 0.183 -0.290 -0.127 0.814 0.947 0.382 0.992 0.846
P2-66 0.888 0.921 0.000 -0.049 0.192 -0.287 -0.122 0.856 0.967 0.471 0.974 0.789
P2-67 0.908 0.970 0.000 0.143 -0.135 -0.029 -0.254 0.735 0.898 0.271 1.000 0.906
P2-73 0.832 0.873 0.000 0.035 -0.057 -0.155 -0.255 0.864 0.979 0.402 0.990 0.841
P2-79 0.875 0.895 0.000 0.124 -0.060 -0.052 -0.212 0.889 0.976 0.304 0.999 0.893
P2-80 0.841 0.998 0.000 0.973 0.568 0.898 0.754 0.933 0.989 0.056 0.973 0.977
P2-74 0.721 0.968 0.000 -0.646 -0.887 -0.636 -0.917 0.912 0.958 -0.093 0.929 0.997
P2-68 0.759 0.985 0.000 -0.460 -0.515 -0.617 -0.724 0.953 0.993 0.009 0.962 0.987
P2-65 0.855 0.980 0.000 -0.447 -0.396 -0.616 -0.653 0.894 0.987 0.234 0.999 0.922
P2-71 0.857 0.906 0.000 -0.178 -0.315 -0.350 -0.506 0.821 0.951 0.359 0.995 0.867
P2-77 0.858 0.979 0.000 -0.132 -0.477 -0.232 -0.563 0.941 0.999 0.163 0.993 0.949
P2-76 0.896 0.960 0.000 0.103 -0.391 0.040 -0.386 0.890 0.990 0.195 0.995 0.939
P2-70 0.823 0.987 0.000 0.926 0.430 0.831 0.612 0.959 0.988 0.143 0.987 0.953
P2-64 0.801 0.990 0.000 -0.011 -0.727 0.105 -0.508 0.964 0.988 0.070 0.974 0.975
P2-63 0.648 0.936 0.000 -0.652 -0.932 -0.601 -0.913 0.945 0.973 -0.157 0.901 0.999
P2-69 0.609 0.915 0.000 -0.428 -0.942 -0.270 -0.759 0.947 0.971 -0.144 0.906 1.000
P2-75 0.720 0.939 0.000 -0.042 -0.728 0.068 -0.466 0.953 0.960 -0.178 0.890 0.999
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a dendrogram. We can start from a confusion matrix or apply a hierarchical agglomerative
clustering algorithm [161] directly to the values from the PCCR (see bottom right of Figure 2.24).
Their results are usually presented in this way too, so we can compare the different trees for a
better understanding.

2.4.2 The question of tiles segmentation

Within the framework of a classical HSI study, we see that the classic pipeline consists in carrying
out a segmentation after the dimensionality reduction. In our case, this seems interesting at
first glance: we can classify the tiles into subgroups within the same patterns.

At first, we realize a simple segmentation mixing all the ceramic tiles of different patterns
to see if our reduction already makes it possible to segment the 4 groups. We used K-Means
method [140] with 4 clusters. As visible in Figure 2.25A, reduced values are enough to separate
clearly the 4 pattern groups.

Then, we want to separate the 4 pattern groups into subgroups using K-Means for each of
them. Here, the main constraint of K-Means is the number of clusters that must be defined
upfront, which is not known at this step. Therefore we use the “elbow method” [200] in order
to obtain the ideal number of clusters for each pattern. The method entails creating a plot that
represents the explained variation [112] as a function of the number of clusters, and subsequently
identifying the point on the curve where a distinct elbow or bend occurs. This elbow point is
then selected as the optimal number of clusters to be employed in the analysis. This technique
is now somehow criticized for its performance, but since our case is really simple with a low
amount of data, it is appropriate.

We note in Figure 2.26 that if in some cases, the elbow is easy to find (C1, C2), we obtain
rather an order of magnitude within 2 or 3 in others (P1, P2). By trial and error and manually,
we refined our values in order to obtain 2 clusters for C1, 1 for C2, 4 for P1 and 7 for P2.

K-Means is then applied to each of the 4 patterns and the results of the groups are visible
in Figure 2.25B. It is then difficult to be able to confirm or invalidate the subgroups obtained.
The first idea would be to cross-reference the results obtained with other segmentation methods.
We again use the agglomerative algorithm results used for the dendrogram visualization and we
apply it by taking the same number of clusters for each pattern. The results obtained are visible
in Figure 2.25C. Note that the subgroups are almost identical. Only 3 tiles of P2 do not show
the same results. Again, it is hard to tell if our tiles are in the center of the subgroups or at the
border with another.

To estimate the validity of our partitioning, it is then necessary to use evaluation formulas.
There are two forms of them: internal and external evaluation. The difference is that the
external assessment relies on test results to determine success, while the internal assessment will
instead determine how clean each cluster is, compared to the others. Having no test sample, we
can only use internal evaluation methods. We then first apply the different indices to our global
results (i.e. one coefficient for the entire segmentation):

• Silhouette Coefficient [184]: 0.56
• Davies-Bouldin Index [53]: 0.63
• Calinski-Harabasz Index [39]: 37.9

Since it is not easy to interpret directly these indices, we may not that:

• Silhouette coefficients, as presented in section 2.4.1, are between -1 and 1 (-1 meaning that
the clusters are bad, 1 that they are perfect, and 0 that they present overlapping).

• Davies-Bouldin is best when it tends to 0
• Calinski-Harabasz needs to be as large as possible.

Therefore the first 2 indices indicate that our results are rather satisfactory. Thereafter, we
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Figure 2.24: The different visualizations made. In the following, we have chosen to focus on
the results obtained on the tiles from P1, C1 and C2 for a better understanding. The results
obtained with P2 are visible in Annex III. Top: PCA graphs. Middle: Confusion matrix.
Bottom left: Dendrogram from the confusion matrix. Bottom right: Dendrogram from
agglomerative clustering.
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Figure 2.25: Segmentations applied on tiles presented in Figure 5. A: K-Means applied to
the total tiles see. The schema represents the tiles as they are represented in Context. Each
color represents one pattern group. B: K-Means applied to each of the pattern in order to form
subgroups. C: Agglomerative clustering applied to each of the pattern in order to form subgroups.
The 3 tiles out of 55 presenting differents results are squared in red. D: Silhouette coefficients
used for every tiles in order to measure the segmentation reliability. A percentage of reliability
is computed and presented on a colorbar.
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Figure 2.26: Graphs presenting the elbow method results for P1, P2, C1, C2.

will use the Silhouette coefficient more precisely on individual tiles as it was used in section 2.4.1
for two reasons: by a simple re-scale, it can easily define a percentage of membership in a group,
and it is easy to use in order to observe the probability of a particular tile to belong to one
or more groups. The interest of the Silhouette coefficient is that it estimates the probability
of being part of a subgroup for a tile by comparing its proximity to the other tiles in and out
of the subgroups. We can then observe individually the probability of each tile to be part of a
subgroup obtained by the K-Means method (see Figure 2.25D).

We rescale Silhouette coefficients from -1 to 1 as a percentage, and we see that obtained
results are quite acceptable: a minimum coefficient of 55% on a tile, a maximum of 100%,
and an average of 82%. Therefore, our method gives encouraging results, by showing that
the segmentation is coherent, while indicating the tiles for which a redefinition by hand is not
necessary excluded.

Moreover, the very binary aspect of the segmentation makes it impossible to know the
similarities of different subgroups. The segmentation does not only really bring new information,
but also hide the global similarity of tiles in pattern groups. Finally, it seems more useful to
focus only on visualizations after PCCR method.

2.4.3 Similarity study results and discussions from visualizations

Finally, we concentrate on results presented in section 2.4.1. Indeed, it is more interesting to
discuss about the global similarity within a pattern group than the possible existing subgroups.
From a historical point of view, the similarity study of pigments allows to make much better
assumptions about the common (or not) origins of tiles. So, the following discussion comes from
the results presented in Figure 2.24 and in Annex III.

Below we will discuss about each pattern group one by one. Of course, for each case, conclu-
sions are raised from the small samples acquired on site. That is why results are presented
as hypothesis and assumptions are made. Indeed, these results have been discussed with spe-
cialists and are only the beginnings of leads or hypothesis that can be made by crossing with
current historical knowledge. Note that the number of samples is taken into account: P2 group
is not studied with the same view as C1.

C2: In the PCA graph of Figure 2.24, we can clearly see that C2 is the most clustered pattern
group. The confusion matrix and the dendrograms confirm it: all the Silhouette coefficient
distances between the tiles in the confusion matrix exceed 90% and the first separation in the
two dendrograms are really low.

It is interesting to notice that C2 tiles are the most complicated as it is the only pattern
comprising iron red, cobalt blue, copper blue and copper green pigments. And all pigment
remains very similar.

Therefore we can make some assumptions about this important similarity. Indeed, it seems
that the pigments are too similar to come from different manufactories. It is therefore probably
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a pattern where the tiles come from a common batch.

P1: The analysis process of P1 tiles is pretty close to the C2 one. The PCA graphs in Fig-
ure 2.24 shows that the P1 tiles pigments are more scattered. They do not present different
clusters as their scattering is globally homogeneous. The dendrograms and the confusion matrix
confirm this impression, but underline a slightly bigger difference of P1-6, P1-7 and P1-8. The
tiles coming from around the doors are finally a little bit more similar and clustered. However,
this similarity is a way less important than the C2 similarity and it is hard to clearly separate
panel and door P1 tiles into two groups.

Coming from this information, we can make the assumption that P1 tiles may clearly not
coming from a common batch. The tiles might have totally different origins, or they simply
come from different orders before their reuse in Saint-Maurice residence. In addition, the tiles
of the panel and the door could perhaps have been recovered from different places because of
the variety seen. Or they could have been placed this way in order to bring less different tiles
together in the same place to create greater consistency. However, I would tend to think that
the second hypothesis would be more plausible since the differences are not marked enough.

P2: P2 group is the most difficult group to study because of the number of tiles acquired and
their variations. Figures in Annex III demonstrate that P2 tiles present a low global similarity.
The tiles are indeed really scattered on the PCA graph: some tiles are even closer to P1 pigments
than some of their own. This similarity with P1 can be confirmed by the dendrogram obtained
with the agglomerative clustering (but not the one coming from the confusion matrix).

However, it stay difficult to highlight clear trends: the points are scattered but it remains
homogeneous. Similarly, dendrograms do not generates branches that are very distinct from
others. These observations corroborate with the visual impressions when looking at the tiles
individually: a great diversity of color is visible between tiles.

It is then quite simple to make the hypothesis that P2 tiles have a very wide range of origins.
They do not come from a common batch and were probably obtained from various places
and situations when they were brought to Saint-Maurice residence. Some may even have been
brought to the residence or the embassy at different times. Their positions on the wall were also
probably thought to hide the colors variations because we notice that the close numbers rub
shoulders from time to time on the PCA graph.

C1: The case of the C1 tiles is probably the most interesting. We can see at first sight that C1-
1, C1-3, C1-4 and C1-5 are very clustered on the PCA graph on Figure 2.24 while C1-2 is quite
far. This gap is clearly visible on the confusion matrix: all the tiles of C1 have a resemblance of
more than 90%, except C1-2 which has less than 70% with all the others. Moreover, we see that
this difference is the first encountered within the groups on the dendrograms. Even before the
differences within P2 (see Annex III). We even see that in the PCA graph including the tiles of
P2 (see Appendix III), C1 is in the middle of the P2 tiles.

This difference can be seen visually in Annex II. Looking closely, we see that C1-2 has a
light blue center, a color that no other has. However, the results are obtained without taking
this specificity into account. They mean that C1-2 is also different on the other pigments, and
not only in the center.

These data, crossed with the strong similarity of the 4 others tiles, suggest that the C1 tiles
would come from a common batch like C2, but that the C1-2 tile would have been
recovered later from a completely different place. The reasons can be varied (breakage,
loss during the move between the residence and the embassy, lack from the start to fill, etc).

The development of a robust dimensionality reduction technique was therefore necessary and
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relevant in the hyperspectral study of Iznik ceramic tiles. The similarity study of their pigments
made it possible to have a solid basis for the development of hypotheses on the reuse of tiles.
This method also appeared to be more useful than Depth from Focus for our framework. But in
a more global context, the combined use of the two can be perfectly adapted to an in-depth on-
site and non-invasive study of ceramics. The complete observation of the thickness of the glaze
and the pigments spectra also allows a good characterization of the ceramics of Saint-Maurice
residence as being Iznik ceramics similar to those of Tunis observed in the lab [26].

In a more global framework of the reflection on the appearance of objects, this chapter have
made it possible to take an interest in color, after having taken an interest in shape. For a more
global vision of the appearance, it is finally necessary to take a closer look at the properties of
light reflection described by the BRDF radiometric quantity.
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Chapter 3

Capturing the in-situ BRDF

In the two previous chapters, we have focused on the acquisitions of shape and color (by its spec-
tral definition) in the context of ceramic tiles. These elements happen to be the two traditional
parts of a digital 3D object. However, as explained in the Introduction, a colored mesh is not
enough to be accurate. This is why we aim to replace the color by a Bi-directional Reflectance
Distribution Function (BRDF). Using BRDF allows, for example, to better represent the shiny
aspect of gilding, reflections on polished stones, etc.

In the way, the restitution of the Saint-Maurice residence interiors presents the materials
previously mentioned. This is why we want to acquire this data beyond colored mesh for a much
more realistic visualization. In this chapter, we are therefore interested in the development of a
portable, in-situ method for the acquisition and the measurement of the properties of BRDF on
a monumental scale.

3.1 BRDF of materials

3.1.1 BRDF definition

As we mentioned above, color is not enough to represent accurately the appearance of a material.
To understand this, we have to look a little closer at how color works from an optical point of
view. In the following, we are only interested in opaque materials, thus we only focus on the
reflection at a given point. What we see is actually the reflection of light on a shape through
reflective properties. We should notice that light is not reflected uniformly, either spatially or in
terms of wavelength. First, from a color point of view, a material reflects the light at different
intensity depending on its wavelength λ. This curve of intensity as a function of wavelength
is fixed (for most of the materials), and can be used as a material fingerprint. This is the
reflectance spectrum, on which we were interested in the previous chapter.

Then, from a spatial point of view, the light is not reflected uniformly either. It is effectively
a function of (globally) two parameters: the direction ωi of the incident light, and the direction
ωo from the point of view of the observer (see Figure 3.1). For a given incident direction ωi,
the light is reflected in all directions. This makes it possible for us to see an illuminated object
regardless of where the light is coming from (of course, out of shadow areas). However, the
reflection intensity varies along the ωo direction. Similarly, for a defined direction of reflection
ωo, different ωi does not give the same intensity seen by the observer. If these spatial variations
of intensity can be defined for a given object, they are also not the same from one material
(which can be defined in our case as an element whose BRDF is unique and homogeneous) to
another. Figure 3.2 shows three examples of reflection on the main types of different materials
and illustrate this notion.

These variations of the intensity according to the directions (ωi, ωo) were then formalized
in the form of a function by Nicodemus [159] in 1977. This is the Bi-directional Reflectance
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Figure 3.1: Graphic showing vectors used to define the BRDF. All vectors are unit length. ωi
points toward the light source. ωo points toward the viewer (observer). n is the surface normal.
Image and caption taken by Michael Holroyd (2007 for Wikipedia).

Distribution Function (BRDF), which is defined by:

ρ(ωi, ωo) =
dLo(ωo)

dEi(ωi)
=

dLo(ωo)

Li(ωi) cos θidωi
(3.1)

where

• L is the radiance (Wsr−1m−2),
• E is irradiance (Wm−2),
• θi is the angle between ωi and the surface normal, n,
• i indicates incident light direction,
• o indicates reflected light direction.

In radiometry, radiance L is the radiant flux reflected (in our case but it can be emitted,
transmitted, or received) by a given surface, per unit solid angle per unit projected area. Irra-
diance, as for it, is the radiant flux received by a surface per unit area.

The BRDF is therefore a function which makes it possible to obtain very easily what is
the flux received by the observer for a given position with respect to a scene comprising an
object and one or more light sources. Moreover, the flux obtained depends on the wavelength
(or simply depending on RGB channels), therefore a color. Thus this function ensures a much
better visual coherence when attached to a 3D object.

In addition, the BRDF need to fulfill some properties that ensure a realistic physical consis-
tency:

• Positivity: ρ(ωi, ωo) ≥ 0,
• Obeying Helmholtz reciprocity [212]: ρ(ωi, ωo) = ρ(ωo, ωi)
• Conserving energy: ∀ωi,

∫
Ω ρ(ωi, ωo) cos θodωo ≤ 1

Positivity prevents obtaining a negative flux. Helmholtz reciprocity demonstrates that the
directions ωi and ωo can be interchanged. Finally, conservation of energy assures that there is
no creation of energy. The sign ≤ instead of = is used to take into account the energy absorbed
by the material.
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Figure 3.2: The figures upper show how light is reflected off the surface of an opaque object
whereas rendered images show the appearance of a given BRDF on an object (here a 3D model of
the Willendorf Venus). For incident an light direction ωi (the black arrow), light is reflected in
different light directions ωo with varying intensity. The magnitude of the intensity is symbolized
by the length of the gray arrows. Each material has its own optical properties. Some materials
are said to be lambertian (left), when they reflect light equally in all directions. A material that
reflects light in many directions is said to be diffuse. This is particularly the case with terracotta,
matte paints, etc. Other materials have a more glossy appearance. They have a lobe around the
main direction of reflection, also called specular direction (center). Visually, they will appear
a bit more lighter in that direction. This is the case, to varying degrees, of plastics, but also
of metals or polished stones. In this case, the finer the lobe, the shinier the material. Finally,
some materials only reflect light in the specular direction (right). These are mirror materials.
This last case corresponds to the application of Snell’s laws.

Figure 3.3: Left: The “image slice” view: BRDF is represented on a 2D scattering point plot
along the axes (θh, θd). Here, l = ωi and v = ωo. Right: The slice can then be studied as
a simple map of the BRDF, where each zone corresponds to a particular optical effect. Image
taken from [37].

95



Note: Reparametrization

The BRDF as defined by Nicodemus [159] is therefore a real function which can be as
complex as wanted. That take into account (ωi, ωo) which are vectors and which one
will rather write in practice (θi, φi, θo, φo), with θi the angle between ωi and the surface
normal, n, φi the angle between ωi and the surface tangent, t (and analogously for θo and
φo, see Figure 3.4 left).

Figure 3.4: Instead of treating the BRDF as a function of (θi, φi) and (θo, φo), as shown
on the left, Rusinkiewicz et al. [186] consider it to be a function of the halfangle (θh, φh)
and a difference angle (θd, φd), as shown on the right. The vectors marked n and t are
the surface normal and tangent, respectively. Image and caption taken from [186].

Rusinkiewicz [186] then proposes a parametrization according to (h,d) (see Figure 3.4
right). This parametrization allows a more interesting representation of the BRDF for
several points.
Already, for the sake of simplification. In the quasi-general framework of an isotropic
BRDF (i.e., it is independent of φo and φi for a given ∆φ = φo − φi), one must generally
observe the following BRDF depending on (θo, θi,∆φ). However, Romeiro et al. [183]
observe MERL BRDFs [146] and conclude that the isotropic BRDF can be observed
following (θh, θd) only with this new representation.
Moreover, the representation according to (θh, θd) is much more relevant. As presented
by Figure 3.3, we can represent the BRDF values on a 2D plot according to (θh, θd) (an
“image slice”), and we obtain a representation for which each point zone corresponds to
a different aspect of BRDF: specular, diffuse, etc.
Finally, the definition of the halfangle vector h takes into account BRDF models such as
in the theory of microfacets explained in the section below.

3.1.2 Models for simplification and utilization purposes

In order to be able to represent the BRDF as faithfully as possible, models have been effectively
developed and implemented. Of course, a BRDF can remain in the form of data, but the amount
of information to represent it can become overweening.

In the following, we present a type of model widely used in Computer Graphics: the micro-
facet models.

At first, the BRDF is oftenly separated into two distinct parts to model: the diffuse part ρd
and the specular part ρs. This is akin to representing each BRDF as the sum of a diffuse base
similar to Figure 3.2 left, and a specular lobe similar to Figure 3.2 center:

ρ(ωi, ωo) = ρd(ωi, ωo) + ρs(ωi, ωo) (3.2)
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The diffuse part is based on Lambert’s illumination model [122]. It represents a perfect
diffuser which emits a constant luminance in all directions. It is then defined by its reflectance
Rd:

Rd(λ, ωi, ωo) =
Rd(λ)

π
, (3.3)

which can be rewritten in the case of the BRDF by

ρd(ωi, ωo) =
kd
π
, (3.4)

where kd is an albedo of constant value (or a constant triplet of value RGB) defined between 0
and 1.

The case of the specular lobe is much more complex because it presents BRDF shapes which
can vary enormously according to (ωi, ωo). This is why many models exist.

Torrance-Sparrow

Torrance–Sparrow Model [207] was developed to represent metallic surfaces. Based on measures
and physical comparison, it relies on geometric optics to describe the specular reflection on a
rough surface composed of “microfacets”, that is a distribution of microscopic surfaces with
different normals (see Figure 3.5). These surfaces exhibit a softer specular lobe unlike smooth
surfaces which do not show a well-marked specular peak.

Figure 3.5: Diagram showing a microfacets surface. Image taken from [213].

In this way, it defines the specular reflectance Rs as:

Rs(λ, ωi, ωo) =
F (θi, η(λ))

4

D(α)

cos θi

G(ωi, ωo,h)

cos θo
(3.5)

where

• F (θi, η(λ) is the Fresnel function and represents the fraction of energy reflected from the
surface. It can be written as

F (θi, n(λ) =
1

2

(
sin2(θi − τ)

sin2(θi + τ)
+

tan2(θi − τ)

tan2(θi + τ)

)
(3.6)

with τ = sin θi
η(λ) and η which is related physically to the material as it is its refractive index.

• D(α) is the facet distribution of the surface with roughness α. It is defined by Torrance
and Sparrow as a Gaussian distribution with α as the standard deviation :

• G(ωi, ωo,h) is finally the geometric attenuation factor translating the phenomena of shad-
ing and masking of one facet by another:

G(ωi, ωo,h) = min

(
1, 2

cos θh cos θo
cos θh

, 2
cos θh cos θi

cos θd

)
(3.7)

97



This model was then adapted to computer science as the Cook-Torrance Model [45]. It is
also based on a microfacets model as before, which it adapts to a BRDF:

ρs(ωi, ωo) =
F (ωi,h)G(ωi, ωo,h)D(h, α)

4| cos θi|| cos θo|
(3.8)

where F , G and D still refer to the Fresnel function, the microfacets distribution and the
geometric attenuation accordingly. Improvements are made to each of the terms. Already, the
model improves the rendering of metallic surfaces by showing that the Fresnel coefficient depends
on the wavelength. It is rewritten in a form which is an exact formulation for dielectrics with
unpolarized light:

F (ωi,h) =
1

2

(g − c)2

(g + c)2
.
1 + (c.(c+ g)− 1)2

(c.(c− g)− 1)2
with

{
c = ωi.h

g =
√
η2 + c2 − 1

(3.9)

Then the main contribution is made on the microfacets distribution.

Beckmann

But the Gaussian facet distribution function does not satisfy the energy conservation condition.
Then this model improves it based by Beckmann et al. [24] and we have:

D(h, α) =
exp− tan2 θh/α

2

πα2 cos4 θh
(3.10)

The geometric attenuation factor is also modified but this does not mean that it is perfect: it
is calculated thanks to rough approximations on the shape of the surface and does not correspond
very well to reality because its derivative is not continuous. Moreover, it is not invariant under
rotation around the normal and it is totally independent of the surface roughness.

GGX

Walter et al. [213] propose then to improve this model. It starts from the same F as Cook-
Torrance, and improves the distribution of microfacets with:

D(h, α) =
α2

π.(cos θ2h.(α
2 − 1) + 1)2

(3.11)

This new distribution function is called GGX. Moreover, as the function of geometric atten-
uation is related to the geometry of the microfacets, and because of the problems of continuity
cited above, Walter et al. [213] modify it by taking into account the parameter α in this one:

G(ωo, ωi, α) =
4(

1 +

√
1 + α2.

1−cos θ2i
cos θ2i

)
.
(
1 +

√
1 + α2.1−cos θ2o

cos θ2o

) (3.12)

This method then has many advantages over Cook-Torrance. First, the results show that
GGX better represents the BRDFs on the samples measured by Walter et al. [213] than Beck-
mann. Then, it does not present the continuity defects to the derivatives of Cook-Torrance,
which is more interesting within a framework of minimization problems. Besides, it simplifies
the BRDF models by only having the α parameter to determine for D and G (see Figure 3.6).
However, it is important to remember here that our goal is ultimately to focus on the acquisi-
tion of BRDF to best model materials. Finding a BRDF model that remains simple to fit while
being realistic and physically plausible remains our priority. In this case, GGX appears as a
great solution.
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(a) α = 1.0 (b) α = 0.6 (c) α = 0.2 (d) α = 0.001

Figure 3.6: Four rendered images of a 3D object of Willendorf Venus. All the models are
attached to a GGX BRDF model with various values of α and a fixed n = 3.0.

Figure 3.7: Two rendered images of a 3D object of Willendorf Venus. Left: Rendering made
with a model associated with a BRDF model (GTR Disney [37]). Right: Same rendering but
with a SVBRDF. Results shows that a SVBRDF is necessary for a faithful representation.

Newer and more intuitive models have of course been developed since, such as the GTR
Disney model [37]. It remains based on a microfacets model, but seeks to develop more intuitive
parameters like metallic or sheen. It is without any doubt more malleable, but it contains more
parameters, and is therefore more complicated to fit. That is why, in the following, we will focus
on the GGX model.

3.1.3 Adding spatial information

Simplifying the BRDF as a model makes it possible to acquire or represent objects digitally.
However, a simple BRDF is not enough. The majority of objects around us do not have a
perfectly uniform appearance. This is why a Spatially Varying BRDF or SVBRDF ρ(x, ωi, ωo)
is required. As explained by Guarnera et al. [90], the problem of the acquisition of the SVBRDF
will then be the fact of having a BRDF per vertex (or per face). Capturing an SVBRDF generally
requires measurements and time-consuming processing with the help of extensive specialized
laboratory equipment to capture reflectance data which may still be incomplete. This is why
SVBRDF simplifications are also implemented. The most common method consists in assuming
that our material is not composed of an SVBRDF which varies in each vertex, but of a list
of BRDFs which compose it. For example, Alldrin et al. [13] assumes that an object can be
represented as a linear combination of BRDFs:
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H =WB> (3.13)

where H ∈ Rn×d is a discretization of the BRDF at each of n surface points, B ∈ Rd×k is a
discretization of k basis BRDFs, and W ∈ Rn×k is a matrix of weights for the contribution of
each basis BRDF at each point.

The problem of this method is that it is difficult to define the size of the k bases of BRDF
(which does not necessary represent real BRDFs associated to real materials) if we want to
acquire an object. In a pipeline where the object contains areas with well-defined materials, it
may then be interesting to segment the materials into several clusters. Each material can then
be assigned a BRDF. The acquisition can in this context be carried out after the segmentation,
or the segmentation can be done on the measurement of BRDFs.

Note that in the following, we will mostly speak about BRDF acquisition instead of SVBRDF
acquisition: a SVBRDF measurement is finally a localized BRDF measurement.

3.2 State of the art of BRDF acquisition methods
After taking a look at the representation of the appearance thanks to the BRDF quantity, we
are interested in how to acquire it. As we said before, the BRDF is a complex function and its
capture is not as simple as a color acquisition (from RGB to hyperspectral). Indeed, we have
seen that it is a function of ωi, and ωo, that is the directions of the light and the observer with
respect to the surface. For its measure, it is therefore necessary to obtain a large number of
measures data from a maximum of known directions of the hemisphere for ωi and for ωo. It
means that we usually have to acquire with a detector some intensity values from various light
and sensor positions around the captured sample. When acquiring the SVBRDF of an object
instead of its BRDF, the computational complexity significantly escalates with the increasing
number of dimensions.

By using the properties of reciprocity and assumptions (for example on the isotropy), one
can further simplify the measurement, but complex set-ups remain necessary.

We should remember that in our case, the goal is to complete the acquisition of the interiors
of Saint-Maurice residence, in particular sections of wall or ceilings. Therefore we have several
constraints. First, it is an acquisition of an SVBRDF (the interiors present many different el-
ements such as polished stones, paintings on wood, gilding, etc.) in-situ, in an uncontrolled
environment Consequently, this requires easily transportable equipment. In addition, the mea-
surement is made on a time limited campaign. For that reason, we need a measurement that
can be relatively fast, especially given the size of the object to be measured.

3.2.1 Acquisitions made in a controlled environment

For precision measurement, the rigor required on the positions of light, camera and object, as
well as the necessary calibrations, require a very controlled environment. It is for this reasons
that set-ups are mostly being developed in laboratory. Their goal is generally to obtain dense,
precise, even metrological data. In the laboratory environment, the goal is of course to have a
data driven approach over a model driven one.

Acquisition set-ups are numerous and Guarnera et al. [90] gives a broad state of the art.
According to them, we can globally separate into 5 groups the existing in-lab set-ups: goniore-
flectometers, image-based setups, catadioptric measurement setups, (hemi)spherical gantry and
linear light sources set-ups. We are going to review this list briefly since laboratory methods by
definition do not apply to our case.
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The oldest set-up types, such as the ones described by Nicodemus [159], are also the ones
used by Torrance and Sparrow to compare their model to data [207]. They are based on go-
nioreflectometers and are more described by Hsia et al. [102]. It is simply collimated light
(e.g., a laser) that illuminates the studied sample on a 3D rotating sample holder. The light
is then reflected and an acquisition device (a spectroradiometer for example) capture it (see
Figure 3.8). This detector is usually mobile, so the light and the observer direction can be mul-
tiplied easily. Reliable, these set-ups can be precise enough to be used for reference measurement
from a metrological point of view [162]. Metrological set-ups require having a sample with a
known shape so as not to encounter any normal problems.

Figure 3.8: Diagrams of different techniques of in-lab BRDF acquisition . Top left: A
gonioreflectometer. Image taken from [70]. Top right: The catadioptric set-up provided by Han
et al. using a kaleidoscope. Image taken from [97]. Bottom left: An image-based acquisition
set-up using a sphere. “A sample sphere (1) is mounted on a turntable (2), to which a digital
monochrome still camera (3) is attached. The camera is equipped with a visible-spectrum tunable
filter (4). The sphere is illuminated by a light guide coupled xenon light source (5) with another
tunable filter (6) mounted in front; near-UV light is generated with LED that can be selected
using a motorized wheel (7). On the exit aperture of (6) and the entry aperture of (4), we attach
optical depolarizers” Image and caption taken from [105]. Bottom center: A hemispherical
light dome set-up. Image taken from [28]. Bottom right: A linear light source set-up. Image
taken from [42].

Coming from this limitation, image-based BRDF measurement techniques are varied
and make it possible to acquire shaped samples. Marschner et al. [144] use it to develop a simple
set-up. They basically replace the sensor of a gonioreflectometers with a camera. Matusik et al.
[146] carry out a similar set-up, on which an image of the sphere is acquired (like in Figure 3.8
bottom left). The resulting image then gives a large amount of angle, defined by the underlying
normal on the sphere for each pixel of imaged sphere. So measurements are much denser. It is
interesting to note that a drawback of camera-based systems is that they are more limited in
term of spectral acquisition. They indeed require fast spectral imaging systems such as tunable
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filters as we saw in previous chapter, and the acquisition can be very long if we want more
wavelengths. Nevertheless, these types of set-ups make it possible to go further by adapting the
equipment, to capture more complex BRDF, for example associated with fluorescence [105], or
polarization [18].

In addition, these BRDF acquisition systems can be enhanced with optical devices using
both lenses and mirrors, so-called catadioptric set-ups. The objective is to play on mirrors
and/or lenses to obtain more efficient capture systems. The main interest is then to limit the
mobility of the parts as much as possible. For example, Gosh et al. [78] developed a set-up with
a mirrored dome and parabola. Thanks to this, a BRDF from a simple sample can be captured
from a single camera position. In the same way, kaleidoscopes make it possible to multiply
the positions of view and camera. This allows to reconstruct simple 3D objects [180], but also
the appearance through the BRDF from sample with a geometry [97]. The saving time is then
very important. However these devices are very sensitive, it is necessary to make a very precise
calibration if we want accurate results. Moreover, the set-ups presented above are all limited to
uniform samples and does not fit for complex objects with SVBRDF.

In order to acquire whole objects, the most common method is the creation of a light dome,
in which the object is photographed. These are the so-called (hemi)spherical gantry. A single
camera can be fixed at the top of the light hemisphere for flat samples [142] (see Figure 3.8 bot-
tom center) or at the extremity of a robot arm [137] for complex ones. Other systems are built
replacing the lights in the hemisphere with cameras with flash [185]. Finally, Tunwattanapong et
al. [208] simulates a complete sphere with a curved arm of LEDs. All these methods allow, after
a calibration, to multiply the points of view and lights to obtain dense SVBRDFs. However,
they are generally very large and very expensive.

Gardner et al. [75] present then a set-up based on a linear light source. A neon tube is
translated horizontally over the surface of flat sample and the camera is moved simultaneously
(see Figure 3.8). Then, the BRDF is obtained with a reflectance model used to fit the sparse
measured data. Chen et al. [42] even enhance the technique by modulating the illumination of
the linear source. This technique is then much faster than the hemispherical methods, but the
output data is too sparse to be studied without model fitting.

Finally we note that if the set-ups developed in laboratory are interesting, they do not fit our
requirements. First, gonioreflectometer-based methods presented are limited to homogeneous
BRDF samples. Second, the main problem is that most of these devices cannot be transported
and deployed in-situ. In the case of hemispherical gantries, the large number of lights and
cameras makes it inoperable on a large object (e.g., a full ceiling in our case) on site. In
addition, the enormous volume of data obtained by a dome makes the on-site acquisition time
unmanageable. Similarly, if we wish to simplify our set-up with catadioptrics, the methods with
kaleidoscopes require an extremely rigorous calibration, which does not fit with the idea of a
measurement in an uncontrolled environment. The set-ups presented above and their limits
point us to the transition to specific techniques for an uncontrolled environment. However, it
should be noted that they can be used to calibrate these specific techniques.

3.2.2 Acquisitions under constraints

The in-situ constraints seem to show that a model driven approach may be better suited instead
of data, with adapted set-ups. The state-of-the-art indeed underlines that under uncontrolled
environment method show rough and imprecise measurements. To clarify, this inaccuracy can be
applied to a lot of things: it can target both the intensity value obtained, but also the directions
of the observer and the light(s), their calibration (e.g., the light intensity, its angular distribution,
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the intrinsic camera parameters), the light environment, or even the angular representativeness
of the input parameters (ωi, ωo) in the hemisphere. It is this imprecision on the measurement
that limits the desire to take a data driven approach. That is why under constraints set-ups are
radically different and try to represent as faithfully as possible the captured object rather than
making a metrologic measurement.

In this way, the first applications of on-site acquisition of the appearance of materials occur
with reflectance transformation imaging (RTI, see Figure 3.9) [154, 41]. This method is not
strictly speaking a BRDF acquisition, but rather a capture of reflectance information. It
works by illuminating with a spot light a studied object or scene from a new direction each
time a photo is taken, taken from a fixed position. A mirror sphere placed in the field of the
camera is then used in order to get the lighting environment (i.e., a direction of the light at
infinity to simplify). Visualization can then be done in several ways. First, the object can be
rendered from the point of view of the camera, by moving the light source in the scene. In
this case, the appearance is computed by interpolating the images taken under different light
directions. Second, we can reconstruct a 3D profile from the photographs with a shape-from-
shading technique assuming the object is lambertian. The 3D profile is visualized with a shiny
material to underline the details. As can be seen, this is a portable visualization technique and
not an actual acquisition of the appearance.

In the same spirit, Li et al. [129] captures the 3D and global reflectance of a scene from a
single point of view. Using the stereo view of two 360° cameras, and a neural network, they
reconstruct on one side an illumination map, and on the other side the normal and reflectance
maps of the scene. However, in this case too, the reproduction of the scene is more or less
realistic scene, without the notion of physical acquisition of the appearance (i.e., a BRDF).

Figure 3.9: Pictures illustrating the RTI method. Left: RTI shooting on Christian monograms.
Top right: Photograph of a hyposkènion of the theater of Miletus: traces of a graffito. Top
left: Snapshot of the hyposkènion using the RTI software for specular enhancement in order to
read a graffito. Images taken from [41].

We can then observe methods that will try to measure a BRDF more as simplified models.
These cases seek to be simple and quick to set up, with little material to be portable. For
example, some measurement techniques from one HDR photo (or few ones) seek to obtain
the BRDF as [133] (see Figure 3.10). But this case does not fit for an object: the captured
BRDF is not spatially varying. In addition, it presents a visible problem in many cases: the
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techniques presented on the acquisition with a single photo rely on strong hypothesis. There
is no notion of acquired object here, but a BRDF which can only be associated with normal
maps for the simulation of mesostructures [133], or acquisitions on perfectly flat objects with no
question about the normal directions [179]. Finally, it is necessary to start from very strong a
priori on the base material [214, 9, 104], or on incident light [181].

Zhou et al. [225] makes this scenario more complex and creates a pipeline for acquiring an
SVBDRF of a known 3D object with few images and uncontrolled light. This method still needs
a strong priori; it requires a generic basic of BRDF. The 3D of the object is never modified and
has to be precise. So it demands a reliable 3D acquisition before.

Figure 3.10: Global pipeline of the one photograph BRDF acquisition of Lin et al. [133]. An
HDR photo is taken (a) with a light probe (b) for the lighting environment. Then, an estimated
BRDF (c) is extracted, and a mesostructure (d) is determined in order to create a model including
a BRDF with a mesostructure for texturing (e). Image taken from [133].

Other methods then also start with a small number of photos as input without calibrated
and localized light, but seek to free themselves from a priori thanks to Deep Learning. We can
see various situations. For example, we observe some previous simple cases: a single photograph
and a surface place [130, 219, 131], or a 3D object [132]. Some other cases also use more images,
with different positions of light like [61]. The main interest we can see in comparison to the pre-
vious techniques is that the results obtained required less hypothesis at first sight. However, as
already explained in Chapter 2, deep learning methods are also limited by the original hypothesis
we made with the training data. It requires a huge amount of images from scenes which are con-
nected to known BRDF. So it is also dependent from our train data that can be real or synthetic
data. In our case, it is impossible to generate this type of data if it is coming from real images,
so we may not consider it for our acquisition set-up. Moreover, in the case of synthetic images
(which is the case of the works presented), the a priori becomes very important and depends on
the BRDF model chosen for training. Learning is then synthetic and we move away completely
from the case of real acquisition. Finally, Deep Learning as well as one-image based techniques
cannot still really be called measurement methods. They are closer to visualization techniques
and it is not a way we want to follow. It is also interesting to note that the deep learning methods
are greatly influenced by their input data during learning, much more than traditional pipelines.

The logical next step is therefore to increase greatly the number of photos taken, to
over 50 or even over 100. Nam, Lee et al. [155] present a simple portable set-up based on a
camera attached with an unstructured flashlight. The acquisition then takes place by taking
the object studied in photo a large number of times with the calibrated flash by varying the
position of the camera, as if performing a photogrammetry (see Chapter 1). A coarse 3D model
is created by SfM-MVS approach. Then, an inverse rendering algorithm is applied as a two-part
iterative process. The first part is the estimation of the SVBRDF based on Alldrin et al. [13]
whereas the second one is the normal optimization for 3D enhancement (see Figure 3.11). This
method therefore makes it possible to get out of many of the hypotheses necessary before, and
to work on more complex SVBRDFs associated with objects with realistic shapes. We notice
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that the 3D results are very good and that the appearance obtained is realistic.

Figure 3.11: Overview of algorithm used by Nam et al. [155] and Hwang et al. [107]. They
iterate estimations of reflectance F (defined as basis functions Fb with corresponding weight
maps W ), shading normals N , and 3D geometry X. Image and caption taken from [155].

The iterative inverse rendering is by the way quite similar to differentiable rendering
techniques [60]. It consists mainly in simulating the light transport of a scene in order to make a
complex minimization of inverse rendering. This makes it possible to retrieve BRDF properties,
object shapes, etc. If there does not necessarily currently exist a total acquisition pipeline using
it, it seems to be very promising. Indeed, its evolution presented in [60] tends to think that
incorporating or drawing inspiration from the proposed solutions is likewise an interesting track.

Hwang et al. [107] propose a similar technique to Nam, Lee et al. and enhance it by
incorporating a polarimetric component (see Figure 3.12). A first part based on the Baek et
al. [18] explain that the BRDF can be expressed and defined by a polarimetric reflectance
model. So a set-up based on a polarization machine vision camera and a unstructured flashlight
surrounded by a linear polarizer is built. As before, the acquisition works on taking many images
with different positions. Again, the 3D model is first found by Sfm-MVS. Then, a polarimetric
BRDF is found based on a Mueller matrix [30] in order to finally get an estimation of the
SVBRDF.

Figure 3.12: Presentation of the set-up and the results obtained by Hwang et al. [107]. From
a simple portable set-up, the 3D geometry obtained is precise and the appearance is realistic.
Image taken from [107].

These 2 methods and the differentiable rendering generally present the same disadvantages
in our case, but also the same opportunities and ideas to exploit. Overall, we notice that in both
cases, we are limited in terms of angular densities to measure a BRDF by the fixed flashlight-
camera device. Precisely, the measurements are done with a calibrated angle of θd = 5◦. It
actually limits the measurements on many angles, which can limit the BRDF and does not fit
with what we want to do. This is also why in some areas, the specularity can be missed despite
the many image shots. We can notice it on figure 3.12: the specular reflections of the varnish are
less shiny than on the initial image. In addition, the SVBRDF is based on the weight method of
Alldrin et al. even so, in our case, we rather want to perform a BRDF measurement associated
with a real material, and then segment our object into several materials. This approach seems
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more physically correct to us, and it is therefore a limit to the methods presented.
However, we can also start from several ideas presented here. Already, we see that some

approaches give very good results: the multi-view for the 3D reconstruction by an SfM-SVM
approach, followed by an iterative reconstruction of the BRDF and the normals.

All the presented methods demonstrate several things. First, in-situ and sparse measured
data are much less reliable than in the laboratory, and requires a model fitting. Then, we remark
that the constraint of on site portability imply to have a much smaller number of measurements,
especially in the case of SVBRDF. This could be much more accentuated in our case, because we
measure at the architectural scale and no longer at the scale of an object held in the hand. This
is not necessarily a problem, as Dong et al. [63] shows that we can measure very densely small
areas and then in a simpler way large spaces. So it would fit for a monumental measurement
at the data scale of a portable acquisition. However, it seems necessary to set up a pipeline
where the directions of views and lights are uncorrelated and known on each image, in order
to reconstruct a more realistic BRDF. For this, a set-up with a light and a separate camera
seems more appropriate, with the need for a method to position them with respect to the object
studied.

3.3 In-situ and highly portable acquisition method
The symbols used in the following are summarized in Annex V.

We have therefore seen that the current acquisition methods do not really suit our needs.
Indeed, the set-ups in the laboratory are not easily transportable for on-site application. Simi-
larly, many portable techniques are often imprecise or require strong priors. The most advanced
overcome it but include very sparse data. That is why we have developed below our on-site
and portable acquisition method that can be scalable across a range of systems. The goal is
therefore to develop a system to measure the BRDF of an object by respecting the following
criteria. First, the set-up has to be easy to transport for on-site acquisition. Then, it has to
be inexpensive and based on classic photographic acquisition equipment (light spots, cameras,
tripod...). But we remind that it should be scalable for the acquisition from small objects to
monumental heritage elements. Finally, a relatively fast acquisition is preferred.

Having said that, we can build on ideas presented earlier. We see that in this context of
acquisition, we must carry out a model driven approach over a data driven one. Although, we
have seen that the crucial problem is the need to have different light and camera directions (so,
positions) around the captured object. It means we should not be limited to paraxial illumina-
tion at the camera with an attached flashlight. That is the reason why we decide to develop
a technique with a camera and a spot light we can move by hand for a better flexibility on a
case-by-case basis. Also, [107] and [155] shows good results with a pipeline based on (1) a data
processing pipeline in which we define the coarse 3D first, and (2) an iterative process around
normals and SVBRDF optimization then (as presented in Figure 3.12). So we will be moving
in that direction as well.

In the following, we present our new approach for a SVBRDF on-site acquisition method.
We have separated the implementation into 3 different parts:

1. The acquisition process
2. Transforming image data into BRDF measurements
3. Obtaining BRDF models from the BRDF measurements.
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3.3.1 Acquisition process

Here we present the acquisition part. In this part, we focus on the process developed to take
pictures from various spots with different light positions, and a way to be able to calibrate these
elements. For this, we have sought to develop a fairly simple and quick set-up while respecting
the constraints listed above, using the equipment below:

• Two fixed-focus cameras
• A calibration checkerboard
• Two 6 cm mirror spheres and their supports
• 2 tripods
• A B10 ProFoto spotlight
• A computer
• A Specim IQ portable hyperspectral camera
• Associated connectors
• A spectralon

These different elements are visible during the measurement in the Figure 3.13.

Figure 3.13: Set-up acquisition in laboratory. Example of the acquisition of a Balinese mask.

We describe here the acquisition pipeline. As a reminder, we must multiply the camera
points of view and the light positions, as part of a BRDF acquisition. The general idea of this
acquisition is therefore first to obtain a 3D model of the scene, then to be able to quickly change
the position of the lights and the camera, while quickly estimating their position each time.
Note that we independently speak about the scene or the real object when we speak about the
studied object. Indeed, both words can fit more if we are speaking about a handheld item or a
architectural element. Here is the measurement process, which is also visible in Figure 3.14:

1. We place the calibration checkerboard near the scene to be measured, then two mirror
spheres of radius δrad,sph on it, centered in qsph,l and qsph,r. Finally we also place a camera
in front, in a position that allows it to take a picture of the 2 spheres as well as the
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Figure 3.14: Acquisition process. First, we place Cl in front of the checkerboard and the mirror
spheres (A). Then we place Cs in front of the real object and a spectralon (B). The following
part is iterative. La∈[1,mL] is placed close to the real object, and images are taken by Cs and
Cl (C). We change the position of La∈[1,mL] and do it again (D). After a = mL iterations, we
change the position qs of Cs (E). The La∈[1,mL] position step is done again (F).

checkerboard. This camera will be called in the following the light camera Cl, at the
position ql (Figure 3.14A). We set its focus manually on the mirror spheres and block it.

2. A complete photogrammetry is carried out including the scene, as well as the checkerboard.
This photogrammetry has 2 goals: to create the 3D mesh on which we are going to work,
and to place the mirror spheres precisely in the space of the scene. Here we refer to the
3D mesh when we speak about the object from the photogrammetry, and the 3D object is
about the whole captured object.

3. One or more hyperspectral images of the scene are produced using the hyperspectral
camera for the material segmentation. These images can also be achieved with a classic
camera and the segmentation will be done with the RGB images then.

4. We place the second camera (call the scene camera Cs) facing the scene to be measured,
on a tripod at the position qs. Aa spectralon (a lambertian white reference material) is
also placed close to the scene (Figure 3.14B). Then we take a first HDR photo without
light in order to have our “reference black”, being in an uncontrolled environment. Like
the other camera, we set its focus manually on the scene and block it. It must be blocked
until the end, even if the camera is moved.

108



5. We perform the following steps in a loop in order to multiply the number of light positions
mL and camera positions ms as much as possible:

• We place our light spot L (with the position qL and the direction vector DL) which
illuminates the scene, and we take a picture of the mirror spheres with the light
camera Cl (Figure 3.14C). Based on a method inspired by Corsini et al. [46], the goal
here is to place L in the space of the scene very quickly, thanks to a simple photo.

• We then take an HDR photo of the scene with the scene camera Cs.
• We move the light spot L and perform the previous two steps again (Figure 3.14D).
• Once several light positions qL,a∈[1,mL] have been obtained, move the scene camera
Cs, and repeat the previous steps, being careful not to change the focus (Figure 3.14E
and Figure 3.14F).

6. Once the measurement is finished, we remove the cameras Cs and Cl from the tripod while
keeping the focus blocked, and we take a picture of the checkerboard several times by
moving it, in order to carry out the geometric calibration of the two cameras.

After performing this acquisition pipeline, a lot of data is generated such as:

• One or more hyperspectral images of the scene for the material segmentation. These
images can also be RGB photos.

• Photos for the photogrammetry of the scene containing the mirror spheres and the scene
itself

• Images of the mirror spheres under different light positions qL from Cl
• HDR images of the scene from Cs
• Images for the calibration of the light camera Cl and the scene camera Cs

From this data, it is now necessary to set up a second process, which is generating BRDF
measurements from these images.

3.3.2 From image data to BRDF measurements

In this part, we describe the data process (photos, spectral images and mesh) starting from the
exploitation of the data acquired on site, until the creation of a file containing for each material
an RGB intensity value associated with a couple (ωi, ωo) of the 3D object. The exploitation to
realize a coherent SVBRDF model is then obtained from these data.

As explained previously, we decide not to measure a total SVBRDF (i.e. each triangle in
our model would have an associated BRDF) but a simplified SVBRDF, for which each triangle
is associated with a material β, itself associated with a BRDF ρβ.

The explanatory diagram of the complex pipeline that we are setting up is visible in Fig-
ure 3.14.

We need to get (ωi, ωo) and the material β for each pixel projected on the measured mesh,
to generate our BRDF measurements input. Similarly, to obtain a BRDF value, it is necessary
to have the precise distance from the camera δs = ‖qs − x‖ and the light δL = ‖qL − x‖ to the
point x on the 3D mesh, as well as a calibration of the light intensity of the spotlight. This is
why we create 4 blocks of elements that allow to have one BRDF per material: (1) a segmented
mesh, (2) a light intensity calibration, (3) the camera positions qs, rotations rs and intrinsic
parameters As for the determination of ωo, and (4) the light positions qL and direction vectors
DL for the determination of ωi. It should be noted that the light intensity calibration is not
absolute but proportional for reasons of in-situ constraints presented previously. Our measure
of BRDF is therefore relative.

In order to generate the BRDF samples, it is necessary to add a 5th block: the generation of
the 3D mesh by photogrammetry. We do not dwell on this part because it is very simple: the
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Figure 3.15: Process generating BRDF measurements from images data. The gray dotted
squares represent the 4 major axes we developed. The blue boxes are the inputs and outputs
generated at each step while the red boxes are the methods used.

photos with a flash taken for the photogrammetry generate a 3D model colored by SfM-MVS
approach on the Metashape software. The extracted mesh is then used for the other blocks.

Likewise, we do not detail the HDR fusion red box as it is simply an HDR fusion based on
a Gaussian weight function as described by Robertson et al. [182].

In the following subsections, we explain the other steps of the process (red boxes) of Fig-
ure 3.14 in more detail. We thus see how we arrange them in order to arrive at BRDF values.

Camera calibration

The camera calibration yet contains two parts: the intrinsic calibration and the extrinsic cali-
bration. The intrinsic calibration makes it possible to determine the internal parameters of the
camera, that is the distortion parameters (that we set aside here for simplification purpose but
are integrated for distortion corrections on our images), and the camera matrix A containing
the optical centers and the focal lengths of the camera. Then, the extrinsic calibration gives the
rotation matrix R and the translation vector t, which makes it possible to obtain the position
q and the rotation vector r of a camera. Indeed, the rotation matrix R can be obtained from r
using the Rodrigues conversion [74]. Likewise, the position q can be obtained from O = (0, 0, 0)
the origin in the world coordinate. So we have O = Rq + t. Then we obtain q easily with:

q = −R−1t (3.14)

These parameters are necessary for Cs, but also for Cl, as shown in Figure 3.14. Indeed, they
make it possible to obtain the rays at each pixel in the direction of the mirror spheres for Cl,
and of the 3D mesh for Cs.

It is then necessary to carry out a calibration of the camera for the BRDF measurements.
This calibration ultimately makes it possible to perform ray casting and ray tracing for each
pixel of the images taken by the cameras Cl and Cs, based on the pinhole camera model.
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Figure 3.16: Pinhole camera model. Image taken from OpenCV documentation [6].

Note: Ray casting for a pinhole camera

As explained in [6], the pinhole camera model is a simple model computing for given
parameters, the link between a 2D pixel coordinate (u, v) and a 3D position in world
coordinate Pw = (Xw, Yw, Zw) (see Figure 3.16). In this model, we simplify the camera
as a virtual pinhole camera and we connect 2D and 3D position with the equation:

sp = A[R|t]Pw (3.15)

where A is the camera matrix, R the rotation matrix, t the translation vector, q is a 2D
pixel in the image plane, and s a scaling factor. So we can rewrite it :

s

uv
1

 =

fx 0 cx
0 fy cy
0 0 1

 [
R|t

] 
Xw

Yw
Zw

1

 (3.16)

where the parameters are visible in Figure 3.16. By solving the system, we can then
obtain from our parameters the normalized direction vector for each pixel (u, v) defined
by p̂w(u, v) = (xy, yw, zw) [6]:

ˆpw(u, v) =
pw(u, v)

‖pw(u, v)‖
with pw(u, v) =

[
u−cx
fx

v−cy
fy

1
]
R (3.17)

The ray cast process is done as followed: for each pixel of an image, we can now generate
a vector coming from the center of the camera into the world space. This is crucial in
our case: we can cast a ray from the camera which is crossing the 3D mesh, and we know
exactly what is the correspondence between a pixel RGB value, the direction vector pw,
its intersection on the mesh x and the normal n at this position. At the same time, we see
then that it is necessary to know the parameters of A, as well as R (and t for its position)
to obtain this vector. That is a reason why a calibration is necessary.

This section does not contain any new contribution relative to the actual state of the art in
Computer Vision, but it is necessary to explain it precisely for the following.
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Intrinsic calibration. In this part, we basically use OpenCV [5]. The methodology and the
functions used are based on [222] and [36]. The principle consists in taking a large number
of photos of the same black and white checkerboard (in our case, 15 x 15 squares, visible in
Figure 3.13) from different positions.

First, we detect the corners of the squares on the image using cv.findChessboardCorners()
function. This openCV function gives as an output the corners as 2D pixel positions. Then,
cv.cornerSubPix() is used to refine them precisely.

Next, we use the corners found to get the intrinsic parameters of the camera using openCV
function cv.calibrateCamera(). Based on [222] and [36], it returns the camera matrix A as well
as the distortion parameters of the camera, but also r and t, respectively the rotation vectors
and the translation vectors of each of the images accordingly to the images taken.

In our case, we use direction distortion parameters with cv.undistort() to undistort all images
of Cs and Cl. This is why we do not mention it any further. Similarly, r and t are not useful
here as the are the relative poses to the checkerboard. Finally, we get A which is necessary for
the ray casting and the extrinsic parameters calibration.

Camera pose estimation. After obtaining A, we estimate the translation t and the rotation
vector r of each camera position in world space in order to get R and q. This is called the pose
estimation, or the extrinsic calibration of the camera. There are 2 techniques to obtain these
parameters: 2D-3D points matches, known as structure-based pose estimation or 2D-2D points
matches (structure-less pose estimation).

Structure-based methods are usually based on a Perspective-and-Point algorithms (PnP)
[136]. It globally consists in solving the r and t vectors that can minimizes the reprojection er-
ror from 3D-2D point correspondences. These 3D points are usually placed on the mesh and
the correspondence is done manually. The main interest is that we only require the image we
want to estimate, and the mesh. But 2D-3D pose estimation methods are constrained in their
effectiveness by the accuracy of the 3D point triangulations and the quality of the generated 3D
model.

On the other hand, structure-less techniques are based on Resectioning [224]. Here, the
estimation of the pose for a given image relies on establishing correspondences between the query
image and two or more images within the reconstruction, achieved through 2D-2D matching.
Even if they are more precise, these pose estimation techniques tend to exhibit higher computa-
tional complexity and frequently yield numerous potential solutions. This problem is in addition
to the need for several images around the mesh.

In our case, we choose to focus on a PnP estimation. This choice is made possible by better
integration into the global pipeline: it is easier for us to obtain the extrinsic parameters from
A, an image and a mesh, rather than several images. Then, in the case of resectioning, it is
necessary to have a starting image precisely located around the mesh. That is to say that it is
necessary either to use the PnP on a first image (which therefore have an imperfect position),
or to start from the images captured for the photogrammetry on Metashape. This then means
placing points on a large number of images. However, the placement of the points being done
manually, it is much longer to place the correspondence points by hand on our photogrammetry
photographs than simply on the mesh and the studied image. In addition, tests were carried
out on Metashape and the positions did not suit very well in comparison to PnP. We therefore
apply a PnP method using the OpenCV functions of pose estimation [7].

Camera Cs. We separate the pose estimation of Cs and Cl into two distinct cases. To
begin, we look at the first one. Several PnP algorithms implemented in OpenCV are tested:
PnP Iterative [136], EPnP [126] , SQPnP [199], and RANSAC method using PnP Iterative [136].
For each of the methods, we place 2D and 3D points manually on the mesh and some images.

112



We then compute rs and ts for each of them. Next, we reproject the 3D points on the images
and compute the square error between 2D points and their reprojections. The reprojection of 3D
points on the image is visible in Figure 3.17 left while the reprojection error for each method is
visible in Table 3.1 According to our tests, the PnP Iterative method with or without RANSAC
gives the best results.

Table 3.1: Reprojection error for each of the PnP method for the Balinese mask acquisition.
Input parameters used are the parameters by default.

Iterative EPnP SQPnP RANSAC (on Iterative)
Error 14.9 220.4 109.7 14.9

We originally place the position of Cs roughly in a scene containing the 3D mesh on Blender.
Then, Blender positions and rotation are converted into rs,orig and ts,orig (see Annex IV). It
is indeed necessary to have initial values, as Iterative PnP is based on a Levenberg-Marquardt
optimization, which then requires an initial solution [64]. We finally use cv.solvePnP() for the
PnP Iterative method implementation and so we get rs and ts, then Rs and qs and visualize the
position of the camera according to the mesh (see Figure 3.17).

Figure 3.17: Illustration of the pose estimation for Cs. Left: Photograph taken during the
acquisition. White dots are the points selected by hand on the image while red ones are the
reprojections of 3D corresponding points. Center: View through the virtual camera on Blender
having the same intrinsic and extrinsic parameters as Cs (for the conversion from OpenCV to
Blender, see Annex IV). Right: External view of the camera and the mesh on Blender.

Camera Cl. In the case of Cl, we also execute a PnP pose estimate using Iterative algo-
rithm. But in this situation, we use the checkerboard for a finer estimation. At first, we place
manually 5 to 10 points on some corners of the checkerboard in the 3D mesh. From this, we
create an analytical checkerboard in the scene. As we know the coordinates of the 3D points, as
well as the real dimensions of the squares, we can execute a rigid transformation of an analytical
checkerboard to position it precisely (see Figure 3.18 left). We can then extract most of the
3D corners (we choose to only extract those visible on the image of Cs) from this analytical
checkerboard, as well as their position on the image thanks to the function cv.findChessboard-
Corners(). We finally have a large number of 2D-3D correspondences, which we use to find rl
and tl, then obtain Rl and ql with PnP Iterative method as previously. As before, the position
can be checked by reprojecting the 3D points on the image (see Figure 3.18 right). Note that
this part is quite close to the process used for the intrinsic parameters but in our case, we already
know Al so we focus on PnP pose estimation instead of cv.calibrateCamera().

At this stage, we hence have the parameters that lead to the determination of ωo, as well as
those at the base of the pipeline for the determination of ωi for the light calibration.
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Figure 3.18: Pose estimation for Cs. Left: 3D graph of the rigid transformation of an analytical
checkerboard (in blue). The red dots are the position placed by hand, and their labels are their
coordinates on the checkerboard. Right: Photograph from Cl of the checkerboard and the mirror
spheres. White dots are the 2D points on the image while red ones are the reprojections of 3D
corresponding points.

Light calibration

Here we focus on the light calibration. The goals can be separated in two parts, which can be
compared to the camera calibration: the intrinsic and the extrinsic parameters of a spotlight.
The first part is about centering on the determination of a light model corresponding to our
situation while the second one concentrate on the pose estimation of a light fitting to the model.

Radiometric calibration of light. We use a Profoto B10 which is adjustable in color and
intensity (visible in Figure 3.13, on the bottom left). This is why we do not seek to carry out
an absolute radiometric calibration of the light intensity emitted. Indeed, we perform a relative
BRDF measurement, as explained above. Instead, we observe the relative angular intensity
variation of the source, and try to see if a model would suit our situation better than the point
light model.

Point light model. Acquisitions methods coming from the state-of-the-art do not usually
care about the light profile. Many of them use a simple flashlight that is modeled by a point light
model. This model consists of assuming that light is emitted from a point in space, uniformly
in all directions. Globally, coming from eq. 3.1, the BRDF can be written:

ρ(ωi, ωo) = e
dLo(ωo)

dEi(ωi)
= e

dLo(ωo)

Fi

δ2L
cos θi

, (3.18)

where e is a scaling term to take into account that we our measures are relative and not absolute
ones, dLo(ωo) is the reflected luminance we get from the acquired image Is. dEi(ωi) is the
incident irradiance, Fi the flux/power of the light source. We introduce the view factor Vponct =
δ2L

cos θi
between the source and the surface (i.e. the proportion of the radiation which leaves the

light source that strikes the surface measured [44]). Finally we can write:

ρ(ωi, ωo) = e
dLo(ωo)

Fi
Vponct, (3.19)
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Disc light model. But in our case, the source is relatively large: it has a diffuser disc
with a diameter δrad,L = 10 cm. It is therefore more judicious to model the source by a disc
light model. It consists in modeling the light as an extended source having the shape of a disc,
emitting in a diffuse way. The light is then much more directed, because the apparent surface
of the disc is much larger in front than on the side. Similarly, the disc is oriented: only one side
illuminates. In this case, the view factor can be then replaced by the formula given by Hollands
[100] and corrected in [8]:

Vdisc =
1

2

(
(cos θk −H cos θj) +

HZ cos θj
P

− 1 +H2 −R2

P
cos θk

)
(3.20)

with
{

H = h
a Z = 1 +H2 +R2

R = r
a P = (Z2 − 4R2)1/2

where the parameters given here are visible in Figure 3.19 (for a reason of the multiplicity
of variables, variables used in eq. 3.20 and Figure 3.19 are only used here).

Figure 3.19: View factor from differential element at coordinate system origin tilted at arbitrary
angle to a disc bisected by the y-z plane. Plane of element does not intersect disc. Image taken
from [8].

And then the BRDF can be written:

ρ(ωi, ωo) = e
dLo(ωo)

Fi
Vdisc (3.21)

Further, we see that we therefore need 3 parameters to define a disc source. So we call the
radius δrad,L, the position of the source defined at the center of the disc qL and the direction
vector of the disc DL.

Validation. To demonstrate our model is more accurate than a point light model, we
perform a simple laboratory test. We place the spotlight in front of an almost lambertian wall.
We then place the camera behind the spot in front of the wall too, and we take a picture of the
wall (see Figure 3.20 left). Then, we calibrate our camera as seen previously.

Afterwards, a simple simulation with raytracing is done with a lambertian wall, a camera
and a light. The camera and the spotlight are located at the same positions as in the real
configuration, and we use the camera matrix obtained after calibration for the camera model.
We adjust the value of each pixel using the eq. 3.21 with the view factors of a ponctual and a
disc light model Vponct and Vdisc. We compare them in Figure 3.20 right.

We can see that simulation is much closer to real data with a disc model. Moreover, if we
notice a gap on the edges, it is also because the wall is not perfectly Lambertian. The real data
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Figure 3.20: Validation process for the disc source model. Left: Picture of the process in lab.
Center: Image taken by the camera (bottom), transformed into a intensity image instead of
RGB (top). Right: Graph comparing the intensity along the horizontal axis of the real image,
and the simulations with a disc and a ponctual light. The 3 curves are rescaled at their top in
order to be compared (relative BRDF measurement).

curve is therefore slightly less intense on the edges than the simulations. But despite this, our
results show that it is more physically realistic to use the BRDF expression based on Vdisc.

In the following, we find the values of BRDF by applying eq. 3.21 to the flux values ex-
tracted from each pixel of the HDR images taken by Cs, called Is. This BRDF is nevertheless
proportional as we do not know precisely Fi, so we add a proportional term a to the eq. 3.21.
The radius of the disc being known, we then need to determine qL and DL for a complete light
characterization.

Light pose from light probes. Here, we develop a new fast way to estimate the light pose
from parameters and images of Cl, and the 3D mesh. The process can be divided as (1) the
position estimation of the mirror spheres, (2), the parameters optimization of the light source
using Inverse Rendering. For this second part, we use a disc source model in the following, but
we also show that this method works for a point sphere light model or a sphere light model as
well.

Mirror spheres positions. At first, it is necessary to obtain with precision the center
qsph,l and qsph,r of the two mirror spheres in 3D space. However, on the mesh, the spheres are
very poorly represented because photogrammetry has trouble with reflective surfaces. Even by
selecting a point by hand, we would not be at the center of the sphere.

We then rely on the work of Lucat [137]. Below the process is explained for one sphere but
it is applied to both. First, we perform a circle detection based on Hough Circle Transform
OpenCV functions to detect the sphere outlines (see Figure 3.21 left) . But the shape projected
of a sphere onto the pixels is actually an ellipse and not a circle. This is why we select 6 points
distributed all around the circle in a uniform way, which we move manually on the edges of the
contours of the sphere. Then, we fit an ellipse which corresponds to the edge of our sphere on
the image (see Figure 3.21 right). From it, we can obtain an accurate position of the center of
the sphere qsph,x by ray tracing, applying the method from [137].

To explain quickly, it is a matter of casting rays from Cl on the contours and the center of
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the detected ellipse. As we know precisely the diameter of the sphere, we can then see how
far the gap between the edge of the ellipse and its center corresponds to δrad,sph. This is then
the distance to the sphere, and its center passes through the ray casted along the center of the
ellipse. Thus, one can very easily obtain a precise position approximated of the centers of each
sphere. Figure 3.21 bottom underlines the efficiency of the method by showing how the real
sphere is superimposed (the pixels detected in red are those within the ellipse) with a perfect
analytical sphere at the position qsph,x obtained and of diameter δrad,sph (green pixels). Indeed,
the vast majority of visible pixels are yellow and correspond to the overlay.

Figure 3.21: Mirror sphere pose estimation. Left: Sphere or the Hough Circle Transform for
circle detection. Middle: Ellipse fitting. In red are the 6 points manually placed. In green the
ellipse fitted. Right: Validation process: inside the ellipse representing the real sphere on the
photo (red pixels) and projected analytical sphere (green pixels) are overlaying well for left and
right spheres.

Inverse rendering for a point source estimation. Here we show how we get the
position of a light source from our images and our parameters of Cl and mirror spheres. For
this, we carry out a simple inverse rendering, that is we seek to minimize the difference between
a result that we obtain on a fictitious scene, and the studied image. In a first time, we show the
simple case of a point source, then we present the more complex case of the extended spherical
source, to finally tackle our case of the disc source.

First, a reference image is created from the studied image. We place two regions of interest
(ROI) around the reflections of the lights on the spheres, then we apply a threshold manually in
order to keep the reflections at 1, and at 0 the rest of the image. This reference image is called
Iref .

Second, we create a fictitious scene, in which we have our camera Cl and its previously
obtained parameters, and two perfect spheres in qsph,l and qsph,r, of radius δrad,sph. We then
roughly place one ponctual light in world space, most coherently with reality, at a position
qL,orig. Moreover, in this case, we define the surface of the sphere as a quasi-mirror surface,
reflecting light with a GGX whose α is very close to 0.

From this scene, we generate an image Iscene similar to Iref . As for Iref , we apply a threshold
so as to keep only the specular reflection in the spheres at 1, and the rest of the image at 0. We
therefore have an image obtained which is a function of the position of the point light qL, and of
α (the spheres and the camera being fixed). We can finally define an error err1 to be minimized
such that

err1(qL, α) = ‖Iref − Iscene(qL, α)‖ (3.22)

A nonlinear minimization of the error is then carried out using Sequential Least Squares
Programming (SLSQP). The optimization of qL from qL,orig is used to find the precise position
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of the light in coherence with the image capture while α allows above all to adjust to a imperfect
model.

Inverse rendering for a sphere source estimation. However, the need to adjust our
spheres with an α from GGX shows that our model is not realistic enough. Moreover, we know
that our source is not punctual. This is why we now replace the point source with a spherical
light of radius δrad,L at position qL . In this case, we assume that our mirror spheres are now
perfect mirrors. So we therefore have the error to minimize:

err2(qL, δrad,L) = ‖Iref − Iscene(qL, δrad,L)‖ (3.23)

This case is a good transitional case between disc and point sources because it represents an
extended source, and more realistically takes into account the shape of the specular reflection
on Iref . Indeed, now the size of the reflection shape is not only a question of the light radius,
but also of its distance. It is therefore more taken into account. But this is a simpler case ot
the disc one: a spherical source remains spherical regardless of the viewing direction.

Inverse rendering for a disc source estimation. But in our case, we do have an
extended source, but it is a disc. The disc is a more complex source to optimize, because it
includes one more parameter: its direction DL:

err3(qL, δrad,L,DL) = ‖Iref − Iscene(qL, δrad,L,DL)‖ (3.24)

However, DL is a unit vector. It is therefore necessary to constrain it during the SLSQP
minimization such that: {

−1 ≤ DL(i) ≤ 1 with i ∈ (x, y, z)
‖DL‖ = 1

A second problem is the visible shape of the reflection on the mirror sphere. Several directions
for the same position can give the same shape. There are therefore several possible local minima.
This is why it is necessary to be careful to manually define the initial parameters DL,orig and
qL,orig. In our case, we define them by placing the disc source on the scene in Blender.

We can note, however, that we can measure δrad,L by hand on our spotlight. It is possible
to keep it as a parameter of the optimization as a way to check if the method works, or to fix
it and have only two vectors to optimize. Apart from these particularities, the minimization is
identical to the previous cases (see Figure 3.22).

After these steps, we therefore obtain all the parameters resulting from the light calibration.
The intrinsic calibration allows us to model our light as being a disc source, while the new
position calibration is used to obtain a position, a direction, and a size to this disc. Thanks to
this parameters, we can obtain a ωi direction for each rays coming from Cs, as well as a BRDF
value from the flux received on the pixel.

Material segmentation

The last part to achieve before having SVBRDF measurements is to operate the material mea-
surement. In the following part we present a segmentation based on RGB calibrated images,
and a segmentation based on hyperspectral images obtained from the Specim IQ camera used
in Chapter 2.

Segmentation from RGB images. In this section, we want to obtain the material of each
ray of Cs. For this, the segmentation is done in two steps: (1) an image segmentation by material,
(2) the passage of material information from the image to the BRDF (via the mesh or not).
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Figure 3.22: Schema of the inverse rendering pipeline for a disc source. Top line: Generation
of the Iref image from the real image. Bottom line: Generation of the Iscene image from a
synthesized scene with parameters we have measured before. Here, we show the mirror spheres
in gray in order to get a better understanding of the image. Right: The comparison between
the two reflection shapes on the mirror sphere surface is finally done for optimization. The
difference between the two images is computed and minimized.

Image segmentation. First, we segment an image taken for each position qs in ambient
lighting, as wide and diffuse as possible (see Figure 3.23 left). The purpose of this image
segmentation is to separate the different materials that are assumed to have different colors.
To do this,we transform our image from RGB to xyY and then we keep only the chromaticity
xy. Indeed, xy contain the chromaticity (i.e., the color) of the material while Y contains its
luminance. However, within the framework of a BRDF, we can simplify to our samples that,
roughly, the same material has the same color, and varies especially in intensity. This is not
completely true but this assumption remains consistent for a segmentation of relatively different
materials.

Next we segment our xy image with K-Means [140]. For better results, we indicate a number
of clusters approximately 1.5 times to 2 times higher, then we manually merge the clusters of
the same materials. This allows to correctly prevent fusions of one material while another will
be separated into two clusters.

However, the results have limitations. Some areas appear more complex to be correctly
labeled: for example overexposed specular reflections or shadow areas too black to have a correct
xy. It is also necessary to pay attention to metamerism if the materials begin to become more
complex.

Results of the segmentation is illustrated in Figure 3.23 center. In the following, we call this
segmented image the material map Mmat.

From segmented image to segmented BRDF. Images are taken by Cs at known poses,
so ray casting seems to be easy to realize. From there, there are then two complementary ways
to segment the SVBRDF: the indirect projection on the mesh, or the direct method on the
image.

The indirect method consists of projecting the material map Mmat onto the mesh. The
intersected triangle is then associated with a value β of material connected to the corresponding
cast pixel. Then, each ray cast from Cs for the BRDF measurement is assigned to a corresponding
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Figure 3.23: Left: Image used for the segmentation. Example with the Balinese mask. Cen-
ter: material map Mmat. One colour is corresponding to one material. Right: Segmented mesh
with the previous image, in the case of indirect method use. As previously, each colour is relative
to a material. As we can see, results are globally coherent but some little offset appears due to
the pose uncertainty.

β relative to the intersected triangle. The main advantage of this method is that it requires far
fewer photos. It is not necessary to segment an image for all positions of Cs. In addition, we
can also cross different positions to fill the “holes” with information due to specular reflections,
shadows and occlusions. At the end, we also obtain a fully segmented mesh, which can be
reused later to make the 3D object associated with a complete SVBRDF (see Figure 3.23 right).
But it remains drawbacks. The projection is done on the images in which pose estimation
was made by PnP. It is therefore not perfect, and can present a little offset. But above all,
it depends enormously on the geometrical resolution of the mesh which must be in adequacy
with the resolution of the image. On a too dense mesh, a large number of triangles will not
be intersected and must be assigned to a material by filling, while on a poorly resolved mesh,
triangles overlapping several materials can exist. The ray tracing that follows can therefore
include a lot of error in the assignment of material to each BRDF measurements.

That is the reason why we focus on, the direct method. It consists of performing an image
segmentation for each point of view of Cs then directly allocating a material β per pixel. This
pixel (u, v) will have β for material for each ray launched for the measurement of BRDF. The
method is direct because the material information is directly transmitted from the material
map Mmat to the measurement image: there is no passage through the mesh. This is one of
its main drawback, because it can only be used to segment the measurements and not the 3D
object. In addition, it requires performing a segmentation for each point of view, which can
take longer than the indirect method. But it is much more precise: the material error during
the measurement ray tracing of Cs is much lower. That is why we use it in our pipeline.

However, as in the previous case, the main limitation lies in the segmentation of the material
map. As we demonstrated in Annex III, RGB values are not enough to properly segment
materials, and a minimum of 10-15 spectral values would be needed.

Segmentation from hyperspectral images For the previously named reason, we also show
that we can segment our BRDF by adding HSI. The objective is to take advantage of the high
spectral resolution to overcome metamerism. We use the Specim IQ camera for this, and we
integrate the hyperspectral images into our segmentation pipeline.

First, we perform the image segmentation on the hyperspectral image. We are in much
simpler cases than in Chapter 2, so we can just perform a segmentation by K-Means by tak-
ing as data for each pixel the array containing all the spectral values after normalization of
the spectrum. The advantage is that the segmentation is unambiguous. Complex areas due to
metamerism are segmented correctly (for example, the difference between yellow or golden areas
is easier). The problem with the Specim IQ remains its low spatial resolution. We therefore
have a less precise segmentation at this level.
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Figure 3.24: Homography to get a distorded segmented image which can be used for the material
segmentation. Top left: Image used for the segmentation. Example with the Balinese mask.
Points are the correspondence points placed manually. Top right: Image from Cs with known
parameters. The same points are placed. Bottom left: Homography matrix computation from
the corresponding points of the segmented image (in red) and the Cs one (in white). Bottom
right: The segmented image is plotted here on the Cs image with an transparency of 30%. This
distorted image is the material map Mmat

The second main problem occurs when going from a segmented image to a segmented BRDF
with the direct method. Indeed, we do not know the intrinsic and extrinsic parameters of
the spectral camera. In addition, the pinhole camera model is not necessarily suitable for a
pushbroom camera. It would hence be very complicated to calibrate the Specim IQ, taking into
account its low spatial resolution and its acquisition time, for a result that may be incorrect.

To solve this problem, we perform a homography between the RGB image from Cs (with
known parameters), and the segmented hyperspectral image. A homography is basically an
isomorphism of projective spaces, which is used to make a transformation between two planes,
that is two images. To apply it, we compute a homography matrix, which is a 3x3 matrix but
with 8 degrees of freedom as it is estimated up to a scale. This matrix allows the transformation
of the position of a pixel (u, v) to the position (u′, v′).

So we place 10-20 match points manually on the two images, then we calculate the homog-
raphy matrix from the segmented image to the image of Cs. From this matrix, we distort the
image. This final transformed image can then be used for the step of passing material informa-
tion from the image to the BRDF as a material map Mmat. Homography method is illustrated
in Figure 3.24.

At the end of the segmentation, we therefore have a value ρβ(ωi, ωo) for each ray launched
from each position of Cs interecting the mesh. We consequently converted the image data into
BRDF measurements.
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3.3.3 From BRDF measurements to BRDF model

We now have some raw BRDF measurements to deal with. The objective of this section is
to show how these measurements are processed to obtain a realistic 3D object. For this, we
optimize both our BRDFs via a model fitting approach, as well as the distribution of normals on
the surface of the mesh. So, the developed pipeline is an iterative process, in order to enhance
both the geometry and the appearance simultaneously. It is presented in Figure 3.25.

After the step presented previously allowing to pass from data images to a set of BRDF
values ρβ(ωi, ωo), a very large amount of data is generated. But this data is not necessarily
representative (many (ωi, ωo) pairs are similar), and contains a lot of noise. So a first step
is about the BRDF decimation and noise filtering. Then, for each material, we apply a
BRDF model fitting followed by a normal optimization on the normal maps. The normals
being modified, this leads to a modification of (ωi, ωo) according to Figure 3.4. We then return
to the first step “From image data to BRDF” in which we will just modify the values of its
pair. Afterwards the different steps are carried out again. The loop is ultimately calculated a
second time before ending the process. To finish, the last step presents the generation of the
realistic 3D object, containing the UV maps for the normals and the BRDF parameters.

These different steps are presented in the following sections.

Measurements processing

First, the BRDF data is processed in order to be visualized and modelled. This step can be
split in two parts: the data decimation and the noise filtering, presented below.

Data decimation. As seen previously, we have a very large amount of data (in the case of
the Balinese mask example, we have more than 15 million measurements). However, this data is
very redundant, and requires significant decimation. But this decimation must be done without
eliminating the interesting values. For this, we then start by performing an angular segmentation
(K-Means) on (θi, θo,∆φ), on our data. The goal is therefore to have n clusters of equivalent
sizes representing well the whole of the angular distribution that we have on our measurement.
Then, we randomly select 1 measurement out of 500 within these clusters which we keep for the
rest. This allows us to greatly reduce the amount of data, while remaining representative.

Noise filtering. Then, the BRDF values are very noisy and have to be filtered. It can be
explained by the imprecision on the segmentation of material, the presence of occlusion, or
some inaccurate normals. It is therefore necessary to filter our data with an averaging type
low-pass filter. For that, we allocate for each BRDF measures the average value of the x closest
measurements (of the same material) in the (θi, θo,∆φ) space, to which we add a weight. We
take x chosen upstream, and the weight used here corresponds to the inverse of the distance to
the filtered measurement in this space. The larger x is, the stronger the filtering will be. In
this case, the diffuse aspect will accordingly be more precise, but there is a risk of losing the
specularity peak.

Figure 3.25: Process generating a realistic 3D object with SVBRDF models and corresponding
normal maps from the BRDF measurements.
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Measurements visualization. The processed data can thus be observed. For this, we move
into Rusinkiewicz space and first propose the visualizations visible in Figure 3.26.

Figure 3.26: BRDF visualizations of the golden material of the Balinese mask.

The graph on the left simply offers a 3D view of the BRDFs in the (θh, θd,Φd) space that
can be manipulated in order to see what is the representativeness of the BRDF in the light
and viewer hemispheres. On the right, the figures are BRDF slices as visible in Figure 3.3.
We have represented them in the form of grids in which the measured BRDFs are averaged in
each square. The 4 grids present the number of measurements, the color, the chromaticity (or
tint), and the luminance for each square. Thanks to this, we can see what are the variations of
intensity and color in the diffuse or specular parts, as well as the number of values measured
in each zone. But the slices remain difficult to interpret and in particular do not allow an easy
comparison with a fitted model.

So we can also represent the BRDFs in the form of a polar plot. This view, used Figure 3.2,
displays a cross-sectional view of the material. An incident ray at a value θi is plotted, and the
BRDF is displayed as a lobe: for each angular direction, the larger the lobe, the greater the
reflection intensity. Figure 3.27 thus presents polar plots for several light incidences. In our
case, to display the BRDFs, we linearly interpolate our measurements, and give a value of zero
to the areas beyond our limit angles. That’s why we have to see it only as a truncated polar
plot.

Figure 3.27: Polar plots of the golden material of the Balinese mask with θi = 1◦, θi = 30◦

and θi = 50◦.

The advantage of this visualization is that it is more telling than the previous one. Moreover,
it is much easier to superimpose the measured BRDF and a fitted BRDF model for comparison
than in the previous case. But it has the drawback of only showing the lobe in the case θh = 0.
The information is therefore interesting and complementary to visualization in the form of a
slice, but remains incomplete.
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Figure 3.28: Normals fitting. Material maps Mapp,k,l are made from Mmat,k, Mnorm,k and the
BRDF models fitted in (a). Then, the material maps Mapp,k,l and the HDR images taken Is,k,l
are compared in Merror,k in (b). This error map is used as the error for the optimization of
Mnorm,k (c).

Fitting the appearance

As we see on the slices, our measurements are sparse. This is why we adopt a model fitting
approach, based on GGX microfacets model presented in section 3.1.2.

Fitting of a Microfacets Model. In our case, we thus have as parameters to optimize kd
the RGB triplets of the lambertian part, η the Fresnel refractive index (also a RGB triplet in
our case as we define F varying for R, G and B channels according to Cook-Torrance results
[45]) and α the roughness. In order to determine these parameters, we implement a cross-fitting
method on our data. First, we determine an original value of kd by taking for each RGB channel
the top of the histogram of BRDF values. Yet we define a first error by:

err4(kd, α, η) =
∑
o

∑
i

(gfit(ωi, ωo)− gmeas(ωi, ωo))
2. sin θo (3.25)

with
{

gfit(ωi, ωo) = − log(1 + ρGGX,[kd,α,η](ωi, ωo). cos θi)

gmeas(ωi, ωo) = − log(1 + ρmeas(ωi, ωo). cos θi)

based on Low et al. [135], with ρGGX,[kd,α,η] the GGX model we want to optimize and ρmeas our
BRDF measurements. Low et al. show that a log-based error metric performs better than an
error directly on the BRDF because it captures more of the wide-angle scattering. The result
on the specular can be a little bite depreciated but the overall result is improved.

After that, we optimize Errkd,α,η to find our parameters. We first perform a nonlinear
minimization (L-BFGS-B method) on α and η keeping the value of kd,init obtained previously,
and with αinit = 0.4 and ηinit = (4, 4, 4). Next, we recalculate kd with the new α and η with
a linear least squares optimization. As long as the error decreases, we continue this iterative
alternation between the L-BFGS-B optimization on α and η, and the least squares for kd. Once
the error starts to rise, we stop and keep our obtained parameters.

We finally obtain the parameters kd, α and η corresponding to our fitted BRDF, for each
material.
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Fitting the Normals. At this stage, we actually get a GGX model fitted for each material.
Moreover, we can project our materials correctly on the mesh thanks to the material maps
Mmat,k that we have for each pose k. We thus generate for each k a normal map Mnorm,k thanks
to the parameters of corresponding Cs. It is important to note that Mnorm,k, Mmat,k and the
HDR images Is,k taken by Cs,k are perfectly aligned. By ray casting, we can therefore deduce
an appearance map Mapp,k,l by applying the formula obtained from eq. 3.21 for each of the light
poses measured l from the pose k:

Fo = Fi

ρGGX,[kd,α,η](ωi, ωo)

Vdisc
(3.26)

in which the flux Fo is proportional to on intensity value, that is a pixel value. We finally get
mL appearance maps Mapp,k,l, which can be compared to the images Is,k,l taken. To compare
them, we look at the Symmetric mean absolute percentage error (SMAPE) map which can be
detailed for each pixel (u, v) as:

Merror,k(u, v) =

∑
l|Mapp,k,l(u, v)− Is,k,l(u, v)|∑
l|Mapp,k,l(u, v)|+ |Is,k,l(u, v)|

(3.27)

which can be actually rewrite for each pixel (u, v) related to a pair (ωi, ωo) as:

Merror,k(u, v) =

∑
l|aFi

ρGGX,[kd,α,η](ωi, ωo)

Vdisc
− Is,k,l(u, v)|∑

l|aFi
ρGGX,[kd,α,η](ωi, ωo)

Vdisc
|+ |Is,k,l(u, v)|

(3.28)

where a is the fixed proportional coefficient. This form of SMAPE with sums in the numerator
and in the denominator makes it possible to suppress as much as possible the outliers due to
cases where the image is black, such as in the occlusion zones.

The error map Merror,k is finally minimized by taking the normal map Mnorm,k as minimiza-
tion parameter. Indeed, by modifying the normal n of each pixel, we then modify the values
of (ωi, ωo). We can therefore optimize the appearance obtained, and get a better normal map
containing the microdetails on the surface of the mesh.

The optimization process is based on a SLSQP nonlinear minimization, and is done pixel by
pixel. It can consequently take a long time (for an object like the Balinese mask, the minimization
lasts 20 hours on Python after parallelization on the CPU). The whole process is illustrated in
Figure 3.28.

As we take several origins of different lights, we can tend towards a coherent result. By then
multiplying the poses k of Cs, we can globally reconstruct the normal maps on the surface of
the mesh.

Crossed Optimization between Normal and BRDF. At this point, we actually have a
new normal map Mnorm,k for each pose k. The measurements of ρβ obtained at each pixel of the
images Is,k,l no longer correspond to the corresponding pairs (ωi, ωo) measured in section 3.3.2
. Indeed, changing the normals n modifies (ωi, ωo). Moreover, according to eq. 3.21, the value
of ρβ itself is modified by the change of (ωi, ωo) induced.

We must therefore resume the data by recalculating (ωi, ωo) and ρβ for each pixel of Is,k,l
at each pose k and light l. This computation is achieved from the new n from Mnorm,k. So, we
resume at the first stage on the Figure 3.25.

Next, the different steps are achieved again iteratively. Due to the very high computation
time of the normals fitting step, we limit ourselves to 2 or 3 iterations. The results tend to
converge very quickly, so the gain does not seem significant enough in balance over time.
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Figure 3.29: Synthetic scene created on Blender.

3D object generation. We finally have normal maps, material maps, as well as fitted BRDF
models. We create from materials maps and BRDF models, a map for each BRDF parameter:
Mα, Mη and Mkd . From there, we simply reproject them on our 3D mesh to obtain a realistic
3D object. We implement it in Blender using a script in Open Shading Language (see Annex IV).

In the context of a more complex object, we project the materials maps onto the mesh so
as to obtain a segmented mesh, as we saw the indirect method in Section 3.3.2. From this we
generate create UV coordinates with a Trivial Per-Triangle texture parameterization. Finally,
new UV maps are created: the normal maps as well as the Mα, Mη and Mkd maps are generated.
In case of inconsistency for the same triangle, we use the map with the largest dot product ωo.n.
As previously, results can be seen on Blender.

3.4 Results and evaluation
To assess the reliability of our method, we develop some evaluations. The validation of this
chapter is actually more complex than in the previous chapters. We therefore neither get a
measurement as simple as a thickness (Chapter 1), nor test color charts to compare (Chapter
2). So, the best way to validate the process is to develop relevant metrics for the different
contributions we made. Initially, we create synthetic simple scenes on Python and Blender to
validate and evaluate the different steps and the final results. Then, we use some metrics to
compare the results obtained on real objects with the HDR images taken.

3.4.1 Evaluation on synthetic scenes

It is very difficult to compare each step individually on real acquisitions. For example, our
SVBRDF is based on microfacets model parameters obtained from a fitting. In this case, its
error on a real sample is hard to quantify. Similarly, it is difficult to find the pose of a light,
because we are not looking for the location of the spotlight but of its equivalent model which
can be slightly different.

This is why we create a simple equivalent and synthetic scene: we generate the scene on
Blender as in Figure 3.29. This scene is relatively simple: we create two perfect spheres on a
checkerboard, and a plane wall wich is a very basic case for the BRDF acquisition. We keep the
size of the spheres, as well as the distance between them in order to have the most realistic scene.
Next, we create Cs and Cl cameras, and some disc spotlights placed in the scene in such a way as
to keep our order of magnitude distances. We then define the material of the object according
to a GGX distribution with the following parameters: kd = (0.73, 0.54, 0.02), α = 0.380 and
η = (4.18, 4.12, 4.06).
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Finally, we export the light poses, the mesh of the wall, and all the camera parameters
(see Annex IV). In the following, each part is evaluated individually, so we can estimate the
uncertainty of each step of the process alone.

Light pose

At first, we evaluate the error on the pose of the lights. So we generate images in Python
from our Cl camera parameters, our spheres, and the actual L light parameters. This image
generation is done as in Section 3.3.2, successively for point, spherical and disc light sources.

Sphere position estimation. Here we evaluate the mirror sphere position estimation. We
use the images computed previously, and apply the method developed in Section 3.3.2. We get
the positions qsph,l and qsph,r and compute the distance with the real position: we find an error
on the left of 1.97 mm and on the right of 2.26 mm, that is less than 3% of the diameter of the
spheres.

Light pose estimation. Then, we take the real positions of the spheres, and images are
generated for 4 light poses as visible in Figure 3.29. Next, we apply the inverse rendering
algorithm using the synthetically generated images here as reference images (see Figure 3.30).

Figure 3.30: Synthetic light pose. Left: Reference image based on the thresholding of lights on
the synthetic image. Center: Superposition between the thresholding (in yellow) and the halo
obtained after optimization. Right: New position obtained compared to the real one, in 3D.

From the light pose estimation, we find a light position (and a direction for the disc) for each
light in the scene. The average error is then calculated and presented in Table 3.2.

Table 3.2: Error obtained for the evaluation of the light poses with a synthetic scene. % error
on position is computed with respect to the distance between the real light and the center between
the spheres.

Total error % error
Point light source
Position after inverse rendering (in cm) 0.75 0.52
Spherical light source
Position after inverse rendering (in cm) 0.95 0.66
Radius after inverse rendering (in cm) 0.25 0.83
Disc light source
Position after inverse rendering (in cm) 0.97 0.67
Direction after inverse rendering (in ◦) 2.6 /
Radius after inverse rendering (in cm) 0.42 1.41
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Taking into account that our light source is systematically at more than one meter from
the sphere mirrors, the results observed here in an ideal case are excellent. Of course, it must
be nuanced by taking into account that our camera position and our intrinsic parameters are
perfect. But the results presented here make it possible to validate the method in a synthetic
framework.

BRDF fitting

Next, we evaluate the BRDF measurements fitting. We generate the images taken by Cs from 3
different camera poses (visible in Figure 3.29) with the chosen BRDF parameters, as we do for
Mapp,k in the Section 3.3.3 (see Figure 3.31). These images can be called Is,k,l since they are
our synthetic images used for BRDF measurements.

Figure 3.31: 4 synthetic images obtained on Python.

We apply the pipeline presented in Section 3.3.2 and we get a set of BRDF measurements
ρβ. From this set, we process our data as in Section 3.3.3 and we compute the microfacets model
fitting described in Section 3.3.3. We get BRDF fitted parameters and we can render Mapp,k,l

images.
For the evaluation, we compare two parts: the BRDF parameters themselves, and the ren-

dering (i.e. the comparison between Is,k,l and Mapp,k,l), which is evaluated with a SMAPE for
each of the RGB channel as:

SMAPEk =
1

ml,k

∑
l

∑
k

∑
(u,v)|Mapp,k,l(u, v)− Is,k,l(u, v)|∑
(u,v)|Mapp,k,l(u, v)|+ |Is,k,l(u, v)|

(3.29)

with ml,k the total number of images. We then also compare the results for 3 poses and for only
one pose perpendicular to the plane object. Obtained results are visible in the Table 3.3.

Table 3.3: New BRDF parameters and error on the reprojection obtained for the evaluation of
the BRDF fitting with a synthetic scene.

BRDF parameters Reprojection (%)
kd α η R G B

Reference (0.73, 0.54, 0.02) 0.380 (4.18, 4.12, 4.06) - - -
3 poses fitting (0.74, 0.53, 0.04) 0.373 (4.00, 4.03, 3.82) 0.1 0.8 0.9
1 pose fitting (0.77, 0.56, 0.07) 0.350 (3.59, 3.62, 3.33) 0.5 0.7 2.2

If the results are better with 3 poses of cameras, they are nevertheless very good with a single
pose. We notice that overall, we find a slightly undervalued roughness and index of refraction in
the specular, compensated by a slightly bigger kd. These results though present an error of less
than 1% overall on the reprojected images. We can also see on Figure 3.32 that the reprojections
Mapp,k,l are close to Is,k,l.
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Figure 3.32: Examples of BRDF reprojections for different k and l with synthetic data. The
concentric circles are the intensity level lines for better visual comparison.

Normals fitting

We then produce a synthetic image in order to see if we can find the normals correctly and
evaluate the accuracy. To do this, we create a normal map of 30x30 pixels in which the normals
are randomly generated with a variation of less than 80◦ in θ and random in φ. We then obtain
a new noisy normal map.

Then, four images are generated with known BRDF parameters (kd, α, η) from 4 given light
poses and one camera pose. So we have input Mapp,l data for the optimization. In this part,
the uncertainty is only on the value of the normals. It allows to estimate our results only by

Figure 3.33: Mean difference between the normal obtained and the real one in degree as a
function of α. Note that the error between initial value and real data is 23◦.
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varying their parameters.
We can therefore apply our minimization algorithm pixel by pixel. In order to quantify

the result, we calculate the mean error between the normals obtained and the real normals, in
degrees. Moreover, we vary α in order to see its influence on the final error. Results are visibles
in the Figure 3.33.

The average error before optimization being 23◦, we see that the optimization makes it
possible to significantly improve the results obtained. Furthermore, we see that the roughness of
the material has a rather important role in the final precision. We observe that the minimization
works very well when we are on a diffuse part of the material. We therefore have very good
results as we approach α = 1, or when α is close to zero. In this specific case, the lobe will be
on such a thin part that the majority of the viewer directions are found in the diffuse too.

A limitation that we note here is that a non negligible part of the measured materials has a
roughness between 0.2 and 0.4. They are thus located in the most complicated area to measure,
even if the normals fitting makes it possible to find more consistent values.

Evaluation of the iterative process

Finally, we evaluate the complete BRDF + normals fitting iterative process. So we generate
the images Is,k,l with the previously chosen BRDF parameters, while adding a random normal
distribution (with an angle θmax of 45◦). As we have seen that roughness has an influence on
normals fitting, we perform up to 3 iterations for several values of α. The results are visible in
Table 3.4.

As previously, we notice that the specular part tends to be slightly less intense (η is lower
globally), and compensated by a more intense kd. For a very small α, the specular peak is hard
to detect, and α will be bigger. Otherwise, we have a globally smaller α, except when we tend
to 1, for which the result tends to assume that the material to be perfectly diffuse. This result
is not surprising because Low et al. [135] demonstrates that our error metrics in eq. 3.25 tends
to underestimate the specular peak a bit to better represent the rest.

Then we see that not having a perfect BRDF somewhat limits the normals fitting, even if
the result obtained is much better afterwards and is inflated by some aberrant results.

Finally we notice by observing the error of reprojection that the results are better after two
iterations, and then decrease. This confirms that only 2 iterations are enough.

3.4.2 Results on real objects

We carry out an acquisition in a controlled environment in order to test the global acquisition
method (see Figure 3.13). The acquisition is made on the Balinese mask visible in the previ-
ous illustrations. For the acquisition, two Canon EOS 5D IV cameras are used, with 50mm
(scene camera) and 35mm (light camera) lenses. The light spot used is the Profoto B10 that we
calibrated previously. The photogrammetry of the scene has been realized with a Sony α6000
camera. The photogrammetry of the mask has also been made with this camera, and contains
55 photos. For the acquisition, we have ms = 2 camera scene poses, and a total of mL = 5 light
poses. We use a reduced number of views and lights because our object already presents a wide
variety of normal directions.

Some examples of the BRDF measurements made on the mask are exposed in Figure 3.34.
The slices show that the measurements relate to a fairly large area of the pair (θh, θd). We
notice that overall, the tint remains homogeneous, and that we have mostly a variation on the
intensity on these materials.

Figure 3.35 illustrates the normals fitting process with a zoom on the right part of the nor-
mal map before and after normals optimization. We can see that it is a shading normal map
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Table 3.4: New BRDF parameters, error on the normals, and reprojection error obtained for
the evaluation of the BRDF/normal fitting with a synthetic scene for various α at each step of
the iteration pipeline.

GGX Parameters Normals Reprojection (%)
kd α η (°) R G B

Reference (0.73, 0.54, 0.02) 0.010 (4.18, 4.12, 4.06) - - - -
BRDF fitting 1st iter. (0.71, 0.53, 0.07) 0.086 (1.29, 1.31, 1.31) 13.3 12.3 15.1 59.0
Normals fitting 1st iter. - - - 7.2 11.1 13.7 50.0
BRDF fitting 2nd iter. (0.72, 0.54, 0.07) 0.056 (1.34, 1.36, 1.36) - 11.0 13.1 45.7
Normals fitting 2nd iter. - - - 7.5 10.6 12.1 42.5
BRDF fitting 3rd iter. (0.73, 0.55, 0.07) 0.047 (1.34, 1.35, 1.35) - 10.9 12.4 42.1
Normals fitting 3rd iter. - - - 8.6 10.6 12.1 40.7
Reference (0.73, 0.54, 0.02) 0.200 (4.18, 4.12, 4.06) - - - -
BRDF fitting 1st iter. (0.81, 0.63, 0.20) 0.268 (2.96, 2.95, 2.69) 13.3 19.4 23.0 42.8
Normals fitting 1st iter. - - - 11.3 11.1 13.3 26.4
BRDF fitting 2nd iter. (0.85, 0.63, 0.10) 0.231 (3.42, 3.59, 3.78) - 11.1 12.3 20.2
Normals fitting 2nd iter. - - - 11.6 9.6 10.6 17.8
BRDF fitting 3rd iter. (0.86, 0.64, 0.10) 0.237 (3.89, 4.13, 4.40) - 10.2 11.2 17.9
Normals fitting 3rd iter. - - - 12.5 9.5 10.6 17.6
Reference (0.73, 0.54, 0.02) 0.380 (4.18, 4.12, 4.06) - - - -
BRDF fitting 1st iter. (0.81, 0.64, 0.18) 0.369 (2.53, 2.43, 2.21) 13.3 10.8 12.9 29.4
Normals fitting 1st iter. - - - 8.9 8.4 9.3 20.7
BRDF fitting 2nd iter. (0.89, 0.68, 0.14) 0.340 (2.15, 2.33, 2.66) - 9.1 10.0 19.5
Normals fitting 2nd iter. - - - 9.1 8.4 9.3 18.8
BRDF fitting 3rd iter. (0.95, 0.70, 0.15) 0.319 (2.04, 2.22, 2.54) - 8.7 9.5 18.9
Normals fitting 3rd iter. - - - 9.6 8.6 9.4 18.9
Reference (0.73, 0.54, 0.02) 0.600 (4.18, 4.12, 4.06) - - - -
BRDF fitting 1st iter. (0.88, 0.65, 0.18) 0.402 (1.00, 1.68, 1.48) 13.3 6.8 8.1 21.7
Normals fitting 1st iter. - - - 8.4 7.7 8.7 17.9
BRDF fitting 2nd iter. (0.89, 0.71, 0.14) 0.508 (1.00, 1.00, 2.06) - 7.8 8.0 18.0
Normals fitting 2nd iter. - - - 8.1 7.7 7.8 17.9
BRDF fitting 3rd iter. (0.90, 0.72, 0.14) 0.523 (1.00, 1.00, 2.08) - 8.0 8.1 17.9
Normals fitting 3rd iter. r - - - 8.2 7.9 8.0 17.9
Reference (0.73, 0.54, 0.02) 0.800 (4.18, 4.12, 4.06) - - - -
BRDF fitting 1st iter. (0.80, 0.61, 0.14) 0.554 (1.60, 1.68, 1.30) 13.3 6.5 7.1 20.8
Normals fitting 1st iter. - - - 8.0 8.5 8.4 18.3
BRDF fitting 2nd iter. (0.76, 0.57, 0.14) 1.000 (2.90, 3.10, 1.63) - 7.6 7.6 18.5
Normals fitting 2nd iter. - - - 8.2 8.0 7.9 18.3
BRDF fitting 3rd iter. (0.78, 0.59, 0.13) 1.000 (2.00, 2.53, 1.90) - 7.9 7.8 18.4
Normals fitting 3rd iter. - - - 8.7 8.0 7.9 18.3
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Figure 3.34: Examples of BRDF measurements made on the Balinese mask. First line refers to
the black material and second line refers to the white one. See Measurement visualizations
in Section 3.3.3 for more explanation.

Figure 3.35: Zoom on part of the normap map before (left) and after optimization (right).
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rather than a 3D normal map, as we have variation that are not physically realist. But the
micro-details of the white parts and the center of the eye are visible. Also, the golden crown
shape is much better drawn after optimization.

Figure 3.36 shows some reprojection results. The reprojections are the Mapp,k,l generated
after 2 iterations of BRDF and normals fitting. We observe a little variation in the specular part
of the black material (for example in the specular peak in the eyes of the mask). In addition, the
3D object shows less similarity in grazing light. This can be explained by the overall difficulties
in correctly acquiring the BRDFs in raking light (for θi ≥ 60◦). But the microstructures looks
realistic on the diffuse (white) and shiny (golden) parts with an incidence closer to normal.

Figure 3.36: Examples of comparison between re-simulated images Mapp,k,l (top) and real
images Is,k,l (bottom) for different light poses, in the case of the Balinese mask

We calculate the SMAPE for each average channel between the real images and the reprojec-
tion ones, and we obtain (in %): (19.4, 20.6, 21.9). But these results must be nuanced: they
take into account both the errors on the BRDF and the normals, but also on the segmentation
of the materials which can greatly increase their value. In addition, our image has significant
dark areas. And areas where the base value is close to zero tend to greatly increase the SMAPE.

Figure 3.37 finally presents some renderings obtained on the mask after the 3D object gen-
eration with different angles.

Figure 3.37: Examples of renderings of the Balinese mask.
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3.5 Application to Saint-Maurice residence
The previous results show acquisitions carried out in the laboratory. But the interest of our
method is that it can be deployed on site, on larger scale objects. We thus use it in-situ in the
case of the acquisition of the Saint-Maurice residence. Captures of the walls and a ceiling have
been made in order to represent more faithfully the effects caused by the mosaics or the gildings
(see Figure 3.38).

As well as for the Balinese mask, we employ a Profoto B10 as a light source. The cameras
used were a Canon EOS 5D IV mounted with a 50mm lens for Cl, and a Nikon D850 with a
60mm lens for Cs. The acquired part of the wall measures around 1m x 1.60m, and the ceiling
is around 4 x 6m at 4m high. Results are presented in Table 3.5.

Figure 3.38: Left: Capture of the wall. Right: Capture of the ceiling.

In the case of the wall, we can see that we get the different aspects of the stones used for the
mosaic. Some stones are polished while other present a matte surface. So a 3D model with a
global diffuse albedo cannot represent it well. But the SVBRDF acquisition underlines faithfully
the shininess of mother-of-pearl and polished stone. Moreover, the normals fitting generates a
precise micro-structure of the pieces of mosaic. It draws the borders of each pieces within the
segmentation, and reveals the inhomogeneity of some stones (for example the red ones).

However, the acquisition is not perfect: light with normal incidence does not generate a
specular peak as intense as in the real case. This problem is caused again by the choice of
our BRDF fitting error metrics (see [135]). Note that the rendering and the restitution shows
different colors. It is caused by the slighlty yellow light used during the capture.

The ceiling originally presents the same issues as the wall. Some parts are recovered with
gilding paintings. Renderings and reprojection presented in Table 3.5 shows thet the golden
parts are correctly captured. Globally, the reprojections look similar to the real ceiling. After
all, the results remains encouraging for an in-situ acquisition.

In summary, we have presented a novel solution to enhance a 3D model acquired by pho-
togrammetry, by adding an on site SVBRDF capture and a normal optimization for the micro
details representation. Current portable methods are limited to simple materials or SVBRDF,
or only measure the SVBRDF for particular (ωi, ωo) couples. Our method overcomes them
by proposing a new approach to determine the light position, with a more physically realistic
light model for the measurements. Thanks to this, we can compute new light directions fastly
and create a real complete set of SVBRDF measures for a more realistic fitting. Moreover, we
propose a global pipeline which is working on site, at different scale of objects.

As part of the Saint-Maurice residence study, we developed an acquisition pipeline that
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enhance drastically the 3D model by incorporating the reflectance information within a dense
model. This improvement opens new perspectives for more realistic representations of the ar-
chitectural heritage thanks to the acquisition.

Moreover, in this thesis, it allows to show that the reflectance as the 3rd mentioned aspect
of a 3D model can also be acquired on site. This acquisition can be achieved using a more
physically based pipeline of measurements instead of a simple visualization method.

Table 3.5: Example of on site results get in Saint-Maurice residence, Cairo.

Real Images Reprojected images Renderings
Wall

Ceiling
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Conclusion

During the study of Saint-Maurice residence, we developed different aspects of on site and non-
invasive acquisition of visual information. The objective was to enrich the visual data of a classic
3D model including a RGB colored mesh. In this context, we have created methods to capture
and process information on the shape, the color and the reflectance of material.

At first, we were interested in the acquisition of macro details of the shape of the objects,
that is a capture of their 3D profile. In this context, we realized that an acquisition under the
order of 100 µm of resolution becomes very challenging because of the very narrow depth-of-field
at such a scale. We have therefore used this limitation at our advantage by exploring Depth
from Focus approaches [169] classical methods, and successfully achieved reconstruction at a
resolution of around 10 µm. In addition, we used the limits on transparent materials of the
Depth from Focus to measure in a fast and non-invasive way the thickness of ceramic glazes.

After having validated our method on various samples of ceramics, we used it to measure
the glazes of the Iznik ceramics of Saint-Maurice residence. Preliminary study on samples from
various time and origin has shown that depending on their origin, their age, and their uses, the
ceramics nevertheless have large differences in glaze thickness. But the specific results on Iznik
ceramics from Saint-Maurice residence then showed that the variations within the same tile did
not make it possible to make difference between them for the study of their similarities. Despite
this point, we have seen that the late Iznik ceramics of Saint-Maurice residence and the Izniks of
Tunis studied have the same glaze thickness. This indicates that they seem to have been made
by common manufacturing processes.

Secondly, we wanted to deepen the study of the Izniks by focusing on the used pigments.
Unlike glaze thickness or drawing patterns, a pigment is prepared to manufacture a large set of
tiles. It is therefore expected to vary less from one tile to another when they have a common
origin and its pigments can be identified and studied by their reflectance spectrum [47, 79, 114].
This study therefore served as a pretext for the development of new processes and algorithms for
processing hyperspectral data, particularly data from hyperspectral imaging. The main problem
in the hyperspectral images data processing we faced is the enormous amount of information to
be processed. So the first step therefore generally consists of a dimensionality reduction, that is
to say that the number of values contained by a pixel is drastically reduced. It is in this context
that we have developed our method which consists in using a database of reference spectra.
From this base, we computed a Pearson correlation coefficient value with the studied spectrum
for each reference spectrum. This allows a very strong reduction of data while preserving as
much as possible the relevance of the information contained in the spectrum.

We used it on Aubusson tapestries [54] to see if we were able to identify red and yellow pig-
ments for validation purpose. Yet we took hyperspectral images of the Iznik tiles in Cairo, using
the portable Specim IQ camera. We applied the Pearson correlation method to the ceramic tiles
to get a specific array of values to each of them. This allowed us to look at their similarity more
precisely for making hypotheses in agreement with historians on common or different origins
depending on the rarity of the patterns.
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Finally, we turned our attention to another part of the residence: the restitution of the walls
and ceilings. The palace actually presents mosaics and quite significant variations of materials
that can be very matte or shiny. So a classic restitution in the form of a 3D model is not
enough to represent the appearance as faithfully as possible. This is why we have endeavored
to capture the properties of reflection of light in the palace (i.e., its SVBRDF). However, the
current methods of portable acquisition of SVBRDF are not sufficiently precise in our case.
Either they only work for very simple geometries or BRDFs, or they are limited in terms of
directions.

This explains why we have come up with a new way to capture appearance. This process
acquires BRDF properties for various (ωi, ωo) directions, then uses a model fitting approach for
both BRDF and normals, to finally reconstruct the 3D object with new normals and BRDF
properties instead of simple diffuse RGB colors. The problem that arises is then the validation
of our acquisition pipeline. The BRDF being a complex property, we favored a synthetic vali-
dation only, by recreating a computer scene, and processing all the data obtained from there.
Each stage of the pipeline could be tested and evaluated individually. Subsequently we tested
it on an object in the lab to see if the results were visually consistent. In the end, we made the
acquisition on a larger scale, on a ceiling and a section of wall of Saint-Maurice residence in Cairo.

We finally developed 3 axes of acquisition of visual information that are at first sight quite
different. These 3 parts actually overlap quite well because they represent the whole of a global
pipeline for a more physically and visually realistic approach possible to the capture of an object.
First, we have the shape of the digitized object. Second, we have its diffuse color reflected in
spectral format, which makes it possible to overcome metamerism and to represent it faithfully
for any lighting. Third, we have its BRDF properties that faithfully represents how light is
reflected, in particular to depict the specular aspect which is added to the color of the albedo
mentioned just before.

We have also seen through our results that this data set can be used to answer (or participate
in the validation of answers) to scientific questions on Cultural Heritage. This is the case here for
measurement and analysis methods on ceramics, but also for better visualization of restitutions
from the past and present. A line of research is then to push in the on-site measurement
direction, for these visual properties. This axis is a real challenge because in-situ measurement
is much more complex than in the laboratory. However, in the context of heritage, these methods
are crucial because it is not always possible to transport samples to the lab, even more if the
measurement is carried out for monumental heritage, that is on a large scale.

138



Future Work

The challenges of on-site acquisition we have identified, and the implementation of new tech-
niques to address them, raise questions for future work. These possibilities revolve in my eyes
mainly around 3 ideas: the improvement of current acquisition techniques, the improvement of
access to a wider audience for their use, and their development to help answering more historical
questions for Cultural Heritage.

Improving the acquisition technique is a necessary step for the other two points. For example,
our SVBRDF acquisition method could be enhanced. To begin with, it would be interesting to
make it more automatic because it currently requires a lot of human intervention, in particular
on the segmentation of materials. This segmentation step could be greatly improved too. A
direction on this subject could be to seek for a segmentation of the materials by their complete
BRDF and not by their color alone. Indeed, the use of colors segmentation consists in segmenting
by the diffuse albedo. This can cause great difficulties on very specular materials such as metals.
A segmentation based on the BRDF measurements, for example using spherical harmonics (see
[215] as a starting point), could make it possible to override this.

It may also be interesting to develop new devices for the acquisition of hyperspectral images.
Indeed, we were limited by our hyperspectral camera because of its acquisition time and its low
spatial resolution. By sacrificing some spectral resolution, which was much higher than our real
needs, we could create a faster, better spatially resolved set-up. One idea could be to develop
a system close to tunable filters devices by using filters placed on the flashlight. The spatial
resolution would be maintained and the noise problems inherent to the filters placed in front of
the sensor or the lens would be reduced.

Then comes the access to a wider audience. Reusing codes or algorithms is an important
element for the reproducibility of results. This issue becomes even more challenging in the
multi-disciplinary context of this thesis. Indeed, the data processing methods put in place can
be used by historians or archaeologists, in addition to computer scientists. However, these are
areas where people are not trained in computer science. So, in order to help them get to grips
with the Depth from Focus algorithm and the Pearson correlation coefficient method, it will
then be important to transfer it in the form of add-ons or software instead of Matlab or python
scripts.

The third point is the development of the use of these methods by historians on a larger
scale to provide them as a tool. The study of Iznik ceramics is a very good example. Initially,
the acquisition of the spectra of all the ceramics tiles of Saint-Maurice residence would be a
good start to further validate the obtained results. Then, it would be interesting to extend this
analysis of the spectra to targeted samples of Iznik ceramic tiles present elsewhere in Cairo in
order to constitute a much more consistent database for the researches about modern Cairo.

Similarly, measuring the thickness of ceramic glazes via Depth from Focus on Iznik ceramics
of various origins and periods could be tested to see if a significant variation can be observed.
For example, one could examine and compare Golden Age tiles (16th century) with a perfectly
white glaze, and later tiles (17th and 18th century) with colored glazes. A variation in thickness
could support the fact that the glazing technique itself has been lost.

139



140



Annexes

I Results of Depth from focus for ceramics glaze thickness

On lab measurements

Below is the visual data for each of the tiles we measured in lab for the validation of the glaze
thickness measurement method. From left to right : all-in-focus image of the tile, corresponding
depth map, histogram of the depth map. As we can see for some cases, despite seeing clearly
the scratches on the depth map, the histogram does not present two clear peaks. In this case,
an interactive visualization is required as explained in Chapter 1.

All-in-focus Depth map Histogram
BDX 6502

BDX 6493

BDX 6501 (glaze to red)
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All-in-focus Depth map Histogram
BDX 16 621

BDX 2591 (white part)

BDX 2591 (yellow part)

BDX 6522

BDX 6524
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All-in-focus Depth map Histogram
BDX 5502

BDX 21066

BDX 22625
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Saint-Maurice residence measurements

Below is the visual data for each of the tiles we measured the glaze thickness in Saint-Maurice
residence. From left to right : all-in-focus image of the tile, corresponding depth map, histogram
of the depth map.

All-in-focus Depth map Histogram
80 P2

81 P2

87 P2

89 P2
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All-in-focus Depth map Histogram
90 P2

91 P2

92 P2

1 C2 (A)

1 C2 (B)
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All-in-focus Depth map Histogram
1 C2 (C)

4 C2 (A)

4 C2 (B)

4 C2 (C)
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II Hyperspectral resolution resampling and impacts on our re-
sults

As it was shown in Chapter 2, the use of hyperspectral imaging (HSI) systems is a considerable
advantage compared to classical RGB cameras. Because of metamerism, two different spectra
can exhibit the same RGB color under a given illuminant. It is for this reason that we used HSI
as main part of the study of pigments on the Iznik ceramics of Saint-Maurice residence.

In this context, as we have previously seen, we used a push-broom type camera: the Specim
IQ camera. Its main interest is that it has excellent spectral resolution (204 spectral bands).
However, the use of the Specim IQ portable camera has major flaws that a classic RGB camera
does not have [192]. First, its high spectral resolution requires a sacrifice of its spatial resolution.
Indeed, we obtain frames of 512 × 512 pixels on our obtained data-cube. Within the framework
of the study of Iznik ceramics, we cannot therefore make an image containing several tiles at
the same time. Yet, the second major drawback of the push-broom camera is the extremely
long acquisition time. As it scans for each pixel line on the data-cube, the acquisition time is
multiplied by 512. It can then last more than 5 min in the context of on-site acquisition with
lighting constraints. It is for this reason in particular that we were not able to acquire all the
tiles even though we spent several days on site.

The idea of developing or using another camera technology then emerged from these issues.
Some technologies allow to take only one acquisition (like snapshot), or a dozen (like tunable
filter). The case of tunable filter cameras and their derivatives even seems to be the best
compromise for us. We obtain effectively our data-cube with a transportable set-up, and with
a high spatial resolution over a fast acquisition time. The sacrifice is then made on the spectral
resolution. But in our case, the spectral resolution seems to be able to be reduced. Indeed, we
are not looking to obtain a large number of precise bands, but rather to roughly recognize the
type of pigment used, then to make comparisons of similarities between the pigments.

In this case, it is essential to know how many spectral bands are enough to keep a reliable
and robust study. This is why we start from our data, and make a progressive resampling of
our spectra until we see what the limits of spectral resolution are.

Resampling method

We thus resample our spectral values to observe when the quality of the segmentation deterio-
rates. In order to make this resampling, we start by applying a cubic interpolation [113] on our
spectrum for having a non-discretized function. Then, we sample at regular intervals according
to the number of values chosen upstream.

Results are visible below in Figure 39.

Impact on the pigments segmentation

With the resampling computed above, we will therefore try to see how low we can go without
too much loss of harmful information. For different resampling values, we apply the pipeline of
the PCCR method seen in chapter 2 and we observe the error with respect to the non-resampled
data.

Here we see more precisely the pipeline. First, we start from the representative spectra
of each pigment, for each tile. We perform an n-value resampling, as seen previously on the
representative spectra. However, it should be noted that the 12 characteristic spectra have 120
values, and we do not wish to resample them. So, from the resampling obtained, we perform an
interpolation on the new n values (see the blue curve in Figure 39). From this new interpolation,
we sample at 120 values. The PCCR method is applied to these new representative spectra.

In a first time, we get a new database of correlation values. By simply calculating the least-
squares distance between the original database and the new one, we obtain a distance value.
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Figure 39: Resampled spectrum. Cyan: starting spectrum. Red: values after resampling
(from 204 to 10 values here). Blue: Interpolation on the new values.

We finally apply this method to numerous resamplings between n = 120 and n = 4 values. The
distance curve is plotted in Figure 40.

Figure 40: Plot of the distance of the correlations as a function of the number of n sampling
values. Yellow: The limit of resampling.

We can see that the curve presents an elbow around 9 to 10 values of spectral resolution. It
therefore seems that for the generation of our database by PCCR, it is not necessary to have an
excellent spectral resolution.

However, here, the distance measurement is made only on the correlation coefficients and not
on the sensitivity of results obtained by K-means within the framework of a tiles segmentation.
We therefore seek to compute the distance between the subgroups obtained with the first set of
data and those obtained after resampling. However, the subgroups obtained for each K-means
after resampling are not necessarily the same, and some are closer than others. So we measure
for each tile the euclidean distance between the center of its subgroup obtained at the start, and
after resampling. Then we made the difference. Thus, if the subgroups are identical, the center
is the same. Moreover, if two subgroups are extremely close, the distance is not too large, and
neither is the error. By summing the whole, we therefore obtain a general value of distance. As
before, it is applied to a large number of resamplings, and the curve visible in Figure 41 is drawn.
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Figure 41: Plot of the distance of the segmentation as a function of the number of n sampling
values. Yellow: The limit of resampling.

As for the distance on the correlation coefficients, we observe that the elbow of the curve
is located at a spectral resolution of 9 values. Thus, it seems that at least 9-10 values of
spectral resolution are enough to obtain a result as precise as with the Specim IQ camera. In
the following, we limit ourselves to the observation of the error on the correlation coefficients
because we see that the error on the segmentation generally follows that on the correlations,
and that we finally did not focus on the segmentation in the Chapter 2.

Problem of the narrow band resampling, and wide band resampling

The results found are very interesting but raise a problem if we work with a spectral camera
allowing this resampling to be obtained. Indeed, in order to obtain points so close to the
spectrum, it is necessary to have very fine bands for each wavelength measured, which means
a large light intensity, and therefore either noise, or a time significant exposure (which goes
against our initial objective). So, we try to measure our results on wider bands, while keeping
the peaks.

For this, we take a band shape following a Gaussian type distribution. We want the integral
over the visible spectrum to be 1. In addition, we take place on a uniform distribution of the
centers of our curves. We will then only manipulate the σ parameter of our Gaussians, defined
by:

g(x) =
1

σ
√
2π

exp

(
−1

2

(x− µ)2

σ2

)
(30)

We vary σ according to the sampling step, with σ = k.p, p being the sampling step and with
several k . We then obtain the graph in Figure 42.
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Figure 42: Plot of the distance of the correlations as a function of the number of n sampling
values, for different σ

Thus we see that the modification of σ has an important influence on the accuracy of our
PCCR. Indeed, a large σ will cause the elbow to bend towards n = 18 values for resampling.

Adaptative filtering for a better resampling

As we see, results are better with thiner bands while we want to develop some wider ones.
An intuition would be to enhance the σf,f∈filters of each filter individually in order to find a
compromise and overcome it. So, we seek to optimize σf as well as possible for each filter
individually. For this, we perform a nonlinear regression on the σf of the Gaussians, seeking to
minimize using a least squares distance between the original non-resampled curve and the cubic
interpolated curve obtained from the resampling.

We then perform a nonlinear regression for different resampling steps, taking as the original
value σf = 0.5p. Indeed, this value seems to be a good intermediate value which makes it possible
to keep interesting filter widths without losing too much information. The minimization here
is only carried out on the distance applied to the correlations (and not on the segmentation
error) because of the computation time. Figure 43 shows the curve comparing the error on the
correlations.

We can see that we then obtain a lower error, and above all, the elbow of the curve begins
at about n = 9 resampling values.

We can then look at the σf of the Gaussian curves obtained with 9 values. We notice that
least squares minimization process consists in making the width of the Gaussians tend towards
0, so as to obtain thin bands. This confirms what we see in Figure 43: the optimized curve
is in fact the error curve obtained for thin bands. Even so, adding limits for minimization is
not better: results are simply fitting the lower bands of the limits. Relying on non-optimized
spectra of a pre-established width therefore seems more efficient.

Conclusion and discussions

To sum up, the low spatial resolution and the long acquisition time due to the push-broom
technology system suggest that a tunable filter-like camera would fit more to the Iznik ceramics
study. However, this type of camera has to sacrifice the spectral resolution instead of the spatial
one. That is why we observe how low could it be. The first results with a narrow bands resam-
pling model on our data demonstrate that a resolution of only 9 values would be enough for fair
results. But narrow bands filters would not be great for acquisition for a question of intensity
received. It would increase the acquisition time, and that would streer against our requirements.
In this case, a wide bands resampling model is more relatable and shows a minimum up to 18
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values (i.e. 18 filters) required. We could finally try to adapt the width of each filter, but the
results remains inconstant: a pre-established width is enough.

N.B.: These results also finally show that we are very far from 3 sufficient values. This
confirms our affirmations on metamerism, and shows that an RGB acquisition of the tiles would
clearly not suffice for their study.

Figure 43: Plot of the distance of the correlations as a function of the number of n sampling
values, before and after fitting
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III Pigments studies of the Iznik ceramics tiles

Tile presentation

Below are presented all the tiles acquired through the hyperspectral camera in Saint-Maurice
residence. For each of the tile mentioned, we can find an RGB image on the left, and its
representative spectra on the right.

RBG image Representative spectra RBG image Representative spectra
C1-1 C1-2

C1-3 C1-4

C1-5

C2-1 C2-4

C2-5 C2-11

C2-12 C2-18
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RBG image Representative spectra RBG image Representative spectra
P1-6 P1-7

P1-8 P1-23

P1-25 P1-27

P1-29 P1-31

P2-63 P2-64

P2-65 P2-66

P2-67 P2-68
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RBG image Representative spectra RBG image Representative spectra
P2-69 P2-70

P2-71 P2-72

P2-73 P2-74

P2-75 P2-76

P2-77 P2-78

P2-79 P2-80

P2-81 P2-82
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RBG image Representative spectra RBG image Representative spectra
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RBG image Representative spectra RBG image Representative spectra
P2-97 P2-98

Visualizations

The following figures presents the visualizations of PCCR method including P2 tiles.

PCA graphs for all the Iznik tiles. Each of the group has its own color for better visualization.

Confusion matrix for all the Iznik tiles.
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Dendrogram from the confusion matrix.

Dendrogram from agglomerative clustering.
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IV Personal Blender/Python interface manual
Blender is a very powerful tool for 3D object manipulation. There are many aspects which can
be used for our SVBRD acquisition process, especially for the visualization of a scene: render-
ing, placement of lights, cameras, etc. Moreover, its free open source aspect makes it great for
researches, but also for sharing it.

In our case, Blender can be very convenient. First, we find its interest because it allows us
to create our set-ups on entirely fictitious models, before using it on real hardware. So it can
be very useful for our acquisition tests and validation. Indeed we manipulate it for example for
the placement of lights, but also for the validation of our fitting methods on the BRDFs. In this
sway, it is therefore important to find how to export cameras, objects, from Blender to OpenCV.

Similarly, Blender is also used to visualize acquisition results. For example, after having
placed them in our scene with OpenCV, we can place cameras in Blender to see if it corresponds
well. To do this, we therefore must be able to export a camera model from OpenCV to Blender.

However, we see that Blender 3D conventions may not match with OpenCV. So there are
somes axes on which we looked to ensure a good link between Blender and OpenCV on Python:

• Importing and exporting objects in .obj on Blender,
• Getting a Blender camera model to OpenCV and vice versa,
• Exporting our results from the SVBRDF acquisition to a Blender visualization.

Import and export .obj files on Blender

It is possible to import or export wavefront .obj object on Blender. However, we notice that
they do not fit well in the 3D reference. When importing, we must specify:

Transform >
• Forward > Y Forward
• Up > Z Up
Likewise, when exporting a Blender scene, it is important to respect the same order, other-

wise the 3D mesh will not have the desired meaning and will be unusable on OpenCV. Moreover,
we should select the 3D object to export, and then to check the ”Selected only” box.

Export intrinsic camera from Blender to OpenCV and back

The OpenCV and Blender cameras model used are both a pinhole camera model, but they
present great differences, whether by the parameters or the references used. First, we will see
the different parameters on each side, then how to switch from one to the other.

Parameters on OpenCV. With OpenCV, the parameters are as follows (we will use the
same names as used as input or output in the OpenCV documentation):

• The matrix of intrinsic parameters mtx
• The rotation vector rvec, which is the same type of rotvec defined by Scipy
• The position vector pos (here you can either use the translation vector tvec or athe position

vector. In our case, we prefer to speak of position vector pos which is more intuitive).
• The dist distortion vector
• The size of our image (h,w)

We can represent the intrinsic matrix mtx by:
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mtx =

fx 0 cx
0 fy cy
0 0 1

 (31)

where fx and fy are the focal lengths along each ax of our camera model, and cx and cy the
optical centers.

Parameters on Blender. Settings vary a bit on Blender. They are :

• The xyz position of the camera
• Euler angles orientation rot
• The focal length of the lens (in mm)
• The shifts shift_x and shift_y
• The pixe_aspect_x (which remains at 1) and pixel_aspect_y

Blender to OpenCV. First, the simple aspect is that the position of the camera remains the
same on each side. Then, the rotation is not simple because he two camera models does not
follow the same reference (see Figure 44). In order to solve this problem, we use the Python
code 1. Finally, we apply the code presented in [3] on the Blender scripting interface to obtain
the matrix mtx.

Figure 44: Orientation of the camera reference in each case.

Algorithm 2 Rotation conversion from Blender to OpenCV
list_ = ... . Euler angles orientation vector from Blender
rot = np.reshape(list_, 3).astype(np.float)
R1 = Rot.from_euler(’xyz’,rot).as_matrix()
blender2opencv = np.array([0, 0, 90])*np.pi/180
B2CV = Rot.from_euler(’xyz’,blender2opencv).as_matrix()
rvec = -Rot.from_matrix(np.dot(R1, B2CV)).as_rotvec()

Be careful: in Blender, and in OpenCV, fx and fy are reversed (cx and cy accordingly).

OpenCV to Blender. Similarly, from OpenCV to Blender, we keep the position but we do
the opposite path on the rotation with the code 2.

Then, the conversions from OpenCV to Blender of shifts shift_x and shift_y, pixe_aspect_y
and pixe_aspect_y are also described in [3]. For the focal length, we prefer to use the length
given in the EXIF of the real photo. Finally, we assume that the distortions are not taken into
account: they are zero on Blender.
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Algorithm 3 Rotation conversion from OpenCV to Blender
R1 = Rot.from_rotvec(-rvec/180*np.pi).as_matrix()
blender2opencv = np.array([0, 0, 90])*np.pi/180
B2CV = Rot.from_euler(’xyz’,blender2opencv).as_matrix()
rot = Rot.from_matrix(np.dot(R1, np.linalg.inv(B2CV))).as_euler(’xyz’)

Using Blender for P-n-P Pose computation with OpenCV

Similarly, one can use Blender to help with the PnP pose computation by placing 3D points on
the mesh, and exporting them to OpenCV. For this, we set up an easy and fast method to place
points by hand on the object, on click. While remaining in Layout mode, we click where we
want to place our point, by doing Shift+Right click, or by selecting the cursor in the menu on
the left. Then we click on the zone to be selected, and we click at the top on Add>Empty>Plain
Axes.

We then have a positioned point called Empty. We repeat for each point, then we run the
code 3 in Blender script reader.

Algorithm 4 3D points export
import bpy
from mathutils import Matrix, Vector
import numpy as np

function export_position(cam_name)
list_pos = []
for ob in bpy.context.selected_objects do]

list_pos = []
list_pos.append(ob.location[:])

end for
nP = np.matrix(list_pos)
path = bpy.path.abspath(”//”)
filename = cam_name + ”.txt”
file = path + filename
np.savetxt(file, nP)

end function

function main
export_position(’Collection’)

end function

if __name__ == ”__main__” then
main()

end if

We then obtain a .txt file, which contains all the 3D points that we can use on Python for
the PnP Pose estimation.

Exporting SVBRDF parameters results to Blender

Here we describe how we export the results obtained in Chapter 3 on Blender in order to get a
3D object linked to an SVBRDF. For this we need to follow two steps. First, we have to rewrap
a UV mapping in order to project the maps we made in Chapter 3 on the mesh from the poses
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Figure 45: Top: Screenshot of Blender during UV mapping edition. Bottom: Screenshot of
Blender when adding a new shader using OSL.

of the cameras. Next, we create a shader that allows us to use its maps to render the object
correctly.

Creating new UV coordinates with projecting mapping

Usually, we use a mesh which is textured. It means that a UV mapping has already be done.
The problem we face is that we want to project our new UV maps containing our SBRDF
parameters from the camera positions. This UV mapping is called projecting mapping.

To convert our UV mapping into a projection mapping, we place ourselves in the UV Editor
workplace. Two windows open: the UV Editor and the 3D Viewport. In the 3D viewport, we
switch to Edit Mode, we select the 3D object and we indicate UV>Project from View. Next, we
can import a photo from the camera pose into the UV Editor to see if it works well.

Adding a new shader with Open Shading Language and nodes

To apply our BRDF model on Blender, we want to be able to import our own BRDF model
using shaders. For this, we use Open Shader Language. This is a language close to C++ that
we can manipulate in the Text Editor. We start by authorizing it by choosing Render Engine >
Cycles in Render Properties, and then checking Open Shading Language. So, we open a window
with the Text Editor and one with the Shader Editor. We then write our shader in the Text
Editor, which we save in .osl format. In the Shader editor, we can yet add a node Add > Script
where we choose our shader. It is afterward connected to other nodes, such as the colors, the
normal, etc.
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V List of symbols in Chapter 3

Table 6: List of symbols.

Symbol Description
ρ BRDF function
ωi Light angular vector
ωo View angular vector

(θo, φo), (θi, φi) Polar and azimuthal angles
Fo Flux received by the camera
Fi Incident flux
Ωωi

Solide angle from the light source around ωi

β Material indentation
(u, v) Studied pixel on the image
x Studied point on the mesh
n Studied normal in x defined by (θ, φ)

δrad,sph Radius of the mirror sphere
qsph,l, qsph,r Position vector of the left (resp. right) mirror sphere
Cl, Cs Camera light (resp. scene)
ql, qs Position vector of the camera light (resp. scene)
tl, ts Translation vector of the camera light (resp. scene)
rl, rs Rotation vector of the camera light (resp. scene)
Rl, Rs Rotation matrix of the camera light (resp. scene)
Al, As Intrinsic matrix of the camera light (resp. scene)
fx, fy Focal distances of the camera
cx, cy Central point coordinates of the camera
δs Distance between x and the camera scene
ms Number of camera scene positions
L Lightspot
qL Lightspot position vector
δL Distance between x and the lightspot
DL Lightspot angular vector
mL Number of light positions
Is HDR images taken by Cs

Mnorm Normal map
Mnorm Segmentation map
Mapp Material map (rendered image)
Merror Error map between Mapp and Is
Iref Reference image for disc source estimation
Iscene Synthetic scene image for disc source estimation
α Roughness parameters for GGX
η Fresnel refractive index
kd RGB triplets of the lambertian part
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