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Chapter 0

Résumé étendu en français

La mécanique des failles actives est une science jeune. Une question en apparence aussi simples que
la structure des failles actives est encore une question ouverte. La structure fine d’une faille active
est en effet difficile à prédire a priori. Or cette structuration est un pré-requis pour comprendre la
mécanique d’une faille active, des processus de nucléation présismiques, des processus de propagation
du glissement cosismiques, ou encore des processus de recimentation postsismiques.

Sur le terrain, les failles présentent différentes structures. Certaines peuvent se présenter comme
une faille simple, où la déformation est localisée dans un cœur de faille entouré d’une zone endom-
magée. D’autres sont plus complexes, avec plusieurs zones localisant le glissement. Cette structura-
tion est le reflet d’interactions entre les processus d’initiation du glissement, d’endommagement et
de recimentation.

Mes travaux traitent des processus de localisation dans des failles actives, par une approche
multi-échelle. De l’échelle métrique à décamétrique, les données en forage permettent d’avoir un
profil continu des propriétés physiques à travers une faille. Les forages permettent aussi l’installation
d’observatoires long terme. A l’échelle centimétrique, les expériences de laboratoire permettent
d’identifier et de caractériser les processus contrôlant l’évolution de l’endommagement et de la local-
isation de la déformation.

0.1 Résumé des travaux

0.1.1 Caractérisation in-situ des failles actives

Durant la dernière décennie, plusieurs forages ont été entrepris pour caractériser les failles ac-
tives en profondeur. Forer apporte plusieurs informations inaccessibles autrement: il est possible
(1) d’obtenir des échantillons frais, sans altération, (2) de caractériser la structure et les propriétés
des failles dans des conditions de température et de contraintes in-situ, de l’échelle décimétrique à
décamétrique (3) d’installer des observatoires permanents pour suivre au plus près l’évolution des
failles au cours du cycle sismique. Au cours de mon activité de recherche, j’ai pu couvrir tous ces
aspects.

Processus de fluage au sein de la faille de San Andreas

Lors de la thèse de Julie Richard, co-encadrée avec Jean-Pierre Gratier, j’ai pu observer des
échantillons récoltés dans le forage SAFOD (San Andreas Fault Observatory at Depth).

Dans la zone endommagée entourant le cœur de de faille, on peut observer des traces importantes
de dissolution-cristallisation [Gratier et al., 2011]. Ce processus est activé par la microfracturation
intense des grains, dont on ne peut écarter une origine dynamique [Doan and Gary , 2009].

Dans la zone de faille, la déformation est accommodée par des phyllosilicates de friction très faible,
qui présente de multiples zone de localisation le long de nombreuses structures S-C. La dissolution-
cristallisation reste toutefois importante [Richard et al., 2014a].
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Caractérisation in situ des propriétés hydrauliques des failles

Les forages permettent d’accéder aux roches de failles en condition in-situ. Les mesures réalisées
ne sont donc pas biaisées par d’éventuelles décompressions ou de changement de géochimie des fluides
interstitiels. C’est donc une méthode de choix pour caractériser les propriétés hydromécaniques du
milieu.

Quasi systématiquement, des diagraphies en forage sont réalisées. Elles permettent d’obtenir
des profils continus des propriétés physiques des roches en place, comme la résistivité électrique
des roches, les vitesses des ondes sismiques ou l’émission radioactive naturelle. Indirectement, elles
permettent d’accéder à la porosité des roches (par exemple Doan et al. [2011]). Elles permettent
aussi d’inférer un profil continu de perméabilité, au moins qualitatif [Saffer et al., 2013; Doan et al.,
a], ce qui permettrait de caractériser l’extension de la zone endommagée d’une faille.

Ces données sont couplées à des mesures hydrauliques directes par essai de pompage. Ces méth-
odes sont assez couteuses et ponctuelles, mais donnent des mesures fiables. Une première méthode
consiste à immerger une pompe et tester un large intervalle du puits: cette méthode est peu précise
spatialement mais elle permet d’étudier un large volume si le pompage est suffisamment long. Par
exemple, Doan et al. [2006a] ont pu mesurer la perméabilité de la zone endommagée de la faille
de Chelungpu, à l’origine du séisme de Chichi en 1999. Cet essai par choc hydraulique été mesuré
sur 2 semaines. La faible diffusivité hydraulique mesurée (∼ 7 × 10−5m2/s) rendrait plus efficace
l’adoucissement de la faille par pressurisation thermique.

Une autre méthode consiste à utiliser une sonde spécifique, comme le MDT (Modular formation
Dynamics Tester) de Schlumberger. Cet outil issu de l’industrie pétrolière permet d’effectuer des
essais hydrauliques sur des sections de forage isolées par des obturateurs. Les essais peuvent être
réalisés à l’échelle centimétrique ou métrique. Le coût est très élevé, et l’outil demande un puits de
bonne qualité et de grand diamètre. Son premier déploiement dans le cadre d’IODP (International
Oceanic Drilling Program) n’a donc pu se faire que lors de la mission IODP 319 [Moe et al., 2012], qui
a été la première à utiliser la technologie riser dans le cadre du programme NanTroSEIZE (Nankai
Trough SEImic Zone Experiment). Grâce à cet outil, on a pu obtenir une perméabilité in-situ à
l’échelle métrique et centimétrique [Boutt et al., 2012], et estimer des profils de pression de pore
[Saffer et al., 2013] et de contraintes [Ito et al., 2013].

Suivi long terme de l’évolution de la pression interstitielle

L’installation d’un observatoire permet de suivre l’évolution de la faille au cours du temps. Même
en dehors du cycle sismique, les failles peuvent subir des variations importantes de pression. Par
exemple, lors de ma thèse [Doan, 2005], j’avais pu observer que la pression de pore mesurée près
de la faille d’Aigion chutait au passage des ondes télésismiques générées par un séisme d’épicentre
éloigné de plus 10 000 km [Doan and Cornet , 2007].

Le dépouillement des données demande un filtrage des marées terrestres et des fluctuations
barométriques. La réponse à ces forçages renseignent indirectement sur les propriétés hydromé-
caniques du milieu [Doan et al., 2006b].

L’accès à ces données est difficile, car peu d’observatoires ont été installés dans des failles actives.
Cette activité se fait en collaboration. J’ai pu ainsi accéder aux données de pression acquises par
l’instrumentation installée dans phase 1 du projet Deep Fault Drilling Project, qui étudie la faille de
San Andreas.

0.1.2 Étude en laboratoire de la localisation dynamique de l’endommagement

En marge de mes activités de forage, au potentiel scientifique important, mais de nature épisodique,
je me suis consacrée à des expériences de mécanique des roches en laboratoire. Ces études concernent
aussi la problématique de la localisation de la déformation lors d’un séisme, que ce soit dans la zone
endommagée cernant la zone de faille, ou dans le cœur de faille.
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Inhibition de la localisation lors de l’endommagement dynamique des roches

Les vitesses de glissement cosismiques atteignent le mètre par seconde, voire la dizaine de mètre
par seconde. De plus, les vitesses de propagation du glissement sont proches des vitesses des ondes
dans le milieu. On entre dans le domaine de la mécanique de la fracture dynamique.

Les effets inertiels deviennent alors non négligeables [Grady and Kipp, 1987]: la vitesse de propa-
gation des fractures au sein du milieu devient limitée par la vitesse des ondes sismiques [Bhat et al.,
2012]. Les temps caractéristiques d’interaction entre fractures deviennent similaires à ceux de la
propagation des fractures les plus favorables [Denoual and Hild , 2000]. On s’attend donc à la prop-
agation simultanées de plusieurs fractures et à la multifragmentation du milieu, comme ce qui est
observé près des zones d’impact de météorite [Melosh, 1989].

Curieusement, l’étude de l’endommagement dynamique a été délaissée jusque vers le milieu des
années 2000. Mes études ont été motivées par la découverte de roches pulvérisées [Wilson et al.,
2005; Dor et al., 2006] près des zones de failles. Ces roches sont finement fragmentées mais restent
peu déformées. Elles s’étendent de manière continue plusieurs centaines de mètres autour du cœur
de faille. Tout se passe comme si la déformation restait diffuse au lieu de se localiser le long de
grandes fractures, comme observé à cette distance du cœur de faille. Cet endommagement rappelle
l’endommagement dynamique des roches.

Pour tester l’origine dynamique des roches pulvérisées, j’ai testé des échantillons de roches
prélevées près du segment Mojave de la faille de San Andreas sur un banc de barres de Hopkin-
son. Avec un tel dispositif, on peut obtenir des courbes contraintes-déformation jusque des vitesses
de déformation de plusieurs milliers par seconde. Les expériences ont permis de reproduire un endom-
magement proche de la pulvérisation [Doan and Gary , 2009]. On observe en effet macroscopiquement
trois états finaux pour les échantillons: soit les échantillons restent intacts, soit les échantillons sont
fendus en 2 ou 3 fragments, soit les échantillons sont finement multifragmentés. La transition semble
contrôlée par la vitesse de déformation, plutôt que par la déformation ou par le confinement dy-
namique. Cette observation a été renouvelée sur d’autres roches cristallines [Yuan et al., 2011; Doan
and D’Hour , 2012]. Par contre, des expériences sur des marbres ne permettent pas de retrouver une
pulvérisation à haute vitesse de déformation et faible déformation [Doan and Billi , 2011]. Ceci est
cohérent avec l’absence de roches pulvérisées trouvées dans les roches carbonatées [Dor et al., 2006].
Le seuil en vitesse de déformation est contrôlée par la distribution statistique de défauts dans le mi-
lieu. Notamment, le seuil est abaissé pour une roche très endommagée. Des chargements multiples
au cours de plusieurs cycles sismiques contribuent à une fracturation plus fine des roches pulvérisées
près du cœur de failles.

Dans une deuxième étape, j’ai collaboré avec des géologues structuraux pour caractériser l’endommagement
dynamique. Les échantillons ont été chargés en deçà du seuil de rupture de façon à obtenir des échan-
tillons préservés, dont les propriétés physiques peuvent être étudiées. Ces études ont révélé que les
échantillons sont finement microfracturés, ce qui induit une diminution de la vitesse sismique des ces
ondes [Doan et al., 2009], et surtout une augmentation substantielle de la perméabilité de ces roches.
Les microstructures observées et les perméabilités mesurées sont proches de celle mesurées sur des
échantillons prélevés près de la faille de San Jacinto [Mitchell et al., 2013].

Influence des impuretés de talc sur l’initiation du glissement dynamique de la serpentine

Avec des collègues grenoblois et lyonnais, nous avons lancé une étude sur la friction à vitesse
cosismique du talc et de la serpentine. Cette étude a été lancée en 2008, au moment où du talc a
été découvert dans des fragments extraits du forage SAFOD [Moore and Rymer , 2007]. Le talc est
connu son faible coefficient de friction, et il a été soupçonné de lubrifier la faille de San Andreas.
Comme le talc est issu de la décomposition de pyroxène en milieu saturé de silice, son association
avec la serpentine est attendue dans des failles sismiques, comme les failles de subduction.

L’étude a d’abord consisté en l’étude du talc seul, dont les propriétés de friction à haute vitesse
de cisaillement n’avaient pas été étudiées jusque là [Boutareaud et al., 2012]. Nous avons montré que
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le talc sec avait une forte friction initiale, beaucoup plus importante que le talc à faible vitesse de
déformation. Au contraire, le talc humide ne présente pas de pic initial de friction, comme ce qui a
été observé pour d’autres phyllosilicates [Faulkner et al., 2011]. L’humidité altère aussi la localisation
de la déformation dans l’échantillon.

La suite de l’étude a consisté en l’étude de la friction de mélanges de talc et de serpentine [Doan
et al., b]. En conditions humides, où le talc est un matériau faible, le talc altère la friction initiale
dès des concentrations de 5% de talc. Les microstructures observées sont beaucoup plus diffuses que
dans le cas de la serpentine pure, avec une déformation répartie sur l’ensemble de la gouge, initiée
sur les grains de talc en cours de délamination, qui servent à microlocaliser le glissement.

Dans ces deux études, la localisation du glissement est fortement dépendante de la proportion
de microdéfauts susceptibles de localiser la déformation. Dans les deux cas, en cas de chargement
rapide, la localisation de la déformation peut être inhibée.

0.2 Perspectives

0.2.1 S’approcher des conditions sismogéniques

Les forages traversant les failles actives tendent à viser des profondeurs de plus en plus importantes
(table 4.1). On aborde alors des contraintes et des températures plus élevées. Ces conditions activent
des processus de fluage, soit par pression-solution, soit par activation de la plasticité des minéraux.
Les processus que j’ai étudiés jusqu’à présent relevaient surtout du domaine fragile. A moyen terme,
je compte m’approcher de conditions plus ductiles, et ce pour les deux approches expérimentales et
in-situ.

L’activité en forage est une activité fortement épisodique, du fait du faible nombre de forages
internationaux en cours. J’ai cependant été amenée à participer à plusieurs workshops d’avant projet
concernant des forages traversant des failles actives:

– La faille Alpine en Nouvelle-Zélande a une composante inverse qui fait remonter des matériaux
ductile. Elle induit aussi une anomalie thermique. On peut donc étudier par des forages de
profondeur modérée des processus ductiles. Je suis partie prenante de la phase 2 du projet qui
vise à forer et instrumenter la faille à près de 1500 m de profondeur.

– Le projet NantroSEIZE vise à percer le décollement de la zone de subduction de Nankai. Il est
prévu de prolonger le puits C002 jusqu’à intercepter ce décollement à 7000 m de profondeur

– Le projet Japan Beyond Brittle Project est un projet de géothermie profonde, visant à faire
circuler des fluides à haute enthalpie dans des matériaux ductiles. Bien que le projet ne vise
pas des failles actives préexistantes en particulier, il approche des thématiques liées, comme le
suivi microsismique et la vitesse de recimentation des fractures. J’ai été invité à participer au
workshop ICDP préliminaire en mars 2013.

0.2.2 Réunir les approches expérimentales et in-situ

Les travaux réalisés jusqu’à présent concernaient surtout l’endommagement des matériaux frag-
iles. Le lien entre expériences en laboratoire et les travaux en forage restent encore ténu. Le verrou
principal est l’absence de fort confinement des expériences en laboratoire. A cela s’ajoute la faible
saturation en eau des roches. L’arrivée à Grenoble de Pascal Forquin va permettre de développer
ces aspects par des essais œdométriques d’échantillons saturés.

Pour les travaux de pulvérisation, il est important de mieux caractériser l’endommagement. Pour
cela, nous envisageons d’utiliser un surfacemètre BET, en voie d’acquisition à ISTerre.

La création d’un réseau microfracturé va altérer la circulation de fluide. La faible distance
interfracture est notamment suspecté d’activer les processus de recimentation et fluage des failles
par pression-solution. Nous comptons donc effectuer des expériences de percolation sous contrainte
pour étudier ces processus. Ces travaux initiés lors de la thèse de Julie Richard seront poursuivis
lors de la thèse de Frans Aben.
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Chapter 1

Introduction

Predicting earthquakes is the Graal of seismologists, a dream so far not realized. Major faults can
experience precursory activity [Bouchon et al., 2011], as monitored from seismic network. However,
surface observations failed to provide systematic precursors prior to an earthquake, even when an
extensive network of instruments has been deployed, like at Parkfield, California [Johnston et al.,
2006]. A major obstacle to predictability of the behavior of active faults is their structural complexity.

Let illustrate this complexity with the San Andreas Fault Observatory at Depth (SAFOD)
project, that was drilled through the San Andreas Fault, deeper than 3 km (figure 1.1). The project
is one of the greatest recent achievements in fault drilling and provided many outcomes: it showed
that the creep behavior could be better explained by the weak friction coefficient of the saponite, a
subproduct of alteration [Lockner et al., 2011] or by pressure-solution process [Gratier et al., 2011],
but certainly not by high fluid pressure [Rice, 1992].

It provided also many surprises. The fault was not separating the crystalline Salinian formation
from the Fransciscan mélange: instead, unexpected arkosic sandstone laid on the western side of the
fault. The fault itself is much thicker than the simple planar structures envisioned by seismologist and
geodesist, with a damage zone more than 200m wide. Within this fault core, two major deformation
zones were able to twist the metallic casing of the hole. Several observations don’t match the standard
pictures described by structural geologists [Chester and Logan, 1986]: cores did not show principal
shear zone localizing deformation within few centimeters, as seen for instance within the Chelungpu
fault [Ma et al., 2006], whereas the damage zone stops abruptly on one of the deformation zone.

Note also how the authors of figure 1.1 try to connect the two major deformation zone seen in the
SAFOD borehole to the microseismic swarm found about 100m away from the borehole. Given the
errors in event locations, it is a bit audacious. This illustrates the major challenge towards predictive
fault mechanics: it is difficult to extrapolate the structures observed outside the range of observation.

This difficulty in structure predictability is annoying, since the structure of a fault affects several
properties:

– Their propensity to fail. The gouge of last slipping strand can be substantially weak, but it is
also consolidated by healing, sometimes becoming stronger than prior to slip. Healing of this
zone depends on the fluid geochemistry, that can be changed by enhanced permeability along
fault (fault valve effect, [Sibson, 1992]). Pressure solution is also enhanced by smaller grain
size, that can be due to co-seismic fragmentation [Doan and Gary , 2009], and the presence in
moderate amount of clays [Bos et al., 2000].

– Their transport properties, as permeability varies as the cube of the fracture aperture. It is
often seen that fractures are found along not in the core itself (because gouges are often plastic,
full of clay), but in the nearby damage zone (large fractures take a longer time to heal [Gratier
and Gueydan, 2007; Gratier et al., 2011]).
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most of the two actively deforming fault traces identified in 
the SAFOD crossing. The microearthquake locations shown 
in Fig. 2 were determined utilizing subsurface recordings of 
these earthquakes from various geophone deployments in 
the SAFOD borehole along with surface recordings from the 
dense Parkfield Area Seismic Observatory (PASO; Thurber 
et al., 2004). This said, although the accuracy of location of 
HI is good (being determined by a seismometer deployed in 
SAFOD directly above the events), the location of SF and LA 
with respect to HI is relatively uncertain.

SAFOD Pilot Hole

In preparation for SAFOD, a 2.2-km-deep, near-vertical 
Pilot Hole was drilled and instrumented at the SAFOD site in 
the summer of 2002. The Pilot Hole was rotary drilled with a 
22.2-cm bit, and cased with 17.8-cm outside diameter (OD) 
steel casing. The Pilot Hole is currently open to a depth of 
1.1 km (explained below) and available for instrument 
testing, cross borehole experiments, and other scientific 
studies. Hickman et al. (2004) present an overview of the 
Pilot Hole experiment. 

There were a number of important technical, operational, 
and scientific findings in the Pilot Hole. These include geo-
logic confirmation of the depth at which the Salinian gran-
ites and granodiorites would be encountered (Fig. 3), and 
calibration of geophysical models with direct measurements 
of seismic velocities (Boness and Zoback, 2004; Thurber et 
al., 2004), resistivity (Unsworth and Bedrosian, 2004), den-
sity, and magnetic susceptibility (McPhee et al., 2004). In 

tural complexities in the near surface. 
These studies included an extensive 
microearthquake survey, high-resolution 
seismic reflection/refraction profiling, 
magnetotelluric profiling, ground and 
closely-spaced aeromagnetic surveys, 
gravity surveys, and geologic mapping. 

The repeating microearthquakes pro-
vide targets on the fault plane at depth to 
guide the drilling trajectory (Fig. 2A) into 
the microearthquake zone at less than 
3 km depth. Another reason for choosing 
this site is that there are three sets of 
repeating M~2 earthquakes in the target 
area. Surrounding these patches, fault 
slip occurs through aseismic creep. In a 
view normal to the plane of the San 
Andreas Fault Zone at 2.65 km depth 
(Fig. 2B), we see the source zones asso-
ciated with these three patches (scaled for 
a ~10-MPa stress drop). The seismograms 
from each of these source zones are 
essentially identical (Nadeau et al., 2004), 
and cross-correlation demonstrates that 
within ±10 m uncertainty these events are 
located in exactly the same place on the faults (F. Waldhauser, 
pers. comm.). 

As shown in Fig. 2B, we refer to the shallower source zone 
in the direction of San Francisco as the SF events, and the 
adjacent source zone in the direction of Los Angeles as LA 
events. Note that the SF and LA patches are adjacent to each 
other; it is common for LA events to occur immediately after 
SF events as triggered events. As seen in Fig. 2B, the third 
cluster of events (in green) occurs on a fault plane to the 
southwest of that upon which the SF and LA events occur.  
As this cluster of events is to the southwest of the other two 
clusters, these are referred to as the Hawaii (HI) events. 

The time sequences of the three clusters of repeating 
earthquakes are shown in Fig. 2C. Note that prior to the M6 
Parkfield earthquake of September 2004, each of the three 
clusters produced an event every ~2.5–3.0 years. Following 
the Parkfield earthquake, the frequency of the events 
increased dramatically, apparently due to accelerated creep 
on this part of the fault resulting from stress transfer from 
the M~6 main-shock. Following this flurry of events the fre-
quency of the repeaters slowed down and is presently in the 
process of returning to the background rate exhibited prior 
to the main shock. Similar behavior has been seen elsewhere 
along the San Andreas Fault system in California (Schaff 
et al., 1998).

Note in Fig. 2B that the HI events occur about 100 m below 
the fault intersection at 3192 m (measured depth), indicating 
that the HI microearthquakes occur on the southwestern-

Figure 3. Simplified geologic cross-section parallel to the trajectory of the San Andreas Fault 
Observatory at Depth (SAFOD) borehole. The geologic units are constrained by surface 
mapping and the rock units encountered along both the main borehole and the pilot hole. The 
black circles represent repeating microearthquakes. The three notable fault traces associated 
with the San Andreas Fault damage zone (SDZ, CDZ, and NBF) are shown in red. The depth 
at which the SAFOD observatory is deployed is shown.

!"#$%$"%&'("%$)*&"%+
'("%,+$,($)*&&&&&

-*()$"(.
/)01*2,$%&

3(*)"0*,45
'(*")&6"##*.
7,(8")$,%&& &
&&&&& 3(*)"0*,45

7("%0$50"%
7,(8")$,%

&&
&&&

!97:;

&&&&-*()$"(.
<=%+$>>?@

9(A,5$0&!"%+5),%*
"%+&3,%2#,8*(")*

B

B
B

B

B

/%+&,>&C1"5*&D

C$#,)&E,#*

!F G/

H-IH-I

-*()$"(.&!"%)"&J"(2"($)"

H"

!"%&9%+(*"5&
7"4#)

KLMMM

NLMMM

DLMMM

M

;*I)1&<8@

!97:;&:O5*(P"),(.

!/9
Q/6/Q

',#+&E$##&7"4#)
R4SS"(+&3"%.,%&7"4#)

BB

B

B

9(A,5$0&!"%+5),%*
"%+&3,%2#,8*(")*&

!;T
3;T
GR7

/%+
C1"5*&D

/%+
C1"5*&N

-*()$"(.
/)01*2,$%&

Scientific Drilling, No. 11, March 2011  23

!"#$%"$&'$()*+,

track was abandoned and cemented off after retrieving 
Core 1 due to a drilling mishap. A second sidetrack was 
undertaken that enabled us to obtain Cores 2 and 3 (Table 2) 
across the SDZ and CDZ. After obtaining the cores across 
the active shear zones, the hole was slightly enlarged to 
allow for installation of 18-cm-diameter casing and eventual 
deployment of the SAFOD observatory. The casing was 
installed and cemented to a measured depth of 3214 m (as 
measured in the Phase 3 hole), which is ~17 m beyond the 
center of the SDZ as extrapolated from the Phase 2 to the 
Phase 3 holes. The casing could not be installed to greater 
depth in the Phase 3 hole due to progressive borehole insta-
bility and bridging.

When the cores reached the surface, they were carefully 
cleaned, labeled, and photographed, and they have been 
stored at 4°C to prevent desiccation and microbial activity. 
The core is currently stored at the IODP Gulf Coast 
Repository (GCR) at Texas A&M University. High-resolution 
photographs and descriptions of all Phase 3 cores (as well as 
supplemental information including thin-section analysis, 
results from preliminary XRD analysis and core-log depth 
integration) are presented in a comprehensive Core Atlas 
(Table 1). One page of the core atlas is presented in Fig. 6, 
which shows a section of the core that crosses the SDZ. The 
foliated gouge matrix is highly altered, both chemically (e.g., 
there is much less silica and different clay mineralogy than 
observed in the rocks outside the fault zone) and mechani-
cally (e.g., there is pervasive shearing observed on planes of 
varied orientation within the core). Clasts of various types of 
rock are seen in the gouge matrix, most notably clasts of 
serpentinite including a large piece of sheared serpentinite 
with calcite veins. 

Zone (near or above the 
weight of the over- 
burden) has been one of  
the leading hypotheses to 
explain its low frictional 
strength (Rice, 1992). Two 
lines of evidence indicate  
an absence of severely 
elevated pore pressure 
(near-lithostatic, or greater) 
within the fault zone 
required to explain the low 
frictional strength of the 
San Andreas. Highly eleva-
ted fluid pressures were not 
observed during drilling in 
the fault zone. Such pres-
sures would have resulted 
in influxes of formation fluid 
into the wellbore if the pore 
pressure was appreciably 
greater than the drilling 
mud pressure. While the 
density of the drilling mud 
was about 40% greater than hydrostatic pore to stabilize the 
borehole, in the strike slip/reverse faulting stress state that 
characterizes the SAFOD area (Hickman and Zoback, 2004), 
pore pressures within the deforming fault zone would have 
to exceed the overburden stress in Rice’s model (1992) for a 
weak fault in an otherwise strong crust. In addition, analysis 
of the rates of formation gas inflow during periods of no dril-
ling (Wiersberg and Erzinger, submitted) shows no evi-
dence of elevated pore pressure within the fault zone relative 
to the country rock, and the Vp/Vs ratio is relatively uniform 
(~1.7) across the ~200-m-wide damage zone and the local-
ized shear zones within it (Fig. 4B). As Vp decreases seve-
rely at very elevated pore pressure (i.e., at very low effective 
stress), Vs would not be affected as much, and the Vp/Vs 
ratio would be expected to decrease (Mavko et al., 1998). 
Altogether, none of these observations indicate the presence 
of anomalously high pore pressure in the fault zone. 

Phase 3 – Coring the San Andreas Fault 
Zone

During Phase 3 the SAFOD engineering and science 
teams successfully exhumed 39.9 meters of 10-cm-diameter 
continuous core, including cores from the two actively de-
forming traces of San Andreas Fault Zone (the SDZ and 
CDZ; Zoback et al., 2010). Figure 5 shows the sidetracks 
drilled laterally off the SAFOD main borehole in map and 
cross-sectional views. Note the position of the cores with 
respect to the various contacts and shear zones described 
above. As shown, Core 1 was obtained close to the contact 
between the arkosic sandstones and conglomerates of the 
Salinian Terrane and the shales, mudstones and siltstones 
associated with the Great Valley Formation. The first side-

Figure 5. [A] Map view and [B] cross-section of the trajectory of the rotary-drilled SAFOD main borehole as it 
passed through the San Andreas Fault Zone at a depth of ~2700 m, as well as the trajectories of the sidetrack 
boreholes used to obtain core samples along the actively deforming traces of the fault during Phase 3. Note 
the positions of the SDZ, CDZ, and NBF and the extent of the damage zone as defined in Figs. 2, 3, and 4. 
Also shown are single-station locations of the aftershocks of the 11 August 2006 Hawaii target earthquake 
recurrence; these were made using a seismometer in the main hole at a true vertical depth of 2660 m.  The “C” 
and “D” symbols refer to the polarity of the P-wave from each aftershock. Because the borehole seismometer 
is offset to the northeast from the fault trace, the transition from “C” to “D” occurs where expected for right 
lateral slip on the fault.

!"# $## $"# %## %"#

&"
#

'#
##

''
##

()*+,-./012

3
45
+6
,-
./
01
2

77

7

7

8

8

7

8

7

7

7

77

7

7
7

7
7

7
7

7
7

''"# '9"# ':"#

754**;<=>+,4-/

345+6/?"/()*+/012

@5
A=
/B
=5
+,>
)C
/8
=D
+6
/01
2

7

77

78

8

7

8
7 7

7

77

7

7
7
7

7

7
7 7
7:'&9/<8E

<FGH3HF3
@(IIF3(

<
F
GH3

HF
3

@(
I
I
F
3
(

JI(F@
BFGG(K

LMINF@HM3

8)1).=/E4-=

'#
"#

JI(F@
BFGG(K

LMINF@HM3

'9
##

:'&9/
/<8E

::#9/
/78E

:?':/

745=/'

745=/'

745=/9

745=/:

745=/:

<F
LM
8/
N
),
-/
O4
56
4C
=/ <FLM8/N),-/O4564C=/

P)Q),,
FR+=5*64>S*

P)Q),,/
FR+=5*64>S*

<FLM8
//MT*=5U)+45V

745=/9

8)
1)
.=
/E4
-=

<FLM8

::#9/78E
:?':/3OL/

3OL

//MT*=5U)+45V

! "

Figure 1.1: Cross section of the SAFOD boreholes. The 2 close-up at the bottom zooms on the borehole
trajectory within the San Andreas Fault (lower left: map view, lower right: cross section, zoom from the
above figure). From Zoback et al. [2011].
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– Their mechanical compliance, not only because of the presence of weak components like clay,
but because the large amount of fractures within the damage zone. Mechanical compliance may
control the sensitivity of fault to static triggering by nearby earthquakes or dynamic triggering
by teleseismic waves.

How to improve our knowledge on fault structure ?

A first approach is by observing more natural faults, and trying to identify several typical struc-
tures.Natural active faults have a variety of structures [Faulkner et al., 2010; Caine et al., 1996].
They can be composed of a single very localized strand [Chester and Logan, 1986] or be formed
of a series of anastamosing fault surfaces [Faulkner et al., 2003] that isolate strong lenses within a
fault [Candela and Renard , 2012]. These structures can be described by the variation of the physical
parameters, which can be quantified and characterized at several scales.

I performed such a quantification using geophysical data from boreholes drilled through active
faults. Boreholes provide exceptional opportunities to understand fault structures in in-situ condi-
tons and monitor fault evolution at depth. Using such data, I could provide and help refining models
describing profiles of permeability across several major active faults (Chelungpu Fault, San Andreas
Fault, Nankai Trough). From long term monitoring, I could show how these parameters can vary
through time.

A second approach is by performing laboratory experiments to reproduce these structures, and
identifying and explaining how a fault gets structured. Scale there is centimetric, much smaller than
the field scale observation. Hence I redesigned the experiments to understand the more general ques-
tion of strain localization, and how it is controlled by strain rate. I especially discuss the high strain
rate processes, that are expected to occur during slip, or even at the arrival of the seismic waves of
the approaching rupture patch, and how they prepare the fault prior to its slip. In particular, I focus
on high strain rate damage. I also worked on the dynamic structuration of a fault gouge during high
velocity shearing, using a technique that revolutionized friction studies [Di Toro et al., 2011].

The report is structured from small-scale process to large scale processes, from the sub-centimetric
fault core which localized slip to the decameteric structure of the damage zone.

– We start from the center of the fault, with high velocity friction experiments on mixture of
talc and serpentine, at the millimetric scale. At high velocity, structure and friction interplay.
Especially, small amount of talc help localizing deformation along many small shear planes,
thus limiting strain concentration on the principal shear zone at the edge of the sample. Minor
changes in gouge composition can change the width of the shear zone, or alter the easiness a
creation of new shear zone. This is bad omen for predicting fault structure.

– We then discuss high strain rate fragmentation in the damage zone, at the centrimetric scale. I
pioneered the application of high strain damage experiments to fault mechanics, to understand
pulverized rocks, a damage feature recently discovered [Dor et al., 2006]. I showed that high
strain rate inhibit strain localization. Therefore, pulverized rocks might be related to coseismic
damage, and that they could be marker of previous large earthquakes [Doan and Gary , 2009].
Pulverization can also change permeability drastically [Mitchell et al., 2013], showing that fault
structure is time-dependent.

– We finish with borehole studies in active faults. I show how it is possible to get continu-
ous profiles of permeability and porosity to characterize damage extent around faults [Doan
et al., 2011, a] at the decametric scale. I also discuss how long term pore pressure monitoring
could monitor fault destabilisation either from teleseismic waves, or even prior a major fault
disturbance.
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Chapter 2

Localization process at the onset of
coseismic slip

In this section, we will discuss the behavior of fault gouge at the millimetric scale to understand
how a mixture of weak and strong material behaves at high sliding velocities. Such high velocity
friction experiments revolutionized our knowledge of fault friction, by showing dramatic reduction in
friction properties [Di Toro et al., 2011], through many processes, often thermally activated (thermal
pressurization [Wibberley and Shimamoto, 2005], phase transitions like decarbonatation [Han et al.,
2010], melting [Hirose, 2005],. . . ).

For usual friction experiments, inserting material of weak friction randomly in a mixture is not
very effective, as large concentrations are needed to reduce the effective friction of the mixture (eg,
see the 50%-50% results for mixture of talc and quartz by Carpenter et al. [2009]). The mixture
needs to be structured to change the friction, with the constitution of a continuous layer of weak
material [Niemeijer et al., 2010; Moore and Lockner , 2011]. Are weak heterogeneities more efficient
at high sliding velocity ?

Together with Takehiro Hirose, Sébastien Boutareaud, Muriel Andréani and Anne-Marie Boullier,
I conducted high velocity friction experiments on mixtures of gouge and talc. This mixture is
pertinent geologically, since talc is a product of alteration of pyroxene is silica-rich environment and
is often associated with serpentine in ultramafic rocks. The layers of this phyllosilicate slide easily
also their basal direction, so that is friction is very small (about 0.15 [Moore and Rymer , 2007],
much less than the 0.6-0.8 range found for most material [Byerlee, 1978]) . Such combination are
expected to occur in along faults bordering core-complexes at mid-ocean ridges [Ildefonse et al.,
2007], subduction zones [Manning , 1995]. We launched the project at the time when talc fragments
were identified within the SAFOD borehole [Moore and Rymer , 2007]. Given its very low friction
coefficient, it was suspected to lubricate the San Andreas Fault.

2.1 Water dependence of talc friction at high strain rate

We first investigated the high velocity friction behavior of talc, in both saturated and unsaturated
conditions, since at that time its properties at high velocity friction experiments were not character-
ized.

Figure 2.1 shows that unsaturated talc exhibits very large friction compared to slow slip rate
conditions. Figure 2.2 shows the associated microstructures seen with Scanning Electron Microscopy
(SEM). A S-C structure pervades the center of the rouge, so that most of the grains are not favorably
oriented to accommodate the formation. At the boundary with the rotating cylinder driving the
sample rotation, a principal slip zone (PSZ) seems to accommodate the deformation: it is finely
comminuted, with some remnants of layers of talc parallel to the shear direction. Transmission
Electron Microscopy (TEM) on the PSZ shows that talc has been finely delaminated and advected
by the rotational movement to form nanometric aggregates (figure 2.3). It is probable that the peak
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FIGURE 3

Figure 2.1: Evolution of friction coefficient with displacement for water saturated talc (left graph) and dry
talc (right graph). From Boutareaud et al. [2012].

in friction is cause by jamming of the talc particles, that was resolved within the PSZ by intense
delamination.

The experimental curves obtained for wet talc give lower friction, closer to the slow strain rate
results, once friction induced by friction on the teflon ring holding the artificial gouge has been
removed. Almost from the onset of slip, talc friction is small. The effect of water can be multiple:
it can be related either to thermal pressurization, as for other wet phyllosilicate gouges [Faulkner
et al., 2011], or to hydrodynamic lubrication at the boundary of the hydrophobic talc layers, that
facilitates the rotation of talc grains to the most favorable angle, parallel to the shear direction.

2.2 Effect of small amount of talc on the onset of friction of gouges
of serpentine and talc

To tackle the friction properties of serpentine and talc, we kept saturated conditions, where talc has
low friction coefficient, and can be considered as the weak component of the gouge mixture. Several
mixtures of various proportions were tested. For these experiments, we used a loose Teflon ring of
standardized dimension to limit its effect on friction. To assess the effect of the Teflon sleeve on
the recorded friction experiments, we performed dummy tests, with only the Teflon ring and water
inside the ring. The Teflon effect is reproducible and negligible: the shear stress due to friction on
Teflon ring is 0.03 MPa.

The experiments in wet conditions show a spectacular weakening effect of talc on the mixture
(figure 2.4). Pure serpentine experiences strong slip weakening, with a peak friction coefficient of 0.5
that falls exponentially to a steady-state value of 0.2 with a characteristic slip-weakening distance
Dc of 7 m. Talc has a very different behavior: it begins to slide without a sharp friction peak and
keeps nearly constant friction coefficient of 0.2-0.25. Adding more than 5%wt talc levels off the initial
peak in friction and initial friction is reduced to 0.37. Friction levels to this value before rejoining
the decay curve of pure serpentine after 3m of slip.

The two gouge components have very different behaviors (figure 2.3, left). Serpentine tends to
break into angular fragments. Hence, pure serpentine gouge tends to form PSZ finely comminuted
(figure 2.5, A). On the contrary, talc tends to kink and delaminate easily. The insertion of talc seems
to reduce the extent of the principal shear zone. Meanwhile within the center of the gouge, several
shear zones appear, creating a flowing structures. The small shear fractures follow alignment of talc
grains that delaminated (figure 2.5, F).

A possible scenario is that peak in friction is related to jamming of serpentine grains that was
resolved by the abrasion of serpentine grains and possibly thermal pressurization. Introducing talc,
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Figure 12. SEM photomicrographs (backscattered electron contrast at 15 kV) of post-run fault gouges
for wet (left side) and dry (right side) conditions. Sense of shear is top to the left. (a, b) Central gouge
for #1484 (12 m) and #1586 (16 m), respectively. (c, d) Principal Slip Zone indicated by a red arrow
for the same samples #1484 and #1586, respectively. The green vertical segments locate position of PIPS
sections done for TEM. (e, f) Central gouge for #1475 (34 m) and #1472 (42 m), respectively. A red arrow
indicates a grain showing a cortex of irregular and non-concentric fine-grained aggregated material.

BOUTAREAUD ET AL.: PHYLLOSILICATES AND FAULT LUBRICATION B08408B08408
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Figure 2.2: Microstructures of the principal slip zones (PSZ) generated during the experiments shown on figure
2.1. (Left) SEM backscattered images in wet conditions, the PSZ contains talc lamellae of large dimensions;
entangled in a tight S-C structure. The top of the image shows the that in the less disturbed center of the
gouge, talc grains get oriented parallel to the slip direction, in a direction favorable for a basal slip. (Right)
SEM backscattered image in dry conditions. The center of the gouge show the tip of the S-C structure
pervading the center of the gouge, where most of the grains are not orientated favorably for S-C sliding .From
Boutareaud et al. [2012].

25%) cannot be fully explained by these two issues. Rather, it
seems that the dynamic calculated porosity is present during
the experiment but collapses once the slip ceases.
[48] The SPO of grains parallel to the shearing direction

observed at 6 m of displacement in wet conditions suggests a
rapid reorientation of the platy grains in the first meters of
displacement (Figure 11). The combination of two mechan-
isms can be here proposed: pure shear as first [Grunberger
et al., 1994; Djéran-Maigre et al., 1998], and general non-

coaxial shear as second. The compaction observed at the
beginning of all runs, the decrease by about 10% of the
central gouge porosity, and the fault zone gouge fabric is
consistent with such assumption.
[49] Since post-run grains are not rounded but platy with

angular to subangular edges, rolling is inhibited during
shearing in the central gouge whatever initial humidity
conditions [Mair et al., 2002]. Thus, accommodation of fault
displacement is expected to be achieved by grain sliding

Figure 14. TEM bright field photomicrographs from FIB sections of the PSZ for dry conditions (#1472).
Sense of shear is indicated on Figures 14a, 14c, and 14d. (a) Talc lamellae and sublamellae oriented parallel
to the sense of shear, and nanometric aggregates. (b) Lattice fringes giving evidence of the crystallinity of
the talc sublamellae forming the nanometric aggregates. (c) Example of a nanometric aggregate without
nucleus. (d) Talc lamellae survivors are often bent or kinked with respect to the sense of shear.

BOUTAREAUD ET AL.: PHYLLOSILICATES AND FAULT LUBRICATION B08408B08408

14 of 21

Figure 2.3: Microstructural image showing easy talc delamination. (Left) SEM photograph showing the easy
delamination of talc compared, whereas serpentine grains tend to break into angular fragments. (Right) TEM
photograph, where extremely delaminated talc was rolled to nanometric aggregate (from Boutareaud et al.
[2012]).

13



0 2 4 6 8 10
0

0.1

0.2

0.3

0.4

0.5

F
ric

tio
n

Slip (m)

 

 

Pure Serpentine
2.5% talc
5% talc
10% talc
20% talc
30% talc
Pure Talc

Figure 2.4: Evolution of friction coefficient with displacement for wet mixtures of serpentine and talc. Talc
concentration as small as 5%wt is enough to reduce the initial peak in friction. From Doan et al. [b]

eased the formation of local shear zone, that helped overcome the grain-to-grain interlocking of
serpentine.

2.3 Conclusions

In this section, we showed that the dynamic properties of friction were quite different from the low
strain rate properties. For instance, jamming of dry talc prevented the reorientation of talc grains
into a favorable angle and gave large friction coefficients. Similar happens for serpentine gouge alone.

The softening process seems to be eased by "strain catalysts". For wet talc, water seems to
favor the reorientation of talc into a favorable sliding direction. For mixtures of talc and serpentine,
delamination of talc grains initiate small shear zone, creating a more diffuse pattern of strain than for
serpentine. This effect occurs from the onset of friction. The reduction of the initial peak in friction
has several important implication for rupture propagation [Faulkner et al., 2011]: it reduces the
frictional strength of the fault zone and the neutral frictional behavior would make talc-rich zones,
neither seismogenic, since there no slip weakening, neither barrier to further earthquake rupture
since there is not slip strengthening.
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Figure 2.5: Microstructure of the sliding zone after 3 m of slip observed with a FE SEM. (A) Pure serpentinite
with a 100 µm-wide Principal Shear Zone (PSZ). White grains are magnetite (iron oxyde). (B) Focus on the
sharp boundary between the PSZ and the main gouge. (C) Zoom on the submicron grain constituting the
PSZ matrix. (D) Mixture with 2.5%wt talc. The PSZ is thinner but the texture is still similar to the pure
serpentinite case. On this photograph, the heterogeneous color contrast of the serpentinite grains is due to
the fact that serpentinite grains are aggregates of small crystals. ( E) Mixture with 5% talc. Comminution
of serpentine grains within the PSZ is reduced. Grains of talc coat the serpentine grains (red arrows). (F)
Mixture with 30%wt talc. There is no developed PSZ, but there are many shear planes characterized by
alignment of talc grains (red arrows). From Doan et al. [b].
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Chapter 3

Damage localization during an
earthquake

Fault localizes slip within a narrow core filled by fine-grained material named gouge. Around this
core, lies a damage zone of variable extension, with decreasing fracture density with distance from
the core. Damage near fault can be generated by several processes [Mitchell and Faulkner, 2009],
either statically from the slow extension of the fault, or dynamically during the rupture process.

Damage =  microcracks
prior to fault formation by 
coalescence of microcracks

Damage =  Interaction 
between fault tips of
en echelon fractures

Damage =  Process zone
near the tip of a growing fault 

Damage =  Wear along a 
rough surface

Damage =  Dynamic damage
during an earthquake

Figure 3.1: Review of 5 models explaining the damage observed around faults. Dynamic damage (model e)
would be overprinted with other mechanisms of damage and subsequent fault healing. From Mitchell and
Faulkner [2009].

Deciphering dynamic damage is difficult because of the overprinting of static damage, inherited
during the maturation of the fault, and the subsequent healing. The best location to assess the
extent of dynamic damage is a shallow environment – where healing is slow [Gratier , 2011] –, near
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Figure 3.2: Thin section of a pulverized rock sampled near Lake Hughes, along the Mojave segment of the
San Andreas Fault. The sample is microfractures, with fractures cutting through grains. The initial grain
structure is preserved. Feldspar alteration is present but cannot explain the weakness of the rock. From Doan
and D’Hour [2012]

major active faults where large earthquakes are also expected. This is where pulverized rocks have
been so far detected.

3.1 Pulverization: an extreme case of dynamic damage

Pulverized rocks is a peculiar form of damage, only recently identified, first near major Californian
faults [Wilson et al., 2005; Dor et al., 2006], and observed thereafter on several active faults (Northern
Anatolian Fault [Dor et al., 2008], Arima-Akatsuki fault [Mitchell et al., 2011]). It is characterized
by an intense microfracturing, with many intragranular fractures, but with little strain recorded,
as the initial microstructures are not disturbed. In the field, the rock may look fresh but is easily
crumbled by hand. This microfracturing is extensive: zones of pulverized rock extending over several
hundred of meters have been reported [Dor et al., 2006; Mitchell et al., 2011].

Pulverized rocks are surprising because strain has not been localized, as is commonly seen in
nature and in laboratory experiments [Hild et al., 2003]. During our research, we hypothesized that
high strain rate loading would have inhibited strain localization. Pulverized rocks could therefore be
records of previous large earthquakes occurring near the fault.

To test this hypothesis, we conducted experiments at high strain rate. Several questions were to
be answered:

1. Can we reproduce pulverization ?

2. What are the conditions to get pulverization ?

3.1.1 Can we reproduce pulverization ?

We recognize experimentally pulverization as the lack of localization of damage and the fragmenta-
tion of the tested sample into multiple small fragments. The first experiments we conducted with
rocks sampled near the Lake Hughes area, a road outcrop near the San Andreas Fault where in-
tense pulverization was reported [Dor et al., 2006]. The experiments were performed in the Ecole
Polytechnique at the Laboratoire de Mécanique des Solides in collaboration with Gérard Gary.

We used Split Hopkinson Pressure Bars (SHPB) to load the sample uniaxially at strain rates
between 50 /s and 500 /s. At such rate, elastic wave propagation has to be taken into account. For
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Figure 3.3: (a-left) At a low strain rate (here, 140/s), a granodiorite sample split into a few fragments when
deformed in the Split Hopkinson Pressure Bar apparatus. (b-right) At a higher strain rate (here, 400/s), the
sample was pulverized into numerous fragments with diameter smaller than the rock initial grain size. The
ruler has centimetric marks. From Doan and Gary [2009]

instant, 1% strain at 500 /s is reached after 20µs. During that time, stress waves propagate over
10 cm in a metal cylinder with P wave velocity of 5000m/s. In usual rock mechanics rigs – and in
the SHPB system – , stress gauges do not record the actual stress experienced by the sample. With
the simple geometry of the SHPB apparatus, it is possible to retropropagate waves to the ends of
the bars, hence to the edges of the sample. That is why SHPB apparatus are commonly used to
perform high strain rate experiments [Chen and Song , 2010].

Yes, for crystalline rocks

The first set of experiments we performed was on natural granodioritic samples from the San Andreas
Fault, near the Lake Hughes outcrop of pulverized rocks. We took non pulverized rocks sampled
at about 100m from the fault core, and used them as a proxy of the rocks before pulverization:
damaged, but only slightly. The uniaxial high strain rate experiments provided only 3 outcomes
[Doan and Gary , 2009]:

1. the sample was not damaged

2. the sample was split axially in a few fragments, no more than 5. This is the typical damage
observed when a rock sample is uniaxially loaded at low strain rate [Paterson and Wong , 2005].

3. the sample was shattered in multiple small fragments, smaller than the initial grain size of
about 1mm. This diffuse damage is reminiscent of pulverized rocks.

We made other experiments on the Tarn granite, which we used as a proxy for undamaged
rocks, and found again only these 3 states [Doan and D’Hour , 2012, Fig8]. Other authors working
independently on Westerly granite found similar results [Yuan et al., 2011].

No, for limestone

We also tried to reproduce pulverization on carbonate rocks [Doan and Billi , 2011], motivated by
the observation of both pulverized granitic rocks and intact limestone on the same outcrop near Lake
Hughes.

Contrary to the crystalline rocks, we think we did not achieve pulverization. First, in conditions
where we collected multiple fragments, the final grains do not have a round shape, but a elongated
needle-like shape not seen for crystalline rocks. Second, post-mortem samples that were jacketed and
whose fracture pattern could be examined display a hierarchy of fractures (figure 3.4), suggesting
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Figure 3.4: Cross-section from a "pulverized" marble sample (Sample B). Diameter is about 2.5 cm. There is
a hierarchical fracture pattern, suggesting that deformation localized and the dense microfractured structure
results from cumulated faults. On the unjacketed samples, the fragments have a needle shape pattern,
suggesting that deformation occurs by accumulating tensile fractures perpendicular to the loading direction.

that tensile transverse deformation localized on a few fractures and create new blocks, and afterwards
other fractures appear within each block. With increasing strain, intense microfracturing is observed,
but with a different process from pulverized rocks: the multiple fractures appeared successively, but
not simultaneously.

3.1.2 What are the conditions for pulverizing rocks ?

Strain rate effects on macroscopic damage

The intense fragmentation tends to happen at high strain rate loading. Figure 3.5 summarizes all the
tests made on the San Andreas Fault samples [Doan and Gary , 2009]. Pulverization is achieved when
strain rate exceeds a given threshold, here about 150 /s. This result is confirmed by other studies.
For instance, we conducted a similar series of experiments on Tarn granite [Doan and D’Hour , 2012,
Fig8], a non pre-damaged rock, for which the scatter of data due to variability is reduced. Similarly,
Yuan et al. [2011] found also a threshold in pulverization on Westerly granite samples. In these two
studies done on intact granitic rocks, the threshold in strain rate is also about 250 /s.

Such strain rate is not expected for a standard sub-sonic rupture propagating at a speed below
the S wave velocity of the medium. Several hypotheses can be proposed to explain such high strain
rate: supershear rupture [Doan and Gary , 2009], bimaterial interface [Shi and Ben-Zion, 2006] or
local heterogeneities that accumulated energy and suddenly fail [Dunham et al., 2003]. In all cases,
pulverized rocks may be records of high frequency shaking, and it may be useful for paleoseismology.

Why does high strain rate favor pulverization ?

Several processes occur during damage of a rock: (1) crack nucleation where the local intensity factor
exceeds a threshold, (2) crack coalescence and (3) crack propagation.

The classical model to describe rock failure at low strain rate is the Weibull model [Weibull , 1939].
It assumes that once a crack nucleates, it will propagate instantaneously and localize deformation.
This model is valid if loading rate is so small that fracture propagation can be neglected. Given a
statistics of fracture length, a statistics of failure probability with applied stress can be determined.
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Figure 3.5: Summary of the high strain rate experiments conducted on the samples from the San Andreas
Fault. We report the final state of the sample, as a function of the maximum stress reach and the maximum
strain rate experienced during the loading.
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Figure 3.6: Summary of the strain reached for the same experiments as in figure 3.5.
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The model of Denoual and Hild [2000] explains how multifracturing occurs at high strain rate.
The favorable fractures prevent the nucleation of other fractures. This changes the density of fracture
that can be activated. They couple the density of fractures with a mean-field theory, where local
stress is screened by a damage parameter directly dependent of the density of fracture. They find
that strength increases beyond a threshold stress rate, similar to the threshold we detected.

We use this model to interpret the threshold of strain rate and the influence of initial damage on
our results [Doan and D’Hour , 2012]. The threshold diminishes with the increasing initial density
of flaws. A rock next to a fault experiences many earthquakes, and are loaded repeatedly. One can
expect that once a rock became pulverized, its flaw density increases sharply, so that it pulverizes
more easily during the next loading, leading to the occurrence of extremely comminuted rocks.
On the other hand, rocks with high pulverization threshold would not enter this feedback process.
Competent rocks and pulverized rocks could therefore next to each other on the same size of the
fault, as observed on the Lake Hughes outcrop on the San Andreas Fault [Dor et al., 2006].

Discussion: what are the influence of parameters other than strain rate on our results

We discussed so far the trend to get pulverization at high strain rate. However, several parameters
affect the macroscopic failure state.

The first one is the strain experienced by the sample. We expect a correlation between high
fracture density and strain: even if microfracture propagation is not localized, damage accumulates
with strain as seen in section 3.1.1. Moreover, Split Hopkinson Bars cannot be servocontrolled: if
the damaged sample fails, it may accumulate large damage as the loading is not stopped at the onset
of failure. To limit strain, we use a shorter striker to limit the loading duration. In the data set of
Doan and Gary [2009] (figure 3.6) pulverization is not always systematically associated high strain,
at it occurs sometimes with the same strain as for axially split sample.

There are also artifacts related to the structure of the sample. The major one is the effect of
dynamic confinement, that results to the slow lateral expansion of the sample (controlled by stress
wave propagation) compared to its loading rate. With lateral confinement above ∼ 15MPa, failure
mode of Westerly Granite switched from axial splitting to shear fracture [Waversik and Brace, 1971].
When estimating lateral confinement with the formulation of Forrestal et al. [2007] for our test, a
maximum value of ∼ 10MPa was reached, with most values around 2MPa.

In conclusion: strain rate is a key parameter to pulverizing rocks. However, other parameters
may not negligible and should be systematically checked in later studies.

3.2 Microscopic characterization of dynamic damage

Macroscopic description of damage is a convenient way to assess damage patterns, but its lacks
quantitative description. To get descriptible states of damage, the samples were jacketed by a
shrinkable jacket. In the study of Doan and Billi [2011, Fig3], this jacket did not alter the mechanical
data. We made with Andrea Billi a preliminary observation of microstructure on limestone. With
Tom Mitchell we improve further the microstructural and petrophysical studies of the samples.

Note that in this section, we do not focus on pulverized rocks only, but on any structures that
could be associated with dynamic damage.

3.2.1 Reproduction of microscopic pulverization

One of the initial projects we conducted with Tom Mitchell was to investigate the effect of multiple
high strain rate loadings on the microstructure. We took care to apply small strains to better preserve
microstructure. To our surprise, the apparently intact samples display intense microscopic damage
(figure 3.7,[Mitchell et al., 2013]). No macroscopic fractures appeared, as the microfractures did not
coalesce. Although we were below the strain rate threshold characterized macroscopically, damage
was diffuse within the sample, as for pulverized rocks.
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!
Figure 3.7: Microstructures obtained from high strain rate experiments. (Top) No fractures are visible at
the macroscopic scale. (Middle) Thin section observation of the same samples as in top figure shows intense
microfracturing. (Bottom) Permeability measurements shows permeability enhancement by more than 5
orders of magnitude, in a pattern similar to natural observations on the San Jacinto Fault. After Mitchell
et al. [2013]
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Figure 3.8: Permeability profiles measured on cores collected across the San Jacinto Fault. Permeability
values and microstructures are similar to the experimental ones (figure 3.7). After Mitchell et al. [2013].

3.2.2 What are the transport properties of rocks damaged dynamically?

As my field work mainly focuses on the hydrological properties of faults, I will discuss here the major
results retrieved on permeability and healing properties of rocks damaged at high strain rate.

Permeability

With Tom Mitchell, we were interested to the permeability of the samples damaged at high strain
rate. We damaged together tonalite samples at low strain and moderate strain rate (figure 3.7). The
samples were thereafter inserted it in a permeability measurement cell and confined with effective
pressure up to 90MPa. Some samples exhibit a permeability enhancement by 5 orders of magnitude,
associated with the intense microfracture pattern, similarly to natural samples (figure 3.8). Note
that in both natural and experimental results, the maximum permeability is not reached for the most
fractured rocks. A possible explanation is that fracture lengths are smaller in pulverized rocks. As
fracture width increases with fracture length, and permeability scales as the cube of fracture width,
permeability is reduced despite the higher fracture density.

This dynamic enhancement of permeability has potential application on the mechanics of the
seismic rupture. The early shaking due to seismic waves propagated ahead of a dynamic rupture can
increase permeability and decrease the potential for thermal pressurization. It alters fluid transport,
that could be of importance for subsequent healing processes.

Change in healing processes

Fault heal through many processes. One of the major process is pressure-solution, which is more effi-
cient with smaller transport distance [Gratier and Gueydan, 2007]. For pulverized rocks, this distance
is controlled by inter-fracture distance and is hence very small, which fosters intense pressure-solution.
During the PhD of Julie Richard (co-supervised with Jean-Pierre Gratier), we conducted healing ex-
periments on porous limestone (Estaillade Limestone) by percolating reactive fluids through the
samples during several months. We encountered many experimental issues and the results are cur-
rently being analyzed. Yet preliminary study show promising results, with a very different behavior

23



Figure 3.9: Postmortem structure after percolation of reactive fluids from X-ray CT Scan imaging. Left part
gives vertical section of the initial state (IS) and final state (FS) of the sample. Right part shows cross sections
of the bottom of the same sample. From Richard et al. [2014b]

.

for an intact sample and microfractured sample, as seen from X-ray CT scan images. For the
microfractured sample, large dissolution features like round cavities coexist with zone apparently
sealed. The occurrence of such features are very limited for the intact sample. In the case of active
faults, damage associated to earthquakes is expected to greatly activate the geochemical processes:
transport of fluids from depth, healing and creeping by pressure solution [Gratier , 2011].

This study is to be extended during the PhD of Frans Aben (in co-supervision with François
Renard), we plan to foster with study, especially to monitor permeability evolution with time.

3.3 Conclusions

High strain rate damage seems to have a specific signature, with the extension of several fractures
simultaneously. This creates a dense network of smaller fractures that changes dramatically the
properties of the faults during the various phases of the coseismic cycle. The large increase in
permeability can inhibit thermal pressurization during the coseismic cycle. The denser network of
faults is associated with permeability changes, which may be economically interesting. It also enhance
creeping processes like pressure solution, that is also involved in fault healing. As pulverized rocks are
substantially weaker [Rempe et al., 2013], it can reduce the apparent friction properties at regional
scale [Faulkner et al., 2006].

For instance, on the Northern Anatolian Fault, a fault segment entered a long-term creeping
phase after a supershear earthquake [Çakir et al., 2012]. Dynamic damage is a possible cause of this
switch in frictional behavior. One can infer that the supershear rupture created diffuse damage near
the fault. The weakening of rocks decreases the strength of the core and its surrounding damage
zone. Meanwhile, pressure solution activates creep. To check such a hypothesis, in situ observation
are needed. Within the framework of the Flow Trans Project, a Marie Curie Initial Training Network
focus on Flow in Transforming media, a team from Grenoble plans to combine outcrop studies, InSAR
monitoring and laboratory experiments to understand the dynamics of the Northern Anatolian Fault.
This project funds the PhD of Frans Aben (starting October 2013), that I co-supervise.
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Chapter 4

In-situ measurements of hydraulic
properties across active faults

Estimating permeability along faults is key to understand several stages of the seismic process. For
instance, large permeability following earthquakes explains the occurrence of ore deposits of economic
significance along faults [Sibson, 1992]. Permeable fault about to rupture may experience anomalous
precursory activity before an earthquake, like radon emission [Ioannides, 2003] or methane emission
accompanied by bubbling [Tary et al., 2012]. Clay-rich gouge of low permeability are amenable to
pressure solution [Wibberley and Shimamoto, 2005].

However, determining permeability is difficult. Outcrops of former active faults were exposed
through erosion and therefore experienced decompression and erosion. Permeability was not pre-
served. Boreholes give direct access to fresh outcrops, but cores were also decompressed. In situ
measurement gives the best insight of hydraulic properties within faults. It enables to explore the
scale dependence of permeability [Boutt et al., 2012].

Two kinds of measurements are possible:

– Direct permeability measurement, through pumping tests. The scale of the rock mass investi-
gated depends on the duration and the flow rate of the pumping test. I performed such tests
were performed with the Modular formation Dynamics Tester (MDT) tool, as part of IODP
expedition 319.

– Indirect permeability measurement through geophysical logs. We use datasets of IODP 319
to derive continuous permeability profiles and compare them with direct permeability mea-
surements made with the MDT. The technique can also be used a posteriori on datasets from
SAFOD.

During the last 15 years, several drilling projects gave new insight on fault mechanics at depth.
Table 4.1 summarizes the major projects. Many projects (Nojima, TCDP, WCDP, J-Fast,. . . ) were
motivated by a devastating earthquake, and enable to study the distribution of fault slip across the
fault zone, get insight of the rupture mechanism and monitor the postseismic healing of the fault.
Others, like SAFOD, CRL, DFDP or GONAF aim at characterizing a major fault expected to break
soon .

I had the opportunity to be involved in many of these drilling projects.
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Project Year Fault depth (m) Objectives Hydraulic properties
Nojima 1995 300, 700, 1100 Post-earthquake characterization Cross-hole testing

Kobe earthquake, Japan
Corinth Rift Laboratory 2004 750 Fault characterization and monitoring Long term pore pressure monitoring

Greece
TCDP 2004 1111, 1138 Post-earthquake characterization Cross-hole testing

Chichi earthquake, Taiwan
SAFOD 2004-2007 ∼ 2700 Fault characterization and monitoring

San Andreas Fault, CA
NantroSEIZE 2004 ∼ 2700 Fault characterization MDT Pumping test
Offshore Japan 2009 Fault monitoring Long term pore pressure monitoring

J-FAST 2011 750 Post-earthquake characterization Long term monitoring
Tohoku Earthquake, Japan

WCDP 2009 ∼ 2700 Post-earthquake characterization Long term monitoring
Wenchuan Earthquake, China

DFDP 2011 100, 150 Fault characterization Pumping test
Alpine Fault, New Zealand 2014 ∼ 1400 Pre-earthquake characterization and monitoring Long term monitoring

GONAF ?? ?? Pre-earthquake characterization and monitoring Long term monitoring
Northern Anatolian Fault

Table 4.1: Table of the major projects drilling an active fault.
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permitted by the hydraulic equipment (about 60 gpm!
4 " 10#3 m3/s) and its duration was limited to 45 minutes.
Figure 2 shows the evolution of water level in hole A
during and after the pumping. The water level in the pumping well recovered in one week and then stayed at

zero when it reaches the wellhead.
[9] Figure 3 shows the evolution of water level in hole B.

Both before and after pumping, the water level continuously
decreased due to leaks in the casing resulting in a loss of
more than 18 m in 3 months. This large loss from leakage
obscures the more subtle drop in water level that was
created by the pumping in hole A. Therefore, we need to
model and remove the effects of the leaks in hole B so that
we can then detect the transient induced by the pumping.

3. Analysis

[10] To recover the hydraulic properties of the fault zone,
we analyze how the monitoring well (hole B) responds to
the pumping well (hole A). We: (1) model the recovery of
water level in hole A, which is the cause of the anomaly
in hole B, (2) remove the effects of the leaks in hole B and
(3) compare the remaining anomaly with a prediction based
on the variations in water level in hole A to recover the
hydraulic properties of the fault zone.

3.1. Modeling the Pumping Hole

[11] The sudden change in water level from the pumping
in hole A disturbed the aquifers tapped by the well. For a
single isotropic poroelastic aquifer with no lateral bound-
aries, Cooper et al. [1967] computed a solution (see
equation (A5) of the auxiliary material). Figure 2 displays
the model with the best-fit parameters, which are storativity
S = 10#6 and transmissivity T = 10#7 m2/s. The model of
Cooper et al. [1967] does not take into account the
overpressure in the aquifer so that the computed curve
was shifted by the overpressure in the aquifer, which is
0.3 MPa (equivalent to 30 m of water).

Figure 1. Configuration of the cross-hole hydraulic test on
the Chelungpu boreholes. The two holes are separated by
40 m and perforated near the fault with a density of 4 shots
per foot. Blue thick numbers indicate the top and bottom
depths of the perforations. Perforation location is accurate to
within 0.5 m. This schematic is not true scale.

Figure 3. Evolution of the water level in hole B relative to
the wellhead. It is compared with the exponential solutions
computed with equation (2). We present here the two
extreme sets of parameters t = 200 days, h1 = #54.7 m
(top red dot-dashed line) and t = 270 days, h1 = #69.7 m
(bottom green dashed line), that delineate a range of
possible fitting exponentials (shaded area). The maximum
departure is 70 cm, over a total change of 18 m. The error is
thus less than 3.5% over 3 months.

Figure 2. Recovery of the water level in the pumping hole
through time. We lowered the water level of hole A by
400 m. (There was a small transient that dropped the level to
#500 m while the pump was deployed). The curve fits the
evolution predicted by Cooper et al. [1967] with the
transmissivity T = 10#7 m2/s and the storativity S = 10#6

(blue dashed curve), provided we take into account the
overpressure of the leaky aquifer (about 0.3 MPa,
equivalent to 30 m of water). This theoretical result does
not take into account the fixed level of head at the surface.
The red dot-dashed curve depicts the exponential function
used in equation (A4) of the auxiliary material to compute
analytically the expected response of hole B.

L16317 DOAN ET AL.: IN SITU HYDRAULIC PROPERTIES OF THE CHELUNGPU FAULT L16317
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Figure 4.1: Cross-hole experiments at TCDP borehole enabling to determine the permeability of the damage
zone of the Chelungpu Fault. From Doan et al. [2006a].

was so gradual that it was expected to take a considerably
long time until the occurrence of breakdown. For period
III, the interval was pressurized again at injection rates
greater than those of period II with assistance of an addi-
tional pump. As a result, the interval pressure increased
more quickly to 41.7MPa, but the pump suddenly stopped

at time “d” due to an electrical problem. After a short break
for fixing the problem, the pressurization was restarted at
time “e” at the maximum injection rate; however, it led to
just a slight pressure increase, not reaching the pressure at
time “d,” and afterwards the interval pressure decreased
gradually while the fluid injection was continued at the same
rate during period II. Such distinctive features which
appeared in the pressure record suggest that new tensile frac-
tures were initiated at time “d” or somewhere else between
times “c” and “e.” In this case, it is most reasonable to
choose the pressure at time “f,” i.e., 41.5MPa, as the shut-
in pressure Ps since Ps should appear as the point of maxi-
mum curvature on the pressure decay curve after shut-in
[Hayashi and Sakurai, 1989; Hayashi and Hamson, 1991],
and the pressure decay curve in the period III of the present
test has the maximum curvature obviously at “f.” However,
the pressure decay curve is not so typical that the detected
value should be recognized to be less accurate. On the other
hand, there was no way to detect the reopening pressure
since this HF test was stopped at time “g” due to a time lim-
itation related to concern over borehole stability, and the
fracture reopening procedure was not applied.

4.2. Second HF Test at 878.7mbsf
[11] Observed time variations of pump-out rate, packer

pressure, and borehole pressure at the test interval are
shown in Figure 4. The test period can be divided into three
parts, i.e., periods I, II, and III. Period I was spent for packer
inflation. Isolation of the test interval was confirmed from
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Figure 4.2: Modular formation Dynamics Tester (MDT) enabling to perform hydraulic tests and hydrofrac-
turing at depth. From Ito et al. [2013].
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4.1 Direct pumping tests

Pumping tests provide information on all hydrological parameters: current pore pressure, perme-
ability and hydraulic diffusivity (and hence storativity). The volume scales as a power 3/2 of the
duration of pumping, enabling to investigate the hydrological properties at large scale.

4.1.1 Cross-hole testing along Chelungpu Fault, Taiwan

As part of my postdoctoral studies, I could perform a slug test through the damage zone of the
Chelungpu Fault, at the origin of the Chichi earthquake in 1999 [Doan et al., 2006a]. On its north-
ern strand, the fault experienced little acceleration but large displacement during the earthquake,
and thermal pressurization was suspected to have weakened the fault. This mechanism needs low
hydraulic diffusivity to maintain the high pore pressure generated by the seismic slip. We had the
opportunity to use two holes drilling by the Taiwan Chelungpu-fault Drilling Project (TCDP). They
were cased and perforated at the location the damage zones above and below the fault core (figure
4.1). We performed cross-hole pumping test, avoiding the influence of drilling-induced perturbation
around the drillholes. As what happened during the pumping tests performed on Nojima Fault, the
tests were disturbed by leaks induced by poor well completion. In our cases, we could correct our
data by measuring and characterizing the leaks prior to the test. We could retrieve reliable values
of hydraulic diffusivity of (7 ± 1) × 10−5m2/s. This value is low enough to suggest that thermal
pressurization is a viable weakening mechanism [Doan et al., 2006a].

4.1.2 Exploiting the MDT tool data provided by the NanTroSEIZE project

I had another opportunity to perform hydraulic tests in situ within the framework of the project
NanTroSEIZE (Nankai Trough SEIsmic Zone Experiment). This project aims at understanding the
Nankai Trough, performing a transect with boreholes along various location of the subduction zone
[Tobin and Kinoshita, 2006]. I was part of IODP expedition 319, a technological mission, where the
first riser drilling in IODP history were performed in hole C0009 [Moe et al., 2012]. The Kumano
Basin was of little interest for the knowledge of the seismic conditions of the Nankai Trough, but
it provides a simple and safe environment for scientists with experience in continental drilling to
test the new methods made possible by the better drillhole and the larger pipe diameter. Among
the available tool was the Modular formation Dynamics Tester (MDT) by Schlumberger. This tool
embeds two pumping tests apparatuses (figure 4.2):

1. A single probe pushing a packed against the borehole wall and pump water out of a small
chamber of 5 cc. This small volume enables a rapid recovery from the pumping. It provides a
rough estimate of permeability (but very dependent on borehole conditions) and very impor-
tantly provides information on the local pore pressure conditions. From this tool, we could
interpolate a pore pressure profile with depth, here very close to the expected hydrostatic value
[Saffer et al., 2013].

2. A dual packer probe, that enable to test a borehole section about one meter long. On this
section, either pumping test to determine permeability or hydrofracturing is possible. In the
former case, we retrieve a reliable value for permeability that is significantly higher than the
permeabilities retrieved from core [Boutt et al., 2012]. In the latter case, we retrieve information
on the local stress field (at least, the minimum principal stress value perpendicular to the
borehole direction) [Ito et al., 2013].

Direct tests made in borehole provide reliable measurements, at the relevant scale and in quasi-
pristine in-situ conditions. However, they provide very local information and questions arise on their
spatial relevance. For instance, is there a lot of heterogeneity along the borehole?
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4.2 Assessing hydraulic profiles from logs

Geophysical logs are quasi-systematically done after drilling, as they document the borehole condi-
tions. They provide a continuous set of physical data: resistivity, seismic velocity, natural radioac-
tivity, attenuation of gamma-rays and neutron, . . . These logs may be of lower profile than the MDT
tool and they tended to be left aside by most of the scientific party of IODP expedition 319, yet
with them I could extract several information of interest:

1. Using the caliper data associated with the FMI, an electrical imaging tool, I could show that the
borehole section below the Kumano Basin was deformed in a N135◦ direction. This direction
is consistent with the almost invisible breakouts and the poorly clear drilling-induced tensile
fractures. It shows that the maximum horizontal principal stress direction is parallel to the
convergence vector between Japan and the Philippine Plate [Lin et al., 2010].

2. The sonic data are sensitive to porosity. By calibrating semi-empirical laws with core data,
I was able to retrieve a full profile of macroscopic porosity along the borehole [Doan et al.,
2011]. Comparing with the total porosity profile, this method quantifies the water absorbed in
swelling clays, like smectite. It could be used in a latter stage of the NanTroSEIZE project to
track the smectite-illite transition.

3. The electrical data are disturbed by the invasion of the vicinity of the borehole by drilling fluids.
The separation between the shallow resistivity curve and the deep resistivity curve hints how
permeable is the drilled medium. In case of hole C0009, invasion is extensive, suggesting a
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Figure 4.3: Geophysical logs enable to extrapolate the pointwise data acquired from cores and MDT data.
(Left) We could retrieve a full profile of permeability from mud invasion recorded from laterolog resistivity
data that compare well with MDT data, either single proble (open circles) or dual-packer (red square). (Right)
We could get a continuous estimate of full profile of both macroporosity (red: resistivity data, blue: sonic
data) and total porosity (grey: lithodensity).
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mud cake of poor quality. We quantified the invasion process to retrieve a quantitative profile
of permeability. We obtained a quantitative change in permeability when lithology changes:
we could retrieve at least a good qualitative profile of permeability.

The quantification of invasion process with the electrical data is a promising tool to estimate the
extent of the damage zone near an active fault. It is expected to be larger in the more permeable
formation. We tested this hypothesis on two boreholes intersecting an active fault.

The J-Fast drilling is an offshore drilling project at the toe of the subduction fault that ruptured
during the Tohoku earthquake in March 2011. Two boreholes were drilled, one with Logging While
Drilling (LWD), the other without any logging. The LWD data were acquired a few minute after
the drilling, and invasion is too limited to be perceptible.

We has better success, with the SAFOD project. Thanks to its free data policy. I could download
the logging data. The shallow and deep resistivity of the laterolog data recorded a few days after
drilling documents a zone with higher invasion (and no caliper anomaly) in the arkosic sandstone
west to the fault. The damage is asymmetric and far from the fault. This zone is also consistent with
a zone of large H2 emission, that has been attributed as mechano-chemical hydrogen by Wiersberg
and Erzinger [2008]. It would not be surprising that this zone has larger permeability, so that it
canalizes radon emission [Wiersberg and Erzinger , 2008]. This zone may be the location of intense
micro-mechanical damage, similar to the pulverized rocks, but at depth.

On the other hand, the so-called 200m thick "damage zone" in figure 1.1 is impermeable with
little separation between the deep and shallow resistivity. Geochemistry also suggests that little
radon or hydrogen is emitted from the fault core. San Andreas Fault may be an hydraulic channel,
but mainly within a "permeable" zone in arkosic sandstone, decoupled from the mechanically weak
San Andreas Fault, that is impermeable.

4.3 Long term monitoring of pore pressure

Pore pressure is a key factor on fault mechanics. High fluid pressure reduces the effective Coulomb
stress and weakens the fault [Rice, 1992]. Many attempts were done to record continuously fluid
pressure within faults, but they are rarely successful due to the difficult drilling conditions next to the
fault. For instance, the observatory installed within the SAFOD main hole lasted only a few weeks
due to intense corrosion. Successful monitoring examples in continental drilling are the Corinth Rift
Laboratory (but data documents the aquifers next to the fault), WCDP (but data record rather
the damage fault next to the footwall) and the New Zealand DFDP (but at that stage, holes are
shallow).

Long term monitoring provide many invaluable information. It provides reliable fluid pressure
values, when borehole disturbances are dissipated. The recovery stage, of long duration, also doc-
uments hydraulic properties at large spatial scale. It also provides a dynamic view of the fault
evolution. Rather than long term evolution associated with the seismic cycle, pore pressure monitor-
ing also showed how faults are sensitive to triggering like teleseismic triggering [Manga and Brodsky ,
2006] or permeability change following distant earthquakes [Manga et al., 2012].

Access to these data is difficult, but I could get access to the dataset collected by the permanent
observatory installed during the stage 1 of the DFDP project.

4.3.1 Extracting hydromechanical properties from tidal analysis

Boreholes tapping confined reservoirs commonly exhibit periodic variations in pressure with two
dominant periods: diurnal (∼ 24 h) and semi-diurnal (∼ 12 h)[Agnew , 2007]. These oscillations
reach 10 kPa and are easily recordable. Onshore, Earth tides induce these pressure changes, whereas
oceanic boreholes are dominated by oceanic loading [Wang and Davis, 1996; Davis et al., 2000].

Earth tides have the immense advantage of being predictable. By comparing the actual observa-
tions and the predicted deformations, one can retrieve information about the formation surrounding
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Figure 4.4: Resistivity logs showing differences in fluid invasion within the main hole of the SAFOD Project.
The separation between the deep and shallow resistivities is not due only to change in borehole diameter, but
rather to the permeability of theformation. The recognized creeping strands (Central Deforming Zone and
Southern Deforming Zone) are impermeable, whereas the host rock at the boundary to the fault core are the
most permeable. Real time gas monitoring data also show that fluid migration stands outside the fault core.

the well. This process occurs in two phases: (1) the poroelastic phase, in which the tidal strain
induces change a pressure in the equilibrium and (2) the hydraulic phase in which the change in
pressure in the medium induces a change in pressure in the well. This is expressed in figure 4.5.

We applied this method to the hydrological data acquired by the permanent observatory installed
within the Deep Drilling Fault Project (DFDP) on the Alpine Fault, New Zealand (figure 4.6). This
fault has several interesting features that motivate the drilling project: (1) according to paleoseismo-
logic studies [Berryman et al., 2012], the fault is about to rupture with a large magnitude earthquake
(2) the fault has a reverse component of about 1 cm/yr, advecting heat and rocks exhibiting ductile
deformation. The DFDP project aims at better characterizing the fault properties by coring and
logging and to monitor its long-term activity.

In 2010, the first part of project (DFDP-1) was conducted: two shallows holes were drilled to
better characterize the fault geometry and properties (figure 4.6). DFDP-1 proved to be a great
success with cores of excellent quality, especially within the fault core [Sutherland et al., 2012].

Water level changes
in the wellTidal strains in the formation

Pressure changes
Hydraulic

Response

Poroelasitic

Response
Predicted

Measured

Figure 4.5: How the tidal strains are expressed as pressure changes. From Doan et al. [2006b]
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Four piezometers were installed at four locations representative of zones of the fault structure:
two were installed in the damaged hanging wall, one in the altered and cemented core and one in the
footwall. In situ hydraulic tests performed just after drilling helped characterizing the permeability
of the hanging wall with a high permeability larger than 10−14m2. Permeability measurement on
cores gave a permeability of 10−18−10−16m2 in the cataclasite, and 10−20−10−19m2 for the gouge.

P4

P2

P1

P3

Figure 4.6: Summary of the results obtained by the first phase of the Deep Fault Drilling Project on the
Alpine Fault, New Zealand, after Sutherland et al. [2012]. The DFDP1 project included the installation of an
observatory within well DFDP1-B. We highlight with blue rectangles the intervals whose pore pressure was
monitored.

10 6 10 5 10 4 10 3 10 2

10 0.3

10 0.2

10 0.1

R
el

at
iv

e 
Am

pl
itu

de

 

 

k=10 14 m2

k=10 16 m2

k=10 17 m2

k=10 20 m2

10 6 10 5 10 4 10 3 10 2
30

20

10

0

 M2 N
yq

ui
st

Ph
as

e 
(d

eg
re

e)

Frequency (Hz)

Figure 4.7: Theoretical gain response related to the hydraulic connection between the borehole and the
formation. We used an adapted model [Doan et al., 2006b] of the model of Hsieh et al. [1987] for closed wells.

With such values, it is expected that the pore pressure recorded in the borehole reflects the pore
pressure evolution within the formation, without any phase lag (figure 4.7). Indeed, tidal fluctuations
were recorded with high resolution. The amplitude of the signal is of high value, suggesting very
tight formation (4.2). It confirms that damage zones around the fault are currently well cement. The
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Data Apparent BKu (GPa) Phase (Deg) Apparent BKu (GPa) Phase (Deg)
(Mar11-Apr12) (Mar11-Apr12) (Jun12-Oct12) (Jun12-Oct12)

P1 27.73 11.4 27.56 10.2
P2 28.4 13.9 28.7 13.3
P3 24.1 8.4 24.2 8.7
P4 16.4 10.3 16.7 10.4

Table 4.2: Tidal coefficient derived for M2 tidal component derived from tidal analysis.
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Figure 4.8: "Hydroseismograms" recorded by the DFDP1 sensors (figure /refDFDP1) during the arrival of
the teleseismic waves emitted by the 2012 Sumatra earthquakes. During the passage of the first Rayleigh
waves (R1), all pressure data are in phase. During the passage of the second Rayleigh waves (R2, after seismic
waves travel around the Earth once), the signals exhibit different lags. Note that the x-axis are shown with
the same scale. Y-data have been renormalized to highlight the similarity between each dataset.

phase lag may be explained by anisotropy effect not taken into account the by Hsieh model Hsieh
et al. [1987] In these conditions, we can record "hydroseismograms", where pore pressure reflects
the strain induced by teleseismic waves. We had one example during in the DFDP monitoring,
associated with the doublet earthquakes of Sumatra, April 2012. Figure 4.8 shows two time series of
seismograms. During the first arrival of Rayleigh waves, all pressure data are in phase, consistently
with theoretical predictions (figure 4.7). But during the second arrival of Rayleigh waves, both
pressure sensors sampling the fractured zone of the hanging walls, get some phase shift. Both
seismic signals have similar frequencies, and similar direction of arrival, so that anisotropic effects
cannot explain the difference. The most probable reason for this delay is a change in permeability.
The Alpine Fault is therefore sensitive to seismic waves. As it is suspected to be close of its critical
state, it is important to continue to monitor how this sensitivity evolves with time.
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4.3.2 Triggering of sliding episode of landslide within a clay-rich slope

Another example of long term monitoring of "fault" is the long term monitoring of the Avignonet
landslide, a clay landslide near Grenoble. Previous geophysical investigation, including borehole
drilling and surface geophysics proved that the landslide deformation is accomodated by several
localized shear zones [Bièvre et al., 2011] (see insert of figure 4.9). I proposed to monitor one of
the shallowest shear zone with a high resolution sensor. The primary objective was to continuously
monitor the hydromechanical evolution of the landslide from the tidal response. A first sensor was
installed in 2010, recorded Earth Tides, but died out rapidly. A second sensor installed at the end
of 2011 happened to be place in a more permeable formation and did not record tides. However, it
enabled to record pore pressure evolution during more than one year, together with a lower resolution
pressure sensor also located along the shear zone.

During winter, the clayish medium is saturated. However, during summer season, water level
drawdowns, clays dry out and water level is not sensitive anymore to rainfall. The monitoring shows
how the landslide becomes again sensitive to rainfall, and gets closer to critical state. First, the
system becomes sensitive again to rainfall after a massive rain episode in October 2012 (step 1
in figure 4.9), but water level continues to decrease. Second, after another large rainfall episode,
the water level stabilizes for all hydraulic sensors (step 2 in figure 4.9). The system gets closer to
criticality: small amount of rain triggers a general disturbance of the landslide. Both hydraulic
sensors experience a change in pressure (a decrease for the low resolution sensor, an increase for our
high resolution sensor), as well as many other sensors installed along the landslide (Spontaneous
Potential sensors, Time Domain Reflectometers).

4.4 Conclusions

Scientific drilling within active faults greatly improved our knowledge of the fault properties at depth,
especially showing how slip get localized along thin principal shear zones of very low permeability for
all drilling made in active faults. The in-situ characterization of hydraulic properties of faults was
less successful. Few drillings completed the determination of a complete permeability log at the same
scale and a successful installation of a monitoring system. A key issue is the poor well completion at
the end of the drilling project, that impedes the pumping tests (TCDP) or prevent the installation
of an observatory (SAFOD). Not surprisingly, one of the most successful project so far is the DFDP
project, which has put hydraulic characterization of the fault to high priority. To get better results,
fault hydrogeologists need to get involved earlier into the drilling projects.
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Figure 4.9: Hydraulic pressure recording within one of the main shear zone of the Avignonet landslide (red
dashed line within the insert). The sensors record progressively greater sensitivity of water level fluctuations
to rainfall. (1) After major rainfall, water level in the boreholes are once again sensitive to rainfall. (2) after
another major rain episode, water level does not decrease any more (3) massive disturbance, with piezometric
redistribution, occurs within the shear zone.
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Chapter 5

Conclusions and Perspectives

5.1 Conclusions

In the previous chapters, I introduced the research I conducted on fault mechanics. Using borehole
geophysics, I tried to characterize at from the metric to decametric scales a complete profilse of
hydromechanical properties of active faults. This data is important since such scales are cumbersome
to reach in laboratory experiment and tedious to quantify in outcrop studies. On the San Andreas
Fault (section 4.2), the small separation between shallow and deep resistivities curves suggests that
this mature large fault has developed more than 200m of impermeable fault core, in which sub-
strands localized still more deformation.The shallow DFDP holes drilled on the Alpine Fault, New
Zealand, show more incipient alteration, which only began to make the fault core and its surrounding
damage zone impermeable [Sutherland et al., 2012]. These results differ from the Chelungpu fault, in
which several fault zones were identified. The actual strand at stake for the 1999 Chichi earthquake
was difficult to identify. Our hydrological study within its damage zone confirmed it was of high
permeability for shale [Doan et al., 2006a]. Alteration process is not as important for this fault.

The ability for a fault to reuse the same strand throughout its seismic cycle is therefore crucial
for the evolution of the fault zone, of its healing and alteration processes. This issue is tackled
indirectly by my experiments, either on the Split Hopkinson Pressure Bars or High Velocity Friction
experiments: at high strain rate, finite wave propagation limits correlation lengths between hetero-
geneities and strain can get localized elsewhere than the favored heterogeneities (the largest fractures
for pulverization, the gouge boundaries for friction experiments). Hence, jamming can occur in pure
talc gouge leading to unexpected high friction [Boutareaud et al., 2012]. Hence, multiple fractures
can propagate simultaneously at high strain rate [Doan and Gary , 2009; Doan and Billi , 2011].

I think long term monitoring is the future of the understanding of active faults. On the example
of Avignonet (section 4.3.2), in which the "fault" is a subsurface shear zone. We recorded what
seismologists would have dreamed to record prior to large earthquakes: the progressive destabilization
of the fault under an external factor (here, rainfall), progressively getting closer to criticality and
finally being triggered by a small disturbance. At another scale, the observation of Bouchon et al.
[2011] prior to the 1999 Izmit earthquake on the Northern Anatolian Fault suggests that slow slip
may occur on active faults prior to major earthquakes. Such slow slip would be monitored by
the observatories of the second stage of the DFDP project, of the NantroSEIZE project or of the
"Geophysical Observatory at the North Anatolian Fault" (GONAF) project [Dresen et al., 2008].

5.2 Future work

I developed two technical specialties that are relatively uncommon within the Earth Science commu-
nity: (1) borehole hydrogeophysical studies of active faults (2) high strain rate damage mechanics.
During the following years, I plan to continue to exert this dual approach to fault mechanics, by
performing experiments in conditions closer to that of the nucleation zones of earthquakes.
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Figure 5.1: Mini-SHPB setup installed in Grenoble. This device enables to test small size samples (diam-
eter less than 2 cm) at low strain but high strain rate. Its modular design make it easy to build up new
instrumentation around the sample.

5.2.1 Experimental dynamic damage

My more immediate task on dynamic damage is to build my own experimental device. Indeed, it
appeared that the remote location of the SHPB apparatus of École Polytechnique, next to Paris,
combined with the retirement of Gérard Gary impeded to perform as many tests as needed. That is
why we built our own system at ISTerre (figure 5.1). It is now ready, with a home-made interpretation
program, and a reverse-engineered the amplification system. The mini-SHPB system has a modular
design, to enable progressive enhancement with incremental funding. Another particularity of the
design is its small size, with a maximum sample diameter of 2 cm. This size has several practical
advantages: (1) the samples can be inserted in petrophysical apparatuses, such a permeameters,
Brunauer–Emmett–Teller (BET) surfacemeters or the percolation cells of ISTerre, to get beyond
simple macroscopic damage observation (2) the apparatus dimensions scale so that they just fit the
experimental space available.

When we began to work on microscopic structures, we realized that diffuse damage can be
generated by lower strain rate and lower strain than in our previous studies (section 3.2). We plan to
couple more systematically the dynamic damage experiments with better characterization of damage
patterns. In addition of thin sections, several petrophysical methods are planned to be implemented:

– P wave measurements are planned to be performed more systematically, with some plans to
mount piezometers directly on the bars.

– Quantification of damage through BET measurement of surface area, that is expected to in-
crease substantially for pulverized rocks. A study is performed in cooperation with Mike Heap
to investigate the properties of volcanic rocks producing ashes.

– During the PhD of Frans Aben, starting October 2013, we plan to add permeability measure-
ment capabilities to the percolation cells of ISTerre. They can be used to measure permeability
of the damaged samples, before and during healing experiments.

– Spencer et al. [2012] have shown a reset of thermoluminescence data of SAFOD sample that
may be remnant of the 1857 Fort Tejon earthquake. We plan to conduct dynamic experiments
to control this hypothesis.
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Figure 5.2: Dynamic confinement system that could be built of the mini-SHPB device (figure 5.1). The
building of the experimental setup is ready but no funding was found yet.

Figure 5.3: Punch-Through Shear test system used in a SHPB device by Forquin [2011]. We plan to test
such a technique on the crystalline rocks tested in Doan and D’Hour [2012] to check the dependance of our
results to the loading conditions.

processing method was previously detailed in [11]. The SHPB set-up
(striker, input bar and output bar) is made of steel (elastic limit
1200 MPa) with a diameter of 80 mm. The striker, the input bar and
the output bar are 2.2 m, 6 m and 4 m long, respectively. Since our
specimen is located between the two plugs, and not directly
sandwiched between the input and output bars, forces and velocities
have to be calculated at the faces of the specimen. Their calculation is
based on the analysis of the wave propagations in a bar with a non
constant acoustic impedance [1,13,14,23]. In the present (and simple)
case there is only one impedance change, between the bar and the
plug, both impedances being known. Knowing the basic waves, the
waves at specimen faces are computed, allowing (with the same
formulas as for the classical case) for the calculations of forces and
displacements. As a brittle material is tested (at least at the early
instants of the loading) it must be checked that the rising time of the
loading is large enough to avoid failure before the stress equilibrium is
attained. For this purpose, we use the so-called pulse-shaper
technique. A thin disk of lead is put on the impact end of the input
bar. As long as the lead is not totally flattened the maximum stress
induced by the striker is not reached.

2.5. Method used to process the experimental data

A method was proposed previously to process experimental data
of quasi-oedometric compression tests [8,10,11]. Its aim is to compute
the mean radial stress and strain levels within the specimen from the
records of strain gauges located on the outer surface of the cell. It also
takes account of the shortening of the specimen measured with the
SHPB. In order to avoid complications due to the plastification of the

cell [8,10], high-strength steel (elastic limit about 1800 MPa) was
used for the present ring to insure its purely elastic behaviour. This
assumption will be checked after the tests.

2.5.1. Numerical simulation of the cell alone subjected to a uniform
internal pressure

Numerical simulations were performed with the cell alone in
order to build relations between an internal pressure applied on its
inner surface and the hoop strains in the middle of the ring and at a
distance from the middle equal to 3/4 of the half-length of the ring.
The idea is similar to that used in [11]. The main improvement is that
the strains measured at the three axial positions are involved in the
processing; leading to a more precise evaluation of stresses and
strains in the specimen. Computations were performed with the
finite element computer code Abaqus Implicit [18], assuming a
purely elastic behaviour of the cell (Young modulus: 205 MPa,
Poisson ratio: 0.29). A uniform pressure of 1000 MPa is applied on a
variable height (h) (Fig. 3). This height is directly deduced from the
nominal axial strain of the specimen (εzzS ) obtained from the
processing of SHPB data:

h = hS0 1 + ε̄Szz
! "

; ð1Þ

where h0S is the initial length of the specimen. Moreover, several
simulations took account of a possible imperfect axial centring of the
specimen in the ring. This could be due to an initial imperfect
positioning or of the slip of the specimen inside the ring during the
test. The different studied cases are summarized in Table 2. Fig. 4
shows the fields of von Mises stress and of the hoop strain obtained

Fig. 1. Loading cell (a: left, b: right).

Fig. 2. Schematic of the device to set the specimen, the ring and the steel plugs. Fig. 3. Definition of the loading.

323P. Forquin et al. / Cement and Concrete Research 40 (2010) 321–333

Figure 5.4: Oedometric tests performed by Forquin et al. [2010]. Assumptions regarding the confining behavior
of the oedometric jacket can be checked with strain gages glues on the jacket. We plan to test such a technique
on the crystalline rocks tested in Doan and D’Hour [2012] to check the dependance of our results to the loading
conditions.
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We plan to use the new device to characterize high strain rate behavior of lithologies relevant to
fault zones:

– Clays often occur in fault gouges. Mechanically, there behavior is interesting, given their
plastic behavior. If they were as sensitive to dynamic loading as crystalline rocks [Mitchell
et al., 2013], thermal pressurization could be inhibited.To study such weak rocks, we need to
adapt the mini-SHPB to match the low acoustic impedance of clay, by switching to nylon bars.

– Water saturated rocks. We expect fluids to be undrained, inducing local tensile damage near the
pores. Previous experiments on saturated concrete showed that water saturation substantially
reduces the strength of the rock [Forquin et al., 2010]. We plan to investigate in more detail
the case of low porosity crystalline rocks tested by Doan and D’Hour [2012], focusing on tensile
microstructures expected to be found near pores and fractures.

With the arrival of Pascal Forquin in Grenoble this year, we plan to perform high strain experi-
ments in different loading conditions, rather than uniaxial unconfined loading:

– True onfining experiments, with air confinement (figure 5.2). As SHPB are not servocontrolled,
confinement with oil of low compressibility would induce transient large confining pressure. For
security reason, we plan to limit the air confinement to 20MPa, which is small, but enough to
go beyond the threshold in confining pressure identified by Waversik and Brace [1971] for the
disappearing of axial tensile fracturing in low strain rate experiments.

– Dynamic simple shear experiments at the centimetric scale, using a Punch-Through Shear test
system mounted on a SHPB device [Forquin, 2011] (figure 5.3).

– Controlled oedometric experiments (figure 5.4). The setup designed by Pascal Forquin enables
to check a posteriori the assumption on the confining conditions imposed by the jacket (contrary
to the experiments of Yuan et al. [2011]).

These devices would allow to work on rock deformation at higher confining stress. To go to realistic
seismicity conditions, it would be interesting to get higher temperature. However, it is technically
difficult to ensure a uniform temperature field within a sample without getting a cumbersome heating
device that would complexify the stress field near the sample during dynamic loading. Given these
experimental limitations, in-situ observations are the key knowledge to acquire to understand fault
mechanics at depth.

5.2.2 Drilling to more seismogenic conditions

Drilling through active fault zones provided a better characterization of the properties of faults down
to 2-3 km below surface. This is not deep enough to reach seismogenic conditions, but it enables to
understand anomalous behaviors during earthquakes, like the small acceleration recorded during the
1999 Chichi earthquake (TCDP), or the unexpected large slip at the toe of the Tohoku décollement
(J-Fast).

Several projects aim at drilling deeper or in hotter environment. In-situ conditions would then
favor ductile behavior [Bürgmann and Dresen, 2008], either by activation of geochemical processes,
like pressure-solution, or by activation of intracrystalline plasticity. Stable creeping becomes more
common and at the transition between stable-unstable slip, slow slip events and tremor have be
identified [Rubinstein et al., 2010].

I am involved in several projects that could provide information of faults in more ductile envi-
ronment:

– The second stage of DFDP project aims at drilling at 1500m. Together with Philippe Pezard,
we plan to conduct geophysical logs (especially laterologs), to better characterize the fault
properties at depth. With the large heat advected with the uplift of the hanging wall, ductile
features, creep are expected to occur.
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– The NanTroSEIZE project plans to use riser technology to drill the megasplay fault at ∼
3700mbsf, and maybe the décollement below 7000mbsf, by extending the C002 hole. It is
currently being drilled down to 3600mbsf by expedition 348.

– The Japan Beyond Brittle Project aims at testing geothermal energy under ductile conditions,
by drilling above a volcanic chamber. It is expected that seismicity generated fluid injections
would be dampened by the ductile conditions. I was invited to the preliminary workshop
in March 2013. Although the project does not target active faults especially, its discusses
important features at hydrofracturing, sliding regimes, and speed of healing.

In all the projects cited above, hydrology is a key parameter. I hope that my expertise exerted
in the examples of chapter 4 would be helpful. It would be of special interest to design tools able
to stand the long temperature, especially for the long term monitoring. The examples of pore
pressure monitoring of chapter 4 reveal that fault environment is quite dynamic, being disturbed
by teleseismic waves or preparing a slipping episode. Slow slip events could be preliminary to large
earthquakes [Bouchon et al., 2011; Kato, 2012]; as they are difficult to monitor from the surface,
in-situ monitoring would better understand how faults build before rupture and heal after rupture.
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Appendix C

A selection of papers

I introduce some selected papers that are collected afterwards, by summarizing them in 2 sentences or less.

C.1 High velocity experiments with talc
Boutareaud et al, J. Geophys. Res., 2012 High velocity friction experiments on talc, with unexpected

high friction coefficient for dry talc. Microstructures show nanoagregates of delaminated talc.

Doan et al, to be submitted to J. Struct. Geol. Little amount of talc ( (5%) is enough to level off the
initial peak in friction of a serpentine gouge. It alters also microstructure by creating myriads of small
shear planes along the delaminating talc platelets

C.2 High strain rate damage
Doan and Gary, Nature Geoscience, 2009 Samples of the San Andreas Fault are multifragmented when

loaded with strain rate larger than 150/s, suggesting that pulverized rocks are product of supershear
earthquakes.

Doan and Billi, Geophys. Res. Lett., 2009 High strain rate damage experiments on marble. Damage
is controlled by strain rather than by strain rate

Doan and d’Hour, J. Struct. Geol., 2012 High strain rate damage experiments on sound granite, where
pulverization could be reproduced but with a larger strain rate threshold.

Gratier et al, Geology, 2011 Extensive pressure solution is found within the SAFOD sample. This pro-
cess intensity is compatible with the current creep rate of the San Andreas Fault, thanks to intense
microfracturing of gouge grains.

Richard et al, to be submitted to J. Geophys. Res. Microstructural studies of the SAFOD sample
with data from the saponite gouge and the surrounding material. We discuss the competition be-
tween weak friction and pressure solution.

C.3 Borehole geophysics
Doan et al, Geophys. Res. Lett., 2006 Cross-hole experiments across the Chelungpu Fault, through the

damage zone bording the strand at the origin of the 1999 Chichi earthquake.

Doan et al, Earth. Planet. Sci. Lett., 2007 Long term monitoring within the Aigio Faut (Greece), with
hydraulic anomaly triggered by teleseismic waves.

Lin et al., Geophys. Res. Lett., 2009 Use of data of the Formation Microseismic Imager data to get the
orientation of the principal stress directions, in the C009 borehole drilled in the Nankai subduction
zone during IODP expedition 319.

Doan et al., Geochem. Geophys. Geosyst., 2011 Use of sonic data to derive a full profile of porosity
and gas content in the C009 borehole

Doan et al., to be submitted to Geophys. Res. Lett. Use of electrical data affected by the invasion of
the formation by borehole fluids, to derive continuous profile of permeability within the C009 borehole.
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On the role of phyllosilicates on fault lubrication:
Insight from micro- and nanostructural investigations
on talc friction experiments

Sébastien Boutareaud,1 Takehiro Hirose,2 Muriel Andréani,3 Matej Pec,4

Dan-Gabriel Calugaru,5 Anne-Marie Boullier,6,7 and Mai-Linh Doan6

Received 8 November 2011; revised 18 May 2012; accepted 13 June 2012; published 11 August 2012.

[1] Exposures of mature faults at the Earth’s surface show that in the shallow crust some of
co-seismic slip occurs within a narrow phyllosilicate-rich gouge material. Mechanical
behavior of phyllosilicates sheared at seismic slip-velocities remains a complex issue as
suggested by the experimental and theoretical studies reported so far. Talc represents a
simple case for common phyllosilicates in natural faults and therefore we chose talc as an
analogue to better understand the mechanical behavior of clay-rich mature crustal faults.
We present a series of high-velocity friction experiments conducted on talc at 1.31 m s�1

and normal stresses of 0.3–1.8 MPa for wet and dry conditions. At 1 MPa normal stress,
both wet and dry experiments show a slip-weakening behavior, however, with a higher
decreasing rate in wet conditions. Dynamic shear stress evolves from a peak value of
0.24–0.52 MPa down to a residual state value of 0.08–0.18 MPa in wet conditions, and
from a peak value of 0.46–1.17 MPa down to a residual state value of 0.12–0.62 MPa in
dry conditions. Based on a detailed microstructural analysis down to the nanoscale,
we propose thermal-pressurization as a possible slip-weakening mechanism for wet
conditions. On the contrary, in dry conditions the long-lasting weakening is interpreted to be
due to a combination of i) progressive disappearance of geometrical incompatibilities,
ii) solid lubrication of talc lamellae, and iii) powder lubrication by nanometric
aggregates. We conclude that initial gouge humid conditions and inherited fabric from
past sliding may have large influence on the slip-weakening for subsequent slip.

Citation: Boutareaud, S., T. Hirose, M. Andréani, M. Pec, D.-G. Calugaru, A.-M. Boullier, and M.-L. Doan (2012), On the role
of phyllosilicates on fault lubrication: Insight from micro- and nanostructural investigations on talc friction experiments,
J. Geophys. Res., 117, B08408, doi:10.1029/2011JB009006.

1. Introduction

[2] During an earthquake, complex thermo-poro-mechanical
and physico-chemical processes control fault friction
[Sibson, 1989; Wintsch et al., 1995; Rice, 2006; Di Toro
et al., 2011]. Seismology paved the way for earthquake
mechanics studies by interpreting seismic waves from active
faults [Lee et al., 2002]. However, seismology remains an

indirect technique of study by which it is impossible to fully
address issues such as variations of dynamic shear stress dur-
ing earthquake [Bouchon, 1997], energy budget of an earth-
quake, or the physical processes that occur during earthquake
rupture propagation (Kanamori and Brodsky [2004]; Lapusta
[2009]; see Di Toro et al. [2012] for a complete review).
Laboratory rotary shear experiments have been conducted for
more than 15 years to gain direct information on the physico-
chemical mechanisms that occur during earthquake faulting.
The mechanical behavior of simulated faults seems to be
coherent with seismological studies of major studied earth-
quakes [e.g., Mizoguchi et al., 2007a; Sone and Shimamoto,
2009; De Paola et al., 2011], and experimental and natural
gouge microstructures show similar characteristics [e.g.,
Mizoguchi et al., 2009b; Boutareaud et al., 2010].
[3] Recent low to high slip-velocity experiments [Sone

and Shimamoto, 2009] allowed reproduction of the kine-
matic slip history of a major earthquake rupture (1999
Chi-Chi, Taiwan, Earthquake) [Ji et al., 2003]. The frictional
behavior of the simulated fault has shown that faults undergo
a sequence of strengthening, weakening and healing during
acceleration and deceleration of slip. These results suggest
that fault ruptures propagate in a pulse-like mode [Heaton,
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1990], in which the risetime of fault slip is much shorter than
the total duration of the event. The strong initial strength-
ening associated with increasing slip-velocity has already
been observed in metallurgy in the 0.01–0.1 m s�1 range
[Lim et al., 1989] and should impose a barrier for rupture
growth into large earthquakes. This strengthening may pre-
vent easy generation of large earthquakes and may have a
major role in determining the final rupture dimension. Thus,
the first meters of slip during acceleration appear to be crit-
ical to overpass the strength barrier and to develop an
appropriate slip-weakening mechanism. The cause of the
initial strengthening at the microscopic scale that influences
the nucleation of earthquakes has received large interest
from experimentalists for low displacement rates [Paterson
and Wong, 2004; Mair and Abe, 2008; Niemeijer et al.,
2010]. However, little attention has been paid to seismic
slip-velocities so far [e.g., Mizoguchi et al., 2009a, 2009b;
Sone and Shimamoto, 2009].
[4] This paper aims to investigate the weakening mechan-

isms activated during co-seismic slip along a phyllosilicate-
rich fault gouge, since multiple mechanisms can potentially
occur within the slip zone [e.g., Gratier and Gueydan, 2007;
Bizzarri, 2009; Niemeijer et al., 2010; De Paola et al.,
2011]. Further, we aim at investigating the effect of pre-
existing gouge fabric from an initial slip on the amplitude of
the subsequent co-seismic peak shear stress and so the
occurrence of consecutive thermally activated slip-weakening
mechanism(s). Talc has been chosen because it represents a
chemically simple case (low water adsorption, high thermal
decomposition temperature, no chemical processes, no oxi-
dation) among the phyllosilicates that compose some mature
faults [Vrolijk and van der Pluijm, 1999]. We report a series
of rotary shear experiments conducted on a pure talc powder
at 1.31 m s�1 over a range of normal stresses (0.3–1.8 MPa).
We have characterized microstructure evolution with increas-
ing displacement by scanning electron microscopy (SEM)
and transmission electron microscopy (TEM) in order to
investigate how they correlate with the mechanical behavior.
Microstructure development correlates with the mechanical
behavior. Weakening is accompanied by re-orientation of
talc grain (001) cleavage planes parallel to the (C-) shear
plane direction, and the development of nanometric aggre-
gates. We then discuss possible implications of gouge fabric
development during the seismic cycle for mature crustal
faults.

2. Sample Assembly and Experimental
Conditions

2.1. Characterization of Initial Material

[5] Talc (Mg3Si4O10(OH)2) is a trioctahedral phyllosilicate
with a structure composed of stacking sequences of tetrahedral-
octahedral-tetrahedral (TOT) layers in the monoclinic sys-
tem. This sheeted structure is hydrophobic, completely
compensated and stable. Weak Van der Waals force bonds
the TOT sequences. They lead to a strong mechanical
anisotropy responsible for an excellent plane of cleavage
parallel to the stacking plane (001), and a high tendency for
interlayer delamination and slip.
[6] The talc gouge used in our experiments is made from

a natural talc schist powder acquired from VWR Corporation
(http://www.vwrsp.com). X-ray Diffraction (XRD) and

X-ray Fluorescence (XRF) analyses show that the talc
powder is a high-purity monomineralic aggregate with about
0.01 wt.% of solid impurities (orthopyroxene), and 5.9 wt.%
of constitutive water (i.e., from the crystal structure). It is
composed of platy-angular to subangular grains with a long
axis ranging from 1 to 100 mm (25 mm as a mean), with an
axial ratio of about 0.33 for the 25 mm-thick particles, and
0.14 for the 5 mm-thick particles.
[7] Thermogravimetric-differential thermal analyses (TG-

DTA) have been conducted on the talc schist powder in a
helium environment for dynamic heating conditions of 10
and 50�C min�1. This type of analysis provides data on the
thermally activated mineralogical transformations that can
possibly occur during high-velocity friction experiments.
From 20 to 120�C, adsorbed water is released. Then up to
500�C interlayer water is driven off. From 500�C to 900�C,
dehydroxylation of talc schist (i.e., breakage of the Mg-OH
bonds) starts with a weight reduction of about 1%. Then,
from 900�C to 1300�C, about 4.8 wt.% of water is released.
The total amount of water loss from 500�C to 1300�C is
similar to the loss on ignition calculated from XRF analyses.
At around 1300�C, crystallization of enstatite with formation
of amorphous silica is observed. These results are consistent
with Evans and Guggenheim [1988] and Piga et al. [1992],
but do not match reported data from Ward [1975] and
Wesolowski [1984], for which crystallization of enstatite
starts earlier (i.e., at about 720�C). Enstatite crystallization
from talc dehydroxylation localized in the shearing zone at
860�C has also been reported by Escartín et al. [2008] during
triaxial experiments suggesting a role of deformation on
reaction kinetics. But in static experiments, we attribute this
apparent discrepancy of reaction kinetics between authors to
differences in the rate of temperature increase and in the size
distribution of grains: the smaller the grain size, the larger the
specific surface and the faster reactions take place.

2.2. Experimental Setup and Method

[8] The experimental fault consists of a 25 mm-diameter
gabbro cylinder cut perpendicular to the revolution axis.
Cylinder surfaces are ground with a 220# grid to obtain
rough wall surfaces in order to promote shear throughout the
gouge layer (Figure 1). Cylinders are assembled with an
intervening layer of ca. 1–1.5 mm-thick talc gouge. We put
0.4 wt.% of distilled water into the gouge for wet tests. The
assembly is then placed in the high-velocity rotary-shear
apparatus [Shimamoto and Tsutsumi, 1994], where one cyl-
inder remains stationary while the other rotates. See Hirose
and Shimamoto [2005] and Mizoguchi et al. [2007a] for
complete experimental setup and procedure. A Teflon sleeve
surrounds the fault to avoid gouge material or liquid water
expulsion during rotation. No loss of gouge is observed
during our experiments down to the residual shear stress as
long as the measured gouge thickness does not decrease.
Note that water vapor can escape from the simulated fault
system in-between the Teflon sleeve and rock cylinders
during experiments [Hirose and Bystricky, 2007; Boutareaud
et al., 2008]. An initial pre-run load includes manual clock-
wise and counterclockwise p/4 rotations of the rotating
cylinder to consolidate the gouge under the same normal
stress as during the experiment. This increases the packing
density for a larger strength of the gouge. Experiments
consist of less than 60 s rotary-shear tests, leading to general
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non-coaxial shear deformation of the thin simulated fault
gouge.
[9] The sample geometry implies an angular velocity

increase from the center of the rotation axis to the periphery.
Assuming that the shear stress t is constant over all of the
sliding surface area S, an equivalent slip velocity Veq is
defined such that tVeqS gives the rate of total frictional work
[Shimamoto and Tsutsumi, 1994; Hirose and Shimamoto,
2005]:

Veq ¼ 4

3
pwR ð1Þ

where R is the radius of the sample and w the angular
velocity (in rad s�1). The Teflon effect on shear stress is not
corrected. The equivalent slip reported as “displacement”
hereafter corresponds therefore to the slip at two thirds of the
total radius. Twenty-three experiments have been carried out
at room temperature (25�C) at a fixed rotation rate of 1500
rotations per minute, which corresponds to equivalent slip-
velocities of 1.31 m s�1 (Table 1). The applied normal stress
is fixed at 0.3 to 1.8 MPa.
[10] To monitor water vapor release by the fault during

sliding in the sealed specimen chamber, a moisture sensor
has been placed 20 mm away from the sliding surfaces [e.g.,
Hirose and Bystricky, 2007]. Thermal expansion of the two
cylinders along the revolution axis by rapid frictional heat-
ing has already been calculated to be negligible compared to
the measured fault gouge thickness [Boutareaud et al.,
2008]. Therefore, positive or negative value of the mea-
sured fault thickness reflects either gouge dilatancy or
compaction, respectively (Figure 2).
[11] Gouge porosity measurements are made from SEM

images for a wide range of magnification, and named esti-
mated porosity hereafter (for procedure, see section 3.2.1).
Estimated porosity is then compared to the dynamic porosity
calculated from the dynamic bulk volume change of the
simulated fault, which is calculated from the fault gouge
thickness.
[12] Two types of SEM apparatuses have been used: a FEI

Quanta 200FEG, equipped with Ametek-EDAX Pegasus

analytical system including Sapphire Si(Li) detector and a
Zeiss Ultra, using QBSD detector for high-kV backscattered
electron contrast at 15 kV accelerating voltage for SEM
images. TEM cross-sections have been obtained from a
focus ion beam (FIB-SEM) apparatus: a Zeiss NVision40,
using EsB detector for low-kV backscattered electron con-
trast at 3 kV accelerating voltage for SEM images. TEM
observations have been conducted on a FEI Tecnai G2 under
an acceleration voltage of 200 kV.

2.3. Temperature Calculation

[13] In order to evaluate temperature rise during the
experiments, we numerically solved the heat equation taking
into account the heat production and heat diffusion in the
domain formed by the two cylinders and the gouge
(Figure 3). Since the geometry is axisymmetric, we can
restrict the computation of the temperature T only to a 2-D
framework, by considering the following heat equation in a
cut containing the symmetry axis:

rcp
∂T
∂t

� kDT ¼ Q ð2Þ

where k (2) in W m�1 K�1 is the thermal conductivity, cp
(1000 for gabbro and 850 for talc) in J kg�1 K�1 is the
specific heat capacity and r (2650 for gabbro and 2750 for
talc) in kg m�3 is the mass density.
[14] All frictional work is assumed to be converted to heat.

Heat generation rate Q (i.e., the quantity of produced heat
per unit volume in unit time) is then expressed [Noda and
Shimamoto, 2005] by

Q ¼ g• t ð3Þ

where g• is the shear-strain rate in s�1 and t is the shear stress
in Pa. Shear-strain rate is defined as

g• ¼ V

w
ð4Þ

where V is the slip-rate (proportional to the radial position)
in m s�1 and w (30 � 10�6 m for #1472 and 40 � 10�6 m
for #1475) is the width of deformation zone in m. Consid-
ering that all the deformation is localized in a narrow portion
of the fault zone volume (named Principal Slip Zone or PSZ
hereafter), the heat source (Q) is proportional to the shear
stress and to the radial position.
[15] To solve the heat equation (2), a numerical code

based on the finite element method (SETMP software) has
been used [Calugaru et al., 2003; Boutareaud et al., 2008].
It uses a finite element of the second order for a good
accuracy and the iterative gradient conjugate method with
Symmetric Successive Over Relaxation (SSOR) precondi-
tioner [Saad, 2003] to solve algebraic systems with a fast
convergence.
[16] In order to minimize the calculation duration, talc

friction at coseismic velocities is assumed to approximately
follow the empirical slip-weakening equation [Mizoguchi
et al., 2006]:

td ¼ tss þ ðtp � tssÞ � exp
lnð0:05Þ � d

Dc

� �
ð5Þ

Figure 1. Schematic view of the experimental assembly.
The dashed rectangle shows position of post-run thin sec-
tions. Tp stands for calculated peripheral temperature
(orange circle), and Tc stands for calculated axis-center tem-
perature (green ellipse). Tp and Tc are located at the interface
of the talc gouge and the rotating cylinder.
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where td is the instantaneous dynamic shear stress in Pa,
tss is the residual (steady state) shear stress in Pa, tp is the
peak shear stress in Pa, d is the displacement and Dc is the
slip-weakening distance in m necessary for the fault to
reach the residual shear stress. Dc is determined by fitting

equation (5) to the experimental data by the least squares
method.
[17] The numerical model has been validated for wet and

dry experiments, by comparing the calculated temperature
from four thermocouples located in the stationary cylinder

Figure 2. Representative fault shear stress (t), the fault thickness (ɛ), and the relative humidity (H) in the
sealed chamber containing the fault, versus displacement at velocity of 1.31 m s�1, for wet and dry con-
ditions. (T) stands for Teflon effect. The vertical gray dashed line indicates the arrest of the high-speed
rotary-shear motor. (left) Wet conditions, (right) dry conditions. Experiments have been stopped at several
different displacements: (a) 6 m, (b) 2 m, (c) 12 m, (d) 16 m, (e) 34 m and (f) 42 m.
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set at different distances (1, 5, 10 and 15 mm) from the fault
surface (#1714 and #1715) [Boutareaud et al., 2009]. For
the thermocouple closer to the fault surface, a maximum
difference from calculated temperature of �5�C for the first
11 m of displacement, and +30�C subsequently has been
observed in wet conditions. The deviation between calcula-
tion and measurement could be probably related to the limits
of the considered physical model that assumes that cylinders
and gouge are solid media (not porous media) and therefore
it is not able to take into account some phenomena (as the
phase change of water), which could be significant.
[18] To account for the radial distribution of temperature

that results from the variation in slip-velocity, the reported
calculated temperatures (Figure 4) consider only two points
located closely at the interface of the talc gouge and the
rotating cylinder: one at the axis-center of the cylinder (Tc)
and the other at the periphery of the cylinder (Tp).

3. Results

3.1. Evolution of Physical Parameters
During Experiments

[19] The first-order trend of our friction experiments
appears to be reproducible. It exhibits an exponential decay
in fault strength from a peak value (tp) to a steady state (i.e.,
residuals shear stress) value (tss) over a slip-weakening
distance (Dc). Empirical laws can fit this slip-weakening
behavior. The version in best agreement with experimental
data is expressed in equation (5). In this equation (see
Figure 5 for definitions),Dc represents the post-peak distance
necessary to achieve 95% of the total weakening [Mizoguchi

Figure 3. Sketch of the gouge-gabbro system used for numerical simulation. (a) Geometry of the speci-
men sample. R means rotary side and S means stationary side. (b) Enlarged sketch of the total calculation
domain showing assumed boundary conditions. The light gray central part represents the gouge zone.
(c) Enlarged sketch of the heat production gouge zone. The dark gray zone represents the PSZ. Only
20 by 50 cells are used to calculate the heat generation rate. C means central part of the heat produc-
tion zone (axis-center of the cylinder where Tc is calculated), and P means peripheral part of the heat
production zone (periphery of the cylinder where Tp is calculated).

Figure 4. Calculated temperature evolution versus time for
two representative experiments conducted at 1.31 m s�1 and
1 MPa normal stress. Red color corresponds to the dry
experiment (#1472), and blue corresponds to the wet exper-
iment (#1475). Plain lines stand for peripheral assembly
temperatures (Tp), and dashed lines stand for central assem-
bly temperatures (Tc). Long-length and short-length arrows
indicate the slip-weakening duration for #1472 and #1475,
respectively. The right ends of the arrows point out the
slip-weakening distance necessary for the simulated faults
to reach the residual shear stress.
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et al., 2007a]. Two additional parameters have been calcu-
lated: the dissipative energy and the power density. The
dissipative energy represents the total work per unit fault
area. It refers to the summation of the total fracture energy
per unit area (i.e., the area under the slip-weakening curve)
equals to as 0.5*(tp � tss)*Dc, and the frictional heat per
unit area (i.e., the work of the residual shear stress) calcu-
lated as tss*Dc. The power density represents the energy
exchanged on the sliding surface per unit time and unit area.
It is equal to 1/(t.V)2.
[20] A summary of experimental conditions and slip-

weakening physical parameters is given for each test in
Table 1. Our talc friction experiments have been conducted
from 0.3 to 1.8 MPa of normal stress (see Table 1). Peak
shear stress values range from 0.46 to 1.17 MPa for dry
conditions, and from 0.24 to 0.52 MPa for wet conditions.
Residual shear stress values range from 0.12 to 0.62 MPa for
dry conditions, and from 0.08 to 0.18 MPa for wet condi-
tions. Stress drop values range from 0.12 to 0.38 MPa for
wet conditions, and from 0.34 to 0.85 MPa for dry condi-
tions. Slip-weakening distance values Dc range from 0.05 to
60.87 m for wet conditions, and from 10.70 to 37.69 m for
dry conditions. During these experiments, the torsion motor
is suddenly stopped (the deceleration occurs over about few
millimeters of displacement). The random increase in shears
stress at the end of the experiments is due to a slight leak of
gouge.
[21] Second-order trends of our friction experiments

occasionally show a second peak of friction that can be
preceded by a plateau and followed by a second weakening
(i.e., Figure 2). Video monitoring of the sample assembly
show the Teflon sleeve moving away from its initial posi-
tion, which tends to impede revolution of the rotating cyl-
inder. This problem originates from a self-adjustment of a
slight misalignment of the Teflon sleeve relatively to the
rotating rock cylinder (see Sawai et al. [2012] for a complete
review on Teflon artifacts for this experimental setting).
Accordingly, the second peak of friction is interpreted as an
experimental artifact. It is important to note that the first-
order of the mechanical behavior of the simulated faults
remains independent of this experimental artifact (Figure 2).
[22] Only wet tests show a release of water (for a dis-

placement higher than 8 m) with a relative increase of
humidity in the range of 8 � 2% once motor is stopped. This

indicates that enough heat is produced by friction to allow
water phase transition from liquid to vapor. However,
because our simulated fault is sealed by a Teflon sleeve, the
amount of released water is directly attributed to the degree
of fault sealing or sleeve movement. The negative values of
humidity percentage observed in the first few meters on
Figure 2 can be reasonably explained by the increase of fault
temperature, leading to a small change of vapor water pres-
sure in the vicinity of the moisture sensor. For these two
reasons, the absolute measured value of humidity cannot be
accurately established.
[23] The slip-weakening distanceDc represents the amount

of displacement necessary for the dynamic fault shear stress
to achieve 95% of the weakening from the peak shear stress
to the residual shear stress. In the following, for conve-
nience, Dc is assimilated to the distance value of the slip-
weakening.
[24] The observed compaction at the beginning of all runs

is usual for this type of experiments, leading to a porosity
reduction and gouge consolidation [see Boutareaud, 2007],
with contact-junction strengthening by increasing the quality
of contacts between sliding surfaces [Rice et al., 2001].
From the measured fault thickness changes, we have calcu-
lated the relative gouge porosity variations for dry tests, for
an estimated standard deviation of �2.4%. Dry tests show a
compaction of the gouge of 4% at about 0.5 m of displace-
ment, which progressively decreases up to �1.5 m where
compaction changes to dilation (e.g., Figure 2f). From there,
gouge dilatancy exponentially increases up by �23% until
the fault reaches the residual shear stress at Dc. Then, the
fault returns to the initial porosity by compaction.
[25] For the sake of clarity, we report only data from 1MPa

normal stress experiments in this paragraph, thus the repor-
ted shear stresses equal the friction coefficient, m. The cal-
culated temperature evolution of experiments #1472 and
#1475 (Figure 4) shows an exponential increase of Tp for
dry and wet conditions. A peak value of 569�C and 304�C is
reached after around 6 s (equivalent to 8 m of displacement)
and 17s (equivalent to 22 m of displacement), respectively.
At Dc (see Table 1), the Tp temperature is around 512�C for
dry conditions, and around 160�C for wet conditions. On the
contrary, Tc increase remains logarithmic during the duration
of the experiments. It reaches a maximum value of 113�C
and 101�C at 6s and 17 s for dry and wet experiments,

Figure 5. Schematic diagram showing the significance of the various parameters used in the empirical
equation (5) to fit the weakening behavior of simulated faults at high slip-velocity.
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respectively. At Dc (see Table 1), the maximum reached
Tc temperature is 228�C and 36�C for dry and wet
experiments, respectively.
[26] From the measured primary fault physical parameters,

we were able to investigate the fault mechanical behavior of
talc at seismic slip-velocities for a limited number of
relationships:
[27] 1. Dc exhibits a negative dependence in power law on

applied normal stress, for dry conditions (Figure 6). No
evident relation could be found for wet conditions.

[28] 2. Dynamic stress drop shows a positive power law
dependence on applied normal stress for dry and wet con-
ditions (Figure 7).
[29] 3. The experimental data set shows that fault power

density strongly increases with Dc for dry conditions only
(Figure 8). In wet conditions, the general trend does not
show any dependence of fault power density on Dc.
[30] 4. The measured maximum gouge layer dilation is

directly proportional to the applied normal stress, in dry
conditions only (Figure 9).
[31] The relevance of these experimental data is discussed

in section 4.4.

Figure 6. Slip-weakening distance (Dc) versus normal
stress. Dry experiments show a decrease in power law of
Dc with increasing normal stress. No reasonable fit can be
obtained for wet conditions. Wet values are lower than dry
values.

Figure 7. Amount of stress drop versus applied normal
stress. The amount of stress drop is always higher in dry
conditions compared to wet conditions. In best fit equations,
Dt stands for amount of stress drop.

Figure 8. Fault power density at the residual state versus
slip-weakening distance (Dc). In best fit equation, P stands
for power density. Question mark indicates that the relevance
of the point needs to be investigated. There is no apparent
correlation for dry conditions.

Figure 9. Fault maximum dilatancy versus applied normal
stress. In best fit equation, D stands for maximum dilatancy.
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[32] A representative slide-hold-slide experiment is also
reported for dry conditions (Figure 10). Slip-velocity and
normal stress were maintained constant at 1.31 m s�1 and
1 MPa, respectively. During this experiment, the torsion
motor was gradually stopped (the deceleration occurs over
about one meter of displacement) once an apparent steady
state level of shear stress was reached. This corresponds to a
hold. Hold times stand for few seconds and then, the motor
was started again. Three strain-cycles are then defined. The
simulated fault exhibits a slip-weakening behavior, with a
higher slope for the first cycle. The shear stress evolves from
a peak value of 0.67 to a steady state value of 0.44 MPa for
the first strain-cycle, from 0.50 to 0.39 MPa for the second
strain-cycle, and then from 0.47 to 0.37 MPa for the third
strain-cycle.

3.2. Microstructures

3.2.1. Procedures and Methods for Image Analysis
[33] Experiments were stopped at different stages of slip-

weakening behavior. Microstructures therefore correspond to
finite strain. In order to observe intelligible microstructures,
thin sections have been made at about 4 mm from the external
cylindrical surface, perpendicular to the gouge layer and
nearly parallel to the slip direction. A set of extra thin sec-
tions has been made through the axis-center of the assembly
to complete observations.
[34] We analyzed shape-preferred orientations (SPO) of

talc clasts (≥20 mm) using the PAROR method [Panozzo,
1983]. Remaining part of the images (talc clasts ≤20 mm
for which a shape is hardly definable at the used magnifi-
cation) is considered to be the matrix and cracks are avoided.
Image analysis has been carried out with public domain
MATLAB toolbox PolyLX [Lexa, 2003] (http://petrol.natur.
cuni.cz/�ondro/polylx:home) and ImageSXM [Barrett, 2002]

(http://www.liv.ac.uk/�sdb/ImageSXM). We have divided
the analyzed fault shear zones into three domains in order to
observe spatial SPO variations. Boundary domains 1 and 3
were chosen arbitrarily at 18% of the gouge thickness and
domain 2 comprises the remaining central 64%. The purpose
of such distinctive analysis is to obtain SPO variations in the
central part of the gouge, further away from any possible
influence of the boundary domains. For comparison a bulk
SPO is also calculated for every analyzed picture using clasts
from all three domains (Figure 11). Clast-to-matrix ratio
quantifies the amount of comminution and is calculated as
the area fraction of talc clasts (≥20 mm) divided by the area
fraction of clasts and matrix. It spans from 1 (analyzed area is
formed entirely of talc clasts) to 0 (analyzed area is formed
entirely of matrix; see Pec et al. [2012]).
3.2.2. Optical Microscope and SEM Observations
[35] Hereinafter, for the sake of clarity, we only report the

results of 6 representative experiments conducted at 1 MPa
normal stress. The progressive development of micro-
structures (i.e., fabrics, clast-to-matrix ratio, SPO and
porosity) is then reported at 6, 12 and 34 m of displacement
for wet conditions, and at 2, 16 and 42 m of displacement for
dry conditions (i.e., at the early/late stage of the slip-weakening,
and at the frictional steady state). At 34 and 42 m of dis-
placement, the residual shear stress is achieved in both cases.
[36] Pre-run fault gouge exhibits a weak SPO synthetic

with the induced sense of shear (Figures 11a and 11b). The
clast-to-matrix ratio is �0.25 and is constant through the
whole gouge layer. Estimated gouge porosity (error of
�2.5%) is about 20% for both wet and dry conditions.
[37] Irrespective of humidity conditions and displacement,

a continuous and pervasive layer of platy grains with a
strong SPO synthetic with the induced sense of shear can be
observed lying immediately next to the gouge/cylinder
interface. In wet conditions, this fabric consists of a complex
array of variably anastomosing shear planes with a S-C or
S-C-C′ structure (scaly fabric; Figure 12c). In dry condi-
tions, this fabric consists exclusively of planes parallel to
the C- direction (Figure 12d). The pervasive layer is named
Principal Slip Zone (or PSZ). Whatever humidity condi-
tions, these grains show a pervasive interlayer delamination.
The PSZ estimated porosity is 9% for wet conditions, and
around 3% for dry conditions. Increasing displacement to
about 15 m can lead locally to a small increase of the PSZ
thickness up to 50 mm as an average, and exceptionally
150 mm as a maximum.
[38] In wet experiments, talc clasts develop a strong SPO

parallel (�3.5�) to the C-shear direction already after 6 m of
slip and retain this orientation with increasing displacement
up to 34 m (Figures 11c, 11e and 11g). The strength of the
SPO is independent on the amount of displacement. Some
grains have a (001) preferred orientation parallel to an
incipient S-foliation at 30� with respect to shear direction.
The fine-grained matrix is mainly composed of thin platy
grains. This matrix surrounds larger platy grains (Figure 12a).
Some of these grains show significant interlayer delamination.
Few platy subrounded grains can also be observed for all three
steps (6, 12 and 34 m). The clast-to-matrix ratio remains
unchanged (within the error of image analysis) compared to
the starting material and is independent on the amount of
displacement as well. Estimated gouge porosity in the central
part at �2–�15 m of displacement remains around 10%, but

Figure 10. Evolution of shear stress as a function of dis-
placement for two hold times from slide-hold-slide tests.
Experiment has been conducted at 1.31 m s�1 for dry condi-
tions. Red arrows indicate peak shear stress for each slip
cycle. Green numbers indicate holding time.
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Figure 11. Two-dimensional analysis of talc grain shape preferred orientation based on post-run fault
SEM images. Only talc grains with a long axis ≥20 mm are here considered. A rose diagram is used
to represent the different orientation distribution in percent for three different gouge domains. Not all
analyzed grains are shown. The color code corresponds to assigned domain. Left column – wet conditions,
right column – dry conditions. (a) Initial state in wet conditions, (b) initial state in dry conditions, (c) at 6 m
in wet conditions, (d) at 2 m in dry conditions, (e) at 12 m in wet conditions, (f) at 16 m in dry conditions,
(g) at 34 m in wet conditions, and (h) at 42 m in dry conditions.

BOUTAREAUD ET AL.: PHYLLOSILICATES AND FAULT LUBRICATION B08408B08408

10 of 21

61



Figure 12. SEM photomicrographs (backscattered electron contrast at 15 kV) of post-run fault gouges
for wet (left side) and dry (right side) conditions. Sense of shear is top to the left. (a, b) Central gouge
for #1484 (12 m) and #1586 (16 m), respectively. (c, d) Principal Slip Zone indicated by a red arrow
for the same samples #1484 and #1586, respectively. The green vertical segments locate position of PIPS
sections done for TEM. (e, f) Central gouge for #1475 (34 m) and #1472 (42 m), respectively. A red arrow
indicates a grain showing a cortex of irregular and non-concentric fine-grained aggregated material.
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drops to�5% after 34 m of displacement (Figure 12e). This is
consistent with the 15% and 1% of dynamic porosity for
�2–�15 m and 34 m of displacement, respectively.
[39] Dry experiments show more complicated micro-

structures. After 2 m of displacement (Figure 11d), we
observe the development of open S-oriented shear planes
crosscutting the central gouge (i.e., remaining part of the
gouge layer that is not the PSZ) with a mean orientation of
29� with respect to shear direction. In the central part of the
gouge (domain 2) a stacking arrangement of sigmoidal mm-
thick lenses (up to 3.65x0.50 mm) in a C-S structure is
observed (Figure 11e). These lenses link the two gouge/
cylinder interfaces, frequently branching off from a single
C-oriented shear plane laying at around 180 mm from the
rotating cylinder. After 16 m of displacement (Figure 11f),
we observe S-, C- and rare C′-oriented shear planes cross-
cutting the fault shear zone. The SPO further strengthens and
the mean orientation of clasts (27�) doesn’t show significant
variations between domains. The abundant very fine-grained
matrix is mainly composed of thin platy grains. This matrix
surrounds larger platy subangular to subrounded grains
(Figure 12b). Some of these grains show a pervasive inter-
layer delamination. A striking characteristic of many of these
clasts is that they are surrounded by a cortex (Figure 12f)
made of nm- to mm-thick aggregated grains and show an
irregular thickness ranging from 0.5 to 5 mm. This cortex
does not show a concentric arrangement. The clast-to-matrix
ratio further decreases from�0.18 down to�0.11. Estimated
gouge porosity in the central part remains around 10%, which
is lower than the 36% of dynamic porosity calculated at 16 m
of displacement. Finally, at 42 m of displacement in dry
gouge experiments, we observe a strong SPO in the central
part of the fault gouge with most of grains that are at low
angle to the (C-) shear direction (0� to 30�, 14� as a mean
orientation, Figure 11h). Open C-S shear planes have dis-
appeared. The abundant very fine-grained matrix is mainly
composed of thin platy grains. This matrix surrounds larger
platy subangular to subrounded grains. Some of these grains
show significant interlayer delamination. Few platy sub-
rounded grains can also be observed. Again, as for 16 m of
displacement, many of these grains are surrounded by an
irregular 0.5 to 5 mm-thick cortex of nm- to mm-thick
aggregated grains without any concentric arrangement. The
clast-to-matrix ratio does not change any further compared to
16 m of displacement. Estimated gouge porosity in the
central part is around 4%, which is much lower than the
25% of dynamic porosity.
[40] Energy Dispersive X-ray Spectrometry (EDX-SEM)

conducted on the grains of the central gouge and PSZ dis-
plays a high relative atomic density of O, Fe, Si and Mg
elements. Additionally, detailed investigations by micro-
scope, SEM and Raman spectroscopy do not clearly show
any mineral reaction product such as enstatite or amorphous
silica. This work suggests that post-run sheared gouge
essentially consists of talc.
3.2.3. SEM and TEM Observations
[41] At 34 and 42 m of displacement, the residual shear

stress is achieved for both wet and dry experiments
(Figure 2). Detailed examination of post-experiment gouge
layers by EDX-SEM element mapping does not display
higher relative atomic density of any element. In the central
part of the gouge, talc grains are slightly too highly

delaminated along the (001) cleavage planes. They show a
preferred orientation with long axis parallel to the shear
direction and sheet plane parallel to the shear plane irrespec-
tive of humidity conditions (see section 3.2.2). However,
detailed investigation by TEM combined to SEM show con-
trasting fabrics for the wet and dry experiments (Figure 12).
[42] Under dry conditions, talc interlayer delamination pro-

duces down to 20 nm-thick and down to 100 nm-long well-
crystallized sublamellae in the central gouge (Figure 13a).
Aggregates ranging from 50 to 200 nm in diameter, similar to
the Clast-Cortex Aggregates [e.g., Smith et al., 2011], can be
observed (Figure 13b). These nanometric aggregates are not
constituted by a nucleus surrounded by a cortex, but are con-
stituted by a concentric arrangement of talc sublamellae
(Figure 13c). EDX-SEM analysis indicates that these aggre-
gates have the same chemical composition as the talc. These
nanometric aggregates are commonly found to be together
with or flattened between two talc lamellae suggesting shear-
ing, which gives them an apparent soft aspect (Figure 13d).
[43] A striking characteristic of the central gouge and the

PSZ is the non-regularly spaced alternance of stacked talc
lamellae and porous zones (Figures 13a and 14a). In the
PSZ, the relative proportion of porous zones is higher.
Associated talc lamellae tend to be thinner (i.e. <100 nm)
than in the rest of the gouge. This is in accordance with the
grain comminution observed at the thin section scale (see
section 3.2.2). Detailed examination of the porous zones
indicates that they are composed of aggregates ranging from
50 to 300 nm in diameter (Figure 14a). These nanometric
aggregates are constituted by a nucleus surrounded by a
concentric arrangement of tens of talc sublamellae. The
nucleus consists of one to three 10 nm-diameter sub-
aggregates. Lattice fringes (corresponding to the 9 Å-spaced
(001) planes) give evidence of the crystallinity of the talc
sublamellae forming the nanometric aggregates (Figure 14b).
These nanometric aggregates are commonly found in porous
zones. They exhibit a nearly perfect sphere-shape suggesting
they were packed loosely enough and dispersed during
experiment to avoid intense grain contact and consecutive
comminution [e.g., Boutareaud et al., 2008]. This gives them
an apparent rigid aspect (Figure 14c). Kinking and bending of
thinned talc lamellae can be locally observed (Figure 14d).
[44] For dry conditions, 16 m of displacement corresponds

to the slip-weakening distance (Figure 2). TEM investigation
shows the occurrence of the nanometric aggregates, sug-
gesting their formation before the residual shear stress is
reached (Figure 15a).
[45] Under wet conditions, no nanometric aggregate could

be observed within the central gouge or the PSZ (Figures 12
and 15b). The PSZ shows a homogeneous fabric, with a
large number of talc lamellae and sublamellae with long axis
parallel to the shear direction.

4. Interpretations and Discussion

4.1. Microstructural Development

[46] The angular shape of grains, the general decrease of
the grain size with increasing displacement, the localization
of deformation within the PSZ, the applied high strain rates
under low pressure and temperature conditions, and the sig-
nificant drop in shear stress indicate a brittle mode of defor-
mation at the microscopic scale, whatever initial humidity
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conditions. However, at the thin section scale, the central
gouge fabric shows a C-S structure, while the PSZ layer
exhibits unrelated shear planes. This suggests distinct dis-
tributed deformations throughout these two units during our
experiments, which is uncoupling between the central gouge
and the PSZ.

[47] We attribute the difference between estimated and
dynamic porosities to three issues. First, we do not take into
account the open shear planes in our image analysis. Second,
there is an important effect of sorting (smaller particles par-
tially fill the gap between larger particles; e.g., Figures 12b).
However, the large differences in the measured values (up to

Figure 13. TEM photomicrographs from FIB sections of the central gouge for dry conditions (#1472).
Sense of shear is indicated on Figures 13a, 13c, and 13d. (a) Talc lamellae and sublamellae oriented
parallel to the sense of shear. (b) Higher magnification image of nanometric aggregates placed between talc
lamellae and sublamellae. (c) Example of a nanometric aggregate without any nucleus. (d) Nanometric
aggregate flattened between two talc lamellae.
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25%) cannot be fully explained by these two issues. Rather, it
seems that the dynamic calculated porosity is present during
the experiment but collapses once the slip ceases.
[48] The SPO of grains parallel to the shearing direction

observed at 6 m of displacement in wet conditions suggests a
rapid reorientation of the platy grains in the first meters of
displacement (Figure 11). The combination of two mechan-
isms can be here proposed: pure shear as first [Grunberger
et al., 1994; Djéran-Maigre et al., 1998], and general non-

coaxial shear as second. The compaction observed at the
beginning of all runs, the decrease by about 10% of the
central gouge porosity, and the fault zone gouge fabric is
consistent with such assumption.
[49] Since post-run grains are not rounded but platy with

angular to subangular edges, rolling is inhibited during
shearing in the central gouge whatever initial humidity
conditions [Mair et al., 2002]. Thus, accommodation of fault
displacement is expected to be achieved by grain sliding

Figure 14. TEM bright field photomicrographs from FIB sections of the PSZ for dry conditions (#1472).
Sense of shear is indicated on Figures 14a, 14c, and 14d. (a) Talc lamellae and sublamellae oriented parallel
to the sense of shear, and nanometric aggregates. (b) Lattice fringes giving evidence of the crystallinity of
the talc sublamellae forming the nanometric aggregates. (c) Example of a nanometric aggregate without
nucleus. (d) Talc lamellae survivors are often bent or kinked with respect to the sense of shear.
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[Hazzard and Mair, 2003]. Microstructural observation
indicates a strong interlayer delamination of talc as strain-
induced defect. This suggests frictional sliding along the
(001) cleavage planes [Escartín et al., 2008; Viti and
Collettini, 2009] as dominant deformation mechanism.
[50] In wet conditions, the absence of any C′-shear planes

occurring in the central part of the fault gouge at any dis-
placement, and the stable and high clast-to-matrix ratio
(quantifying the amount of comminution) suggests that the
amount of displacement accommodated by this part of the
gouge is very small [Mair and Marone, 2000]. These
observations indicate that the critical resolved shear stress
needed to delaminate talc grains is rarely reached by grain
sliding in the wet conditions. The absence of C′-shear planes
and the lack of dilatancy could be explained by water cap-
illary forces bridging the grain surfaces [Velev et al., 1993;
Coelho and Harnby, 1978;Mizoguchi et al., 2006], resulting
in the creation of strong adhesion forces to overcome gouge
deformation.
[51] In dry conditions, some mm-thick subrounded grains

show a cortex of irregular thickness made of very fine-grained
aggregated material without any concentric arrangement as for
Clast-Cortex Aggregates (see section 3.2.3). This suggests a
structural immaturity of the aggregates. This immaturity is
possibly related to the absence of rolling prevented from
tightly packed grains.
[52] Deformation of the gouge in dry experiments appears

to be more complex compared to wet experiments with the
occurrence of stacked millimetric sigmoidal lenses bounded
by open shear planes. These lenses show a surprisingly high
C-S angle (>45�) of the internal fabric at 2 m of displace-
ment, and this angle decreases with increasing displacement.
This first characteristic indicates an antithetic rotation of the
talc grains from an initial state similar to the wet case

observed at 6 m of displacement (Figure 11d). Second, it
indicates (more or less) intact lenses with an internal stress-
insensitive fabric, suggesting the weakness of internal chain
forces [Daniels and Hayman, 2008] and strain localization
on the S-oriented shear planes delimiting individual lenses.
These stacked lenses that frequently branch off from a single
C-oriented shear plane clearly suggest a duplex system.
Thus, similarly to natural fault gouges, the deformation
spans the gouge system at the early stages of the fault dis-
placement [Hayman et al., 2004; Hayman, 2006]. The
observed decrease of C-S angle of the internal fabric and
increase in dilatancy, developing porosity along the open
shear planes up to the residual shear stress at Dc, could be the
result of accommodation of the geometric incompatibility of
the stacked lenses, one lens sliding over the other. The
decreasing clast-to-matrix ratio with the increasing dis-
placement suggests that slip between individual grains is not
as effective as in wet conditions, and that delamination of the
talc grains occurs. As a result, the central part of the fault
gouge accommodates a larger amount of displacement in dry
conditions, compared to wet conditions. Initiation of lens
formation might be controlled by some pre-existing gouge
heterogeneities. But we do not have yet a complete under-
standing of this phenomenon.
[53] The mm-thick strongly foliated layers present at and

parallel to the gouge-cylinder boundaries, whatever initial
humidity conditions, indicate intense localized shearing in
comparison to the central part of the gouge. This implies
strain partitioning during fault displacement. This type of
microstructure has already been reported in natural and
experimental cases [Yund et al., 1990; Chester and Chester,
1998; Chambon et al., 2006; Rockwell and Ben-Zion, 2007;
Boutareaud et al., 2008; Mizoguchi et al., 2009b; Stünitz
et al., 2010; Kitajima et al., 2010] and was defined as the

Figure 15. (a) SEM image (backscattered electron contrast at 3 kV) of a FIB-prepared cross section of
the PSZ for dry conditions. Corresponding experiment (#1586) was stopped during the slip-weakening.
A large number of nanometric aggregates can be observed within the PSZ. (b) TEM photomicrographs
from FIB sections of the PSZ for wet conditions (#1472). No nanometric aggregate can be observed.
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Principal Slip Zone (PSZ) [Sibson, 2003], that controls
earthquake instability [Marone, 1995; Chester and Chester,
1998; Sibson, 2003; Rice, 2006; Boutareaud et al., 2008]. It
is recognized to accommodate most of the displacement,
and so should provide a path by which fault strength should
weaken during shearing. The similarities in fabric of PSZ
between wet and dry conditions and associated talc grain
delamination suggests frictional sliding along the (001)
planes [Escartín et al., 2008; Viti and Collettini, 2009]. On
the contrary, the differences in fabric (C-S structure for wet
conditions and C- structure for dry conditions), suggest that
a smaller amount of displacement is accommodated in wet
conditions [e.g., Trouw et al., 2010]. The PSZ thickness is
in the range of calculated predictions for earthquake slip-
ping zone width [Rice, 2006], and represents the source of
the measured frictional heating [Boutareaud et al., 2010;
Kitajima et al., 2010] reported here by Tc and Tp. The
absence of any recognized phase transition product (i.e.,
enstatite) suggests that the temperature of PSZs was lower
than 1300�C during experiments, or even lower than 860�C
by comparison to previous dynamic data [Escartín et al.,
2008].
[54] Both wet and dry experiments show a slip-weakening

behavior, but with a higher decreasing rate in wet conditions.
Considering statements in the paragraph above, this indi-
cates that water and related microstructure development
should strongly affect strain accommodation in talc gouge at
seismic slip-velocities.
[55] The relative slippage of the mm-long sigmoidal

lenses in duplex structure is sufficient to explain the large
dilatancy of the fault zone (up to 0.34 mm for the 1.3 mm-
thick faults), and as direct consequence to explain the higher
frictional strength for dry conditions during the slip-
weakening [e.g., Marone et al., 1990]. The maximum
gouge layer dilation is proportional to the applied normal
stress (Figure 9).

4.2. Identification of Slip-Weakening Mechanisms

[56] To date, several weakening mechanisms relevant for
this type of friction experiment have been reported in the
literature. This includes frictional melting [Sibson, 1980;
Hirose and Shimamoto, 2005; Di Toro et al., 2006; Nielsen
et al., 2008], silica gel production [Goldsby and Tullis,
2002; Di Toro et al., 2004], thermal pressurization of the
fluid [Sibson, 1973; Rice, 2006; Boutareaud et al., 2008],
fluid pressurization induced by thermal decomposition of the
gouge material [Sulem and Famin, 2009; Brantut et al.,
2011], flash heating [Rice, 2006; Beeler et al., 2008,
Goldsby and Tullis, 2011], or powder lubrication [Han et al.,
2010, 2011; Reches and Lockner, 2010; De Paola et al.,
2011; Tisato et al., 2012]. No evidence of amorphous
material, silica gel, talc decomposition product (enstatite)
has been observed in our post-run gouge products from
petrographic microscope, SEM, TEM, cathodolumines-
cence, Raman spectroscopy or XRD observations. There-
fore, neither frictional melting, flash heating, silica gel
production, nor fluid pressurization induced by thermal
decomposition of the gouge material appear to be the cause
of the observed slip-weakening behavior, whatever humidity
conditions. Thermal pressurization of the fluid, flash heating
and powder lubrication remain as possible candidates as
discussed below.

[57] The slip-weakening distance (Dc) of talc friction
experiments decreases according to a power law for
increasing normal stress (Figure 6). The slip-weakening
behavior for talc is consistent with recent reported experi-
ments conducted at coseismic slip-velocities from low
(<25 MPa) to high (>25 MPa) normal stresses, regardless of
fault rock type and related weakeningmechanisms [Mizoguchi
et al., 2007a; Brantut et al., 2008; Han et al., 2010; De Paola
et al., 2011, Niemeijer et al., 2011; Oohashi et al., 2011]. The
power law coefficients seem to be closely associated to the
fault rock type [Di Toro et al., 2011] and the activation of
slip-weakening mechanisms [e.g., Nielsen et al., 2008]. In
our talc experiments, the power law dependence is estab-
lished for the dry conditions at best (R2 = 0.87), whereas no
reasonable fit can be obtained for wet conditions suggesting
the absence of significant thermally activated mechanisms in
wet conditions.
[58] If any slip-weakening mechanism related to any effi-

cient thermal-activation occurs during our experiments,
Dc should scale with the fault power density (i.e., the energy
exchanged on the PSZs per unit time and unit area equals to
1/(t.V)2). So Dc should scale with 1/(t.V)2 or 1/(s2.V) [e.g.,
Del Gaudio et al., 2009]. Figure 8 supports such assumption
for dry conditions only.

4.3. Proposed Slip-Weakening Mechanisms

[59] The gouge material we sheared in our experiments is
not a rock composed of a solid framework with pores fill
with water. The gouge material is a non-cohesive mixture of
micrometric talc grains and water: it is a mud-like material.
This continuum medium can be considered to be isotropic
just before we start the experiment: the applied 1 MPa
normal stress is supported by all the components of the
medium (i.e., fluid and grains). So at first approximation, in
the absence of leak, a ‘fluid’ pressure of 1 MPa can be con-
sidered when applying 1 MPa normal stress [see Boutareaud
et al., 2008]. According to the water phase diagram [Wagner
and Pruss, 2002], the water liquid-to-vapor phase transition
occurs at 180�C at a fluid pressure of 1 MPa. In Figure 4, our
calculation shows that, in wet conditions, Tp reaches this
transition temperature only after 3.84 s, i.e., after 5.03 m of
displacement, which is posterior to Dc (see Table 1). In dry
conditions, this temperature is reached by Tp after 0.31 s, i.e.,
after 0.40 m of displacement, which is anterior to Dc.
[60] Table 1 shows that Dc values of wet condition

experiments are extremely short. For instance, on #1475 Dc

is reached after only 3.72 m of displacement, which corre-
sponds to 160�C for Tp and 37�C for Tc (Figure 4). This
indicates a too low temperature along the fault plane to raise
thermal pressurization by gouge water phase change from
liquid to vapor during the slip-weakening [Boutareaud et al.,
2008: Sulem and Famin, 2009]. The absence of i) high-
amplitude peak events in fault thickness (i.e., pulse-like
events in fault axial displacement [e.g., Mizoguchi et al.,
2007b; Boutareaud et al., 2008], ii) water vapor driven off
from the simulated fault for displacements invariably smaller
than Dc (Figure 2), concomitant with iii) the presence of
immature Clast-Cortex Aggregates (see section 3.2.3) is
consistent with such assumption.
[61] Estimated porosity of post-run central gouge is high

(�10%) as well as the dynamic porosity (�15%), and a
permeability value higher than 10�20 m2 can be reasonably
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expected considering that the initial gouge did not experi-
ence pressures higher than 30 MPa [Behnsen and Faulkner,
2011]. This suggests that the hydraulic diffusivity along the
fault plane may be sufficient to raise thermal pressurization
by thermal expansion of the gouge water during shearing
[e.g., Sibson, 1973; Wibberley and Shimamoto, 2005;
Mizoguchi et al., 2009b]. Considering that the amount of
displacement accommodated by the central part of the gouge
and the PSZ is very small (see section 4.1), and the preser-
vation of original large talc grains (see section 3.2.2), we
propose thermal pressurization by thermal expansion of a
water film in the early centimeters of displacement. This thin
film of fluid should be trapped in-between two platy sub-
parallel surfaces [e.g., Morrow et al., 2000; Moore and
Lockner, 2004; Ferri et al., 2010]. Only the contact surface
between the PSZ and the rotating cylinder satisfies the
required condition for large displacement accommodation
(see Figure 12c). However, regarding the hydrophobic
character of talc, we suspect the existence of additional
trapped water layers within the central gouge and the PSZ.
Ensuing slip shows an increase of Tp at 5.03 m of displace-
ment inducing a phase transition of water (180�C at 1 MPa
fluid pressure) as indicated by an increase in measured
humidity H (Figure 2e). We infer that the film of fluid is not
anymore ubiquitous along the whole fault contact surface at
these temperatures [e.g., Moore et al., 1997], and we postu-
late solid lubrication [e.g., Scholz, 2006] to be the source of
heating once the slip achieves the steady state at Dc. So we
propose thermal pressurization by thermal expansion of a
water film as a possible candidate for slip-weakening in wet
conditions.
[62] The exponential decrease of the dynamic shear stress

with increasing displacement (Figure 2) appears to be
directly related to the progressive reorientation of grains
parallel to the sense of shear and disappearance of the mm-
long sigmoidal lenses toward the steady state stage at Dc

(Figure 11). This indicates a progressive breakdown of the
network chain forces through the whole gouge, involving
localization of slip along the PSZ. To account for the pro-
gressive grain comminution shown by the decrease in clast-
to-matrix ratio through central part of the gouge up to Dc

(Figure 11, see section 3.2.2), the related temperature
increase (Figure 4) and the long-lasting decay in fault
strength (Figure 2), we propose a peculiar mechanism named
solid lubrication [e.g., Scholz, 2006]. This mechanism con-
sists in frictional sliding between the favorably C-oriented
(001) planes of talc lamellae [Escartín et al., 2008; Viti and
Collettini, 2009] of the central part of the gouge and the
PSZ. This mechanism is enhanced by thermal delamination
resulting from exponential frictional heating rate (Figure 4),
as suggested by opening of the cleavage of talc grains
observed after long-duration cathodoluminescence exam-
inations, probably caused by thermal expansion along the
talc crystallographic c axis [Pawley et al., 1995]. The
observed nanometric aggregates represent an additional
possibility to lubricate the simulated faults during the
experiments by rolling and shearing (see section 3.2.2). The
mode of formation of the nanometric aggregates is not
totally understood. However, development of the nanometric
aggregates (and consecutively the importance of the slip-
weakening) is likely to be dependent on the talc sublamellae
production by temperature rise as slip increases.

[63] The existence of two types of nanometric aggre-
gates, within the central gouge and the PSZ suggests the
existence of at most an additional weakening mechanism
(see section 3.2.2). The apparent soft aspect of the nano-
metric aggregates within the central gouge suggests rolling
and shearing (Figures 13c and 13d). On the contrary, the
apparent rigid aspect of the nanometric aggregates within the
PSZ (Figure 14c) suggests rolling [e.g., Wornyoh et al.,
2007]. These two types of nanometric aggregates may have
the capacity to accommodate relative motion between talc
lamellae and sublamellae during shearing at the micro-scale,
and so to reduce wear production and consecutive friction at
the macro-scale. We use the term powder lubrication to
account for the nano-scale lubrication.

4.4. Relevance of the Experiments

[64] Peak shear stress values and the slip-weakening
behavior that we obtained on talc powder are consistent
with similar data previously reported by several authors at
co-seismic slip-rates and low normal stresses for cohesive an
non-cohesive rocks [Hirose and Shimamoto, 2005; Di Toro
et al., 2006; Mizoguchi et al., 2006; Hirose and Bystricky,
2007; Boutareaud et al., 2008; Han et al., 2007, 2010;
Sone and Shimamoto, 2009; Mizoguchi et al., 2009b;
Kitajima et al., 2010; Han et al., 2011; De Paola et al.,
2011], irrespective to the crustal rock type and related
physico-chemical processes. Additionally, differences or
similarities in mechanical behavior between clay-rich simu-
lated faults appear to be related to the prevalence of one
mechanism over the others. Reported prevailing weakening
mechanisms occurring within the slip zone and consistent
with our experiments are thermal pressurization and nano-
powder lubrication [e.g., Mizoguchi et al., 2007a; Brantut
et al., 2008; Faulkner et al., 2011; Reches and Lockner,
2010; Han et al., 2010, 2011; Kohli et al., 2011; Di Toro
et al., 2011].
[65] The peak shear stress observed at the onset of shear-

ing during our experiments represents the failure of the
gouge strength just before shear localization [e.g., Paterson
and Wong, 2004; Mair and Hazzard, 2007; Mair and Abe,
2008]. We attribute the high values of peak shear stress to
the absence of a well-developed preferred orientation of talc
grains which would allow easy slip along the (001) cleavage
plane and the absence of nanometric aggregates at this stage
(see section 3.2.2). Teflon friction probably participates to
this peak friction value [Sawai et al., 2012]. The lower peak
shear stress value in wet conditions is attributed to the
presence of a water film trapped along the fault contact
surface in-between the PSZ and the rotating cylinder. A
representative slide-hold-slide experiment is reported in
Figure 10. The aim of this test is not to investigate the
occurrence of any healing mechanism since it has been
recently shown that phyllosilicates do not re-strengthen
during hold periods [e.g., Carpenter et al., 2011]. This test is
conducted to test the effect of preexisting gouge micro-
structures on subsequent slip. This experiment shows a
decrease of the peak shear stress when slip is resumed. The
peak shear stress value of the third strain-cycle is similar to
the peak shear stress value of the second strain-cycle. This
experiment suggests first that the gouge fabric development
plays a major role on the observed slip-weakening during the
first strain-cycle. Second, it indicates that the lower friction
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of subsequent slips is related to pre-existing microstructures
inherited from the first strain-cycle. These results are
consistent with the work of Collettini et al. [2009]. These
authors reported friction experiments conducted on phyl-
losilicate-rich gouge samples. They showed that the friction
coefficient of a simulated fault with a well-developed folia-
tion is remarkably lower than its powdered equivalent. These
results are also coherent with the work of Mair et al. [2002].
These authors showed that gouge grain shape characteristics
have the capacity to control fault frictional behavior by
reducing macroscopic friction in the case of spherical grains
in granular material under shear. At least, these results are in
agreement with experimental results done on phyllosilicate-
bearing simulated faults [e.g., Bos and Spiers, 2000; Numelin
et al., 2007; Mizoguchi et al., 2009b] reporting a positive
correlation between fabric development, shear localization and
strain weakening.
[66] Depending on the prevailing fluid flow properties and

permeability structure of the fault zone [e.g.,Wibberley et al.,
2008; Mitchell and Faulkner, 2008], mechanical and chem-
ical healing processes occur during the interseismic period
[Sibson, 1989; Bos and Spiers, 2000, 2002; Nakatani and
Scholz, 2004; Gratier and Gueydan, 2007; Keulen et al.,
2008]. These processes may have the capacity to wipe out
pre-existing fabric of clay-rich fault gouge [Rutter et al.,
1986]. So that the gouge starts with a randomized fabric
each time a faulting event occurs and localizes along the
same gouge zone [e.g., Boutareaud et al., 2010]. Therefore,
the degree of preferred orientation of phyllosilicates within
the slip zone and the presence of nanometric spherical
aggregates represent two important factors that may control
the fault mechanical properties during earthquakes.
[67] The strong initial strengthening we observe in our

experiments at the first strain-cycle suggests that the absence
of nanometric aggregates or pre-existing well-oriented
phyllosilicates within the slip zone may determine the
occurrence of a frictional barrier for rupture growth into
large earthquakes. This strengthening may prevent temper-
ature rise of the gouge during acceleration stage of earth-
quake faulting, and consecutively the development of
thermally activated slip-weakening mechanisms [Rice, 2006;
Brantut et al., 2010; Di Toro et al., 2011]. This work sug-
gests that the presence of nanometric aggregates or pre-
existing well-oriented phyllosilicates within the slip zone
should be seriously considered on future theoretical studies
of faulting.

5. Summary and Conclusions

[68] We report mechanical data and related micro-
structures from high-velocity friction experiments conducted
on a natural pure talc gouge as simple analogue of the
phyllosilicates that compose the gouge of some mature
crustal faults. However, talc exhibits a more complex
mechanical behavior and microstructural development than
expected.
[69] Post-run thin sections show a pervasive 30 mm-thick

layer of small talc grains with a shape preferred orientation
(SPO) parallel to the fault boundary, irrespective of initial
humidity conditions and total displacements. This layer
named Principal Slip Zone (PSZ) results from strain locali-
zation. It accommodates most of the fault displacement and

produces the heat. In wet conditions, fault gouge fabric
exhibits a S-C structure evolving to a C- geometry at higher
displacements. Dry experiments appear to be more elabo-
rated with the occurrence of stacked millimetric sigmoidal
lenses bounded by mm-thick open shear planes. These lenses
progressively disappear with increasing fault displacement,
leading to a C- structure in the fault central gouge. Defor-
mation that initially spans the fault system is then progres-
sively fully localized along the PSZ.
[70] All our experiments show a slip-weakening behavior.

We propose that the abrupt slip-weakening observed in wet
conditions is related to thermal-pressurization by thermal
expansion of a water film trapped between talc grains. On
the contrary, in dry conditions, the long-lasting weakening is
interpreted to be due to the progressive disappearance of
geometrically unfavorably oriented large lenses, competing
with solid lubrication of favorably C-reoriented talc lamellae
combined with nanopowder lubrication within the PSZ and
the central gouge. Few studies based on natural and simu-
lated faults report solid lubrication and nanopowder lubri-
cation as possible weakening mechanisms. This feature is
probably related to the superimposition of additional
mechanisms occurring within the phyllosilicate-rich fault
slip zone during the weakening. This suggests that more
attention should be paid on gouge microstructures at the
nanometric scale for future studies in order to discriminate
the weakening mechanisms.
[71] During a co-seismic slip, the first meters of slip-rate

increase are critical to overpass the strength barrier to
develop the appropriate slip-weakening mechanism(s). Our
friction experiments suggest that inherited gouge fabric from
past fault sliding has the capacity to play a major role on the
slip-weakening for subsequent slip.
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shear localization affects shear resistance at the onset of slip, which is crucial for rupture 23 

propagation. 24 

 25 

IN T R O DU C T I O N  26 

Natural fault gouge is made of multiple minerals of different friction properties. What is 27 

the influence of each fraction on the friction properties of a mixture? Several studies have been 28 

performed at low slip rate on gouge (Tembe et al, 2010; Moore and Lockner, 2011; Crawford et 29 

al, 2008; Niemeijer et al, 2010). However, most of the active faults are earthquake-prone and 30 

high velocity friction experiments performed at high velocity uncovered new physical process 31 

strongly reducing friction coefficient at high strain rate (DiToro et al, 2011; Niemeijer, 2012). 32 

Here, we perform one of the first studies that investigate friction of mixtures at coseismic 33 

velocity.  34 

We study here an assemblage of talc and serpentine, a natural example of composite 35 

gouge, as talc is the product of alteration of serpentinite when in contact with silica-rich water. 36 

Primary production of talc occurs within oceanic crust. Secondary talc can be produced along 37 

faults bringing silica-rich fluids within serpentine body (Manning, 1995), especially along 38 

subduction interface. Therefore, the assemblage of talc and serpentine can be found in a variety 39 

of active faults: normal detachment faults (Collettini and Holdsworth, 2004; Ildefonse et al, 40 

2007), strike-slip faults intersecting oceanic mélange (e.g. San Andreas fault (Moore and Rymer, 41 

2007)) and thrust fault in subduction zones (Manning, 1995). Some of these faults are known to 42 

be weak (Moore and Rymer, 2007; Collettini and Holdsworth, 2004) and talc may be a key 43 

element to explain this behaviour.  44 
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Indeed, talc slides easily. It is one of the few minerals that depart from Byerlee law 45 

[Byerlee, 1978], with a static friction coefficient less than 0.2 (whereas most minerals have 46 

friction coefficient about 0.6-0.8 (Moore and Rymer, 2007)).  This may be attributed to the small 47 

bonding strength between talc tetrahedral layer (Moore, 2004]), leading to easy delamination 48 

(Escartin et al, 2008). Talc has a large stability field (Bose and Ganguly, 1995; Schmidt and Poli, 49 

1998; Manning, 1995). It maintains its low friction even at seismogenic depth (Moore and 50 

Rymer, 2007; Escartin et al, 2008), contrary to clays that dehydrate above 200°C (Vidal and 51 

Dubacq, 2009). When present, talc may be a key element for controlling fault behaviour. When 52 

talc was discovered within cuttings of the SAFOD (the San Andreas Fault Observatory at Depth) 53 

borehole (Moore and Rymer, 2007), the interest of the earthquake community aroused. However, 54 

the cores subsequently recovered from the SAFOD hole showed that the amount of talc is minor 55 

(Zoback et al, 2010), at most 3%. Is this quantity negligible or is it enough to alter the fault 56 

behaviour?  57 

M E T H O DS 58 

The following experiments were performed on simulated gouges composed of talc and 59 

serpentine. Serpentine comes from natural rock blocs sampled on the Santa Clara Fault, 60 

California, mainly composed of lizardite and minor pyroxene content (see supplementary 61 

62 

63 

simulated gouge weights about 1g in total with different talc fraction of 0, 2.5, 5, 10, 20 and 30% 64 

in weight. The talc and serpentine were weighted separately and then mixed thoroughly during 65 

several minutes. Several tens of grams of each proportion were prepared. The simulated gouges 66 

are homogeneously mixed with a random orientation of talc grains in serpentine matrix (see 67 

Figure S2 in Supplementary Materials).  68 
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Previous experiments done on pure talc have shown that talc is not weak at high friction 69 

velocity and low displacement [Boutareaud et al, 2012; Faulkner et al, 2011] but that talc keeps 70 

its low friction coefficient when wet. Hence, to analyze the effect of talc as a weakening 71 

component, gouge was saturated with 4 ml of distilled water.  72 

All experiments were conducted in a modified rotary-shear, high-velocity friction testing 73 

apparatus [Shimamoto and Tsutsumi, 1994; Hirose and Shimamoto, 2005]. The simulated gouge 74 

zone was made by that 1g gouge was placed between solid gabbro cylinders with 2.5 cm in 75 

diameter. The gouge was saturated, by adding 0.4 ml distilled water into the gouge zone. Teflon 76 

sleeve was mounted around the gouge zone to prevent gouge loss during sliding. End surface of 77 

the rock cylinder where it contacts with the gouge layer roughen by using #120 SiC powder. 78 

High-velocity slip on the simulated fault under normal stress was obtained by pressing together 79 

the pair of solid cylindrical gabbro with an air actuator, and then keeping one specimen 80 

stationary while the other was rotated at high speed by a servomotor. Experiments were 81 

performed at a constant slip velocity of 1.31m/s, normal stress of 1 MPa. Slip on the simulated 82 

fault accelerated from 0 to 1.6 m/s in 0.5 s, was maintained at 1.3 m/s, and then decelerated to 0 83 

m/s in 0.5 s (Table 1). We measured torque and normal load applied on the gouge layer, rotation 84 

speed and axial displacement of the gouge zone [Hirose and Shimamoto, 2005].  85 

Teflon ring is known to significantly contribute to the measured torque if no care is taken. 86 

We used a loose Teflon ring of standardized dimension to limit its effect on friction. To assess 87 

the effect of the Teflon sleeve on the recorded friction experiments, we performed dummy tests, 88 

with only the Teflon ring and water inside the ring.  The Teflon effect is reproducible and 89 

negligible (Supplementary figure 6): the shear stress due to friction on Teflon ring is 0.03 MPa. 90 

As the confining pressure is 1 MPa, the error bar on our friction experiment is about 0.04.  91 
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We stopped the experiments abruptly with the servomotor (in 0.5 s from slip rate of 1.3 92 

m/s) to preserve the microstructures during high-speed sliding. Recovered specimens were 93 

impregnated with epoxy, cut perpendicular to the gouge layer at ~4 mm inside from a periphery 94 

of the specimen and then were thin-sectioned. We observed the thin sections by an optical 95 

microscope and an analytical field-emission scanning electron microscope. Electron Diffraction 96 

Scattering (EDS) spectral analysis was done to check for detecting any fluorine left by Teflon 97 

decomposition but no noticeable fluorine-rich area were found on the EDS map. We conclude 98 

that Teflon was not inserted within the gouge and did disturb neither mechanical data, nor 99 

microstructure.  100 

R ESU L TS 101 

A series of experiments were performed on experimental gouge made of talc and 102 

serpentine (cf Supplementary material). Figure 1 shows typical friction history for gouge with 103 

the various proportions of talc and serpentine tested. The full set of experiments is presented in 104 

supplementary material. To ease comparison between friction curve, the slip dependent-curves 105 

were low-pass filtered with cut-off at the frequency of sample rotation (25 Hz equivalent to ~7.8 106 

cm), to remove friction fluctuation related to the system misalignment that varies the friction 107 

curve by 0.05. Given the small, flat and reproducible torque determined from dummy tests with 108 

the Teflon rings (Supplementary figure 5), we did not correct from Teflon contribution the 109 

experimental curves. 110 

 The experiments in wet conditions show a spectacular weakening effect of talc on the 111 

mixture (figure 1). Let first investigate the behavior of gouge made of pure serpentine or pure 112 

talc. Pure serpentine experiences strong slip weakening, with a peak friction coefficient of 0.5 for 113 
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dry case that falls exponentially to a steady-state value of ~0.2 with a characteristic distance Dc 114 

of ~7m. Talc has a very different behavior: it begins to slide without a sharp friction peak and 115 

keeps nearly constant friction coefficient of 0.2-0.25. Adding more than 5%wt talc levels off the 116 

initial peak in friction (figure 1). With 2.5%wt of talc, there no visible change in friction, but 117 

with as only 5%wt of talc, initial friction is reduced to 0.37. Friction levels to this value before 118 

rejoining the decay curve of pure serpentine after 3 m of slip. The friction at 10%wt of talc 119 

resembles to the friction at 5%wt with slightly lower initial friction value. With more than 120 

20%wt of talc, the initial friction value is about 0.3 and decays slowly with displacement.  121 

In dry conditions, the effect of talc is null, even at 30% (supplementary material). Both 122 

materials start with a large friction peak of 0.8. Talc keeps a larger friction than serpentine, with 123 

a characteristic distance Dc of ~15m, larger than the characteristic distance for serpentine and 124 

mixture Dc of ~4m. The large dry friction coefficient of talc is attributed to jamming (Boutareaud 125 

et al, 2012) preventing the easy sliding along the basal plane of the talc platelets. Jamming did 126 

not happen for wet talc, as water facilitated the kinetics of rotation of the talc platelets, until they 127 

aligned parallel to the shear direction. Microstructures for dry and wet talc were therefore very 128 

different.  129 

Microstructures in saturated conditions give insight on the processes at stake during the 130 

high velocity weakening. We started with a random packing of talc and serpentine grains, 131 

without preferential structure (see supplementary material), but depending on the talc content of 132 

the mixture, the microstructure of the slipping zone after 3 meters varies a lot.   133 

For pure serpentine and mixture with 2.5%wt talc, a principal shear zone (PSZ) is visible at 134 

the boundary between host rock and gouge zone, when the gouge is made of pure serpentine or 135 
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made with 2.5%wt talc (figure 2d). The PSZ is made of a few clasts inserted in a matrix of grain 136 

size about 0.1 µm (figure 2c). The contact between this PSZ and the less deformed gouge zone is 137 

a very sharp shear plane (figure 2b, 2d). There is no apparent change in mineralogy; the drop in 138 

friction seems to be associated with the development of the fine-grained shear zone, and the 139 

increasing amount of nanograins, which have low frictional property [Reches and Lockner, 2010; 140 

Han et al, 2011]. The characteristic slip weakening distance is smaller for the dry serpentine than 141 

for the wet serpentine, suggesting that thermal pressurization is not the major weakening process 142 

for serpentine gouge. Instead, we favor nanograin lubrication. 143 

Water has an immediate effect on the peak value of gouge. As talc is hydrophobic, water 144 

does not affect the cohesion of the material, as there are no capillary bonds. Free water then 145 

lubricates the grains, instantaneously altering the friction coefficient.  146 

By adding talc, the gouge structures itself is very different from pure serpentine gouges at 147 

same displacement of ~3 m. Shear is more distributed within the fault gouge, with some minor 148 

shear planes, along which talc platelets align (figure 2f), but no Principal Shear Zone (PSZ) is 149 

developed in talc rich samples. Talc grains are smaller and thinner than in the initial state. The 150 

thinner talc grains are produced by delamination of larger grains. This delamination is noticeable 151 

even after 1 m of slip (figure 3). The delaminated talc produces lineaments of aligned talc sheets, 152 

forming incipient shear planes (figure 4). Weak talc provides nucleation points to initiate the 153 

shear plane. Talc platelets are also aligned along the well-developed shear planes (figure 4b). 154 

DISC USSI O N 155 
 Our experimental results show talc lubricates the serpentine gouge. Adding 5%wt of talc is 156 

sufficient to level out the initial friction peak observed for pure serpentine, reducing its value by 157 
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0.15, which is more than the contribution of both misalignment (0.05) and Teflon friction (0.04). 158 

The peak is almost erased at 20%wt of talc and more. Hence, talc is able to reduce the initial 159 

friction coefficient by ~50%. There is an immediate action of talc, that prevents the occurrence 160 

of the major mechanism of deformation and weakening of serpentine: serpentine grain 161 

comminution is reduced in presence of talc. 162 

W eakening mechanisms of talc 163 

We suspect the comminution process by abrasion is a way to overcome the mechanical 164 

jamming occurring at the onset on a fast displacement in a granular medium. Jamming prevents 165 

the sliding for most part of the gouge, as it is composed of interlocked angular grains. To begin 166 

to slide, we need to dislodge some grains, either by sliding along serpentine grains or by crushing 167 

asperities. A Principal Shear Zone (PSZ) then localises deformation.  168 

We discuss two effects explaining the lubricating effect of talc: the asperity coating of 169 

serpentine clasts by talc (figure 3) and the alignment of talc platelets along shear planes 170 

localising deformation(figure 4). Both effects are enhanced by talc delamination.  171 

Talc coating 172 

Grain sliding is easier when a talc grain is inserted between two serpentine asperities. To 173 

do so we need a large number of talc grains. Delamination provides multiple thin layers from a 174 

single talc grain. The thinly delaminated talc grains can then coat the larger serpentine grains, 175 

sometimes by kinking or bending to better fit the irregular shape of serpentine grains (Figure 3).  176 

We computed the covering power of talc as the ratio of the surface of talc platelets by 177 

delamination to the surface of the serpentine clasts, for a given proportion of talc (Supplementary 178 

Material). The computation predicts that if talc platelets become as thin as 0.5 µm, 7.5%wt of 179 
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talc can theoretically cover all serpentine clasts and control friction. Friction data show that the 180 

friction coefficient is already significantly lower for 5% and 10%wt of talc. Yet friction data is 181 

not exactly similar to talc in an early stage (figure 1).  At 30%wt talc and 3 m of slip, talc 182 

covering is extensive (figure 2f) but some serpentine grain-to-grain contacts persist, explaining 183 

the discrepancy between the mixture and the pure talc grain friction (figure 1). Talc coating 184 

increases with strain as talc and serpentine get more mixed and as talc grains get delaminated. 185 

Easier local shear localization 186 

If there is a lot of talc, deformation is accommodated by a lot of thin shear planes (figure 187 

2f) widespread, at the expense of the formation of a broad shear zone, that is more often 188 

observed for other high velocity friction experiments [Mizoguchi et al., 2009]. Talc helps to 189 

initiate these shear planes (figure 4). At a very early stage of slip, the cleavage planes provide 190 

nucleation points for the formation of shear plane. Sliding along the talc cleavage helps to extend 191 

these incipient shear planes. The delaminated talc platelets align along a plane until talc cannot 192 

get delaminated anymore.  To create larger shear zone, these incipient shear planes need to 193 

connect themselves. Their small width and their long length efficiently concentrate stress and 194 

increase the interaction distance between incipient shear planes. The presence of talc along the 195 

shear planes enhances its lubricating effect [Collettini et al., 2009]. Talc catalyzes shear 196 

initiation, explaining why friction can be affected by small talc content from early slip. 197 

Talc therefore structures the gouge geometry. This is a crucial process, as highlighted in 198 

the friction experiments done on mixed gouge at low velocity. Indeed, low strain rate 199 

experiments involving synthetic homogeneous mixtures of strong and weak materials require a 200 

higher threshold in content of the weak phase to significantly change friction properties of the 201 
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experimental gouge. For instance, Carpenter et al [2009] found no significant weakening for a 202 

synthetic mixture of 50% talc and 50% quartz sand compared to pure quartz sand. Tembe et al 203 

[2010] found a linear decrease in friction with clay content. Hence, a threshold between 20 and 204 

30% of clay is needed to change friction curves in wet conditions by more than 20% [Crawford 205 

et al, 2008; Tembe et al, 2010].  206 

Friction properties are strongly influenced by the material fabric [Collettini et al, 2009], 207 

and the efficiency of talc weakening is increased when its distribution is no more homogeneous 208 

within the experimental gouge. Niemeijer et al [2010] found that 4% of talc is sufficient to 209 

change a mixture properties provided the gouge is foliated, containing a continuous talc layer to 210 

accommodate slip. Similarly, Moore and Lockner [2011] found that 5% of talc could reduce the 211 

steady state friction of a mixture of lizardite and talc at 200°C at 0.4, compared to the friction of 212 

0.6 of a pure lizardite gouge. Adding 20% of talc reduces the serpentine strength by 50%. They 213 

attribute talc efficiency to its capacity to lie continously within the shear zones pervading the 214 

post-mortem gouge. The effect of talc is stronger within serpentine than in quartz because of the 215 

platy shape of lizardite. Note, however, the lizardite we used in our experiments does not appear 216 

as «  platy »: serpentine is aggregated in clasts.  217 

In our experiments, we showed that talc influence the early stage of friction of a mixture of 218 

talc and serpentine, by self-organising the gouge structure, from the early stage of slip. This rapid 219 

effect of talc is important for the dynamics of a rupture along a talc-rich fault, like a subduction 220 

plane  [Manning, 1995].  221 

C O N C L USI O N: I MPL I C A T I O N F O R E A R T H Q U A K E D Y N A M I CS 222 

We have conducted a series of high velocity friction experiments on gouge made of talc 223 
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and serpentine. When talc is in proportion above 5%, the initial peak in friction of serpentine is 224 

erased. There is no more a barrier to rupture initiation. The smaller peak stress makes it easy to 225 

start an earthquake. Frequent earthquakes prevent accumulating large strain energy and hence the 226 

start of large earthquake. It can also prevent the propagation of large earthquake generated on 227 

other portions of the fault: the small stress drop diminishes the energy release rate that is needed 228 

to propagate rupture father along the fault.  Rather than large earthquake, deformation may be 229 

accommodated by microseismic activity. The special interaction between fault patches induced 230 

by a null weakening has been demonstrated as a source episodic tremor and slip behaviour [Ben-231 

Zion, 2012].  232 

Hence a deficit in large earthquake, compensated by microseismic activity, is expected in a 233 

talc rich serpentine body. An analogue seismic activity is observed on the central segment of the 234 

San Andreas Fault or on the downdip limit of plate boundary earthquakes in subduction zone, 235 

where the mantle wedge encounters the fluid rich dipping crust [Shelly et al., 2006; Peacock and 236 

Hyndman, 1999].   237 
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F I G UR E C APT I O NS 368 

 369 

Figure 1. (A) Friction curves of pure serpentinite, pure talc and various mixtures of talc and 370 

serpentinite. Friction decreases sharply if the talc proportion is greater than 10%wt. But 5%wt of 371 

talc is sufficient to cut-off the initial peak of friction in serpentinite. Some runs were stopped 372 

prematurely after 60 rotations to get the microstructures of figure 2. The grey rectangle gives an 373 

estimate the contribution of the Teflon ring to friction. (B) Summary of the experimental curves 374 

obtained.  375 
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 377 

Figure 2. Microstructure of the sliding zone after 3 m of slip observed with a FE_SEM.  (A) Pure 378 

serpentinite with a 100 µm-wide Principal Shear Zone (PSZ). White grains are magnetite (iron 379 

oxyde). (B) Focus on the sharp boundary between the PSZ and the main gouge. (C) Zoom on the 380 

submicron grain constituting the PSZ matrix. (D) Mixture with 2.5%wt talc. The PSZ is thinner 381 

but the texture is still similar to the pure serpentinite case. On this photograph, the heterogeneous 382 

color contrast of the serpentinite grains is due to the fact that serpentinite grains are aggregates of 383 

small crystals. (E) Mixture with 5% talc. Comminution of serpentine grains within the PSZ is 384 

reduced. Grains of talc coat the serpentine grains (red arrows). (F) Mixture with 30%wt talc. 385 

There is no developed PSZ, but there are many shear planes characterized by alignment of talc 386 

grains (red arrows). 387 
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 389 

Figure 3. FE-SEM observation of coating of serpentinite grains by talc. The red arrows point to 390 

the thin delaminated talc located at key grain-to-grain contacts. The observations were done on 391 

samples with 3 m in displacement. (a) With 10% talc, a thin layer of delaminated talc (red 392 

arrows) coats the serpentinite clasts (b) With 30% talc, a thick talc can cover and cushion a 393 

whole serpentinite grain. 394 

 395 

 396 

Figure 4. Strain localization by talc. (A) SEM image for a 2.5%wt talc with only 1 m in 397 

displacement. (B) Schematic diagram of the shear plane development along talc. All stages of 398 

development are exemplified in the SEM image. 399 
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Rock pulverization at high strain rate near the
San Andreas fault
Mai-Linh Doan1* and Gérard Gary2

In the damage zone around faults, strain is usually localized
along fractures, whereas the blocks enclosed by the frac-
tures remain relatively undamaged1,2. Some rocks near the
San Andreas fault, however, are pervasively pulverized at dis-
tances of up to 400m from the fault’s core3; intense frag-
mentation at such distances is rarely observed along other
fault zones. Moreover, these rocks preserve their original grain
shapes, indicating that they experienced low total strain3.
Here we use laboratory experiments to show that the intense
fragmentation of intact rocks sampled near the San Andreas
fault requires high rates of strain (>150 s−1). Our calculations
suggest that the combination of the low amount of strain
experienced by the pulverized rocks and the high rates of strain
indicated by our experiments could be explained by a supers-
hear rupture—a rupture that propagated along the fault at a
velocity equal to or greater than that of seismic shearwaves.

Northeast of Los Angeles, the Mojave segment of the
San Andreas fault shows unusual fault damage. Outcrops have
patches of rock finely broken to a scale smaller than the initial grain
size of about 1.5mm; the damage pattern affects mainly crystalline
rock that is not extensively weathered, and has only minor clay
content4,5. Whereas grain comminution and gouge formation are
common within the fault core, where much of the strain occurs,
intense pulverization so far from the fault core is unexpected. Here
we investigate the role of dynamic loading on the pulverization
of rocks near the San Andreas fault by carrying out laboratory
experiments on rocks sampled near the fault. We then discuss the
implications of these results for the physics of earthquakes.

Dynamic pulverization is a process in which stress localization
is inhibited, so that the entire medium can be finely fractured6.
Strain localization is the consequence of an unstable feedback: the
largest pre-existing crack within the material is the most favourable
for further fracture propagation, and once extended, it becomes
even more amenable to further propagation. As a result, this crack
extends at the expense of the others. However, at higher loading
rates, this localization process may be inhibited. The favoured
crack propagates at a finite rate, limited by the P-wave speed of
the medium, and cannot accommodate all of the energy provided
to the medium. Other fractures can propagate simultaneously
and coalesce to produce numerous small fragments. The sample
eventually becomes pulverized6.

Dynamic pulverization has already been considered along
faults7. However, the theory of Reches and Dewers7 results in
high strain rates for gouge in the fault core, but in much smaller
strain rates at several tens of metres away from the core (see
Supplementary Discussion). To understand the effect of strain
rate on the damage mode, we conducted experiments aimed at
understanding the effect of high strain rates on the fragmentation
of intact rocks sampled near the pulverized zone of the San Andreas

1Laboratoire de Géophysique Interne et Tectonophysique—CNRS—OSUG, Université Joseph Fourier Grenoble I, BP 53, F-38041 Grenoble, France,
2Laboratoire de Mécanique des Solides, Ecole Polytechnique, F-91128 Palaiseau, France. *e-mail: Mai-Linh.Doan@obs.ujf-grenoble.fr.

ba

Figure 1 | States of the samples after the experiments. a, At a low strain
rate (here, 140 s−1), a rock sample splits into a few fragments when
deformed in the SHPB apparatus. b, At a higher strain rate (here, 400 s−1),
the sample was pulverized into numerous fragments with a diameter
smaller than the rock initial grain size. The rulers show centimetres.

fault (Supplementary Figs S5 and S6). The experiments were carried
out using a split Hopkinson pressure bar (SHPB) apparatus8 in the
Laboratoire de Mécanique des Solides of the École Polytechnique,
Palaiseau, France. This technique9 gives average stress, strain and
strain rate in the sample for strain rates as large as 2,000 s−1. Details
are given in the Methods section.

Experimental results yielded three types of final state (Figs 1
and 2): (1) an unbroken state, where insufficient loading did not
allow the sample to break; (2) a simple fracturing state, where a
sample was split by a few (at most three) longitudinal fractures—a
common damage pattern for uniaxial loading at low strain rate; and
(3) a multiple fragmentation state, when the sample was broken
into multiple fragments, some with a size smaller than 1mm.
The experiments carried out at a strain rate higher than 150 s−1
produced finely broken samples, whereas those carried out below
100 s−1 gave samples broken into two or three fragments (Fig. 2).
The interval of strain rate (100 s−1–150 s−1) delimits a transition
zone between fracturing and pulverization. In this interval, the
maximum stress varies from50 to 100MPa, with no clear jump.

We now discuss the pertinence of the laboratory results to
explain the natural pulverization. As the tested samples were
collected in the damage zone of the San Andreas fault, their Young’s
modulus is small (10± 3GPa, about one fifth of the tabulated
value for granite10). The static strength of the material ranges
between 50 and 90MPa, about half the tabulated values for intact
granite11. These low values suggest that the initial samples were
already damaged. This is confirmed by microstructural studies (see
the Methods section and Supplementary Figs S7 and S8). All of
these cracks competed with the most favourable crack and helped
to prevent strain localization along a single fracture. Consequently,
we estimate that our threshold strain rate is a minimum value
for the transition to fine fragmentation in the field. To verify
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Figure 2 | Experimental results. The final state relative to the peak stress
and the peak strain rate. The transition from single crack fracture (blue
circles; Fig. 1a) to intense pulverization (red stars; Fig. 1b) depends on strain
rate. The threshold occurs between 100 s−1 and 150 s−1. Some samples
remained unbroken (green squares).

the dependence of our results on the initial damage state, we
carried out similar experiments on intact granite samples from
Tarn, France (Supplementary Figs S9 and S10). We found a similar
transition from sparse fracturing to fragmentation, but at a higher
strain rate, about 250 s−1. The fragmentation happens during the
first loading (Fig. 3).

Our transition not only delimits different final damage patterns,
but also corresponds to an increase in the apparent strength of
the sample. These experimental results are in accordance with
the statistical theory of Hild12 for the transition from single to
multiple fracturing regimes. In both theory and experiment, rock
strength starts to increase with strain rate, once in a pulverization
regime. Theoretically, there is an intrinsic increase of the mate-
rial strength13, because the propagation of several small fractures
requires more energy than that of a single large fracture. Exper-
imentally, the sample does not instantaneously expand laterally
at high strain rates, and hence is dynamically confined. When
computing the equivalent constraining stress10, we retrieve dynamic
confining pressures in the range of 2–10MPa, corresponding to
a burial depth of only 80–400m. This suggests that pulveriza-
tion may also be found in the shallow subsurface, as confirmed
by borehole studies14.

Grain size analyses were carried out on fractured and pulverized
rocks (see the Methods section and Supplementary Tables S2 and
S3). Most particles have millimetric dimensions, a little larger than
the grain size of pulverized rocks5.We do not claim to reproduce the
exact state of pulverized rocks, especially its grain size distribution.
The natural state is certainly the result of several earthquakes, each
one damaging rocks by compressional and shear loading waves.
Here, we focus only on the transition between localized fracturing
and pervasive fragmentation.

We focused on dynamic pulverization to explain pulverization
near faults. Other mechanisms may inhibit the strain localization
process. One is the ductile–fragile transition at high confining stress
or high temperature15. However, both parameters are below the
transition values (300MPa, 350 ◦C; ref. 15) for crystalline rocks at
the ground surface. A second way to inhibit strain localization is to
apply fast rotating stress. The sheared zones are then reworked over
and over, so that the strain localization is annealed at the expense
of the formation of preferential microstructure orientation16. This
mechanism requires large strain, which is not observed in the
pulverized rocks from the San Andreas fault because they preserve
their original fabric.
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Figure 3 | Time-lapse snapshots of a sample being pulverized. The
vertical bars a–d in the plots at the bottom denote the times corresponding
to the photographs, taken with four independently triggered cameras. The
measured stress and strain history is reported in the lower graphs. The
sample breaks in an early stage (after a), but because of their inertia, the
fragments fly away later (b,c,d). The sample is fragmented while in
compression, and not during stress relaxation.

Ahigh strain ratemay be a necessary condition for pulverization,
although perhaps not a sufficient condition. Other phenomena can
also modulate the onset of pulverization. For instance, rupture
along an interface separating material with different elastic moduli
can induce tensile loading on only one side17. As tensile strength is
small, damage is facilitated there. This may explain the asymmetry
of damage along faults.

There are also some caveats in relating the laboratory exper-
iments to the field observations. Our experiments were carried
out under uniaxial loading. The transition strain rate depends on
the speed of fracture propagation and on the interaction between
cracks, which are controlled by the statistics of the initial crack
population and the size of stress shadow zones around each crack.
These parameters do not strongly depend on the fracture mode18.
The fracture speed propagation is close to the S-wave speed cS in all
fracture modes. The shape of the stressed areas around a crack tip
differs with fracture mode, but its size varies similarly, with stress
decaying with distance from the fracture tip r as 1/r1/2. Hence, the
transition from single to multiple fracturing is only weakly depen-
dent on the fracture mode18. The strain rate condition obtained
experimentally is a reasonable approximation to the natural case in
that the sample is subject to both shear stress and normal stress.

Figure 2 suggests that the transition from fracturing to pulver-
ization is related to strain rate. An important result of this study is
that pulverized rocks appear as markers of high strain rate loading
(>150 s−1). This result needs to be evaluated in light of the fact that
the initial structure of the pulverized rocks found in the field is pre-
served,which suggests that the pulverized rocks endured low strain.

To determine the conditions that are required to satisfy the twin
constraints of high strain rate but low strain, we computed the
strain rate and the stress near a crack tip propagating at a constant
velocity. Considering distances from the fault (r = 100m) that are
small relative to the rupture size (more than 10 km), we calculate
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Figure 4 |Dilatational strain rate versus dilatational strain induced by a
subshear rupture 100m from the fault core. We normalized both the
strain and strain rate so that the maximum strain amplitude is 2%,
corresponding to the order of magnitude of the maximum strain in the
pulverized rocks near the San Andreas fault. The curves were computed in
plane stress for several rupture speeds, all below the Rayleigh wave speed
(here cR∼0.8740301cS). All curves achieve a maximum strain rate less
than 0.25 s−1, three orders of magnitude below our experimental 150 s−1

pulverization threshold.

an asymptotic development of stress, dependent on the distance
to the rupture tip (see Supplementary Discussion for details of the
calculations). The first terms of strain and strain rate for a rupture
speed below the S-wave speed (subshear rupture) decay as 1/r1/2
and 1/r3/2, respectively19. Figure 4 gives the shear strain rate of
rocks located 100m from the fault supposing that the maximum
strain is 2%, a value we believe is representative of the maximum
strain sustained by the pulverized rocks. The maximum strain rate
remains two orders of magnitude below the experimental threshold
strain rate permitting pulverization. Other terms of the Taylor
expansion of strain20 give similar or lower strain rates for strains less
than 2%. Attaining the experimental threshold is therefore unlikely
for subshear rupture in homogeneousmaterial.

In the previous calculation, we made two hypotheses: a ho-
mogeneous medium and a subshear rupture. For faults separating
two different media, a sharp tensile pulse can be generated in
the stiffest part of the fault21,22. If the Weertman pulse induces
pulverization, we expect to find pulverized rocks along faults
separating different materials, with no evidence for compression.
However, pulverized sandstone along the San Andreas fault shows
compression features23. Pulverized rocks are sometimes found on
both sides of the San Andreas fault3. Hence, we propose that
an alternative mechanism, supershear rupture, generates the high
strain rate and pulverizes rocks.

Supershear rupture induces a shock wave. Simple models yield
Heaviside functions, modelling sharp fronts and with small decay
with distance19 (see Supplementary Discussion for details). High
rates of loading can be reached 100m from the fault core, as
supershear rupture induces a shock wave24 and generates high-
frequency displacements25. This is consistent with the discovery
of pulverized rocks only near large strike-slip faults: San Andreas
and San Jacinto faults in California3,5,23, Northern Anatolia fault
in Turkey26, Arima-Takatsuki fault in Japan27, which are the
most amenable to supershear rupture. We predict that off-fault
pulverization should only be found along large strike-slip faults, and
this provides a way to test our hypothesis in the future.

This work offers constraints on the formation of pulverized
rocks, which endured deformation rates higher than 150 s−1.

As possible indicators of previous supershear rupture, and
independent of seismological observations, pulverized rocks should
therefore be considered in the risk assessment of such potentially
damaging earthquakes.

Methods
We experimentally damaged rocks sampled near the pulverized zone at high strain
rate, using an SHPB apparatus8 in the Laboratoire de Mécanique des Solides of the
École Polytechnique, Palaiseau, France.

Samples. Samples were collected about 200m away from the fault core, in the
Lake Hughes area (see Supplementary Fig. S5). The rocks were strong enough to
be cored. We used this rock material to approximate pulverized rocks as it was
before pulverization: the same material, not yet pulverized, but still damaged, as
they lay near an active fault.

The samples were taken as boulders in the flanks of a deep gully. As they lay
above the bottom of the gully, we assume the boulders were not transported by
water, but rather that they fell by gravity from the edges of the gully. The flanks are
quite steep, so that the originating outcrops could not be investigated.

Thin sections of the samples (Supplementary Figs S7 and S8) show alteration
and dense microfracturing. Hence, we also used samples of Tarn granite, as
a supplementary testing. Thin sections in Supplementary Fig. S8 show that
the granite is slightly altered but less fractured than the samples from the
San Andreas fault.

Experimental device. The experiments were carried out using the device shown in
Supplementary Fig. S2. Each sample is inserted between two bars and impacted by
a ‘striker’ arriving with a known speed. The incident stress wave splits into reflected
and transmitted waves when it reaches the sample. Incident and reflected waves
are measured with a strain gauge on the input bar, and the transmitted wave with
a strain gauge on the output bar. Subsequent waves are not recorded as they are
superposed at gauge locations and cannot be easily identified.

Processing. Classical processing of the SHPB supposes one-dimensional (1D)
propagation of an elastic wave, given the dimensions of the bars (3m long and
4 cm diameter). Here, we use a very precise measurement of time (with modern
data acquisition systems) and a very precise 3D modelling of the wave propagation
in bars (based on the Pochhammer and Chree equations) for the computation
of forces and displacements at both ends of the specimen. We checked that the
forces were identical at the input and output bars, to verify that the sample was
homogeneously loaded. Once the quasi-equilibrium of the specimen was verified
(equality of input and output forces), we calculated stress, strain and strain rate. A
direct measurement of Young’s modulus of the specimen is also possible, based on
the transient 1D analysis of the test.

Grain size distribution. Some samples were wrapped inside a loose plastic bag
attached to the input and output bars of the SHPB apparatus. This allowed
us to limit the loss of material during the pulverization of the sample and to
conduct grain size analysis (see Supplementary Tables S2 and S3). The grain size
distribution of the larger grains was determined by manual sieving by shaking a
stack of sieves for 2min.

Errors in grain size distribution are mainly due to loss of material, which is
about 1 g for an initial sample of 25 g. This is also the range of weights measured for
each sieve. Hence, the weight of each particle size bin may be underestimated by
100%. Theoretically, all size bins are affected. However, fragmentation experiments
produce a large dust cloud that could not be recovered. The contributions of the
smallest particles were almost certainly themost underestimated.

Sieving methods measure weight and are biased towards the largest particles,
because weight scales as the cube of the particle size. It is therefore difficult to make
a quantitative comparison with the natural grain size distribution obtained with a
laser granulometer that counts particle number5. Still, qualitatively, our grain size
is larger than the natural grain size distribution of pulverized rocks, but smaller
than the original grain size of our samples.’

Modal analysis. We carried out modal analysis of two thin sections drilled within a
sample taken near Lake Hughes outcrop (see Supplementary Fig. S5), and one thin
section drilled within a sample of Tarn granite. The modal analysis of each thin
section was conducted by identifying the mineral located at 315 random points
within the thin section. The error estimation can be quantified using the central
limit theorem28. If a mineral is found n times forN point counts, the upper limit of
the 95% confidence interval is computed as

Pu
= 100∗β(1−α,n+1,N −n)

where α= 1–0.95 and β is the inverse of the beta cumulative distribution function.
The lower bound of the 95% confidence interval is computed as

Pl= 100∗[1−β(1−α,N −n+1,n)]
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[1] Several cases of rock pulverization have been observed
along major active faults in granite and other crystalline
rocks. They have been interpreted as due to coseismic per-
vasive microfracturing. In contrast, little is known about
pulverization in carbonates. With the aim of understanding
carbonate pulverization, we investigate the high strain rate
(c. 100 s−1) behavior of unconfined Carrara marble through a
set of experiments with a Split Hopkinson Pressure Bar.
Three final states were observed: (1) at low strain, the sample
is kept intact, without apparent macrofractures; (2) failure
is localized along a few fractures once stress is larger than
100MPa, corresponding to a strain of 0.65%; (3) above 1.3%
strain, the sample is pulverized. Contrary to granite, the
transition to pulverization is controlled by strain rather than
strain rate. Yet, at low strain rate, a sample from the same
marble displayed only a few fractures. This suggests that the
experiments were done above the strain rate transition to
pulverization. Marble seems easier to pulverize than granite.
This creates a paradox: finely pulverized rocks should be
prevalent along any high strain zone near faults through
carbonates, but this is not what is observed. A few alternatives
are proposed to solve this paradox. Citation: Doan, M.-L., and
A. Billi (2011), High strain rate damage of Carrara marble,Geophys.
Res. Lett., 38, L19302, doi:10.1029/2011GL049169.

1. Introduction

[2] Pulverized rocks have been recently identified near
some major active faults [Dor et al., 2006, 2009; Mitchell
et al., 2011] as a rare example of fault damage, where
intense microfracturing occurred while the primary rock
structure experienced a minimal distortion (i.e., no or mini-
mal shear strain). Intense damage occurred at low shear strain
and microfractures permeated the whole rock using original
grain boundaries or crosscutting them, thus producing a very
fine‐grained material with most grains smaller than 1 mm.
[3] The origin of pulverized rocks is still debated. Their

occurrence along major faults suggests a connection with
fault mechanics and, in fact, experimental data suggest that
pulverization is a marker of coseismic damage due to strong
earthquakes [Doan and Gary, 2009]. Pulverized rocks may
thus provide important clues to advance the understanding of
earthquake physics and seismic faults [Reches and Dewers,
2005;Wilson et al., 2005;Dor et al., 2006; Yuan et al., 2011].
[4] The knowledge of natural pulverized rocks is, however,

still very limited under many aspects. For instance, known
occurrences of pulverized rocks are so far limited to only a

few sites and major faults (all strike‐slip, with prominent
bimaterial interfaces), namely along the San Andreas Fault
system [Wilson et al., 2005; Dor et al., 2006; Rockwell et al.,
2009; Wechsler et al., 2011], the Northern Anatolian Fault
[Dor et al., 2008], and the Arima‐Takatsuki Fault [Mitchell
et al., 2011]. Interestingly, occurrence of pulverization is so
far limited to a small number of lithologies, mainly crystalline
rocks, with the exception of a sandstone outcrop along the
San Andreas Fault [Dor et al., 2009].
[5] In carbonate rocks, finely‐comminuted fault rocks with

grains smaller than 1mmoccur in high shear strain zones (i.e.,
the fault core [e.g., Storti et al., 2003; Billi and Storti, 2004;
Billi, 2005; Agosta and Aydin, 2006; Frost et al., 2009]). In
contrast, low‐strain, poorly‐distorted, fault‐related breccias
are relatively common, but always in low‐strain zones (i.e.,
the damage zone) and usually with large grains (>1 cm) [Billi
et al., 2003], much larger than for the usual pulverized rocks
(<1mm). So far, the only exception is the carbonate fault rock
observed in central Italy along a seismically‐active normal
fault cutting through shallow‐water Mesozoic limestone,
where finely comminuted rock (grains up to c. 1 cm in
maximum size), interpreted as pulverized rock for the
occurrence of apparently preserved layering, forms a 1‐m‐
thick band running along the fault core on the footwall side
[Agosta and Aydin, 2006]. The hangingwall is downthrown
and buried so no information is available about a possible
bimaterial interface effect. Moreover, the true origin of this
rock (i.e., the pulverized limestone) has still to be con-
clusively ascertained by microscopic observations. Other
reported cases of preserved carbonate rocks embedded within
pulverized crystalline rocks [see Dor et al., 2006, Figure 5]
suggest a scarce propensity of carbonates to pulverization.
[6] To understand why carbonates seem so little prone to

pulverization, we ran high strain rate testing of carbonate
rocks in the laboratory. As sedimentary carbonates are very
heterogeneous, we focused our first study of carbonate
dynamic pulverization on the most homogeneous and
crystalline variety of carbonate (i.e., the Carrara marble;
Figure 1a). Dynamic loading was done with a Split Hopkin-
son Pressure Bar apparatus [Chen and Song, 2010] to record
the uniaxial behavior of samples at strain rates on the order
of 100 s−1.
[7] After presenting the experimental method, we relate the

evolution of strength and damage pattern to strain and strain
rate. We discuss the experimental results in light of the
microstructural damage, before concluding on the relevance
of our study to seismic faults in carbonates.

2. Method

[8] Experiments were done using a Split Hopkinson Pres-
sure Bar (SHPB) apparatus in the Laboratoire de Mécanique
des Solides of the École Polytechnique, Palaiseau, France.
Each sample was inserted between two bars impacted by a

1Institut des Sciences de la Terre,Université Joseph Fourier, Grenoble,
France.

2IGAG, Consiglio Nazionale delle Ricerche, Rome, Italy.
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striker bar arriving at a known velocity. The dimensions of
the bars (length: 3 m; diameter: 4 cm) are so that the propa-
gation of elastic waves in the bars is mainly one‐dimensional
[Gama et al., 2004]. Using the first mode solution of the
Pochhammer‐Chree equation of wave propagation in bars,
forces and displacements applied to the bar ends were
retrieved from strain gauges glued on the bars. We checked
that the forces were identical at the input and output bars to

ensure that the sample was homogenously loaded. We could
then derive the history of stress, strain, and strain rate expe-
rienced by the sample. Due to their short duration, experi-
ments were not servo‐controlled. The loading duration is
related to the length of the striker bar. Hence, strain tends to
increase with strain rate. We compensate for this drawback of
the SHPB apparatus by changing the material of the bars and
by varying the length of the striker.

Figure 1. Microphotographs of Carrara marble samples. Figures 1b–1e are perpendicular to loading in the SHPB apparatus
and Figure 1f is perpendicular to loading in the low strain rate apparatus. (a) Undeformed Carrara marble (crossed nicols). Note
episodic calcite twinning. (b) Apparently intact sample M04 (crossed nicols). Note calcite twins and joined boundaries
between crystals. (c) Split sample M16 (parallel nicols). Note a rather pervasive incipient disarticulation of crystal‐crystal
boundaries. Inset shows a thin‐section parallel and close to the input surface of the cylindrical sample M16. The large micro-
photograph is taken from the thin‐section in the inset. Note the occurrence of incipient radial fractures and incipient disartic-
ulation of crystal‐crystal boundaries. At least in places, calcite twinning preceded fracturing as shown by twins cut by fractures.
(d) Enlargement from split sample M16 (parallel nicols). Note transgranular fractures cutting through twinned non‐distorted
grains. (e) Pulverized sample M01 (parallel nicols). Inset shows a thin‐section parallel and close to the input surface of the
cylindrical sampleM01. Note the radial and circular main fracture zones affecting the thin‐section. The large microphotograph
is taken from the thin‐section in the inset and shows a complete disarticulation of the crystal‐crystal boundaries plus fractures
breaking the original grains, some of which contain calcite twins. (f) Damage pattern of Carrara marble subjected to low strain
deformation. Note large strain (fractures) occurred under low strain rate.

Table 1. Summary of Experimental Data

Sample
Length
(mm)

Diameter
(mm)

Max. True
Stress
(MPa)

Max True
Strain Rate

(s−1)

Max True
Strain
(%)

Dissipated Volumetric
Energy (MJ/m3)

Rubber
Jacket Post‐experiment Statea

M01 28.06 25.62 121 202 3.38 2.03 yes pulverized (red)
M02 27.65 25.64 110 209 3.64 1.88 yes pulverized (red)
M03 28.65 25.97 103 120 1.82 1.18 yes pulverized (red)
M04 28.75 25.59 66 42 0.38 0.12 yes intact (green)
M05 28.31 25.66 101 140 2.19 1.39 yes pulverized (red)
M07 28.64 25.61 110 205 3.49 1.74 no pulverized (red)
M08 28.27 25.67 108 131 1.37 1.09 yes pulverized (red)
M10 28.12 25.68 35 16 0.15 0.02 yes intact (green)
M12 28.19 25.58 106 84 0.60 0.32 yes intact (green)
M13 28.49 25.62 99 86 0.73 0.45 yes split (blue)
M15 28.66 25.66 79 116 1.86 1.05 no pulverized (red)
M16 28.22 25.63 110 91 0.98 0.74 no split (blue)
M17 28.46 25.68 127 35 0.69 0.51 no split (blue)
M18 27.74 25.69 129 68 1.66 1.36 no pulverized (red)

aColors in parentheses correspond to the classification of final macroscropic damage of Figure 3.
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[9] We deformed 14 cylindrical samples (length and
diameter: c. 25 mm; Table 1) of Carrara marble. The fine
grain size of the Carrara marble (c. 0.2–0.4 mm; Figure 1) is
much smaller than the dimension of the sample. Some sam-
ples were jacketed with a rubber jacket to preserve and study
the post‐experiment deformation fabric. We then impreg-
nated these samples with an indurative epoxy resin and cut
them to analyze their fabric under an optical microscope
(Figure 1).
[10] We also conducted a quasi‐static uniaxial compressive

test on a jacketed sample using a Schenk press located at the
3SR Laboratory in Grenoble, France, with a strain rate of
10−5 s−1 only. We used also the X‐Ray CT scan tomography
of the same laboratory to microstructurally investigate the
sample after the quasi‐static test (Figure 1f). Details on the

scanning apparatus and processing of data from the X‐Ray
CT Scan are similar to Lenoir et al. [2007].

3. Results

[11] With increasing strain and strain rate, we obtained
three main post‐experimental deformation fabrics (Table 1):
(1) strongly cohesive, apparently intact samples (i.e., appar-
ently intact or with one or two incipient fractures at the most;
Figure 1b), (2) poorly cohesive, split samples (i.e., with some
main fractures splitting the sample in a few large fragments;
Figures 1c and 1d), and (3) uncohesive, pulverized samples
(i.e., with diffuse microfractures andmost fragments less than
1 mm in size; Figure 1e), where the distance between
microfractures is about 500 mm.
[12] Before failure, the samples experienced similar elastic

loading phases (Figure 2), with a Young’s modulus of
20 GPa. The Young’s modulus is not sensitive to strain rate.
Strength of the sample is about 100 MPa, similar to the
strength recorded in the literature for low strain rate experi-
ments on Carrara marble at room temperature and 5 MPa
of confining pressure [Fredrich et al., 1989]. Below the
100 MPa threshold, we do not see any macroscopic diffuse
damage (Figures 1 and 3 and Table 1). Note that, in all
experiments, there is a permanent strain (Figure 2) suggesting
that inelastic processes occurred (e.g., twinning and micro-
fracturing; Figure 1).
[13] Diagrams of strain and strain rate vs. the maximum

stress attained in the samples as well as the diagram of strain
vs. the energy dissipated in the experiments are shown in
Figure 3. These experimental results show that, although an
approximate trend toward pulverization with increasing strain
rate is visible (see, for instance, results from samples M01,
M02, M03, M07, M08, M05, and M15 in Table 1), unlike
granite [Doan and Gary, 2009; Yuan et al., 2011], in the
Carrara marble, the transition between split and pulverized

Figure 2. Experimental strain‐stress curves of all samples.
The peak stress is consistent for all the sample. The Young
modulus is also similar, around 10 GPa.

Figure 3. Phase diagrams of the macroscopic damage patterns. (a) Maximum strain rate vs. maximum stress. (b) Maximum
strain vs. maximum stress. (c) Dissipated energy vs. maximum stress. Green squares, blue circles, and red asterisks indicate,
respectively, apparently intact, split, and pulverized samples. Jacketed samples are indicated with a circle surrounding the dam-
age symbol.
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rocks with strain rate is not obvious (Figure 3a). SampleM18,
for instance, is pulverized for a strain rate of 68 s−1, whereas
sample M13 is simply split by some main macroscopic
fractures for a strain rate of 86 s−1 (Table 1). In contrast, the
post‐experiment damage pattern seems well correlated with
the total strain accumulated (Figure 3b) rather than strain rate
(Figure 3a). Macroscopic fractures appear in split samples
when strain exceeds 0.65%, whereas intense microscopic
fragmentation (pulverized samples) appears at strains beyond
1.3%. There is, therefore, a narrow interval during which
a few macroscopic fractures develop (the interval between
vertical dashed lines in Figure 3b). For higher strains,
microscopic fractures pervade samples up to their pulveri-
zation (strain > 1.3%) by primarily using crystal‐crystal
boundaries and, more rarely, cutting through crystals
(Figure 1). Hence, marble pulverization is primarily con-
trolled by strain rather than strain rate (Figure 3).
[14] In Figure 3, samples that were jacketed are plotted with

circled symbols. Their final macroscopic state is the same as
the final state of unjacketed samples loaded under the same
conditions. Their strain‐stress curve is also similar (Figure 2).
Hence, jacketing has no effect on the mechanical results
(Figure 3). We can safely analyze the sample microstructure
and generalize to the whole dataset. The pertinence of our
experimental results to explain the natural pulverization of
carbonates is discussed in the following sections.

4. Damage Processes

[15] Carbonate rocks display both ductile and brittle
behavior even at low confining pressure [Evans and
Kohlstedt, 1995]. In our samples, calcite twinning (crystal‐
plastic deformation) is very moderate even in finely pulver-
ized samples (Figure 1e). Moreover, limited twinning is
present also in the undeformed marble (Figure 1a). Hence,
plastic energy by twinning is not the main damage process
and energy sink in our high strain rate experiments, where, in
contrast, fractures play a major role in damage formation
(Figure 1) and are most likely the main energy sink.
[16] In the apparently intact samples, the crystal‐crystal

boundaries appear (under the optical microscope) tightly
joined (Figure 1b). In contrast, the same boundaries start to be
diffusively disconnected in the split samples (Figure 1c) and
become totally disconnected in the pulverized samples, where
crystals are split apart from each other, and, in places,
transgranular fractures split the original crystals into multiple
subgrains (Figure 1e). In some cases, twinning predates
fracturing (Figure 1c), whereas in other cases, fractures occur
without shearing the pre‐existing twins (Figure 1d).
[17] Without confining pressure, the sample splits naturally

into several radial fractures. Figure 1c shows that the incipient
fractures are radial fractures nucleated from the sample
edge, a free surface where the inertial confinement effects
[Forrestal et al., 2004] are small. Tensional strength of rock is
smaller than the compressional strength [Jaeger et al., 2007]
and radial pattern of tensile cracks forms finally. Such pattern
has been also observed through X‐Ray CT Scan on low strain
rate experiments on sand [Desrues et al., 1996] and sandstone
[Bésuelle et al., 2003]. This is not what is observed in pul-
verized samples of Carrara marble, where a new pattern of
concentric fractures develops especially at high strain rates
(Figure 1d). Several fractures propagate stress‐shadowing

each other, a process theoretically predicted by statistical
theory of high strain rate damage [Hild et al., 2003].
[18] The pulverized samples finally experience very large

lateral expansion. For instance, the final diameter of sample
M01 (Figure 1e) is about 3 cm (compared to the initial
diameter of 2.5 cm), corresponding to a lateral expansion of
20%, which is enormous compared to the final uniaxial strain
experienced by this sample (∼3.4%; Table 1). It means that
the sample, once pulverized, is not cohesive anymore and,
therefore, centrifugal motion of grains is favored rather than
creating new fractures across the grains. This inference is also
supported by energy dissipation data (Figure 3c) as demon-
strated below.
[19] In order to understand the energy related to damage

mechanism, we estimate dissipated energy during loading by

computing the quantity
R∞

0
s _" dt. This quantity corresponds to

the area below the stress‐strain curves of Figure 2. The way
dissipated energy evolves with strain or strain rate depends
on the microphysics of damage. Figure 3c shows the dissi-
pated energy vs. strain. Below a strain of 1.3%, both the
intact and split samples align along the same line, with a
slope of 103 MJ/m3. It indicates that the damage mechanism
is predominantly proportional to strain, suggesting an incre-
mental damage. For pulverized samples, with strain above
1.3%, the data align with a slope of only 44 MJ/m3. This
smaller slope means that it is easier to further accommodate
strain once rocks get pulverized. In other words, in Figure 3c,
with increasing strain, samples switched from a cohesive
“rock‐like” behavior (steep slope) to a granular “gouge‐like”
behavior (gentle slope) [Ben‐Zion et al., 2011].

5. Application to Faults

[20] The above‐discussed experimental results lead us to a
few preliminary inferences about high strain rate damage in
carbonates along seismic faults. In marble, to obtain the same
degree of damage and fine grains as found in natural pul-
verized crystalline rocks [e.g., Dor et al., 2006], strain larger
than 1.3% is needed for a strain rate of about 100 s−1

(Figure 3). At low strain rate, uniaxial quasi‐static testing of
sample M14 up to a total strain of 3% gave a split samples,
with a large number of fractures, but not a diffuse micro-
fracturing throughout the entire sample (Figure 1f). This
result confirms that pulverization along faults is a high strain
rate feature, perhaps a coseismic marker. Then, what are the
conditions for pulverization of Carrara marble during an
earthquake? Our experimental results show that a minimum
strain of 1.3% at about 100 s−1 is necessary (Figure 3b). Let
us assume subshear propagation along a mode II rupture at
constant velocity. We assume a pure elastic case, not taking
into account any viscoelastic behavior within the process
zone at the fracture tip. We use the same formulas as Reches
and Dewers [2005] and Doan and Gary [2009], with a
critical stress intensity factor KII equal to 30 MPa m1/2, as in
Reches and Dewers [2005], and typical Lamé coefficients
m = l = 4 GPa, so that the Young modulus is 10 GPa as for
our intact Carrara marble (Figure 2). We then obtain
Figure 4, which shows that strain rate of 100 s−1 is attainable
at distances from the fault core lower than 25 cm. The elastic
properties of rock from the damage zone around a fault can
be down to 50% lower than the protolith [Faulkner et al.,
2006; Lewis and Ben‐Zion, 2010], in which case high
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strain rate can be reached a little farther from the fault zone
(for instance, for m = l = 1 GPa, a strain rate of 100 s−1 is
attainable up to 40 cm away from the fault core; see auxiliary
material).1 This distance from the principal slip surface
(40 cm) is usually well within the high shear strain zone
(fault core) both in crystalline and in carbonate rocks [e.g.,
Chester et al., 1993; Frost et al., 2009]. Hence, it is probable
that so close to the fault core, rock pulverization would be
soon overprinted by the shear deformation leading to fault
gouge development. This could be the case, in part, of the
pulverized carbonate rocks signaled by Agosta and Aydin
[2006] in central Italy. As pulverized rocks have been so
far observed several tens of meters away from the fault core
[Dor et al., 2006, 2009], exceptional earthquakes, like
supershear earthquakes [Doan and Gary, 2009] or a sudden
acceleration of the rupture front must be invoked to reach
pulverizing high strain rates so far from fault cores.

6. Conclusions

[21] In this paper, we presented how Carrara marble
is damaged under uniaxial loading at high strain rate
(c. 100 s−1). At such strain rate, the transition from localized
to diffuse damage is controlled by strain rather than strain rate
and pulverization happens as soon as a strain above 1.3%
is reached (Figure 3). This propensity for getting diffuse
damage is paradoxical as pulverization is scarcely observed
within carbonate rocks. To overstep this paradox, several
explanations may be proposed. One is the fact that the Carrara

marble may not be so representative of sedimentary marine
limestone, which is the main carbonate lithotype affected by
faults in the crust [Billi et al., 2003; Agosta and Aydin, 2006;
Woodcock and Mort, 2008]. An alternative explanation may
simply be that carbonate pulverization occurs very close to
fault cores (Figure 4), where, subsequently, shear deforma-
tion masks all pulverization effects. In the case of bimaterial
faults, the dissymmetry in elastic properties on each side of
the fault leads to a weaker loading on the weaker side [Ben‐
Zion and Andrews, 1998]. More generally, damage can also
affect the strength of the material. Experiments on granite,
for instance, show that pulverizing rocks is easier as rocks
accumulate damage through successive earthquakes (M.‐L.
Doan and V. d’Hour, Effect of initial damage on rock
pulverization, submitted to Journal of Structural Geology,
2011). The efficiency of healing in carbonates at shallow
depths [Renard et al., 2000, Hausegger et al., 2010] may
explain the preserved carbonate outcrops observed within
pulverized granite, as in the Lake Hughes area along the San
Andreas Fault [Dor et al., 2006]. Hence, carbonate rocks may
be preserved when juxtaposed with granite. In any case, the
discussed paradox calls for further investigation on high
strain rate damage of carbonates.

[22] Acknowledgments. We warmly thank Gérard Gary for allowing
us to work on the Split Hopkinson Pressure Bars of Ecole Polytechnique,
and for providing much advice on experimental issues. We thank Mimmo
(Petrolab) for thin‐sections, The experiments were performed with the equip-
ment of Pascal Charrier and Jacques Desrues (3SR laboratory) for X‐Ray
tomography of low strain‐rate sample, and Jean‐Benoit Toni (3SR labora-
tory) for the low strain rate experiment.We acknowledge funding from INSU
3F and UJF TUNES programs. We thank Yehuda Ben‐Zion, Jacques Des-
rues and Gérard Gary for improving earlier versions of the manuscript. We

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL049169.

Figure 4. (a) Maximum strain and (b) strain rate experienced during an earthquake by a sample, depending on its distance to
fault core. We assumed a subshear rupture of constant velocity vrupt, proportional to the Rayleigh wave speed vR. We used
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Dewers [2005], and typical Lamé coefficients m = n = 4 GPa, corresponding to Young modulus of 10 GPa, as in Figure 2.
Dashed lines in the distance vs. maximum strain rate diagram delimit the range of distances from the fault core where a strain
rate of 100 s−1 is attained. At this distance, strain compatible with the limit strain of Figure 3 is attainable. Hence, pulverization
of limestone is possible very close to the fault for a subshear rupture of constant velocity.
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a b s t r a c t

Pulverized rocks have been found in the damage zone around the San Andreas Fault, at distances greater
than 100 m from the fault core. This damage is atypical in that it is pervasive and strain is not localized
along main fractures as expected at these distances from the fault core. With high strain rate experi-
ments, the authors have previously shown that above a strain rate threshold, the localization of strain
along a few fractures is inhibited. Pulverized rocks may be generated by seismic waves at high frequency.
Here we generalize these conclusions by discussing the effect of the initial fracture network in the
sample on the transition from strain localization along a few fractures to diffuse damage throughout the
sample. Experimental data are compared with statistical theory for fracture propagation. This analysis
shows that the threshold in strain rate is a power law of initial fracture density and that a pre-damaged
rock is easier to pulverize. This implies that pulverized rocks observed on the field may result from
successive loadings.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Pulverized rocks have been observed near the San Andreas Fault
(Wilson et al., 2005; Dor et al., 2006, 2009), and other large strike
slip faults: Garlock Fault (Rockwell et al., 2009), Northern Anatolian
Fault (Dor et al., 2008), and Arima-Takatsuki Fault (Mitchell et al.,
2011). These rocks are found in outcrops of pervasively damaged
rocks, which are sometimes as wide as several hundreds of meters.
Due to the intense fracturing, individual samples typically crumble
into powder when compressed by hand. Rockwell et al. (2009) have
shown that the samples are microfractured, resulting in angular
fragments about 100 mm in size. These rocks are only moderately
chemically altered, so that their weakness cannot be attributed to
weathering. High strain is one mechanism to explain the multi-
plicity of fractures: energy input rate is so high that it could not be
accommodated by only a few fractures. A key observation is that
the extensive damage of pulverized rocks is associated with small
overall strain (Fig. 1). A second explanation for the diffuse damage
pattern is high strain rate.With a higher energy supply rate, a single
fracturewith limited propagation speed cannot accommodate all of
the applied energy. At higher strain rate, the finite velocity of stress
waves also limits the expansion of the stress shadow zone around
a major fracture, and interaction between fractures differs from the
low strain rate case (Grady and Kipp, 1989; Hild et al., 2003b).

Pulverized rocks are localized within a few kilometers of the
fault, with damage typically increasing closer to the fault core
(Mitchell et al., 2011). This suggests that pulverization is related to
fault activity. The origin of pulverized rocks is still debated, but
most theories assume they are related to coseismic damage. The
rarity of pulverization suggests that it is induced by an exceptional
event, either by the tensile pulse predicted for rupture along
bimaterial interfaces (Andrews and Ben-Zion,1995), or by theMach
cone of a supershear rupture (Doan and Gary, 2009). Doan and Gary
(2009) have shown experimentally that high strain rate loading can
generate features similar to pulverization. They used samples from
the Lake Hughes area of the Mojave segment of the San Andreas
Fault (SAF), about 150 m away from the fault core. As a result of the
proximity of the samples to the fault their experimental samples
were pre-damaged.

The experiments reported here were conducted in a similar
manner; a single, sudden and high energy loading event. Yet, thin
sections of natural pulverized rocks reveal sealed microfractures
(Fig. 1b), suggesting that the damage may be cumulative, and
related to multiple loadings. These observations lead to the ques-
tion: What is the effect of initial damage on the pulverization
properties of rocks? In this paper, we investigate experimentally
the effect of initial damage on the fragmentation process. We
couple experimental results made on both pre-damaged and intact
samples with the theory of Hild and Denoual (Hild et al., 2003a,
2003b; Denoual and Hild, 2000, 2002) to show that the threshold
to pulverization decreases with greater initial damage. Hence, as
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rocks close to the fault get more and more damaged by successive
loadings, pulverization becomes easier.

2. Experimental pulverization of rocks

2.1. Split Hopkinson pressure bars

When performing high strain rate testing, wave propagation
time may not be negligible and the deformation measured at an
individual strain gage may not be representative of the sample
deformation Nemat-Nasser (2000). Moreover, classical servo-
hydraulic machines have a limited loading velocity range leading
to the use of Split Hopkinson Pressure Bars (SHPB) when applying
strain rates above 100/s (Nemat-Nasser, 2000). In this study, we
induce damage experimentally on protolith samples collected near
the pulverized zone of the San Andreas Fault. The samples were
loaded uniaxially at strain rate above 50/s, using the SHPB appa-
ratus (Kolsky, 1963) at the Laboratoire de Mécanique des Solides of
the École Polytechnique, Palaiseau, France.

Pulverized rocks have thus far only been documented in surface
outcrops (Wilson et al., 2005; Dor et al., 2006, 2009, 2008; Mitchell
et al., 2011) or in shallow boreholes at depths ¡50m (Wechsler et al.,
2011). The shallow borehole drilled along the San Andreas Fault
provided samples free from surface alteration, that helped evaluate
the relative timing of pulverization and surface alteration:
Wechsler et al. (2011) argued that pulverization of outcrop rocks
along the San Andreas Fault occurred recently, i.e. when the
samples were at shallow depths. Therefore, we assume that
unconfined conditions in our experiments are relevant for under-
standing rock pulverization, at least along the San Andreas Fault.

Each cylindrical sample is inserted between 2 bars and impacted
by a striker bar arriving with a known speed (Fig. 2). The incident
stress wave splits into reflected and transmitted waves when it
reaches the sample. The incident and reflected waves are then
measured with strain gages on the input bar and output bar.

Classical processing of the SHPB assumes 1-D propagation of
elastic waves, given the dimensions of the bars (3 m in length by
4 cm in diameter). Here, we have taken into account the dispersion
and attenuation processes predicted by the 3D-model of Poch-
hammer and Chree (Graf, 1991). Due to our sampling rate of 1 MHz,
we could reconstruct precisely forces and displacements at both
ends of the specimen. We checked that the forces were identical at
the input and output bars to verify that the sample was homoge-
neously loaded. Once the quasi-equilibrium of the specimen is

verified (equality of input and output forces), we calculated the
history of stress, strain, and strain rate.

To ensure that the samples were loaded only once, the output
bar is shorter than the input bar. Its exit extremity is free to move,
allowing the output bar to move away from the sample before any
reloading of the sample.

Experiments were conducted with strikers of various lengths
(1.20m, 0.9m and 0.5 m), andwith or without a lead foil inserted at
the entry extremity of the input bar, which acts as a pulse shaper. By
conducting experiments both with and without the pulse shaper
we could decouple strain and strain rate.

2.2. Experiments done on samples from the damage zone of the San
Andreas Fault

In this section, we briefly review the experiments (Doan and
Gary, 2009) conducted on samples taken from near the San
Andreas Fault, at the Lake Hughes outcrop. This outcrop has been
described extensively in (Dor et al., 2006) (see their Figs. 1 and 5).
Lying west of Palmdale city, CA, this outcrop is located in a narrow
valley following the Mojave Segment of the San Andreas Fault.
Although the fault itself is not visible, the damage zones of both
sides of the fault are visible. The granite of the northern side is
severely pulverized, with the intensity of pulverization decreasing
rapidly (Fig. 3). The carbonate outcrop on the southern side is much
less damaged. Samples were collected about 150 m from the fault
core and were derived from the same protolith as the pulverized
rocks but not pulverized themselves. The lithology of the samples is
described in Table 1. We used this rock material to approximate the
initial state before pulverization.

All samples have similar dimensions, 2.5 cm in diameter and
2.5 cm in length. The 1:1 aspect ratio offers a suitable compromise
to minimize both stress shadow from sample ends (Paterson and
Wong, 2005) and heterogeneity of stress in a long sample when
the wave passes (Gama et al., 2004).

Fig. 1. (a) Thin section of a pulverized rock sampled near Mount Emma Road outcrop, located east of Palmdale, CA, along the Mojave segment of the San Andreas Fault (see also
Fig. 3). Thin section was taken in plane polarized light. The outcrop location and description can be found in Fig. 1 of (Dor et al., 2006). Note the dense fracture network crosscutting
grains and the preserved interlocked structure of the crystalline rock. The rock is severely damaged but with little shear displacement. Quartz (qtz) and feldspar (fsp) are affected,
but the long, weak mica grain (mc) is only cleaved. (b) Zoom within the red rectangle of picture (a). Some sealed microfractures are highlighted by a series of fluid inclusions (black
arrows), suggesting that the sample was previously damaged and healed (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.).

Input bar Output bar
Specimen

Strain gaugesA B

Fig. 2. Schematics of the split Hopkinson pressure bars.
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Three final states could be observed macroscopically:

1. the sample was not damaged
2. the sample was split axially in a few fragments, no more than 5.

This is the typical damage observed when a rock sample is
uniaxially loaded at low strain rate (Paterson andWong, 2005).

3. the sample was shattered in multiple small fragments, smaller
than the initial grain size of about 1.5 mm. This diffuse damage
is reminiscent of pulverized rocks.

No intermediate state was observed between single fracturing
andpulverization.Above a strain rate of 150/s, samples arepulverized

and there is a sudden transition from failure along a small number of
fractures to a pervasively pulverized damage. Doan and Gary (2009)
infer that pulverized rocks in the field are the product of coseismic
damage, with a strain rate larger than 150/s. They show that such
a strain rate is not expected for usual earthquakes propagating at
subshear rupture speed. They explain the origin of pulverized rocks
as the damage generated by a shock wave, like the Mach wave
accompanying a supershear rupture. A Mach wave is a solitary wave
that decays slowly with distance. Bhat et al. (2007) show evidence of
coseismic damage generated during a supershear rupture up to 5 km
from the fault trace. A prediction of our experimental results is that
the samples could be pre-damaged before testing, even though they
were sampled 150m from the fault core, a distance at which fracture
density levels to the background level for most faults (Mitchell and
Faulkner, 2009; Savage and Brodsky, 2011).

Several observations indeed suggest that, though not pulver-
ized, the natural rock used in the first series of experiments was
severely damaged. Fig. 5a shows a thin section of the initial state of
one of the samples before loading. At the centimetric scale,
microfractures are visible from inspection of thewhole thin section.
At higher magnification, microfractures are also visible at the mil-
limetric and submillimetric scale. The sample is cohesive enough to
withstand coring and moderate loading. Yet, experiments
described in the next section give an uniaxial strength below
100 MPa, a low value for granitic rock (usually close to 200 MPa, as
for Westerly granite (Heap and Faulkner, 2008)).

To investigate the effect of this initial damage on the high strain
rate behavior of crystalline rocks, we conducted a further series of
experiments of intact granitic rocks.

2.3. Experiments performed on intact rocks

To investigate the effect of damage, we used granite samples
from Tarn, France. Fig. 6 shows a thin section of this rock and of the
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Fig. 3. Location of the samples used in the experiments. We overlay the pulverization map of Dor et al. (2006) and the location of the samples (blue star). We use the same color
code as in Dor et al. (2006): red denotes pervasive pulverization, when all crystals in the sample can be crushed by hand; orange for selective pulverization, when some crystals
remains intact; yellow for intense fracturing, when crystals retain the original grain size; green for distributed fracturing at the centimeter scale. Our sample can be classified as
weakly fractured, with macroscopic large fractures visible in Fig. 5. The digital elevation data were obtained from the GEON project (Prentice et al., 2009). The map was made using
Generic Mapping Tools (GMT) software (Wessel and Smith, 1998), using a basic cylindrical projection with a central meridian of longitude equal to �118�30 and a standard parallel
of latitude equal to 34�42. The inserted map shows location of some outcrops included in the text: Lake Hughes (LH) outcrop from which the samples for laboratory experiments
were taken, Mont Emma Road (ME) outcrop, from which thin sections were made within pulverized rocks (Fig. 1). We also added the location of two major cities of the area,
Palmdale (P) and Oxnard (O) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).

Fig. 4. Final states of damage after dynamic loading of granite from the San Andreas
Fault. Results are gathered in a diagram showing strength versus maximum peak
strain. There is a transition from single fracturing to multiple fragmentation at strain
rates above 150/s (Doan and Gary, 2009).
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San Andreas Fault rock for comparison. In both cases, the sample is
granitic in composition, with a millimetric grain size, significantly
smaller than the sample dimension (2.5 cm in diameter, about 2 cm
in length). As with the granite near the San Andreas Fault, Tarn
granite is slightly weathered, with mechanical alteration of the
feldspar grains. Table 1 shows a similar modal composition for both
rocks. Hence, we use the Tarn granite as a proxy for the intact,
undamaged San Andreas Fault rocks.

Experiments on the Tarn granite are summarized in Fig. 7. It
shows three distinct final macroscopic states (Fig. 8): intact, split in
to a few fragments, or finely fragmented, equivalent to experiments
on the SAF granite (Fig. 4). There is no intermediate state between
the two latter stages, at least for the strain rates explored here.

Due to the loading duration being controlled by the striker
length, there is always an ambiguity between strain rate and total
strain accumulated (Doan and Billi, 2011). To compensate for this
artifact, we used different strikers. We also used a pulse shaper to
smooth the loading front (Chen and Song, 2010).

As shown in Figs. 7 and 9, pulverization can occur at both low
and large strains. Very large strains are attained when the sample is
pulverized and multiple fragments are ejected: the sample is no
longer present to separate the input and output bars and we record
artificially large strains.

There are fewer tests completed on the intact Tarn granite than
on the pre-damaged San Andreas samples, yet a transition is still
visible if we plot strength versus peak strain rate (Fig. 8). When
loading at strain rates above 250/s, samples of Tarn granite frag-
ment into fine grains. The transition threshold is larger than for the
pre-damaged case. Rock strength also increases from 75 MPa to
150 MPa when the initial sample is less damaged.

One may speculate on the validity of the comparison between
the experiments, as the high strain rate experiments were not
conducted on the exact protolith of the damaged Lake Hughes
granite. However, our results are consistent with two other studies,
suggesting that our experiments are valid. The first is a series of
experiments made on Westerly Granite by Yuan et al. (2011). This

paper has an outline very similar to Doan and Gary (2009), but is an
independent study. They tested with Split Hopkinson Pressure Bars
intact samples of Westerly Granite in unconfined and quasi-
oedometric confined conditions. They find in unconfined condi-
tions a transition to pulverization for strain rates above 250/s. The
strength threshold was also about 150 MPa. The second is a theo-
retical model of pulverization developed by François Hild and co-
authors (Hild et al., 2003b; Denoual and Hild, 2000), that is in
agreement with our experimental results. This theory is presented
in more detail within the next section, as we will use it to extrap-
olate our experimental results in the case of multiple loadings.

3. Statistical theory of pulverization

We studied experimentally the two extreme cases of (1) a pre-
damaged sample and of (2) an intact sample. To generalize the
conclusions drawn from our experimental data to any level of initial
damage, we will refer to the theoretical model of transition from
single fracturing to multiple fragmentation, that has been proposed
by Hild, Denoual and co-workers (Denoual and Hild, 2000, 2002;
Hild et al., 2003a, 2003b). This is a statistical theory that determines
the strength of a brittle material, depending on whether it is frac-
tured or pulverized. It is a variant of theWeibull statistical theory of
strength. After reviewing the Weibull theory for the common low-
strain-rate case, we will present the theory of the high strain rate
case proposed by Denoual and Hild (2000). Once the two theories
are described, a transition between them can be predicted. This
section is mathematically-intensive. Symbols used in equations are
summarized in Tables 2 and 3.

3.1. Description of the theory

3.1.1. Weibull hypotheses of rock failure
The Weibull model (Weibull, 1951) is a popular model to

describe the failure of a sample by a single fracture. In a sample,
there exist initial flaws, with different lengths, and hence different

Fig. 5. (a) Thin section cut from a sample from the San Andreas Fault zone, before experiments. The thin section is 4.5 cm long and 2 cmwide. A total of 660 fractures are delineated.
(b) Histogram of fracture lengths m delineated in figure (a). Most fractures are smaller than 2 mm. This length corresponds to a. The red line gives a power law fit, pðlÞfl�a , of the
fracture length distribution, with a power exponent a ¼ 3.4. The fit is poor for small lengths since statistics are not complete for small lengths.

Table 1
Modal composition of the rocks tested. Modal analysis was performed by random selection of 105 points of the available thin sections (two for the San Andreas Fault samples,
one for the Tarn Granite). 95% confidence interval of the proportion of each mineral (in percent) is given between square brackets below the average composition.

Sample Quartz K-Feldspar Plagioclase Biotite Amphibole, sphene

San Andreas Fault 28.7% 33.3% 20.3% 16.0% 1.6%
Thin section 1 [24.5e33.3] [28.8e38.1] [16.5e24.5] [12.6e19.9] [0.6e3.5]
San Andreas Fault 28.2% 35.1% 19.9% 14.9% 1.9%
Thin section 2 [24.0e32.8] [30.7e40.0] [16.3e24.1] [11.7e18.7] [0.8e3.8]
Tarn Granite 32.8% 39.4% 13.8% 14.1% 0%

[28.4e37.4] [34.8e44.1] [10.6e17.4] [10.9e17.7] [0e0.9]
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strengths (Fig. 10a). The Weibull model assumes (1) that all flaws
are loaded by the same stress, (2) that each flaw will have an
independent probability to fail and (3) the breaking of a single
fracture will induce the failure of the whole sample; this is the
weakest link hypothesis (Fig. 10b).

Conditions (1) and (2) assume that the fracture density is low
enough for fractures to develop independently, without stress-
shadowing effects. If the load is heterogeneous, Hild et al. (2003b)
introduced the concept of an effective volume Veff ¼ ZeffV to
describe the homogeneously loaded portion of a sample in a rock.

Condition (3) can be understood with concepts from linear
elastic fracture mechanics. Fractures act as stress concentrators.
Linear elastic fracture mechanics states that at the tip of a fracture
of length l, the stress s is amplified as:

sij ¼
Kffiffiffiffiffiffiffiffiffi
2pr

p fijðqÞ (1)

r is the distance to the fracture tip and q the orientation to the
fracture angle. fij is a known adimensional function. K is the stress
intensity factor. Depending on the loading mode, the detail of its
expression varies, but it retains the general form:

K ¼ Ys
ffiffi
l

p
; (2)

where Y is an adimensional geometrical factor and s is the ampli-
tude of the loading. For instance, for a mode I loading K ¼ s

ffiffiffiffiffi
pl

p
.

Irwin (1957) have shown that if K exceeds a threshold value Kc

then the fracture extends to reach a longer length l. According to Eq.
(2), the stress intensity factor then increases. Kc could then be
reached with a smaller stress s: the strength of the fracture is
smaller. This positive loopback explains why the failure of a major

flaw can develop catastrophically into the complete failure of the
sample (Fig. 10b).

From a uniform stress field s and a given fracture mode, Eq. (2)
predicts that a fracture will fail if it exceeds a threshold length

Lc ¼
�
Kc

Ys

�2
(3)

We now explore the probability for the occurrence of a fracture
longer than Lc.

3.1.2. Weibull statistical model of single fracturation
In most natural samples there is an initial network of fractures.

The initial fracture density is labeled l0. If we take a volume V, there
is on average a number of N fractures within this volume, with
N ¼ l0V. Fracture density is not the only fracture parameter
controlling the sample strength. The length distribution of these
fractures is also important. Each fracture has a probability of having
a length between l and l þ dl given by the probability distribution
function p(l). The average density of fractures lLc of length greater
than a critical length is then lLc ¼ l0

RN
Lc pðlÞdl. Hence, the proba-

bility of having k fractures of length greater than Lc within the
volume V is then given by the Poisson statistics:

pV ;LcðkÞ ¼
�
lLcV

�k
k!

e�lLc V (4)

In the weakest link hypothesis, the probability of survival of the
sample is given by pV ;Lc ðk ¼ 0Þ. If the sample does not survive, it
fails, and hence the probability of failure is given by

pF ¼ 1� pV ;Lcð0Þ ¼ 1� e�lLc V (5)

Fig. 6. Thin sections representative of the lithologies tested during the experiments described in this paper. Several minerals are visible: quartz (qtz), feldspar (fsp), mica (mc). Grain
size is millimetric in both cases, and therefore much smaller than the sample size. Modal analysis made on the whole thin sections is given in Table 1.
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This relationship scales with the volume under consideration
(Weibull, 1951). For instance, if we are interested in a volume
V ¼ y� V , there is no failure in the volume V if there is no failure
within all the y volumes of sizeV. All these events are independent
and we obtain

pV;Lcð0Þ ¼
�
pV ;Lcð0Þ

�y
¼ e�lLc yV ¼ e�lLcV (6)

Eq. (5) holds ifwe replaceVbya larger volume. The expressionof
Weibull law is scale independent. Let us assume now that the size
distribution p(l) can be described byapower lawp(l)¼ Cl�a, whereC is
a normalizing factor, dependent on the smallest fracture length. Then,
we obtain a simple expression for lLc :

lLc ¼ l0

ZN
Lc

Cl�adl ¼ �l0C
L1�a
c

1� a
(7)

Using the above equation and Eq. (2), Eq. (5) then reduces to
a Weibull distribution:

pF ¼ 1� e
�
� s

Ds

�m

(8)

where m ¼ 2(a�1) and Ds ¼ (Kc/Y)(m/2CVl0)1/m. m is called the
shape parameter and Ds the scale parameter of the Weibull
distribution. The maximum of the associated probability density
function is reached at for smax ¼ (m�(1/m))1/mDs if m > 1. From
Weibull equations, we obtain the average strength of a sample
(Fig. 11):

sF;static ¼
ZN
0

dpF
ds

sds ¼ Ds
m

G
	
1
m



(9)

where G½x� ¼ RN
0 tx�1e�tdt is the gamma special function. There-

fore the strength of the sample decreases with the initial density of

Sample
Peak strain

rate (/s)

Peak stress

(MPa)

Peak strain

(%)
Final state Photograph

T1 708 313 4.12 Pulverized No picture

T2 51 97 0.25 Intact No picture

T7 755 201 8.26 Pulverized

T9 518 159 4.74 Pulverized

T10 150 126 0.13 Split

T12 180 162 0.32 Split

T13 289 160 0.66 Pulverized

T14 258 144 0.74 Split

T15 217 139 0.51 Split

T17 251 153 0.56 Pulverized

Fig. 7. Summary of experiments performed on Tarn granite. For each sample, peak stress, peak strain, peak strain rate and a classification of the final damage are reported. When
available, a photograph illustrating the post-mortem macrodamage of the sample is also included. The ruler in the photographs is graduated in centimeters.

M.-L. Doan, V. d’Hour / Journal of Structural Geology 45 (2012) 113e124118

113



fractures l0 and with its volume, as we have more chance to find
a fracture of critical length.

The Weibull model also recognizes that the heterogeneity of
samples leads to a variability in sample strength. The standard
deviation in sample strength is given as DsF;static ¼
Ds

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gð1þ ð2=mÞÞ � ðGð1þ ð1=mÞÞÞ2

q
wðpDs=

ffiffiffi
6

p
mÞ. This means

that if m is very large, the Weibull distribution is very peaked, and
hence has amore uniform strength distribution. By playing between
the shape parameterm and the scale parameterDs, we can quantify
the heterogeneity and the weakness of the sample. The Weibull
model statistically predicts the strength of a sample based on
microscopic fracture lengths (Jayatilaka and Trustrum, 1977).

To check the validity of the Weibull model for single-fracture
samples, we estimated the m Weibull parameter for the pre-
damaged San Andreas Fault samples using two approaches (Fig. 12).
Fig. 5b gives the length distribution of fractures picked from a thin

section, at a centimetric scale. The limited resolution of the image
prevents the completeness of the fracture catalog for smaller fractures.
Yet, the length distribution of the largest fractures can be roughly
matched (Fig. 5)with a fractal coefficienta¼ 3.4, giving anexponential
value ofm¼ 2(a�1)¼ 4.8. This result is slightly larger than the particle
grain size distribution found with a laser granulometer by Wechsler
et al. (2011), who obtained a grain size distribution matching
a power law function with a coefficient a ranging from 2.5 to 3.1 for
pulverized rocks collected in a borehole near Mount Emma outcrop
along the San Andreas Fault (Fig. 3). We then determined the strength
distribution for the samples that were split. The cumulative strength
distribution is fitted with a Weibull distribution. We find a scale
parameterDs¼ 70MPa and a shapeparameterm¼ 5, that is similar to
the experimental value m ¼ 4.8 found by fitting the microfracture
lengthdistribution. TheWeibull theorygives satisfactory results for the
samples that were pre-fractured.
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Fig. 8. Final states of damage after dynamic loading of Tarn granite. Results are
gathered in a diagram showing strength versus maximum peak strain. As in Fig. 4,
there is a transition from single fracturing to multiple fragmentation, but at a higher
strain rate, above 250/s.
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Fig. 9. Strain dependence on the transition from single fracturing to multiple frag-
mentation, from the summary of experiments in Fig. 5. The extremely damaged,
pulverized rocks can withstand loading to artificially large strains; however, two cases
(T13 and T17) also show that pulverization can occur at smaller strain.

Table 2
Table of symbols used within the equations of the text e Latin alphabet.

Symbols Meaning

c Stress wave velocity
e Euler number (w2.718)
K Stress intensity factor
l Length of fracture
Lc Threshold length of fracture, for which K > Kc or Lc.

Fractures longer than Lc will propagate
m Shape parameter of Weibull distribution. Representative

of the sample homogeneity.
n Number of dimensions of the problem (here 3)
pF Probability of failure
Pns Probability for a fracture longer than Lc to be not

overshadowed by another fracture
pV ;Lc ðkÞ Probability of having k fractures of length greater than Lc

within the volume V
tc Characteristic time for a fracture to be interacting with

surrounding fracture
tf Characteristic time for a fracture to reach failure under a

constant stress rate _s

V Volume of the sample
Veff Volume uniformly loaded by stress s
Y Geometrical factor intervening in stress intensity factor

computation
Zeff Ratio between Veff and V

Table 3
Table of symbols used within the equations of the text e Greek alphabet.

Symbols Meaning

a Coefficient of the power law governing fracture length statistics
g(n,x) Lower incomplete Gamma special function
G(x) Gamma special function
Ds Scale parameter of Weibull distribution. Representative

of the sample strength.
DsF,static Standard deviation of the strength statistics of a sample

quasi-statically loaded
l0 Initial fracture density
lb Density of fractures amenable to further propagation and

that effectively break
lb,sat Maximum density of fractures that effectively break,

at saturation
ls Density of fractures amenable to further propagation

but stress-shadowed by other fractures
lLc Density of fractures of length longer than Lc, i.e. of fracture

amenable to propagation
s Applied stress
_s Stress rate
_sc Transition stress rate from single fracture to multiple

fragmentation
sF,dyn Average strength of a sample loaded at high strain rate
sF,static Average strength of a sample quasi-statically loaded
U0 Initial size of the shadow zone around a fracture
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3.1.3. The Hild model of multiple fragmentation
When a sample is loaded rapidly, the physics of the interaction

between flaws is altered (Fig. 10c). Stress wave propagation has to
be taken into account. The weakest flaw takes a finite time to
expand, during which time other cracks can also expand. But
during that time, some fractures can also enter the shadow zone of
others. Hence, the Weibull model has to be modified to take into
account these two phenomena. This is what is achieved with the
theory of Hild et al. (2003b), which we will summarize and refor-
mulate in this section. Let us assume that a stress s is applied
homogeneously on the material. We saw in Section 3.1.2 that there

is an average density of fractures lLc that may break for a stress
smaller than s. Combining Eqs. (3) and (7), lLc expresses as

lLc ¼ l0
2C
m

�
Ys
Kc

�m

(10)

However, only a fraction lb of them effectively break, as some
are stress-shadowed. The density of shadowed fractures is denoted
by ls.

lb ¼ lLc � ls (11)

Let us assume that the area shadowed by an expanding flaw
expands as U(t) ¼ U0 � (c(t�t0))n, where n is the dimension of the
problem (here n ¼ 3), c is the fracture propagation speed, U0 an
adimensional coefficient controlling the size of the shadow zone
and t0 the start of fracture propagation. The sample is progressively
loaded and stress increases with time: s ¼ _st. In the case of
a purely brittle material, this is equivalent to loading at a constant
strain rate. Let us suppose we are now at time t. At t þ dt, we reach
the stress s þ (ds/dt)dt. At this higher stress, new cracks will begin
to break, provided that their strength is between s and sþ (ds/dt)dt
and that they are not overshadowed:

dlb
dt

¼ dlLc
dt

Pns (12)

We now address the question of how to compute Pns, the
probability not to be shadowed? A flaw is not overshadowed if
there is no initial fracture on its horizon during previous time steps
(Fig. 13). To estimate this, let us consider the probability that
a fracture can be overshadowed by another fracture that would
have initiated at time t0 and t0 þ dt0. This is equivalent to slicing the
horizon (dashed lines of Fig. 13) several times between t0 and
t0þdt0 (horizontal lines of Fig. 13). This is given by the Poisson
process that involves the probability of finding a fracture of
strength ðdlLc=dsÞðds=dtÞdt ¼ dlLc=dtjt0dt0 in the affected volume
U(t�t0). The probability that no fracture appears is

dPns ¼ exp
�
� dlLc

dt

����
t0
Uðt � t0Þdt0

�
(13)

We then integrate Eq. (13) for all previous time steps, until
t0¼ 0, using the scaling relationship of theWeibull distribution (Eq.
(6)). The probability for a fracture not being shadowed is then:

Pns ¼ exp

0
B@�

Zt
0

dlLc
dt

������
t0

Uðt � t0Þdt0

1
CA (14)

a b c

Fig. 10. Schematics of the different theories of failure. (a) Initial flaw model: There is an initial distribution of flaws scattered in space, with different locations, and different
strengths. The sample is then loaded at a given stress rate (or strain rate in an elastic solid). There are two extreme cases: (b) Slow strain rate case: The sample is loaded so slowly
that the propagation of the weakest flaw is considered instantaneous. Breaking the weakest flaw leads to the failure of the whole sample. (c) High strain rate case: The sample is
loaded so rapidly that the finite fracture propagation speed cannot be ignored. This allows the propagation of multiple fractures at the same time. Yet not all fractures propagate, as
some can be stress shadowed by other propagating flaws.

Fig. 11. Failure probability predicted by Weibull equation (Eq. (8)). The shape
parameter m and the scale parameter Ds control the values of sav (Eq. (9)) and smax. In
this graph, m > 1.

M.-L. Doan, V. d’Hour / Journal of Structural Geology 45 (2012) 113e124120

115



We then integrate this equation using the expression of lLc from
Eq. (10) to obtain

Pns ¼ exp
	
� l0

2C
m

U0c
n m!n!
ðmþ nÞ!t

mþn
�
_sY
Kc

�m

(15)

Note that we can simplify the above expression as
Pns ¼ e�ðm!n!=ðmþnÞ!ÞlLc ðtÞU0ðctÞn , butwe prefer towrite Pns ¼ e�ðt=tcÞmþn

to highlight the characteristic time for fracture interaction through
stress waves:

tc ¼

2
664
2Cl0U0m!n!cn

�
_sY
Kc

�m

mðmþ nÞ!

3
775
� 1

mþn

(16)

The equation is rather large, yet it expresses some intuitive ideas:
the characteristic time for fracture interaction decreases with the
initial density of fractures l0, with the loading rate _s, the minimal
size of the shadow zone around each U0 and with the stress wave
velocity c. The characteristic time tc is to be compared with another
characteristic time: the time tf for the loading to lead to new fracture
tf. We can re-express Eq. (10) as lLc ¼ l0ðt=tf Þmwith

tf ¼ Kc
_sY

�m
2C

�1
m

(17)

From Eqs. (10), (12) and (15), we derive lb, the density of frac-
tures that will effectively break at stress s:

lb ¼ l0
m

mþ n

 
tc
tf

!m

g

	
m

mþ n
;

�
t
tc

�mþn

(18)

where g½n; x� ¼ R x
0 tn�1e�tdt is the lower incomplete gamma func-

tion. The time evolution predicted by the above equation is given by
Fig. 14. As g½n; t� w

tw0
ðtv=vÞ at short times, lb w l0(t/tf)m: the more

homogeneous the distribution of flaw strengths, the higher is m,
and the more sudden is the simultaneous growth of fractures. Note
that at small times, lbðtÞwlLc ðtÞ: the stress-shadowing phenom-
enon is not yet efficient. The breaking fractures density saturates
rapidly to lb;sat ¼ l0ðm=mþ nÞG½m=mþ n�ðtc=tf Þm, where G[x] is
the Euler gamma function (G[n] ¼ g[n,N]). We see that the density
of fractures that will effectively break increases if the shadowing
process is slow (large tc) compared to the fracture initiation dura-
tion tf. The above equation can be expressed in terms of applied
stress rather than time, by introducing a critical stress sc ¼ _stc. The

critical stress scales as _sn=mþn.
Computing analytically the strength of the sample is difficult.

We can no longer use the Poisson process underlying the Weibull
Eq. (5) as the failures of all subparts of the samples are not inde-
pendent events anymore, because of the stress-shadowing process.
Instead, Denoual and Hild (2000) use a mean-field theory by
introducing the concept of macroscopic damage D to exploit the
density of broken fractures. They take as a proxy of damage the
probability D ¼ 1�Pns. This damage parameter is then inserted in
a mean-field theory of stress screening, similar to the strategy
developed by Grady and Kipp (1989): the stress that has been
considered so far is an effective stress that is different from the
applied stress sapp ¼ (1�D)s. The dynamic strength sF,dyn of the

Fig. 12. Experimental determination of the Weibull parameters for the pre-damaged
samples from the San Andreas Fault. We consider only the strength of the samples
that were single-fractured. The cumulative probability density function is then fitted
with a cumulative Weibull distribution, as in Fig. 11. Experimental Weibull parameters
are Ds ¼ 70 MPa and m ¼ 5.

Fig. 13. Graphical representation of the concepts developed in the case of multiple
fractures. For a given stress, there are a few preexisting flaws that have a lower stress
than s (red circle, labeled with a subscript c in the main text). Some of them are
effectively initiated (subscript b) and their shadow zones (shaded areas) expand as
they propagate. Others flaws cannot be activated (subscript s) because they fall within
the shadow zone of an initiated crack. To investigate the probability of falling within
a shadow zone, we delineate the horizon of the fracture (dashed lines) projected
backwards in time, or equivalently backwards in stress as s ¼ _sdt. The probability that
a crack breaks is computed by combining the probability for an existing flaw to be
within the influence area between t0 and t0þdt (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.).

0 tc

t

b,sat

b

Fig. 14. Time evolution of breaking fracture with time, as predicted by Eq. (18). The
fracture population increases with a power law of time, but saturates due to stress-
shadowing between propagating fractures.
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sample is the maximum of the stress applied during the loading.
This happens when ðds=dtÞ ¼ ðd=dtÞðð _stÞPnsÞ ¼ 0, i.e. for
tmax ¼ (1/m þ n)(1/mþn)tc. The maximum applied stress is therefore
sF,dyn ¼ e�1/mþnsc, whose full expression is

sF;dyn ¼

2
664
2eCl0U0m!n!cn

�
Y
Kc

�m

mðmþ nÞ!

3
775
� 1

mþn

_s
n

mþn (19)

Dynamic strength increases with strain rate, with a power law of
exponent ðn=mþ nÞ. Higher strain rate indeed results in smaller
fragments, as shown by the experiments of Section 2 but also by
Grady and Kipp (1989). This increases the fracture energy created
during damage of the rock. This contrasts with the quasi-static
loading case, for which strength is independent of strain rate.

3.2. Prediction on the effect of damage on the transition

These theoretical results show that rock strength varies with
stress rate (hence for a pure brittle solid, with strain rate). The
variation is schematically described in Fig. 15. For a single frag-
mentation problem, strength is constant. For a multiple fragmen-
tation problem, strength increases as a power law of stress rate. The
transition between the two regimes happens when sF,static ¼ sF,dyn.
If we use the damage theory of Denoual and Hild (2000), we get
a transition strain rate of

_sc ¼
�
2Cl0
m

��1
mKcc
Y

	
eU0n!m!

ðmþ nÞ!

1

n

0
BBB@
G
	
1
m



m

1
CCCA

mþn
n

V�mþn
mn (20)

This can be also more compactly written as

_sc ¼
	
eU0n!m!

ðmþ nÞ!

1

n

0
BBB@
G
	
1
m



m

1
CCCA

mþn
n

DscV�1
n (21)

The threshold in stress rate depends on Ds, the scale parameter
of the Weibull distribution used in the static case, divided by the
characteristic time for elastic wave to travel the sample V(�1/n)/c
and by an adimensional factor that depends on the shape param-
eter m of the Weibull distribution, i.e. the initial fracture size
distribution of the sample. This highlights several features. The
transition threshold _sc from single fracturing to fragmentation
decreases with the initial density of fractures l0, with an exponent
1/m. It also decreases with the volume V of the rock loaded, with an
exponent (mþ n/mn). The homogeneity of the sample, described by
the Weibull shape parameter m, also affects the transition
threshold. The three parameters also affect the static strength of the
sample (Eq. (9)).

The size dependence might have been problematic to the
applicability of our experiments to a fault zone. Yet, pulverized
rocks are recognized in the field as (1) a rock sample that is easily
crushed within a person’s hand and (2) as a rock whose initial
structure is preserved, i.e. a rock that has experienced little strain.
Condition (1) is tested with samples a few centimeters long, which
is the size of our experimental samples. Hence, we consider that the
strength and transition from single fracturing to fragmentation
determined from our experiments are valid.

The theory predicts a diminution of the strength and the tran-
sition threshold to pulverization with initial damage, as they both
scale as lð�1=mÞ

0 . This confirms the experimental results of Section 2.
The intact rock has a static strength of about 150 MPa and a tran-
sition strain rate of about 250 s�1. The pre-damaged rock has
a strength of 75 MPa, only half the strength of the intact rock. The
transition strength for the pre-damaged rock also decreases by
almost a factor of two, falling to about 150 s�1. Hence, the theory
provides a correct prediction of our experimental results.

4. Application to active faults: development of a zone of
pulverized rocks after multiple earthquakes

The diminution of the strength and of the pulverization
threshold suggests a scenario for pulverization along active faults in
which rocks are pulverized by successive earthquakes (Fig. 16). A
first earthquake loads at high frequency the surrounding rocks. If
a rupture generates enough high frequencies, the damage is
diffuse: multiple fractures propagate, and any decimetric fragment
near the fault zone becomes diffusively damaged. The damage
induces a reduction in strength of the rock near the fault. It also
lowers the threshold in strain rate to switch from localized damage
to diffuse damage (i.e. pulverization). It would be easier for the next
earthquake to also damage diffusively all the rocks around the fault
zone. With successive loadings, the rocks around the fault zone get
progressively finely pulverized.

Pulverized rocks have only been identified recently (Wilson
et al., 2005). Why don’t we see more pulverized rocks? If loading
happens at too low a strain rate, damage is localized along a few

Fig. 15. Strength depends on the pulverization regime. In the case of a single fracture,
strength is independent of strain rate. In case of pulverization, strength is a power law
of strain rate. The transition between the two regimes happens for a characteristic
stress _sc .

Fig. 16. Schematic evolution of damage as successive earthquakes (eq) further damage the rock. Both rock strength and the strain rate pulverization threshold decrease with
successive earthquakes. This leads to a feedback process whereby diffuse damage is increasingly facilitated during subsequent loadings. In other words, the rock becomes
progressively pulverized.
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fractures. In the portions which experienced little fracturing, their
strength and strain rate threshold to pulverization are not modi-
fied. Hence, further loading would localize on the weak fractured
area but not on the background rock left intact. The diffuse damage
pattern found in outcrops of pulverized rocks would not be found if
no sufficiently high strain rate loading occurred. Doan and Gary
(2009) have demonstrated that such high strain rate loading is
rare but may occur, for instance, associated with supershear
earthquakes.

The feedback process described above may explain the
commonly observed decrease in damage with distance from the
fault, including in the case of pulverized rocks. Faulkner et al. (2010)
review published profiles of decay of microfracturing with distance
from the fault core. If we compare Fig. 4 of Faulkner et al. (2010)
with the microfracture decay profile for the pulverized granite of
the Arima-Takatsuki fault (Mitchell et al., 2011), we observe that the
decay rate for the pulverized fault is among the highest, and as
rapid as for the outcrop described by Vermilye and Scholz (1998).
Pulverization is very intense close to the Arima-Takatsuki fault, but
decays rapidly with distance, although the absolute microfracture
density is above what is typically observed along non-pulverized
faults. This is also shown on the pulverization map of the Lake
Hughes outcrop (Dor et al., 2006), reported in Fig. 3, where
pulverized outcrop is localized in patches. This may be explained by
our results. Before pulverization, rocks closer to the fault core are
more damaged and hence easier to pulverize. During the first
pulverizing events, they get evenmore damaged than rocks located
farther from the fault. With successive events, they would experi-
ence intense comminution compared to rocks further away.
Pulverized rocks would then be found highly localized close to the
fault.

The distribution of pre-damaged rocks may also explain the
paradox of the Lake Hughes outcrop along the Mojave segment of
the San Andreas Fault (Dor et al., 2006), where pulverized granite
and undamaged limestone are found on the same side of the fault.
The two rocks are likely to have different strengths and are there-
fore likely to pulverize in different ways. If earthquakes started to
homogeneously damage the granite but not the limestone, the
feedback loop described above would further differentiate the two
rock behaviors relative to loading. Granite would become
progressively damaged and easier to pulverize, while the carbonate
rock would stay relatively intact and harder to damage.

Several pulverized outcrops have an asymmetric damage
pattern (Dor et al., 2006; Mitchell et al., 2011) that has been
attributed to the high frequency tensile pulse on the strongest side
generated by an earthquake along a bimaterial fault (Shi and Ben-
Zion, 2006). As the strongest side gets more damaged and
becomes less strong, mature bimaterial faults may not be able to
generate such high frequency pulses. Several arguments are in
favor of the persistence of the high frequency pulse: (1) The
development of an asymmetric pulse is controlled by mechanical
properties at the kilometric scale (2) Pulverized rocks have so far
been found only at the surface or at shallow depths (Wechsler et al.,
2011). We add a third argument: weaker rocks are more easily
pulverized, and if the strongest side experienced pulverization
previously, it would become more amenable to further pulveriza-
tion. This could explain the sharp asymmetry in distribution of
pulverized rocks along bimaterial faults.

In this feedback process leading to pulverization, we have
ignored the healing process that follows earthquake events. Heal-
ing would seal fractures by a wide range of processes that depend
on the size of the fractures (Gratier and Gueydan, 2007): thin
fractures experience self-healing within days, a process driven by
minimization of surface energy, whereas larger fractures require
years to heal by pressure solution. Hence large scale-healing of

faults is expected to be driven by pressure solution (Gratier, 2011).
Pressure-solution efficiency depends on the solubility of the
mineral involved. Dissolution of feldspar and quartz are more
efficient at high temperatures, below 5 km depth, whereas disso-
lution of calcite is more efficient at low temperatures, above 3 km
depth for a classical geothermal gradient of 30 K/km (Gratier et al.,
2003). For instance, samples taken within the San Andreas Fault at
the SAFOD borehole show evidence of intense sealing by calcite,
some evidence of feldspar dissolution, but quartz is intact (Gratier
et al., 2011). In the case of the pulverized rocks found along the San
Andreas Fault, self-healing of former thin fractures is evidenced by
the presence of lineaments of inclusion planes. But Fig. 1 shows no
sign of dissolution of Feldspar or quartz, consistent with the fact
that these rocks were pulverized in the near surface cit-
epWechsler11. As these rocks are crystalline, no calcite cementation
is found. Hence pressure solution did not happen within these
rocks: only the thin intragranular fractures with no mismatch
would heal. This may explainwhy the pulverized rocks found along
the Mojave segment of the San Andreas Fault (Dor et al., 2006) are
still damaged whereas the last large recorded event in the area
occurred about 150 years earlier (1857 Fort Tejon earthquake).

5. Conclusions

In this paper we have presented several pieces of evidence
suggesting that rocks are easier to pulverize when they are pre-
damaged. We first presented experimental results from high
strain-rate loading experiments on both pre-damaged and intact
granite. Pre-damaged granite is pulverized if the strain rate is
higher than 150/s. Instead, two independent studies find a strain
rate threshold of 250/s for intact granite. The strain rate threshold is
roughly proportional to the sample strength at low strain rate.
These experimental results are consistent with the statistical
theory of high strain rate proposed by Denoual and Hild (2000) and
Hild et al. (2003b).

We propose a scenario in which pulverized rocks may result
from successive earthquakes, instead of pulverization occurring by
a single event. Yet, to initiate the feedback process leading to
pulverization, diffuse damage of rocks around the fault is required
to occur by high strain rate loading. This suggests that pulverized
rocks are markers of extreme loading. This is consistent with the
persistent features associated with the process that may generate
high frequency waves around a fault: bimaterial faults (Andrews
and Ben-Zion, 1995), or the low roughness of segments prone to
supershear rupture (Bouchon et al., 2010).

Acknowledgments

We warmly thank Gérard Gary for accepting us working on the
Split Hopkinson Pressure Bars of École Polytechnique, and for
providing many advices on experimental issues. We thank Chris-
tophe Nevado and Fayçal Soufi for their thin sections. We
acknowledge funding from INSU 3F and UJF TUNES programs. We
thank Yehuda Ben-Zion, Andy Rathburn and Gérard Gary for their
comments on earlier versions of the manuscript. We are grateful to
Tom Mitchell and an anonymous reviewer for their constructive
reviews and to Mark Simons and Steve Smith for mending the
English of the final version of the manuscript

References

Andrews, D.J., Ben-Zion, Y., 1997. Wrinkle-like slip pulse on a fault between different
materials. J. Geophys. Res. 102, 553e571.

Bhat, H.S., Dmowska, R., King, G.C.P., Klinger, Y., Rice, J.R., 2007. Off-fault damage
patterns due to supershear ruptures with application to the 2001 Mw 8.1

M.-L. Doan, V. d’Hour / Journal of Structural Geology 45 (2012) 113e124 123

118



Kokoxili (Kunlun) Tibet earthquake. J. Geophys. Res. 112, 1e19. doi:10.1029/
2006JB004425.

Bouchon, M., Karabulut, H., Bouin, M.-P., Schmittbuhl, J., Vallée, M., Archuleta, R.,
Das, S., Renard, F., Marsan, D., 2010. Faulting characteristics of supershear
earthquakes. Tectonophysics 493 (3e4), 244e253.

Chen, W.W., Song, B., 2010. Split Hopkinson (Kolsky) Bar Design, Testing and
Applications. Mechanical Engineering Series. Springer, New York.

Denoual, C., Hild, F., 2000. A damage model for the dynamic fragmentation of brittle
solids. Comp. Meth. Appl. Mech. Eng. 183 (3e4), 247e258.

Denoual, C., Hild, F., 2002. Dynamic fragmentation of brittle solids: a multi-scale
model. Eur. J. Mech. A. 21 (1), 105e120.

Doan, M.-L., Gary, G., 2009. Rock pulverisation at high strain rate near the San
Andreas Fault. Nat. Geosci. 2, 709e712.

Doan, M., Billi, A., 2011. High strain rate damage of Carrara marble. Geophys. Res.
Lett. 38 (38), L19302. doi:10.1029/2011GL049169.

Dor, O., Ben-Zion, Y., Rockwell, T.K., Brune, J., May 2006. Pulverized rocks in the
Mojave section of the San Andreas fault zone. Earth Planet. Sci. Lett. 245,
642e654.

Dor, O., Yildirim, C., Rockwell, T.K., Ben-Zion, Y., Emre, O., Sisk, M., Duman, T.Y., 2008.
Geological and geomorphologic asymmetry across the rupture zones of the
1943 and 1944 earthquakes on the North Anatolian Fault: possible signals for
preferred earthquake propagation direction. Geophys. J. Int. 173 (2), 483e504.

Dor, O., Chester, J.S., Ben-Zion, Y., Brune, J.N., Rockwell, T.K., 2009. Damage char-
acterization in sandstones along the Mojave section of the San Andreas fault
with a new method: implications for the depth and mechanism of rock
pulverization. Pure Appl. Geophys. 166 (10e11), 1747e1773.

Faulkner, D.R., Jackson, C.A.L., Lunn, R.J., Schlische, R.W., Shipton, Z.K.,
Wibberley, C.A.J., Withjack, M.O., 2010. A review of recent developments con-
cerning the structure, mechanics and fluid flow properties of fault zones.
J. Struct. Geol. 32 (11), 1557e1575. doi:10.1016/j.jsg.2010.06.009.

Gama, B.A., Lopatnikov, S.L., Gillespie Jr., J.W., 2004. Hopkinson bar experimental
technique: a critical review. Appl. Mech. Rev. 57 (4), 223e250.

Grady, D., Kipp, M., 1989. Dynamic rock fragmentation. In: Atkinson, B. (Ed.),
Fracture Mechanics of Rocks. Academic Press, pp. 429e475.

Graf, K.F., 1991. Wave Motion in Elastic Solids. Dover Publications.
Gratier, J.-P., Favreau, P., Renard, F., 2003. Modeling fluid transfer along California

faults when integrating pressure solution crack sealing and compaction
processes. J. Geophys. Res. 108 (B2). doi:10.1029/2001JB000380

Gratier, J.-P., Gueydan, F., 2007. Deformation in the presence of fluids and mineral
reactions e Effect of fracturing and fluidâ rock interaction on seismic cycles. In:
Handy, M., Hirth, G., Hovius, N. (Eds.), Tectonic Faults. The MIT Press, Cam-
bridge, Massachusetts, USA, pp. 319e356.

Gratier, J.-P., Richard, J., Renard, F., Mittempergher, S., Doan, M.-L., Di Toro, G.,
Hadizadeh, J., Boullier, A.-M., 2011. Aseismic sliding of active faults by pressure
solution creep: evidence from the San Andreas fault Observatory at depth.
Geology 39, 1131e1134.

Gratier, J.-P., 2011. Fault Permeability and strength evolution related to fracturing
and healing episodic processes (Years to Millennia): the Role of pressure
solution. Oil Gas Sci. Technol. Rev. IFP Energies Nouvelles 66 (3), 491e506.

Heap, M.J., Faulkner, D.R., 2008. Quantifying the evolution of static elastic prop-
erties as crystalline rock approaches failure. Int. J. Rock Mech. Min. Sci. 45,
564e573.

Hild, F., Denoual, C., Forquin, P., Brajer, X., 2003a. On the probabilistic-deterministic
transition involved in a fragmentation process of brittle material. Comp. Struct.
81, 1241e1253.

Hild, F., Forquin, P., Cordeiro da Silva, A.R., 2003b. Single and multiple fragmentation
of brittle geomaterials. Rev. Fr. Génie Civil 7 (7e8), 973e1003.

Irwin, G., 1957. Analysis of stresses and strain near the end of a crack traversing
a plate. Trans. ASME. Ser. E: J. Appl. Mech. 24 (3), 361e364.

Jayatilaka, A.de S., Trustrum, K., 1977. Statistical approach to brittle fracture. J. Mat.
Sci. 12, 1426e1430.

Kolsky, H., 1963. Stress Waves in Solids. Dover Publications.
Mitchell, T.M., Ben-Zion, Y., Shimamoto, T., 2011. Pulverized fault rocks and damage

asymmetry along the Arima-Takatsuki tectonic line, Japan: fault structure,
damage distribution and textural characteristics. Earth Planet. Sci. Lett. 308
(3e4), 284e297.

Mitchell, T.M., Faulkner, D.R., 2009. The nature and origin of off-fault damage
surrounding strike-slip fault zones with a wide range of displacements: a field
study from the Atacama fault system, northern Chile. J. Struc. Geol. 31 (8),
802e816.

Nemat-Nasser, S., 2000. Mechanical Testing and Evaluation. In: ASM Handbook, vol.
8. ASM International, Ch. Introduction to high strain rate testing, pp. 427e428.

Paterson, M.S., Wong, T.-F., 2005. Experimental Rock Deformation e The Brittle
Field, second ed. Springer.

Prentice, C.S., et al., 2009. Illuminating northern California’s active faults. EOS Trans.
Amer. Geophys. U 90 (7), 55.

Rockwell, T.K., Sisk, M., Girty, G., Dor, O., Wechsler, N., Ben-Zion, Y., 2009. Gran-
ulometric and mineralogical properties of pulverized rocks from Tejon pass on
the San Andreas fault and from Tejon Ranch on the Garlock fault, California.
Pure Appl. Geophys. 166 (10e11), 1725e1746.

Savage, H.M., Brodsky, E.E., 2011. Collateral damage: evolution with displacement of
fracture distribution and secondary fault strands in fault damage zones.
J. Geophys. Res. 116 (B3). doi:10.1029/2010JB007665

Shi, Z., Ben-Zion, Y., 2006. Dynamic rupture on a bimaterial interface governed by
slip-weakening friction. Geophys. J. Int. 165, 469e484.

Vermilye, J.M., Scholz, C.H., 1998. The process zone: a microstructural view of fault
growth. J. Geophys. Res. 103, 12223e12237.

Wechsler, N., Allen, E.E., Rockwell, T.K., Girty, G., Chester, J.S., Ben-Zion, Y., 2011.
Characterization of pulverized granitoids in a shallow core along the San
Andreas fault, little rock, CA. Geophys. J. Int. 186, 401e407.

Weibull, W., 1951. A statistical distribution function of wide applicability. J. Appl.
Mech. e Trans. ASME 18, 293e297.

Wessel, P., Smith, W.H.F., 1998. Improved version of Generic Mapping Tools
released. EOS Trans. Amer. Geophys. U 79 (47), 579.

Wilson, B., Dewers, T., Reches, Z., Brune, J., 2005. Particle size and energetics of
gouge from earthquake rupture zones. Nature 434, 749e752.

Yuan, F., Prakash, V., Tullis, T., 2011. Origin of pulverized rocks during earthquake
fault rupture. J. Geophys. Res. 116, B06309.

M.-L. Doan, V. d’Hour / Journal of Structural Geology 45 (2012) 113e124124

119



GEOLOGY, December 2011 1131

ABSTRACT
Active faults in the upper crust can either slide steadily by 

aseismic creep, or abruptly causing earthquakes. Creep relaxes the 
stress and prevents large earthquakes from occurring. Identifying 
the mechanisms controlling creep, and their evolution with time and 
depth, represents a major challenge for predicting the behavior of 
active faults. Based on microstructural studies of rock samples col-
lected from the San Andreas Fault Observatory at Depth (Califor-
nia), we propose that pressure solution creep, a pervasive deforma-
tion mechanism, can account for aseismic creep. Experimental data 
on minerals such as quartz and calcite are used to demonstrate that 
such creep mechanism can accommodate the documented 20 mm/yr 
aseismic displacement rate of the San Andreas fault creeping zone. 
We show how the interaction between fracturing and sealing con-
trols the pressure solution rate, and discuss how such a stress-driven 
mass transfer process is localized along some segments of the fault.

INTRODUCTION AND GEOLOGICAL FRAMEWORK
Aseismic deformation is observed in active fault zones, but the mech-

anisms of deformation are still unclear (Scholz, 2002). Samples collected 
from the San Andreas Fault Observatory at Depth (SAFOD, California) 
allow correlation of fault rock microstructures with real-time geophysical 
data, and therefore provide useful information for identifying such mecha-
nisms. Here we show that a stress-driven mass transfer process, i.e., pres-
sure solution creep (Rutter and Mainprice, 1978), can accommodate the 
aseismic deformation of the San Andreas fault.

The SAFOD borehole, drilled to 3 km depth, is at the southern part 
of a 175-km-long creeping section of the San Andreas fault (Fig. 1A). 
The sliding rate is 28 mm/yr in the central part of the creeping seg-
ment, and decreases toward both northern and southern ends (Fig. 1B). 
The creep rate near the SAFOD site is ~20 mm/yr (Fig. 1B), as mea-
sured at the surface within a 20-m-thick fault zone (Titus et al., 2006). 
Such a narrow creeping zone appears to extend through the entire upper 
crust, coinciding with a zone of observed microseismicity (Nadeau and 
Dolenc, 2005). The southernmost part of the creeping section, where the 
creeping rate gradually falls to zero (Fig. 1B), is a zone of repeating M6 
earthquakes, the most recent being the 2004 M6 Parkfi eld earthquake.

At the SAFOD site, the right-lateral displacement of the San 
Andreas fault has juxtaposed arkosic sandstones and conglomerates 
of the Pacifi c plate against the shale, siltstone, and claystone of the 
North American plate (Fig. 1C). Microstructural observations of the 
core samples show evidence of deformation across the damaged zone 
extending to core-parallel depths of 3150–3410 m (Zoback et al., 2010): 
shear zones alternate with foliated rocks more or less parallel to the 
San Andreas fault (Solum et al., 2006). Borehole casing deformation 
revealed two low-seismic-velocity, actively creeping, zones of foliated 
rocks (Fig. 1C): a main creeping segment (central deforming zone) at 
3300.07–3302.81 m and a secondary creeping segment deforming at 
lower shear rate (southern deforming zone) at 3191.4–3193 m; both 
the central and southern deforming zones contain serpentine clasts and 

highly sheared siltstones (Zoback et al., 2010) without clear displace-
ment discontinuity at their boundaries. 

EVIDENCE OF PRESSURE SOLUTION CREEP
Based on the microstructural study of samples from the SAFOD core, 

we infer that an important mechanism of aseismic deformation is pres-
sure solution creep, which induces pervasive and irreversible deformation 
of the whole rock. This mechanism is active both in the less deformed 
samples collected from the damaged zone (sample 1) and in intensely 
deformed foliated samples of the creeping zone (sample 2) shown in Fig-
ure 1D. We show that the most highly deformed zones have the highest 
amount of strain accommodated by pressure solution. Evidence of pres-
sure solution is revealed using elemental distribution maps in sample 1 
(Fig. 2A). Stress-driven dissolution associated with horizontal contraction 
is demonstrated by the dissolution of Ca-Na feldspars at feldspar-quartz 
grain impingements along a pressure solution seam, whereas K, Mg, Fe, 
and Ti (phyllosilicates, Fe and Ti oxides, sulfurs) are passively concen-
trated in the same seam (Fig. 2A). Fracturing is associated with pressure 
solution. Contraction perpendicular to the dissolution seam, apparent from 
the grain shape change (Fig. 2A), was estimated to be ~10%. Since there is 
no evidence of redeposition in veins nearby, it may be concluded that the 
soluble species have been transported away from the zone of dissolution.

In sample 2, Ca, Si, and Na are depleted within the solution seams 
where Mg, Fe, Ti are passively concentrated (Fig. 2B). Such a pressure 
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3 km depth in C. SAFOD—San Andreas Fault Observatory at Depth. 
B: Evolution of creep rate along creeping zone (Titus et al., 2006). C: 
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largement shows P wave velocity log (Zoback et al., 2010) together 
with location of four described samples; two creeping faults are 
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creep and accurate location of three of the samples. SDZ—south-
ern deforming zone; CDZ—central deforming zone. D: Sketch of thin 
section (sample 2) perpendicular to foliation (red), with minor faults 
(blue) (location of Fig. 2B is shown). 
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solution process leads to a foliation oriented at a high angle to the drill-
hole axis (Figs. 1C and 1D). In contrast to sample 1, calcite minerals in 
sample 2 fi ll a network of veins oriented perpendicular to the solution 
seams, consistent with an extension parallel to the foliation. Finite defor-
mation can be calculated from mineral distribution (Fig. 2C). Three zones 
are distinguished (Fig. 2D): (1) a dissolution zone (with passively concen-
trated chlorites and Fe oxides), (2) a deposition zone (with precipitated 
calcite and occasional Ti oxides), and (3) an initial zone (predeformation 
zone composed of quartz, feldspars, and chlorites). Veins open and seal 
progressively (Mittempergher et al., 2011). Consequently, initial zones are 

dissolved at the beginning of the pressure solution process, then both initial 
and deposition zones are progressively dissolved (Figs. 2E and 2F). The 
relative mass change, ∆M/M0, is calculated using the passive concentration 
of insoluble minerals in the dissolution zone compared with the composi-
tion of the protected zone between solution seams (Figs. 2D and 2E) as:

 ∆M M I I/ /0 1= ( ) −p d , (1)

where Ip and Id are the content in insoluble minerals in the protected and 
in the dissolution zone, respectively, and M0 is the mass of a representative 
volume element before deformation. Two end members of mass transfer 
amount are obtained by comparing the composition of dissolution zones 
with the protected zones: either initial zones or both initial and deposi-
tion zones. The two calculations give about the same amounts of relative 
mass decrease for the dissolution zones (−88% to −90%). A mean value 
of contraction perpendicular to the foliation of ~60% can be calculated by 
taking into account the areas of the dissolution zones (Fig. 2D). A mean 
extension of ~50% perpendicular to the veins is evaluated from the ratio 
of deposition areas to initial areas (Figs. 2D and 2E). The mass decrease 
of each soluble mineral that shows no signifi cant differential alteration 
between protected and dissolution zones can also be calculated (Gratier 
et al., 2003): quartz, −96%; K-feldspars, −99%; Ca-Na feldspars, −98%; 
calcite, −94%. Foliation as mineral segregation appears to be linked to 
the pressure solution creep, with an almost complete disappearance of the 
soluble minerals in the zones of dissolution. Mass conservation calcula-
tions comparing the amounts of dissolved Ca-Na feldspars and deposited 
minerals in veins show that a large proportion of calcite must come from 
outside the studied area, brought by episodic fl uid fl ow (Mittempergher et 
al., 2011). Evidence of dextral shearing is found in thin sections cut nor-
mal to the foliation cleavage from both en echelon fractures (Fig. 1D) and 
crosscutting cleavages (S and S′, Fig. 2B). Consequently, the calcite vein 
network and the solution cleavage surfaces are consistent with a stress-
driven mass transfer process that accommodates right-lateral strike-slip 
movement along the San Andreas fault (Fig. 2B). Similar solution cleav-
age–vein network texture (Fig. 3A) is recorded in samples collected near 
the creeping zone of the southern deforming zone (sample 3, Fig. 2G), 
but accommodating lower fi nite strain than in the central deforming zone. 
Pressure solution creep also develops at grain scale by diffusion-accom-
modated grain sliding (Fig. 3B; Ashby and Verrall, 1973) within highly 
sheared and foliated shale in which feldspar and quartz are depleted by the 
pressure solution process. This can be seen both near the southern deform-
ing zone (sample 3, Fig. 2H) and in the middle of the central deforming 
zone (sample 4, Fig. 3E). Evidence of dissolution is documented at grain 
contacts in the SAFOD creeping zones (Schleicher et al., 2009).

KINETICS OF PRESSURE SOLUTION CREEP
A key issue is whether pressure solution kinetics are consistent with 

the measured permanent fault creep rates (Titus et al., 2006). To solve this 
issue, we propose a model (Fig. 3) where steady-state creeping occurs 
within a vertical shear zone as much as 10 km deep. We use a pressure 
solution creep law for quartz and calcite derived from laboratory indenta-
tion experiments (Gratier et al., 2009; Zubtsov et al., 2005). The strain rate  
!ε derived from the experimental relationship is: 

 8 1!ε σ= ( ) = −( )∆ ∆ ∆d d t DwcV e ds
V RTn s3 3, (2)

where c is the solubility of the diffusing solid, Vs is the molar volume 
of the stressed solid, R is the gas constant, T is temperature, D is the 
diffusion constant along the stressed interface, w is the thickness of the 
trapped fl uid phase along which diffusion occurs, t is time, and ∆σn is the 
driving stress as the difference between normal stress on a dissolution 
surface and the fl uid pressure in the vein. In experiments, d is the diam-

Figure 2. Pressure solution evidence. A and B: Elements distribution 
from scanning electron microscopy (SEM) analyses for samples 1 
and 2, respectively; brighter color indicates higher content; small 
sketches show diffusive mass transfer path (red arrows) from solu-
tion seams (black) (S) to fl uid (blue) within vein (white) and fl uid fl ow 
(yellow). C: Mineralogical distribution in white rectangle area of B 
(bottom right), sample 2. D: Same area as C. Top—mineral compo-
sition of deposition, initial, and dissolution zones. Bottom—areas 
of three zones are 27%, 58%, and 15%, respectively. E: Present de-
formed state (top) and restored undeformed state (bottom) of area 
of white rectangle of D with intermediate deformed state (middle). 
F: Evidence of stress dissolution of calcite (arrows) within vein with 
pressure solution seams (S), sample 3. G: Calcite fi lling of fracture 
network (orange) perpendicular to solution cleavage (S) (cathodolu-
minescence, sample 3). H: Stress shadow effect showing evidence 
of pressure solution grain size reduction from protected to exposed 
zone with quartz and feldspar depletion, sample 3. (Images A, B, F, G, 
H can be seen in larger view in the GSA Data Repository1.)

1GSA Data Repository item 2011336, Figures DR1 and DR2, is available online 
at www.geosociety.org/pubs/ft2011.htm, or on request from editing@geosociety.org 
or Documents Secretary, GSA, P.O. Box 9140, Boulder, CO 80301, USA.
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eter of the indenter. In nature, d can refer either to the spacing between 
fractures that corresponds to the diffusive mass transfer distance between 
veins along a dissolution surface (Fig. 3A), to the grain size in the case of 
diffusion-accommodating grain boundary sliding (Fig. 3B). Such a diffu-
sion-controlled pressure solution creep law is likely to operate in condi-
tions prevailing at 6–10 km, whereas for the lesser depths (2–4 km), a 
shift from diffusion control to reaction control is predicted (Renard et al., 
1999), but only if d exceeds 300 µm, which is not likely here (see follow-
ing). It is possible to extend the creep law for quartz obtained at 350 °C to 
lower temperatures within the entire upper crust by assuming an activa-
tion energy of 15 kJ/mole (Rutter and Mainprice, 1978). It is also pos-
sible to extend the creep law to other minerals such as calcite (Zubtsov 
et al., 2005) and feldspars by changing the solubility and molar volume 
parameters. Using such creep laws, with a given stress condition, we can 
estimate the maximum values of d required to accommodate a displace-
ment rate of 20 mm/yr over a 1–3-m-thick shear zone, such as the cen-
tral deforming zone (Fig. 1C). At 3 km depth, a minimum conservative 
value for the pressure solution driving stress is the difference between 
the maximum and the minimum horizontal stress (Shmax and Shmin, respec-
tively). This difference was measured to be ~60 MPa, Shmin being very 
near the overburden stress (Hickman and Zoback, 2004). The same stress 
value was used for the entire upper crust (Figs. 3C and 3D). With this 
model, we show that the maximum required distance of mass transfer 
at 3 km depth varies with mineral composition in the range 90–350 µm 
and 125–500 µm for 1 and 3 m width fault zones, respectively (Fig. 3C). 

These values are larger than the fracture spacing observed for samples 
2 and 3 (solution cleavage–veins process; Figs. 2E–2G). They are also 
much larger than the observed grain sizes in the foliated zones, as in 
sample 3 and 4 (diffusion-accommodated grain-sliding process; Figs. 2H 
and 3E). Since the observed diffusion distances are smaller than a conser-
vatively calculated d value, pressure solution creep can therefore easily 
accommodate the measured displacement rate of 20 mm/yr. The diffu-
sion-accommodated grain-sliding process can accommodate much larger 
fi nite deformations than the solution cleavage–veins process (Ashby and 
Verrall, 1973). For this reason, with increasing deformation, the part of 
the rock deformed by the solution cleavage–veins process, which is also 
relevant to the most rigid part of the deformed zone, is probably progres-
sively dilacerated and dispersed into the creeping zone (e.g., dark gray 
grains, Fig. 3B). Evidence of large patches of sandstone deformed by the 
solution cleavage–veins process can be found in the middle of the central 
deforming zone (sample 4, Fig. 3F). The solution cleavage–veins process 
appears therefore to be a transitory state of deformation, which testifi es to 
the effi ciency of the pressure solution mechanism and is probably super-
seded by the diffusion-accommodated grain-sliding process within the 
most deformed regions of creep.

DISCUSSION AND CONCLUSION
Interaction between creep and seismic (microseismic) fracturing is 

an important issue. Dissolution indenter experiments show that grain-
scale fracturing can drastically accelerate the displacement rate accom-
modated by pressure solution creep (Gratier, 2011); fracturing opens new 
paths for solute transport along fl uid-fi lled fractures, decreasing the dis-
tance of diffusion, d. However, if the fractures are progressively sealed, 
this effect disappears as sealing increases the distance of mass transfer 
(d), and consequently reduces the displacement rate. At grain scale in the 
laboratory, such a microfracture pressure solution sealing process may be 
observed within no less than a few months. In nature, pressure solution 
fracture sealing probably takes several years or decades, depending on the 
spacing and the width of the fractures (Gratier, 2011). This could partially 
explain the effect of the A.D. 2004 M6 Parkfi eld earthquake on the creep 
rate southeast of the SAFOD site: coseismic fracturing activated afterslip 
creep (Freed, 2007) that progressively decreased with time as the fault 
healed (Li et al., 2006).

The crucial role of the diffusion distance d is shown in Figure 3D. 
When d is small enough (10–100 µm), steady-state pressure solution creep 
can accommodate the observed aseismic displacement rate of 20 mm/yr 
through the entire upper crust. When d is larger (>100 µm), pressure solu-
tion creep occurs but cannot accommodate the displacement rate and relax 
the stress. Consequently, small seismic ruptures occur (Fig. 3F), in turn 
activating pressure solution creep.

Pressure solution creep is compatible with the low heat fl ow measure-
ments in the creeping section (Zoback et al., 2010), since this process does 
not generate signifi cant heat. Various explanations have been proposed for 
the apparent low friction behavior of the creeping zone. Increases in fl uid 
pressure may reduce the frictional resistance to sliding (Scholz, 2002), 
but elevated fl uid pressures were not measured during drilling, although 
transient increases of fl uid pressure may have occurred episodically in the 
past (Mittempergher et al., 2011). Talc minerals were found in SAFOD 
cuttings and should have a weakening effect (Moore and Rymer, 2007), 
especially if they develop a foliation (Collettini et al., 2009). However, 
there is as yet no evidence for the presence of continuous layers of talc at 
SAFOD (Holdsworth et al., 2011). Alternatively, from experiment on cut-
tings, or laboratory-ground samples, of San Andreas fault creeping zones, 
Carpenter et al. (2011) and Lockner et al. (2011) found friction values as 
low as 0.15–0.2, due to the presence of weak phyllosilicate as saponite. It 
is clear from samples of the San Andreas fault creeping zone (Fig. 3E) that 
the deformation is accommodated by grain boundary sliding. Friction and 
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Figure 3. Pressure solution creep mechanisms. A: Mass transfer 
from solution cleavage (black) to veins (white) with detail of progres-
sive mass transfer process for given element; d is mean diffusion 
distance between veins along solution cleavage; free fl uid in veins 
is blue. B: Diffusion-accommodated grain sliding, with detail of ge-
ometry of progressive grain sliding (Ashby and Verrall, 1973); d is 
mean diffusion distance. C: Distance of diffusive mass transfer d 
versus depth for various minerals required to accommodate 20 mm/
yr horizontal displacement rate by pressure solution creep in verti-
cal shear zone of 1 m width (dotted line, strain rate of 3.3 × 10−10 s−1) 
or 3 m width (dashed lines, strain rate of 1.1 × 10−10 s−1). SAFOD—
San Andreas Fault Observatory at Depth. D: Pressure solution strain 
rate versus distance of diffusive mass transfer through entire crust 
for various minerals; minimum and maximum values for quartz and 
calcite; yellow line is required strain rate for creeping zone. E: Scan-
ning electron microscope image of sample 4, within creeping zone 
of central deforming zone (CDZ), showing mixing of phyllosilicates 
(soft smectite, chlorite, in various grays) and soluble-rigid miner-
als (quartz, feldspars, calcite, serpentine, in white); crack networks 
(black) are linked to dewatering of smectite during sample prepa-
ration. Deformation is accommodated by grain boundary sliding, 
possibly by diffusion for soluble species. F: Remnant of sandstone 
patch deformed by pressure solution cleavage (S)–veins (V) process 
embedded in CDZ creeping zone, with microfaults (F) (sample 4). 
(Images E and F can be seen in larger view in the Data Repository 
[see footnote 1].)
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diffusion may compete to accommodate such grain sliding, but it is likely 
that, at an imposed strain rate, the less energy-consuming process will win. 
Pressure solution driving forces of 10 and 0.01 MPa are enough to accom-
modate 10−10 s−1 strain rate over 3 m width, with 100 and 10 µm grain 
size, respectively, for quartz and calcite at 6 km depth. Moreover, saponite 
becomes unstable above ~150 °C and is unlikely to be found deeper in 
the fault zone than 3.5–4 km. Consequently, as long as the deformation 
requires grain boundary sliding involving soluble minerals, pressure solu-
tion creep is an effi cient mechanism of aseismic creep through the entire 
upper crust down to more than 10 km.

A fi nal question is why, at a given time, pressure solution creep is 
localized along some segments of the fault. The answer may be that pres-
sure solution creep needs specifi c conditions to develop at a signifi cant 
rate. Soluble minerals such as feldspar, calcite, quartz (Gratier et al., 
2003), and serpentine (Andreani et al., 2005) must be present with a reac-
tive fl uid phase. The distance of diffusive mass transfer (d) must be as 
small as possible. This requires very fi ne grained material, possibly related 
to intense seismic fracturing in the San Andreas fault. Soluble grains must 
not seal together in order to keep fast diffusive paths along solution seams 
(Niemeijer and Spiers, 2005). Two processes could avoid such sealing, 
and occur in the San Andreas fault creeping zones, i.e., passive concentra-
tion of phyllosilicates due to soluble species pressure solution depletion 
(Figs. 2H, 3E, and 3F) and the growth of new phyllosilicates (Holdsworth 
et al., 2011). In such a way, phyllosilicates get trapped around the soluble 
species, preventing their sealing and activating diffusive mass transfer. 
Under these conditions, the process is self-organized through a positive 
feedback process, which allows pressure solution creep process localiza-
tion within some fault segments.

ACKNOWLEDGMENTS
We thank S. Hickman and B. Holdsworth for their suggestions on an early 

version, and F. Agosta, C. Colletini, and J. Imber for their comments on the fi nal 
version that signifi cantly improved the manuscript. The Grenoble team was par-
tially supported by CNRS-INSU (Centre National de la Recherche Scientifi que–
Institut National des Sciences de l’Univers) natural hazards program and Agence 
Nationale de la Recherche ANR-09-JCJC-0011-1. Hadizadeh and Di Toro were 
partially supported by U.S. National Science Foundation grant EAR-0545472. 
Di Toro and Mittempergher were supported by a Progetti di Eccellenza Fondazi-
one Cassa di Risparmio di Padova e Rovigo and by European Research Council 
Starting Grant Project 205175. 

REFERENCES CITED
Andreani, M., Boullier, A.-M., and Gratier, J.-P., 2005, Development of schistos-

ity by dissolution-crystallization in a Californian serpentinite gouge: Journal 
of Structural Geology, v. 27, p. 2256–2267, doi:10.1016/j.jsg.2005.08.004.

Ashby, M., and Verrall, R., 1973, Diffusion-accommodated fl ow and superplastic-
ity: Acta Metallurgica, v. 21, p. 149–163, doi:10.1016/0001-6160(73)90057-6.

Carpenter, B.M., Marone, C., and Saffer, D.M., 2011, Weakness of the San An-
drea Fault revealed by samples from the active fault zone: Nature Geosci-
ence, v. 4, p. 251–254, doi:10.1038/ngeo1089.

Collettini, C., Niemeijer, A., Viti, C., and Marone, C., 2009, Fault zone fabric 
and fault weakness: Nature, v. 462, p. 907–910, doi:10.1038/nature08585.

Freed, A.M., 2007, Afterslip (and only afterslip) following the 2004 Parkfi eld, 
California, earthquake: Geophysical Research Letters, v. 34, L06312, 
doi:10.1029/2006GL029155.

Gratier, J.-P., 2011, Fault permeability and strength evolution related to fractur-
ing and healing episodic processes (years to millennia): The role of pres-
sure solution: Oil & Gas Science and Technology, v. 66, no. 3, doi:10.2516/
ogst/2010014.

Gratier, J.-P., Favreau, P., and Renard, F., 2003, Modeling fl uid transfer along 
Californian faults when integrating pressure solution crack sealing and 
compaction process: Journal of Geophysical Research, v. 108, no. B2, 
p. 28–52, doi:10.1029/2001JB000380.

Gratier, J.-P., Guiguet, R., Renard, F., Jenatton, L., and Bernard, D., 2009, A pres-
sure solution creep law for quartz from indentation experiments: Journal of 
Geophysical Research, v. 114, B03403, doi:10.1029/2008JB005652.

Hickman, S., and Zoback, M., 2004, Stress orientations and magnitudes in 
the SAFOD pilot hole: Geophysical Research Letters, v. 31, L15S12, 
doi:10.1029/2004GL020043.

Holdsworth, R.E., van Diggelen, E.W.E., Spiers, C.J., de Bresser, J.H.P., Walker, 
R.J., and Bowen, L., 2011, Fault rocks from the SAFOD core samples: Im-
plications for weakening at shallow depths along the San Andreas fault, 
California: Journal of Structural Geology, v. 33, p. 132–144, doi:10.1016/j
.jsg.2010.11.010.

Li, Y.G., Chen, P., Cochran, E.S., Vidale, J.E., and Burdette, T., 2006, Seismic 
evidence for rock damage and healing on the San Andreas fault associated 
with the 2004 M 6.0 Parkfi eld earthquake: Seismological Society of Amer-
ica Bulletin, v. 96, p. S349–S363, doi:10.1785/0120050803.

Lockner, D.A., Morrow, C., Moore, D.E., and Hickman, S., 2011, Low strength 
of deep San Andreas fault gouge from SAFOD core: Nature, v. 472, p. 82–
85, doi: 101038/Nature09927.

Mittempergher, S., Di Toro, G., Gratier, J.-P., Hadizadeh, J., Smith, S.A.F., 
and Spiess, R., 2011, Evidence of transient increases of fl uid pressure in 
SAFOD phase III cores: Geophysical Research Letters, v. 38, L03301, 
doi:10.1029/2010GL046129.

Moore, D.E., and Rymer, M.J., 2007, Talc-bearing serpentinite and the creeping 
section of the San Andreas fault: Nature, v. 448, p. 795–797, doi:10.1038/
nature06064.

Nadeau, R.M., and Dolenc, D., 2005, Nonvolcanic tremors deep beneath the San 
Andreas Fault: Science, v. 307, p. 389, doi:10.1126/science.1107142.

Niemeijer, A., and Spiers, C.-J., 2005, Infl uence of phyllosilicates on fault 
strength in the brittle-ductile transition: Insight from rock analogue experi-
ments, in Bruhn, D., and Burlini, L., eds., High-strain zones: Structure and 
physical properties: Geological Society of London Special Publication 245, 
p. 303–327, doi:10.1144/ GSL.SP.2005.245.01.15.

Renard, F., Park, A., Ortoleva, P., and Gratier, J.-P., 1999, An integrated model 
for transitional pressure solution in sandstones: Tectonophysics, v. 312, 
p. 97–115, doi:10.1016/S0040-1951(99)00202-4.

Rutter, E.H., and Mainprice, D.H., 1978, The effect of water on stress relaxation 
of faulted and unfaulted sandstones: Pure and Applied Geophysics, v. 116, 
p. 634–654, doi:10.1007/BF00876530.

Schleicher, A.M., Tourscher, S.N., van der Pluijm, B.A., and Warr, L.N., 2009, 
Constraints on mineralization, fl uid-rock interaction, and mass transfer dur-
ing faulting at 2–3 km depth from the SAFOD drill hole: Journal of Geo-
physical Research, v. 114, B04202, doi:10.1029/2008JB006092.

Scholz, C., 2002, The mechanics of earthquakes and faulting: Cambridge, Cam-
bridge University Press, 439 p.

Solum, J.G., Hickman, S.H., Lockner, D.A., Moore, D.E., van der Pluijm, B.A., 
Schleicher, A.M., and Evans, J.P., 2006, Mineralogical characterization of 
protolith and fault rocks from the SAFOD Main Hole: Geophysical Re-
search Letters, v. 33, L21314, doi:10.1029/2006GL027285.

Titus, S.J., DeMets, C., and Tikoff, B., 2006, Thirty-fi ve-year creep rates for 
the creeping segment of the San Andreas fault and the effects of the 2004 
Parkfi eld earthquake: Constraints from alignment arrays, continuous global 
positioning system, and creepmeters: Seismological Society of America 
Bulletin, v. 96, p. S250–S268, doi:10.1785/0120050811.

Zoback, M., Hickman, S., and Ellsworth, W., 2010, Scientifi c drilling into the 
San Andreas fault zone: Eos (Transactions, American Geophysical Union), 
v. 91, p. 197–199, doi:10.1029/2010EO220001.

Zubtsov, S., Renard, F., Gratier, J.-P., Dysthe, D.K., and Traskine, V., 2005, Sin-
gle-contact pressure solution creep on calcite monocrystals, in Gapais, D., 
et al., eds., Deformation mechanisms, rheology and tectonics: From miner-
als to the lithosphere: Geological Society of London Special Publication 
243, p. 81–95, doi:10.1144/ GSL.SP.2005.243.01.08.

Manuscript received 14 January 2011
Revised manuscript received 31 May 2011
Manuscript accepted 9 July 2011

Printed in USA

123



	
   1	
  

Time and space evolution of an active creeping fault zone: insights 1	
  

from the brittle and ductile microstructures in the San Andreas 2	
  

Fault Observatory at Depth 3	
  

 4	
  

Julie Richard1, Jean-Pierre Gratier1, Mai-Linh Doan1, Anne-Marie Boullier1, François 5	
  

Renard1,2 6	
  

 7	
  

1 ISTerre, University Grenoble 1 & CNRS, BP 53, 38041, Grenoble, France 8	
  
2 Physics of Geological Processes, University of Oslo, 0316 Oslo, Norway 9	
  

 10	
  

 11	
  

Abstract 12	
  

Creep processes relax an important part of the tectonic stresses in active faults, either by 13	
  

permanent or episodic processes. Our aim is to better understand such mechanisms of creep 14	
  

and their evolution with time and space. Results are presented from microstructural studies of 15	
  

natural samples collected from the SAFOD drilling site through the San Andreas Fault, 16	
  

California. Fault microstructures recorded the chronology of the deformation. It started from a 17	
  

thick, hundred meters wide deformed zone – corresponding to the present-day damaged zone 18	
  

–mostly accommodated by pressure solution creep and it evolved to a weak creeping zone of 19	
  

meter size, with the dissolution of soluble minerals and the concentration of phyllosilicates 20	
  

leading to a high soft matrix content. In this process, the foliation evolves from a texture with 21	
  

cleavages and veins with parallel orientation to foliation without coherent orientation in the 22	
  

present day creeping zone. Pressure solution creep is favored by the presence of fluids and 23	
  

phyllosilicates and by fracturing and comminuting processes. Conversely, fracture sealing 24	
  

making pressure solution creep less efficient, tends to strengthen the rocks leading to tectonic 25	
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   2	
  

differentiation. Within the first 3-4 km depth of the crust the creeping mechanism is 26	
  

controlled by the very low friction of the saponite and by diffusive sliding of polymineral 27	
  

clasts embedded into the clay matrix. At greater depths (4-12 km), saponite being transformed 28	
  

into corrensite and then chlorite with much higher friction coefficients, pressure solution 29	
  

diffusive grain boundary sliding is likely to be the controlling creeping mechanism. 30	
  

 31	
  

1 – Introduction 32	
  

Active continental faults relax stress during short seismic events generating earthquakes. They 33	
  

can also accommodate an important part of the deformation during periods of slow and 34	
  

aseismic sliding by creep. Two types of creep must be distinguished. The first one is a 35	
  

permanent steady-state creep that is associated with specific properties of the fault rocks and 36	
  

their environment. The deformation stays constant through time and the strain rate remains 37	
  

fairly constant (Burford and Harsh, 1980; Azzaro et al., 2001; Titus et al., 2006). The 38	
  

second one is recorded on periods ranging from months to decade of years after an 39	
  

earthquake; it can be considered as a post-seismic creep process and occurs either in the lower 40	
  

crust below the seismic fault or in the upper crust around the seismic patches (Gao et al., 41	
  

2000; Johanson et al., 2006; Murray and Langbein, 2006; Barbot et al., 2009). In this last 42	
  

case it is also called afterslip process (Freed, 2007). Both steady-state creep and post-seismic 43	
  

(afterslip) creep seem to be linked with two important deformation mechanisms: 44	
  

(micro)fracturing on the one hand and healing and sealing processes on the other hand 45	
  

(Rubin et al., 1999; Gratier et al., 1999; Perfettini and Avouac, 2004; Nadeau et al., 46	
  

2004; Li et al., 2006; Zoback et al., 2010; Gratier et al., 2011). Those two mechanisms are 47	
  

in competition. Fracturing reduces the strength of the fault rocks and could enhance aseismic 48	
  

deformations whereas sealing processes strengthen the rocks, increasing its cohesion 49	
  

(Gratier, 2011). More generally, such processes of coupled dissolution-precipitation 50	
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   3	
  

reactions create or destroy porosity and are responsible for slow deformations in the mid- to 51	
  

upper-crustal rocks (Wintsch and Yi, 2002; Putnis, 2002). 52	
  

Considering the relationships between aseismic deformation and fault processes, identifying 53	
  

creep mechanisms is required to better understand the seismic cycle. Numerous observations 54	
  

have been performed on creep in major active continental faults (Steinbrugge and Zacher, 55	
  

1960; Yu and Liu, 1989; Lee et al., 2005; Titus et al., 2006) and the questions focus now on 56	
  

the mechanisms responsible of such a behavior. 57	
  

The San Andreas Fault (SAF) is one of the most active continental faults in the world and one 58	
  

of the best surveyed. It is a mature fault divided into segments; some of them experiencing 59	
  

steady-state and/or post-seismic creep. The San Andreas Fault Observatory at Depth 60	
  

(SAFOD) drilling project has given the unique opportunity to study samples coming from the 61	
  

fault core at depth. Numerous studies on creep based on the material provided by this drilling 62	
  

project have been performed (d’Alessio et al., 2006; Moore and Rymer, 2007; Solum et al., 63	
  

2007; Schleicher et al., 2009a; Schleicher et al., 2010; Janssen et al., 2010; Zoback et al., 64	
  

2010; Gratier et al., 2011; Holdsworth et al., 2011; Janssen et al., 2012; Hadizadeh et al., 65	
  

2012). A key discovery in the SAF creeping segment is the observation that the creeping 66	
  

process, and more generally sliding on the whole San Andreas Fault, does not lead to local 67	
  

increase of heat, as it would be the case if it was linked to a friction process (Lachenbruch et 68	
  

Sass, 1980). Consequently, the fault is said to be weak (see below for more details). At least 69	
  

three major mechanisms have been investigated that could weaken the fault and enhance 70	
  

creep deformations. The first one is linked to pore fluid overpressure (Rice, 1992; Chester et 71	
  

al., 1993), and some studies have brought evidences for episodic fluid overpressure in the 72	
  

fault core (Mittempergher et al., 2011), but they also showed that this mechanism alone is 73	
  

not efficient enough to explain the weakness of the fault and the observed creep rate. 74	
  

Moreover, the potential sources of fluid in the fault do not provide a high enough flux (Fulton 75	
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   4	
  

and Saffer, 2009; Fulton et al., 2009) and such high fluid pressure events must be episodic 76	
  

and related to earthquake activity (Mittempergher et al., 2011), since at present time no 77	
  

evidence of high fluid pressure was found in the borehole (Zoback et al., 2011). The second 78	
  

deformation mechanism is frictional sliding. In order to fit the observed low heat flow along 79	
  

the creeping zone, a large amount of very weak minerals is required, such as talc, smectite 80	
  

and clays. Consequently this mechanism depends both on rock composition and on the 81	
  

temperature and pressure conditions (Moore and Lockner, 2007; Moore and Rymer, 2007; 82	
  

Carpenter et al., 2009; Collettini et al., 2009; Carpenter et al., 2011; Lockner et al., 83	
  

2011). Laboratory experiments also suggest that low friction is correlated to velocity-84	
  

strengthening behavior that inhibits the nucleation of earthquakes (Ikari et al., 2011). Finally, 85	
  

the last creeping process that could accommodate large aseismic deformation without heat 86	
  

production is pressure solution creep (Rutter and Mainprice, 1979; Schleicher et al., 87	
  

2009b; Gratier et al., 2011). This deformation mechanism is a stress driven fluid-assisted 88	
  

mass transfer process, widely spread in the rocks of the upper crust (Gratier et al., 2013a). 89	
  

Due to local variations in chemical potential related to local stress heterogeneities, soluble 90	
  

species (such as quartz, feldspar, serpentine, etc.) are progressively dissolved, transferred 91	
  

along a fluid phase trapped under stress and either precipitated or were washed away when 92	
  

reaching open pores (Weyl, 1959; Paterson, 1973). This leads to a passive concentration of 93	
  

insoluble species (such as phyllosilicates, oxides, etc.) in the zones of dissolution. Such 94	
  

chemical segregation develops a foliation perpendicularly to the direction of the maximum 95	
  

normal stress and consequently leads to a ductile deformation of the rock by spaced or slaty 96	
  

cleavage (Hobbs et al., 1974; Ramsay, 1967; Siddans, 1972; Wood, 1974). 97	
  

In the present study, we analyze rock microstructures that have recorded creep, in twelve 98	
  

samples collected from the Phase 3 core of the SAFOD, localized in the damaged zone (about 99	
  

3200 m to 3400 m Measured Depth (Zoback et al., 2010), in order to identify the main creep 100	
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mechanism that occurs nowadays in the SAF. We used optical microscope, 101	
  

cathodoluminescence (CL), Scanning Electron Microscope (SEM), Field Emission Gun 102	
  

Scaning Electon Microscopy (FEG-SEM), Back Scattered Electron imaging (BSE) and 103	
  

Electron Probe Micro–Analysis (EPMA) on thin sections. Additional X-Ray Powder 104	
  

Diffraction (XRPD) analyses on fragments were collected. 105	
  

Eight samples come directly from the most active shearing zone detected in the main hole: the 106	
  

Central Deforming Zone (CDZ), which experiences active creep today. Two types of 107	
  

microstructures can be distinguished in thin sections: (i) foliated zones with an orientation of 108	
  

the foliation in agreement (i.e. parallel) with fault displacement, (ii) foliated zones without 109	
  

coherent orientation, very rich in clays and with very small grain size. Those observations 110	
  

indicate that pressure solution is the main creep mechanism but raise several questions: Are 111	
  

these two types of microstructures characteristic steps of the evolution of pressure solution 112	
  

creep mechanism? Did they develop and evolve in parallel or in series, depending of the 113	
  

initial conditions prevailing in the area? Is there a spatial and temporal evolution of these 114	
  

microstructures? This brings us to the general question: how do the microstructures of 115	
  

creeping zone evolve through time and space? Finally, we propose a model of formation and 116	
  

evolution of those active creeping zones, based on microstructural observations of natural 117	
  

samples. 118	
  

 119	
  

2 – San Andreas Fault and SAFOD borehole 120	
  

 121	
  

2-1 Geological setting and general features 122	
  

The San Andreas Fault System, California, is a complex network of faults that spreads over 123	
  

1300 km long and 100 km wide (Wallace, 1990), making the junction between the 124	
  

subducting Pacific plate and the North American plate. The San Andreas Fault is the major 125	
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continental fault of this network, and one of the most active in the world. It is a lithospheric 126	
  

mature dextral strike-slip fault divided into different segments with various mechanical 127	
  

behaviors (Figure 1a) (Steinbrugge and Zacher, 1960; Allen, 1968; Wallace, 1970; Irwin 128	
  

and Barnes, 1975). The creeping segment is experiencing a continuous aseismic slip at a rate 129	
  

ranging between about 28 mm/yr and 33 mm/yr (Burford and Harsh, 1980; Titus et al., 130	
  

2006), close to the 34 mm/yr long-term estimated geological slip rate (Sieh and Jahns, 1984) 131	
  

and exhibiting a high microseismic activity (Provost and Houston, 2001). The creeping zone 132	
  

is bounded by locked segments that experienced some infrequent earthquakes of large 133	
  

magnitude, as the Fort Tejon earthquake in 1857 (M=7.9) (Sieh, 1978) on the southern locked 134	
  

segment, and the San Francisco earthquake in 1906 (M=8.2) on the northern locked segment. 135	
  

The locked segments are also characterized by negligible or nonexistent creep (Ellsworth, 136	
  

1990). Finally, the Parkfield segment making the junction between the creeping segment and 137	
  

the southern locked one presents a transitional behavior. This segment has shown seven 138	
  

repeating earthquakes of magnitude close to 6 since 1857 (Bakun and McEvilly, 1984; 139	
  

Jackson and Kagan, 2006), a transitory post seismic creep episode after the last 2004 event 140	
  

(Titus et al., 2006) and microseismic activity (Thurber et al., 2004). 141	
  

The fault crosses different geological formations and, given the tectonic setting of subduction, 142	
  

the geographical repartition of these formations is not symmetrical on both sides of the fault, 143	
  

especially in the Parkfield area (Figure 1b), where the present study is focused. The structure 144	
  

of the fault itself is complex and presents important heterogeneities at depth, with some 145	
  

formations intensively deformed like the Franciscan Complex, and the presence of important 146	
  

body of serpentine close to the Parkfield segment (McPhee et al., 2004, Li et al., 2004). 147	
  

Studies also revealed some very specific features in the geophysical and mechanical 148	
  

properties of the SAF. Brune et al., (1969) showed that this fault slides with a much lower 149	
  

shear stress than the one predicted by laboratory friction experiments (Byerlee, 1978). This 150	
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property was confirmed by other studies (Chéry et al., 2004; Boness and Zoback, 2004; 151	
  

Townend and Zoback, 2004; Zoback et al., 2010). Moreover, there is no heat flux anomaly 152	
  

across the creeping segment (Brune et al., 1969; Lachenbruch et Sass, 1980). This last 153	
  

discovery, well-known as the San Andreas stress-heat flow paradox (Hanks and Raleigh, 154	
  

1980; Zoback et al., 1988; Lachenbruch and Sass, 1992), has raised very early the question 155	
  

about the potential mechanisms that can produce creep, without heat production. Finally, 156	
  

Mount and Suppe, (1987) and Zoback et al., (1987) brought evidences showing that the 157	
  

orientation of the maximum horizontal compressive stress is at high angle to the fault. This 158	
  

angle increases with depth and ranges from 25° to 69° between 1000 m to 2200 m depth 159	
  

(Hickman and Zoback, 2004). All those observations point to a weak fault embedded into a 160	
  

strong crust (Zoback et al., 1987; Rice, 1992; Zoback, 2000; Fulton et al., 2004; Zoback et 161	
  

al., 2010). Despite some other studies claiming the possibility of a strong fault in a strong 162	
  

crust (Scholz, 1992; 2000), the model of a weak fault is now widely adopted for the SAF. 163	
  

When considering the morphology of such a strike-slip fault, a major difficulty is to access 164	
  

the fault core material. Because the exhumed portions lost much information about physical 165	
  

and chemical mechanisms that are acting at depth, drilling at depth directly through the fault 166	
  

was considered the better way to get the opportunity of studying the fault processes in situ 167	
  

(Zoback et al., 2010). 168	
  

 169	
  

2-2 SAFOD borehole 170	
  

The San Andreas Fault Observatory at Depth (SAFOD) drilling project aimed to provide in 171	
  

situ geophysical borehole data and fault core samples to better constrain the fault rock 172	
  

properties at depth, the conditions for earthquake nucleation, and to find an explanation for 173	
  

the San Andreas stress/heat flow paradox (Zoback, 2006; Hickman et al., 2007; Zoback et 174	
  

al., 2011). The borehole was drilled close to the town of Parkfield (Figure 1), on the eponym 175	
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fault segment and reached 3 km vertical depth (Figure 2). This site was chosen because of its 176	
  

location at the transition between two segments having different mechanical behavior and the 177	
  

presence of patches of repeating microearthquakes located between 2 km and 12 km depth 178	
  

within an aseismic creeping zone (Nadeau et al., 2004; Zoback et al., 2010). The drilling of 179	
  

the main borehole was divided into three phases between summer 2004 and summer 2007 180	
  

(Zoback et al., 2011). 181	
  

The SAFOD borehole has brought constrains on the fault geometry and geophysical 182	
  

properties of the fault rocks at depth (Solum et al., 2006; Bradbury et al., 2007; Solum et 183	
  

al., 2007; Jeppson et al., 2010; Zoback et al., 2011), and evidence supporting the model of a 184	
  

weak fault in an otherwise strong crust (Tembe et al., 2006; Tembe et al., 2009, Zoback et 185	
  

al., 2010; Mittempergher et al., 2011). It was possible to locate at depth the boundaries 186	
  

between different geological formations, (Figure 2a) and at least seven relatively large fault 187	
  

zones were crossed by the borehole (Bradbury et al., 2007). A 200-meters-wide damaged 188	
  

zone (Figure 2b and Figure 3) has been detected by the decrease in the velocity of P and S 189	
  

waves and by its low resistivity, comparatively to the other sections of the borehole (Zoback 190	
  

et al., 2011). Inside this damaged zone, two specific areas were distinguished by their 191	
  

localized active deformation: the South Deforming Zone (SDZ) and the Central Deforming 192	
  

Zone (CDZ). They are characterized by on-going deformation of the steel casing around the 193	
  

borehole, and anomalies in the velocity of P and S waves and in the resistivity were detected 194	
  

as well. 195	
  

Those two shear zones experience active creep deformation and are presented as the active 196	
  

trace of the SAF (Hickman et al., 2007; Zoback et al., 2011). Both of them are less than 3 197	
  

meters wide (Figure 3). The first one, the SDZ, is located between 3196 m and 3198 m depth 198	
  

(depths are given here relative to Phase 3 Core, see Table 1 for the matching between the 199	
  

different depth location systems). It is the less active one. The CDZ, located between 3296.5 200	
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m and 3299 m depth (relative to Phase 3 Core) is the most active deforming zone. Their 201	
  

mineral composition is different from the rocks outside the active deforming areas 202	
  

(Holdsworth et al., 2011). It shows important amount of clays, lots of serpentine clasts and 203	
  

very few amount of talc (Solum et al., 2006; Hickman et al., 2007; Moore and Rymer, 204	
  

2007; Holdsworth et al., 2011). 205	
  

 206	
  

3 – Microstructures in the San Andreas Fault zone 207	
  

 208	
  

3-1 Location and preparation of the samples 209	
  

During the three rounds of sample request, several samples were collected to characterize the 210	
  

typical microstructures found in the SAFOD fault zone. Here, we focus on twelve samples 211	
  

close or inside the active creeping zone of the CDZ, to study the deformation microstructures 212	
  

and the mineral composition in this area and to characterize its spatial evolution along the 213	
  

CDZ and at its boundaries. Those observations allow us to propose a model for the 214	
  

microstructural evolution of a creeping zone through space, and to determine the main 215	
  

deformation processes, constraining the time evolution of the fault by using cross-cutting 216	
  

geological relationships. 217	
  

Figure 3 shows the location of the studied samples. The measured depths are relative to 218	
  

Phase 3 Core (see Table 1). Each of these samples, except sample III-2 and part of the sample 219	
  

I-10 were impregnated by resin epoxy and cut in thin sections. At least three thin sections 220	
  

have been done within each sample; along three perpendicular directions relative to the core 221	
  

top (Figure 2b). 222	
  

In a first step, we used optical microscope to determine some general features inside and 223	
  

outside the creeping zone. Those observations allowed us to get a first compilation of the 224	
  

most representative thin sections for each sample, on which we performed SEM observations 225	
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and chemical mappings. A second selection based on this analysis, allowed us to focus on 226	
  

four main thin sections on which we performed microprobe analyses and chemical maps: 227	
  

three samples within the creeping zone, and a fourth one located outside the creeping zone but 228	
  

within the damaged zone. 229	
  

 230	
  

3-2 Sample observations 231	
  

Previous studies on mineralogy have revealed that the damaged zone is mainly composed of 232	
  

siltstones, mudstones, shales (Solum et al., 2007; Bradbury et al., 2007; Schleicher et al., 233	
  

2009a), and very fine grey sandstones of the Great Valley sequence (Holdsworth et al., 234	
  

2011). Concerning the two active creeping zones, they are mainly composed of phyllosilicates 235	
  

minerals (mainly clays) with serpentine clasts as well as lithic clasts coming from siltstone 236	
  

and mudstone rocks, similar to those composing the fault rocks at the boundaries of the 237	
  

creeping zone. These clasts show a wide range of sizes and they are embedded into the clay-238	
  

rich matrix (Holdsworth et al., 2011; Moore and Rymer, 2012). 239	
  

 240	
  

3-2-1 Outside of the creeping zone – the damaged zone 241	
  

The damaged zone appears to be both foliated and fractured. Most of the grains, and more 242	
  

specifically quartz and feldspar grains are highly fractured (Figure 4a,b). The minerals are 243	
  

generally very altered, especially at their boundaries, showing irregular shapes. It is also 244	
  

possible to observe widespread indentations between grains of different or similar nature 245	
  

(Figure 4c,d,f). Networks of numerous calcite veins can be easily identified (Figure 4d,e,f) 246	
  

and are an other typical feature in the damaged zone. We observed them in every thin section 247	
  

outside of the creeping zone. The different red colors of the calcite in cathodoluminescence 248	
  

imaging underline variations in minor elements content (Fe, Mg, …). As for the other 249	
  

minerals, calcite grains are highly fractured in some areas (Figure 4). Finally, pervasive 250	
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foliation is the main deformation pattern in this damaged zone. Such foliation may be 251	
  

observed at different scales, from the grain scale to the size of the thin section. 252	
  

 253	
  

3-2-2 Inside the creeping zone  254	
  

For the samples inside the creeping zone, a major difference is the composition of the rock. 255	
  

X-Ray diffraction analyses performed on all samples from the creeping zone gave an amount 256	
  

of clay ranging from 50% to 70%, well above the phyllosilicates content in the damaged zone. 257	
  

XRD analyses reveal that these clays belong to the smectite group (saponite). Those results 258	
  

are confirmed by SEM and microprobe chemical analysis. Another typical feature inside the 259	
  

creeping zone is the presence of polymineral clasts of various sizes, ranging from 10 µm to 15 260	
  

mm (Figure 5). Their composition is very close to the rocks outside of the creeping zone (the 261	
  

damaged zone), except for the clasts of serpentine (Figure 5a), which occur rather seldom in 262	
  

the damaged zone. This is the second main difference with the mineral composition outside of 263	
  

the creeping zone. The amount of serpentine in the creeping zone ranges between 10% and 264	
  

15%. XRD and microprobe analyses indicate two kinds of serpentines, chrysotile and 265	
  

lizardite, which were imaged using a FEG-SEM (Figure 6). Many polymineral clasts are 266	
  

composed of fractured serpentine with calcite veins. Other clasts are made of quartz and 267	
  

feldspar that are the most common minerals forming the polymineral clasts. It must be noted 268	
  

that most of those polymineral clasts are fractured. Little amounts of chlorite, iron and 269	
  

titanium oxides as well as very rare talc grains can be found in some aggregates. Most of the 270	
  

polymineral clasts have a typical almond shape and their boundaries present evidence of 271	
  

dissolution indenting by pressure solution creep (Figure 5). Pressure solution cleavages, with 272	
  

almond shapes, may be seen around aggregates (Figure 5c). They are characterized by both 273	
  

concentrations of dark minerals inside the cleavage planes and pressure shadows on the ends 274	
  

of the almond shapes. Calcite growth is most often observed in some pressure shadows of the 275	
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polymineral clasts (Figure 5c). We also noticed the presence of an important amount of very 276	
  

small grains (<10µm) dispersed within the clay matrix (saponite), usually made of serpentine, 277	
  

calcite, quartz, feldspar and iron oxide. It must be underlined that the shapes of their edges are 278	
  

often very irregular (Figure 6d,e,f and Figure 8). 279	
  

The last noticeable feature is the very thin shear planes in different directions and different 280	
  

scales, observed in all thin sections (Figure 5g,h). It is really difficult to determine a 281	
  

coherence from all those planes and almost impossible to find a main shear sense. However, 282	
  

the thin sections cut perpendicularly to the foliation were fairly less chaotic than those cut 283	
  

parallel. Inside the different shearing planes, oblique and highly folded foliation can be seen, 284	
  

with absolutely no coherent orientation (Figure 5). As for the shear planes, the foliation 285	
  

stands at different scales and various orientations. The rotation of the foliation and the shear 286	
  

planes is correlated to the presence of the polymineral clasts at all scales and the small rigid 287	
  

grains. 288	
  

 289	
  

3-3 Interpretations 290	
  

All those observations gave us evidences to identify the mechanisms that can lead to those 291	
  

microstructures. 292	
  

 293	
  

3-3-1 Outside of the creeping zone – the damaged zone 294	
  

 The fractured grains can show multiple radial fracturing at their contacts that suggests 295	
  

dynamic fracturing processes (Sagy et al., 2001). The alteration of the minerals is attesting of 296	
  

episodic fluid flow through the damaged zone at least during early times, and the multiple 297	
  

grain indentations attest of grain boundary dissolution under stress and sliding. The important 298	
  

calcite vein networks indicate that many fractures have been sealed. Their abundance 299	
  

underlines the importance of healing and sealing processes that were active here. The 300	
  

135



	
   13	
  

different red colors of calcite in cathodoluminescence show that several episodes of sealing 301	
  

were probably connected to successive fluid flow episodes (Mittempergher et al., 2011). 302	
  

Moreover, as the calcite grains are more fractured than the other minerals, such observation 303	
  

supports the idea of multiple episodes of deformation associating fracturing, sealing and fluid 304	
  

flow through the damaged zone. Several micro- to meso-faults may be identified in the 305	
  

damaged zone (Mittempergher et al., 2011; Holdsworth et al., 2011; Hadizadeh et al., 306	
  

2012; Solum et al., 2006; Schleicher et al., 2009b), with displacement ranging from 307	
  

micrometers to centimeters, which could be the markers of the present-day microseismicity. 308	
  

The tectonic layering, associated with the pervasive foliation, attests of pressure solution 309	
  

process, with passive concentration of insoluble minerals, such as phyllosilicates, in pressure 310	
  

solution seams (Figure 4g,h,i and Figure 7). Deposition veins may occur or not between the 311	
  

spaced cleavages (Figure 7).	
   This typical microstructure leads to a localization of the 312	
  

deformation. The amount of total mass decrease at the level of each pressure solution 313	
  

cleavage seam may be estimated at about −88% on those foliated areas, based on the 314	
  

quantification of the decrease of mass proportion of each mineral (Gratier al., 2011). Mass 315	
  

transfer modified differently the mechanical properties of the deformed rocks, according to 316	
  

two end member zones with different rheologies: the zone of dissolution and the zone of 317	
  

deposition.	
  318	
  

In the zone of dissolution, the passive concentration of insoluble species, such as 319	
  

phyllosilicates, activates the kinetics of mass transfers as diffusion along the interface 320	
  

between phyllosilicates and soluble minerals is faster than along healed cracks within soluble 321	
  

mineral grains. This is demonstrated by natural observation (Gratier, 2011) and by 322	
  

experiments (Zubtsov, 2004; Niemeijer and Spiers, 2005). This leads to a positive feedback 323	
  

process that facilitates the localization of the dissolution. Local weakening is therefore linked 324	
  

both to mechanical and chemical processes: decrease of friction and activation of the 325	
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dissolution respectively, due to phyllosilicate concentration. 326	
  

Conversely, in the zone of deposition the presence of an important amount of calcite-filled 327	
  

veins tends to strengthen the rocks as it is more difficult to dissolve monomineralic rocks than 328	
  

a mixture of soluble and insoluble grains (Gratier et al., 2013b). Dissolution cannot be 329	
  

observed at grain scale in the veins, but only at the boundary of such veins (Figure 4), where 330	
  

the thin fluid phase is located. All these features demonstrate strong evidence that pressure 331	
  

solution creep may represent the main mechanism of creep in the damaged zone, outside of 332	
  

the localized creeping zones, that are associated with fracturing and sealing processes. 333	
  

 334	
  

 3-2-2 Inside the creeping zone  335	
  

The observations revealed that polymineral clasts are mainly composed of fractured 336	
  

serpentine with calcite veins. This observation rules out the common statement that serpentine 337	
  

is always a soft mineral. When serpentine minerals are sealed together in clasts, they behave 338	
  

as rigid and soluble bodies that can acquire a brittle behavior. However, like quartz, feldspar 339	
  

and calcite, serpentines are soluble under stress (Andreani et al., 2004) and may deform 340	
  

slowly by pressure solution creep in the presence of a trapped fluid phase, especially in 341	
  

mixtures of soluble and insoluble grains. 342	
  

We observed that most of the polymineralic clasts were fractured, however, the size of rupture 343	
  

area (centimeters at most) and the amount of displacement (some micrometers to millimeters) 344	
  

attest of very low magnitude seismic events in the creeping zone. Concerning the other 345	
  

material presents in the creeping zone, i.e. all the small grains of various minerals; we 346	
  

interpret the irregular shapes of their boundaries as evidences for indentation by pressure 347	
  

solution creep. 348	
  

The different features found inside the creeping zone suggest that pressure solution creep 349	
  

process has been active and helped weakening this zone by passive clay concentration. 350	
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Remnants of the initial state are still trapped in the creeping zone as polymineral clasts of all 351	
  

dimensions (Figure 5). To summarize, two mechanisms of deformation compete: the sliding 352	
  

along very low friction coefficient saponite grains, and stress driven mass transfer processes 353	
  

that help accommodating the sliding of the polymineral clasts embedded within the clay-rich 354	
  

matrix. 355	
  

 356	
  

3-4 Microstructures reveal two different deformation mechanisms 357	
  

To summarize all those observations, both for the creeping zone and the damaged zone could 358	
  

be gathered in two general microstructure groups: (i) foliated domains with clear orientation 359	
  

in the damaged zone, and (ii) foliated domains without preferential orientation in the CDZ. 360	
  

In the first case, the foliation is developed by a pressure solution creep mechanism in a 361	
  

general context of volume decrease but with local redeposition in calcite veins. It is due to 362	
  

massive dissolution of soluble material, and partial redeposition that may also come from 363	
  

advective fluid flow (Gratier et al 2011), leading to tectonic layering. The typical 364	
  

characteristics of this microstructure are: (1) an intense fracturing of the material, (2) 365	
  

numerous indentations between the grains and (3) localized redeposition of calcite evidenced 366	
  

by thick and extensive vein networks. This microstructure is widely spread in the damaged 367	
  

zone, outside of the active creeping zones. But we observed it also in some large polymineral 368	
  

clasts (several centimeters) inside the CDZ as remnants of an initial state. 369	
  

The second type of microstructure –foliation without preferential orientation – is associated 370	
  

with both the sliding on clay minerals along numerous micro-shearing planes and the rotation 371	
  

of the polymineral clasts. This microstructure is observed in the active creeping zone only; its 372	
  

main features are: (1) an abundance of soft clay minerals (>50% in the entire composition), 373	
  

(2) a grain size globally smaller than outside of the creeping zone, (3) the presence of 374	
  

polymineral clasts of various sizes and compositions (mainly quartz, feldspars and serpentine 375	
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minerals with calcite veins) embedded in the clay-rich matrix. 376	
  

 377	
  

4 – Discussion 378	
  

 379	
  

All those natural microstructural observations have implications on the rheological and 380	
  

mechanical behavior of the fault, at different scales. To better understand the mechanisms of 381	
  

aseismic fault creep processes, we detail below the parameters responsible for the onset of 382	
  

creep mechanisms, as well as the interactions between these mechanisms. Still based on these 383	
  

observations, we argue that the microstructures underline a chronology that allows us to 384	
  

propose a 3D model of the creeping zone evolution, through time and that could be 385	
  

extrapolated at depth. 386	
  

	
  387	
  

4-1 Parameters that control the creeping mechanisms 388	
  

Based on the sample observations, we found that two different creep mechanisms operate. 389	
  

Inside the damaged zone, there are numerous evidences for pressure solution creep (Figure 390	
  

7), linked to the development of the foliation (Schleicher et al 2009b, Holdsworth et al 391	
  

2011, Gratier et al 2011, Hadizadeth et al 2013). Inside the creeping zone, the main 392	
  

mechanism of creep is grain sliding with a crucial role of the low friction in the presence of 393	
  

clay minerals (Lockner et al 2011, Carpenter et al 2011), and locally of pressure solution 394	
  

clasts indenting and sliding (Figure 5 and Figure 8). Both mechanisms - pressure solution 395	
  

and low friction - require some specific parameters to be activated and efficient, as discussed 396	
  

below. 397	
  

 398	
  

4-1-1 Pressure solution creep 399	
  

Pressure solution mechanism requires some specific conditions to occur at the relatively fast 400	
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strain rate observed in the creeping zone (10-10 to 10-11 s-1) (Titus et al., 2006). Firstly, it is 401	
  

activated by the presence of fluids that must be the solvent of at least one of the minerals 402	
  

contained in the rock (Weyl, 1959; Rutter, 1976; Paterson, 1973). Secondly, all conditions 403	
  

being the same, a mixture of insoluble and soluble species deforms more easily by pressure 404	
  

solution than does a monomineralic rock composed of only soluble species. This is because 405	
  

the kinetics of diffusive mass transfer along phyllosilicate/soluble mineral boundaries is much 406	
  

faster than along the boundaries of soluble minerals that can heal (Zubtsov et al., 2004). 407	
  

Thirdly, pressure solution is activated by fracturing or by comminution processes, because the 408	
  

strain rate in pressure solution creep rate laws is inversely proportional to the distance of mass 409	
  

transfer d (Weyl, 1959; Rutter, 1976; Raj, 1982). The strain rate is proportional to 1/d3 for 410	
  

diffusion-controlled pressure solution, and to 1/d2 for reaction-controlled pressure solution. In 411	
  

nature, pressure solution is often controlled by diffusion at depth, and it is therefore much 412	
  

more efficient with a mass transfer distance as small as possible. This distance of mass 413	
  

transfer is commonly considered as being the grain size, but it could also be the distance 414	
  

between fractures because fractures can act as shortcuts for diffusion (Gratier et al., 1999). 415	
  

However, because fracturing is only transitory, as most often fractures are healed or sealed, 416	
  

this effect annihilates the diffusion shortcutting effect of the fractures. Through time, 417	
  

fracturing accelerates the creep by decreasing d, thus weakening the deformed rocks; whereas 418	
  

healing and sealing processes slow down the creep by increasing d, thus strengthening the 419	
  

rocks. Hence, stress could build-up in the creeping area, leading to new brittle deformation 420	
  

that will accelerate the rate of pressure solution creep and repeat the deformation as a cycle 421	
  

(Gratier et al., 1999; Gratier and Gueydan, 2007). 422	
  

Finally at regional scale, one must distinguish two end-members cases. Firstly, pressure 423	
  

solution may occur in a closed system, with diffusive mass transfer through an almost 424	
  

immobile fluid phase: all the dissolved materials recrystallized inside a given volume, at 425	
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decimeter scale, leading to both cleavage development with tectonic layering and sealing of 426	
  

fractures with development of veins (mainly calcite veins in the SAF context). This case is 427	
  

found in places where there is not enough fluid flow to take out (or bring in) the dissolved 428	
  

materials. Alternatively, in open systems, pressure solution may occur with large fluid flow 429	
  

through the deformed rock, which washes away all the dissolved species or which brings new 430	
  

solute minerals that can precipitate in veins or voids. In this case, either all soluble species are 431	
  

removed from the deformed zone without any deposition, or large deposition is seen in open 432	
  

spaces (Gratier et al 2013a). 433	
  

 434	
  

4-1-2 Low friction processes 435	
  

Laboratory experiments have underlined the importance of gouge mineralogy on the fault 436	
  

zone frictional properties (Carpenter et al., 2009; Ikari et al., 2009; Ikari et al., 2011a) and 437	
  

especially for the phyllosilicate-rich fault gouges (Vrolijk and van der Pluijm, 1999; 438	
  

Niemeijer and Spiers, 2006). An important question raised by those observations is the 439	
  

following: which amount of clays is sufficient to lead to low frictional sliding? Tembe et al. 440	
  

(2010) performed friction experiments on synthetic gouge mixtures and showed that the 441	
  

friction coefficient depends on the amount of clay as well as the clay mineralogy. Their 442	
  

results are in agreement with the three-regime model of Lupini et al. (1981) that describes 443	
  

the degradation of frictional strength with clay content in three sequential phases. Tembe et 444	
  

al. (2010) imaged the post-mortem microstructures and showed that an important decrease of 445	
  

friction coefficient happens when clay forms a connected matrix that separates the remaining 446	
  

grains. This kind of result is also supported by the study of Colletini et al. (2009). In this 447	
  

context, all the deformation is supported and accommodated by the clay structure. According 448	
  

to the experiments of Tembe et al., (2010), the content of clay must be larger than 50% in the 449	
  

case of a montmorillonite/quartz mixture to reach a friction coefficient lower than 0.2 (the 450	
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average friction coefficient of the CDZ determined by laboratory friction experiments is in the 451	
  

range 0.16 – 0.21 (Carpenter et al., 2011; Lockner et al., 2011). Montmorillonite belongs to 452	
  

the smectite group, like saponite, and its mechanical behavior is close to saponite (friction 453	
  

coefficient of montmorillonite < 0.2). Such results that a quite large amount of weak grains in 454	
  

a gouge is necessary to reduce significantly the overall friction have been also simulated, 455	
  

using a discrete elements methods developed to reproduce the frictional properties of fault 456	
  

gouge (Rathbun et al., 2013). 457	
  

Consequently, making a low frictional sliding process efficient requires a rock composition 458	
  

with more than 50% of clays if mixed with quartzo-feldspathic materials (Ikari et al., 2009; 459	
  

Tembe et al. 2010; Moore and Lockner, 2011), as it is the case for the creeping zone of the 460	
  

SAF. Therefore, the most important parameter to activate the low friction creep mechanism is 461	
  

the mineral composition of the fault core: there should be high enough concentration of low 462	
  

friction minerals. Different processes may lead to the concentration of low friction clay inside 463	
  

the creeping zone: 464	
  

(i) The mineral composition of the creeping zone was already different from that of the 465	
  

surrounding rocks. In this case, one must observe some minerals in the creeping zone that are 466	
  

not seen in the damaged zone and that cannot develop from metamorphic reactions. This is 467	
  

the case for the SAF creeping zones: serpentine polymineral clasts are mainly observed in the 468	
  

creeping zones. These clasts embedded in the clay matrix show solution cleavage and 469	
  

associated veins structures that have been rotated during the shear creeping process, attesting 470	
  

of the early development of such structures. The Mg-rich content of such serpentine minerals 471	
  

attests of a generally high Mg content in other minerals, especially phyllosilicates that could 472	
  

have produced the Mg-rich saponite by alteration, similarly to the Mg-rich chlorites produced 473	
  

through corrensite transition. 474	
  

(ii) Low-friction clay minerals were initially present and their proportion has evolved because 475	
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of the passive concentration of the phyllosilicate minerals associated with pressure solution 476	
  

process in an open system. In such a case, soluble minerals as quartz, feldspars, calcite, and 477	
  

serpentines are removed from the deformed zone, leading to the passive concentration of 478	
  

insoluble species like phyllosilicates. If this process is at work alone, the relative increase of 479	
  

concentration of all insoluble minerals should be the same. 480	
  

(iii) The mineral composition has changed because of growth and/or precipitation of new 481	
  

minerals by metasomatic reactions. For example, saponite is the product of the reaction 482	
  

between quartzo-feldspathic minerals at low temperature. These minerals come from the wall 483	
  

rocks and the serpentine clasts (Lockner et al., 2011; Moore and Rymer, 2007). Such 484	
  

assumption relies on fluid flow through the creeping zone, possibly episodic and related to 485	
  

earthquakes. 486	
  

As saw above, in all those cases, the amount of low friction minerals needs to reach 487	
  

ultimately a large concentration (>60%) to be efficient enough to become the main creep 488	
  

mechanism. None of these three assumptions alone can explain our observations. The mineral 489	
  

composition was probably slightly different in the creeping zones than in the surrounding 490	
  

rocks, since it is the only place where serpentinites are so abundant. Serpentinites were 491	
  

deformed in an early stage, because of the important amount of calcite veins associated with a 492	
  

lot of serpentine clasts, but could not accommodate the present large creep rate. Indicators of 493	
  

pressure solution are found in the creeping zone. Passive concentration of phyllosilicates is 494	
  

likely to have occurred at first, but it is only when the initial phyllosilicates were sufficiently 495	
  

rich in Mg that the saponite-rich gouge could be generated. If this were not the case, the 496	
  

missing magnesium may have been brought by fluid advection. 497	
  

As a summary, we found (i) a difference in initial state, for example a higher initial content in 498	
  

Mg with both serpentines and Mg-rich chlorites in the proto-creeping zone; (ii) the 499	
  

observation of early pressure solution creep supports passive concentration of such Mg-rich 500	
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phyllosilicates; (iii) a part of the clay concentration may be the result of metasomatic 501	
  

reactions, considering the important amount of Mg-rich phyllosilicates required to obtain this 502	
  

clay concentration. 503	
  

 504	
  

4-2 From the damaged zone to the creeping zone: time evolution 505	
  

Our observations and interpretations document an evolution with time of the mineral 506	
  

composition and an evolution with space of the microstructure from the damaged zone to the 507	
  

creeping zone. This chronology is deduced both from the foliation development and its 508	
  

evolution, and from the observations of the interaction between friction and pressure solution. 509	
  

 510	
  

4-2-1 How did the foliation develop? 511	
  

4-2-1-a In the damage zone 512	
  

Pressure solution creep is the main deformation mechanism known to develop a foliation 513	
  

characterized by a tectonic layering (Figure 7) with or without associated calcite deposition 514	
  

in veins. Such cleavage or cleavage-and-veins structures develop in an open system with two 515	
  

structural end members: (i) zones where the dissolution of soluble species that were washed 516	
  

away by fluid flow led to the passive concentration of phyllosilicates (Figure 4j,k,l), and (ii) 517	
  

zones where calcite precipitation occurred in veins oriented perpendicularly to the cleavage 518	
  

(Figure 7). Both end-members may be seen as parallel layers in the damaged zone, 519	
  

amplifying the tectonic layering. Both processes accommodate aseismic deformation leading 520	
  

to an agreement between the orientation of the foliation and that of the fault. The strain 521	
  

reached by such a pressure solution cleavage or cleavage-and-veins structures may be 522	
  

theoretically rather large, up to 60% shortening in some SAFOD samples (Gratier et al., 523	
  

2011). However, the actual strain never exceeds such a value for two reasons that are related 524	
  

to the processes at work within the two end-members zones: (i) if most of the soluble species 525	
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are washed away and if they do not bear a significant differential stress (being dispersed in a 526	
  

soft matrix), pressure solution cannot go on; (ii) if calcite precipitates in veins, the dissolution 527	
  

of such veins is much slower than the dissolution of a mixture of soluble and insoluble 528	
  

species (see § 4-1-1 above). Sixty per cent of shortening in a shear zone is the strain that is 529	
  

associated with a shear strain value (γ) of 1 (Ramsay, 1967). In the SAF case, γ is much 530	
  

higher: several kilometers of displacement lead to γ values exceeding 1000, and the actual 531	
  

displacement on the SAF is even higher. Consequently, other mechanisms than such cleavage 532	
  

and cleavage-and-vein deformation must be at work in the creeping zone. 533	
  

 534	
  

4-2-1-b In the CDZ 535	
  

Evidence of pressure solution creep is seen within the polymineral clasts (Figure 5): most of 536	
  

these closely healed clasts of serpentine, quartz and feldspar are deformed by cleavage-and-537	
  

veins process, the veins being most often sealed by calcite, as observed in the damaged zone. 538	
  

If there were only quartz and feldspar clast aggregates, one would think that they could have 539	
  

been ripped from the damaged zone. However, there are very few, if any, serpentine clasts in 540	
  

the damaged zone so the only explanation to the presence of such serpentine clasts is that they 541	
  

are the remnants of an initial state of the now creeping zone. They attest of an early stage that 542	
  

is now only seen in the damaged zone. On another hand, the main structure of the present day 543	
  

creeping zone is the foliation without preferential orientation, already described by various 544	
  

authors (Schleicher et al., 2009a; 2010; Holdsworth et al., 2011). There are two hypotheses 545	
  

to explain such a specific foliation. First, the sliding of clay minerals may be associated with 546	
  

the development of micro shearing planes and the rotation of the polymineralic clasts whether 547	
  

it be the mineral aggregates or the smaller grains (Figure 9b). The rotations of all those rigid 548	
  

objects drag the foliation and contribute to the chaotic microstructure observed (Figure 9c). 549	
  

Alternatively, if the clasts cannot rotate between two shear planes, the system is locked, and 550	
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the only way to continue deforming is to develop constantly new foliations, superimposed on 551	
  

the previous ones (Figure 9d). The possible rotation of the polymineral clasts may be linked 552	
  

to their shape ratio and to their interaction with the matrix. Indenting by pressure solution at 553	
  

the boundary of such polymineral clasts suggests that pressure solution accommodated by 554	
  

diffusion contributes to the general grain-clast boundary sliding of all the minerals of the 555	
  

creeping zone. This process can accommodate almost infinite shear values. However, the 556	
  

internal deformation of some clasts (Figure 5) is much more complex that what is seen in the 557	
  

damaged zone (Figure 4). Such structure, with veins of calcite oriented in almost all 558	
  

directions may indicate that at least part of the clasts fracturing occurs within the creeping 559	
  

zone and is associated with the rotation of the clasts. 560	
  

 561	
  

4-2-2 How do friction, fracturing and mass transfer interact in the creeping processes? 562	
  

Figure 10 displays two possible evolutions of a deformed rock undergoing pressure solution 563	
  

creep. They both start in the same manner: pressure solution concentrates phyllosilicates in 564	
  

the solution cleavage seams and deposition and crystallization of calcite occurs inside the 565	
  

fractures that are formed by stress concentration at the grain contacts (Figure 7). Starting 566	
  

from this step, two scenarii of microstructure development can be proposed:  567	
  

(i) In the initially stronger rocks, large fractures develop that become sealed with a large 568	
  

amount of calcite (or other soluble minerals) (Figure 4g,h,i and Figure 5b,g,i). These 569	
  

monomineralic regions will become stronger, and consequently break, and be sealed again, 570	
  

which will harden them even more (Figure 10f). Repeated fractures that are seen both in the 571	
  

damaged zone and in the creeping zone could explain the well-known microseismicity 572	
  

associated with the creeping process along the SAF (Hadizadeh et al., 2012). How this 573	
  

process, localized near the creeping zone, remains to be studied in more details, since some of 574	
  

the faults seen in the damaged zone are not necessarily related to creeping process. 575	
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Conversely, the multi-fractured clasts trapped and embedded into the clay matrix (Figure 5i) 576	
  

are deformed during the creeping process. 577	
  

(ii) Conversely, in the initially weaker rocks or at least in the zones were little redeposition 578	
  

occurred, dissolution of soluble minerals washed out by fluid flow led to the passive 579	
  

concentration of phyllosilicates. Such zones are mostly open systems with very little soluble 580	
  

mineral redeposition (Figure 10d,e). Only some calcite mineral growth may be seen in 581	
  

pressure shadows of the mineral aggregate patches (Figure 5c). Moreover, it has been 582	
  

proposed (Schleicher et al., 2009b; Schleicher et al., 2010; Holdsworth et al., 2011) that at 583	
  

least part of the clay minerals may result from precipitation, or alteration of preexisting 584	
  

phyllosilicates or mafic rocks, with more or less episodic fluid flow that could bring Mg-rich 585	
  

fluid from serpentine massifs. This would be an example of dissolution-precipitation reactions 586	
  

that would induce creep (Wintsch and Yi, 2002). Alternatively, the creeping zone may have 587	
  

had a slightly different composition from preexisting serpentine – as attested by the presence 588	
  

of serpentine clasts only in the creeping zone – and Mg-rich chlorites. These two cases – i.e. 589	
  

concentration by pressure solution process and transformation of preexisting phyllosilicates – 590	
  

lead to an increase of clay amount, enhancing the same type of behavior: a decrease of the 591	
  

friction value in the creeping zone thanks to the low friction of the saponite and enhancement 592	
  

of stress-driven reactions, both facilitating pressure solution diffusion-controlled grain sliding. 593	
  

Then, preexisting phyllosilicates were progressively transformed into a soft mineral (at least 594	
  

down to 3-4 km depth, which corresponds to the field of stability of saponite), thanks to fluid-595	
  

rock interactions and possible metasomatic reactions linked to episodic fluid flow through the 596	
  

creeping zone.  597	
  

 598	
  

4-3 From the damaged zone to the creeping zone: the localization process 599	
  

Interactions between friction, fracturing and pressure solution in the creeping zone also lead 600	
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to a localization process. There is good evidence that at the beginning of the process, the 601	
  

whole damaged zone was creeping mostly by pressure solution cleavage (Figure 11), as it has 602	
  

been observed in other faults (Faulkner et al., 2003; Gratier et al 2013b). However, 603	
  

interactions between fracturing and sealing lead to mechanical differentiation. In the initially 604	
  

stronger rock, fracturing and associated sealing strengthen the rocks: the stronger the rock, the 605	
  

more likely it can break and be sealed by new calcite that renders the rock even stronger. Only 606	
  

a default in the sealing process can end this feedback process. Conversely, in the zone with 607	
  

minimum deposition and maximum fluid flow, rocks soften progressively thanks to both 608	
  

effects of the progressive concentration of phyllosilicates activating pressure solution and of 609	
  

the progressive transformation of phyllosilicates into soft clays (at least in the upper part of 610	
  

the crust). This progressive weakening may have been initially induced by the occurrence of 611	
  

successive earthquakes (Figure 11) that could have contributed to open the system, favoring 612	
  

episodic fluid flow (Mittempergher et al., 2011), and to reduce the grain size, promoting 613	
  

pressure solution. The end-member of such evolution is a zone without any soluble species or 614	
  

with dispersed clasts that do not bear significant differential stress. In such a case, the low 615	
  

friction of clay minerals mostly controls shear strength. It is not clear whether the present 616	
  

creeping zone has already reached this stage in the first 3-4 kilometers, or if diffusive clast 617	
  

sliding still plays a role as a deformation mechanism. 618	
  

 619	
  

4-4 Evolution of the creeping mechanisms with depth 620	
  

The evolution of creep mechanisms with depth is strongly dependent on rock composition and 621	
  

microstructure. As temperature increases with depth, mineral composition evolves, leading to 622	
  

dissolution-precipitation reactions (Putnis, 2002; Wintsch and Yi, 2002). In the San Andreas 623	
  

Fault, saponite clay, which is a stable mineral up to about 110°C, will transform at depth into 624	
  

corrensite that is stable up to 150°C and is likely to evolve into Mg-rich chlorite at greater 625	
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depth (Moore and Rymer, 2012). Those mineral transformations tend to strengthen the 626	
  

creeping zone at depth, because the friction coefficients of these two minerals are much larger 627	
  

(0.6 to 0.7) than the one of saponite (0.2). Therefore, the accommodation of the deformation 628	
  

by low friction minerals is efficient near the surface (up to 3-4 km of depth, Lockner et al., 629	
  

2011; Carpenter et al., 2011), but becomes less efficient and more energy consuming with 630	
  

depth. On the other hand, the required conditions for efficient pressure solution creep are 631	
  

fulfilled if a trapped fluid phase is kept within the creeping zone and if some processes of 632	
  

fracturing and comminution have reduced grain size, i.e. the characteristic distance of mass 633	
  

transfer. In such a case, diffusive grain boundary sliding controlled by pressure solution is 634	
  

likely to be the most efficient process at depth. Such a process is comparable to 635	
  

superplasticity (Ashby and Verall, 1973). Only the diffusive path is different, either within a 636	
  

trapped fluid phase (Gratier et al., 2011), or along dry grain boundaries (Boullier and 637	
  

Gueguen, 1975). Such process is able to accommodate almost infinite shear deformation 638	
  

(Figure 12). 639	
  

 640	
  

5 – Conclusion 641	
  

 642	
  

From microstructural observations of rock samples collected at depth in the active creeping 643	
  

zone of the San Andreas Fault, we propose a model for creep mechanism evolution through 644	
  

time and space for creeping zones. We show that, in a first stage, the creeping zone was 645	
  

relatively large, hundred meters wide, corresponding more or less to the width of the damaged 646	
  

zone. Deformation was mostly controlled by pressure solution creep, attested by the 647	
  

development of cleavage-and-veins structure and foliation parallel to fault displacement. 648	
  

Afterwards, interactions between friction, fracturing and mass transfer led to very localized, 649	
  

meter size, creeping zones without clear parallel foliation. Localization towards such a weak 650	
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creeping zone was favored by several parameters: (i) the passive concentration of 651	
  

phyllosilicates in zones where other more soluble minerals such as quartz and feldspars were 652	
  

washed away by episodic fluid flow; (ii) the fracturing and comminution processes that 653	
  

increased the rate of mass transfer at grain scale; (iii) the alteration of the phyllosilicates into 654	
  

softer minerals, such as saponite. Conversely, in zones where fractures were sealed, i.e. in the 655	
  

present day damaged zone, pressure solution creep rate is lower because sealing decreases the 656	
  

efficiency of diffusive mass transfer and friction is much higher since phyllosilicate alteration 657	
  

is limited by hampered fluid flow. 658	
  

At the present day, the deformation in the creeping zone within the first 3-4 km is controlled 659	
  

by the very low friction of saponite and by diffusive sliding of polymineral clasts embedded 660	
  

into the clay matrix. At greater depths (4-12 km), saponite is transformed into corrensite, and 661	
  

then into chlorite, both with higher friction coefficients. Hence, pressure solution diffusive 662	
  

grain boundary sliding is likely to be the controlling creeping mechanism. In the damaged 663	
  

zone, pressure solution may still be at work but successive fracturing and sealing processes 664	
  

have strengthen the rocks and the strain rate is very low. Microseismicity accompanying creep 665	
  

may be explained by the multiple/numerous fracturing of the polymineral clasts embedded 666	
  

into the soft matrix of the creeping zone and by ruptures of asperities and heterogeneities at 667	
  

the boundaries and near the creeping zone. 668	
  

669	
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Figure captions 938	
  

 939	
  

Figure 1: (a) Location map of the San Andreas Fault (SAF) and SAFOD borehole in central 940	
  

California, displaying also the different fault segments. (b) Simplified geological map of 941	
  

central California, matching to the area shown in (a) (modified from the Simplified 942	
  

Geological Map of California – California Geological Survey). 943	
  

 944	
  

Figure 2: (a) Simplified NW-SE geologic cross-section of the SAFOD borehole area and its 945	
  

intersection with the depth division of the SAF into three main strands. Dashed red lines 946	
  

indicate the two active creeping zones (SDZ and CDZ) (after Zoback et al., 2010). A black 947	
  

square delimitates the area focused in b). (b) Simplified cross-section of the SAFOD main 948	
  

borehole and localization of the sidetrack boreholes used to core samples during Phase 3, in 949	
  

the damaged zone area (after Zoback et al., 2011), and sketch representing the orientation 950	
  

and the position of the studied samples relative to the oriented core. We cut the thin sections 951	
  

on those samples according to the three directions represented by the colored sections (blue, 952	
  

green and yellow). The blue and green sections are parallel to the hole and perpendicular to 953	
  

the fault and consequently to the foliation, while the yellow section is perpendicular to the 954	
  

hole and parallel to the foliation. 955	
  

 956	
  

Figure 3: Localization of the studied samples in a schematic part of the main hole. The 957	
  

measured depth values are relative to Phase 3 Core. Colors display the different rock 958	
  

formations, vertical red bars indicate the places where the steel casing is actively deforming 959	
  

and dotted red lines mark the faults crossed by the borehole. 960	
  

 961	
  

Figure 4: Main microstructure features observed in thin sections in the samples located 962	
  

outside the creeping zone. (a) Optical microscope picture showing dynamic fracturing with 963	
  

radial cracks. (b) (c) (d) (e) Optical microscope pictures showing the general intense 964	
  

fracturing of the material as well as the indentations. (f) Optical microscope picture with an 965	
  

example of the numerous indentations between quartz and feldspar grains. (g) (h) (i) 966	
  

Cathodoluminescence images showing the well-developed calcite vein network in bright red, 967	
  

at different scales. The minerals in blue and green are feldspars and the dark brown ones are 968	
  

quartz. (j) Optical microscope picture presenting an example of foliation developed by 969	
  

pressure solution mechanism. (k) Microprobe BSE image showing the solution cleavages at 970	
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the grain scale. (l) Other example of foliation, developed between shearing planes also by a 971	
  

pressure solution creep process. 972	
  

 973	
  

Figure 5: Main microstructure features observed in thin sections of the samples located inside 974	
  

the creeping zone. (a-c) Top: color optical microscope pictures presenting some examples of 975	
  

the polymineral clasts. Bottom: Microprobe BSE images (in black and white) show the 976	
  

differences in mineral composition between these aggregates. (d-f) FEG-SEM BSE images 977	
  

showing examples of small grains presenting evidence of pressure solution to their edges. 978	
  

They also show the abundance of the very small grains (<10µm) inside the clay matrix, 979	
  

forming the creeping zone material. (g, h) SEM BSE images displaying the multiple shearing 980	
  

planes and their various orientations (yellow lines), as well as the very perturbed foliation 981	
  

inside the thin shearing planes. Qtz: quartz, Cal: calcite, Serp: serpentine, Fld: feldspar, Chl: 982	
  

chlorite, Sap: saponite, Fe ox: iron oxide. 983	
  

 984	
  

Figure 6: Example of two different serpentines. The three pictures are FEG-SEM images, 985	
  

taken from sample III-0 at the boundary between an aggregate mainly composed of serpentine 986	
  

and saponite clay. Most of the serpentine forming clasts or present in the aggregates is 987	
  

lizardite. Chrysotile is located mainly along the boundaries of the serpentine aggregates or 988	
  

clasts, as here. 989	
  

 990	
  

Figure 7: Element distribution from Scanning Electron Microscopy (SEM) analyses. Brighter 991	
  

colors indicate higher concentrations. The passive concentration of several elements (Fe, Mg, 992	
  

Ti) that belong to insoluble minerals (phyllolicates and oxydes) underlines pressure solution 993	
  

cleavage that contributes to a tectonic layering process.  994	
  

 995	
  

Figure 8: FEG-SEM images showing evidence of pressure solution process at the grain 996	
  

contacts. (a) Striated calcite between two quartz grains. The quartz grain boundaries are also 997	
  

striated and show evidences of indentations. (b) Contact between a calcite grain and a 998	
  

serpentine grain. The boundaries of the grains are striated and indented, especially in the area 999	
  

of contact. 1000	
  

 1001	
  

Figure 9: Model of clay deformation leading to foliation without preferential orientation. (a) 1002	
  

Initial state, with a normal foliation oriented at about 45° of the shearing plane. (b) The 1003	
  

foliation follows a normal evolution, tending to become parallel with the shearing planes. But 1004	
  

160



	
   38	
  

the presence of hard bodies (aggregates and all-size grains) hinders this parallelization and 1005	
  

stops the development of the foliation. (c) The grains start to rotate, continuing 1006	
  

accommodating the deformation. This rotation is controlled by the sliding of the clay minerals 1007	
  

one against each other or by pressure solution creep at grain boundaries, when soluble grains 1008	
  

are in contact or under stress. (d) In the case where the grains do not rotate, the system is 1009	
  

locked. To continue deformation, the only way is to develop a new foliation, superimposed on 1010	
  

the previous one. This process can be repeated every time the grains lock the system. 1011	
  

 1012	
  
Figure 10: Model of mineral evolution inside the damaged zone. (a) Initial state: the grey 1013	
  

grains are soluble minerals such as quartz, feldspars, serpentine, etc. (b) The deformation 1014	
  

starts with compression and shearing, which leads to fracturing at indenting contacts and 1015	
  

activation of pressure solution creep. Soluble minerals start dissolving, calcite (in blue) is 1016	
  

precipitated into the fractures and phyllosilicates (in brown) begin to be passively 1017	
  

concentrated. (c) A foliation is developed with the passive concentration of phyllosilicates. 1018	
  

The opening of veins becomes larger. (d) Through time, the soluble minerals continue to 1019	
  

dissolve. Because of fluid circulation, the main part of the dissolved material is transported 1020	
  

away. Phyllosilicate concentration increases with the growth and crystallization of clay. The 1021	
  

polymineral clasts start to be formed and act as hard objects. (e) Final state: rotation of the 1022	
  

hard objects. Initially, they were the aggregates protected by the calcite or the monomineralic 1023	
  

aggregates, harder to dissolve. (f) The large calcite veins wedge the system and stop the 1024	
  

ductile deformation. 1025	
  

 1026	
  

Figure 11: Schematic model of the evolution of a creeping zone. On the left a creeping zone, 1027	
  

up to several hundred meters wide, initiates in a zone gathering several conditions favorable 1028	
  

to pressure solution creep: (i) presence of fluids that can dissolve at least part of the rock, (ii) 1029	
  

mixture of soluble and insoluble minerals, (iii) small grain size or fractured grains. The 1030	
  

creeping rate is not necessary efficient to relax the stress so earthquakes occur through this 1031	
  

zone (middle part). This has two effects: grain size reduction, which activates pressure 1032	
  

solution creep, and fluid flow enhancement through the pre-creeping zone. These fluids 1033	
  

evacuate the soluble species and so concentrate phyllosilicates, also favoring pressure solution 1034	
  

creep. On the right hand side, a meter-wide creeping zone is stable: in the upper part of the 1035	
  

crust (0 – 3-4 km) creep is favored both by the very low friction of the clay minerals 1036	
  

(saponite) that derived from both the passive concentration of phyllosilicate and metamorphic 1037	
  

reactions linked to episodic fluid flows. In the lower part of the crust (3-4 to 10-12 km), 1038	
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diffusion-­‐accommodated	
   grain-­‐sliding	
   pressure solution creep is efficient enough to 1039	
  

accommodate aseismic sliding. 1040	
  

 1041	
  

Figure 12: Mineralogical evolution model of a creeping fault zone as a function of time, 1042	
  

depth and creeping zone distance. The blue domain corresponds to the creep mechanism 1043	
  

observed in the damaged zone, in the samples outside of the creeping zone. In this domain, 1044	
  

pressure solution creep is the main creep mechanism. Healing by calcite precipitation permits 1045	
  

to keep up this mechanism through the time as well as at depth. The red domain corresponds 1046	
  

to the creep mechanisms observed within the active creeping zone. Pressure solution creep is 1047	
  

very efficient at the beginning at all depths. However, because there is no or little healing in 1048	
  

this domain because fluids drive away the dissolved materials, the mineralogical composition 1049	
  

evolves through time leading to an increasing concentration of clays in the upper 3-4 km. The 1050	
  

friction coefficient of the creeping domain becomes very low and the sliding of clay layers on 1051	
  

top of themselves could accommodate a large part of the creeping rate. It is completed by 1052	
  

stress driven diffusive mass transfer that accommodates grains and clast aggregates sliding. 1053	
  

Low friction related to saponite is not operative below 3-4 km because of the transformation 1054	
  

of saponite into corrensite then chlorite, which have higher friction coefficients. When 1055	
  

saponite starts to transform into harder minerals with the increase in temperature, the whole 1056	
  

domain becomes stronger and hardly deform by friction. Diffusion-­‐accommodated	
   grain-­‐1057	
  

sliding	
  pressure solution creep remains efficient and is the main creep mechanism at depth. 1058	
  

 1059	
  

Table 1: Overview of the location of the studied samples listed with increasing depth along 1060	
  

the borehole (MD) in SAFOD. The Core Section column gives information about sidetrack 1061	
  

boreholes (G43 stands for hole G, Run 4, Section 3). All the samples presented here come 1062	
  

from the Phase 3. In the denomination of samples (Column Samples), the first number 1063	
  

indicates the Round of distribution (II-14 stands for Round II, sample n°14 of the sample set 1064	
  

got from this Round). As the Phase 3 core consists in series of boreholes sidetracking the 1065	
  

Phase 2 hole, the measured depths can vary depending of the considered hole. Zoback et al. 1066	
  

(2010) give the methodology to correlate the values of the measured depth of Phase 3 with the 1067	
  

Phase 2. Here, for the values of core of Hole G, Runs 4-6, we should add 3.96m to the Phase 1068	
  

3 measured depths to have the corresponding depth with the Phase 2. In the two columns of 1069	
  

MD Phase 2 and MD Phase 3, we give the corresponding values in meters of measured depth 1070	
  

of our samples, taking into account this correction, as the localization of the top and bottom of 1071	
  

the CDZ. 1072	
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[1] Hydraulic diffusivity controls fluid pressure and hence
affects effective normal stress during rupture. Models
suggest a particularly spectacular example of fluid
pressurization during the Mw = 7.6 1999 Chichi
earthquake when pressurization may have reduced high-
frequency shaking in the regions of large slip if the fault was
sufficiently sealed. We investigate in situ hydraulic
diffusivity which is the key parameter in such models
through a cross-hole experiment. We find a diffusivity of
D = (7 ± 1) � 10�5 m2/s, which is a low value
compatible with pressurization of the Chelungpu fault
during the earthquake. In most poroelastic media, the
hydraulic storativity S lies between 10�7 and 10�5, so
that the transmissivity T along the fault zone is comprised
between 10�11 m2/s and 10�9 m2/s. The corresponding
permeability (10�18–10�16 m2) is at most one hundred
times larger than the value obtained on core samples from
the host rock. The fault zone is overpressurized by 0.06
to 6 MPa, which is between 0.2% and 20% of the
lithostatic pressure. Citation: Doan, M. L., E. E. Brodsky,

Y. Kano, and K. F. Ma (2006), In situ measurement of the

hydraulic diffusivity of the active Chelungpu Fault, Taiwan,

Geophys. Res. Lett., 33, L16317, doi:10.1029/2006GL026889.

1. Introduction

[2] The hydraulic diffusivity of the damage zone is a
fundamental property of earthquake rupture because it
controls the fluid overpressure that can be maintained on
a fault. In between earthquakes, this fluid pressure can
control failure [Sibson et al., 1975; Nur and Booker,
1972]. For rupture during earthquakes, Rice [2006] and
Andrews [2002] both calculated that the length scale over
which slip weakening occurs depends critically on the
hydraulic diffusivity. Cycles of healing and damage in rocks
affect permeability which is dominated by fractures [Ben-
Zion and Sammis, 2003].
[3] Permeability, which is the most variable part of

hydraulic diffusivity (see description of variables in Text
S1 of the auxiliary material1), is controlled by the fractures
in the heavily brecciated fault damage zone surrounding the
fault core [Caine et al., 1996]. Laboratory measurements of
core samples give a lower bound on the diffusivity [Lockner
et al., 2005; Tanikawa et al., 2005; Chen et al., 2005;

Kitamura et al., 2005], but permeability is notoriously scale
dependent [Townsend and Zoback, 2000; Manning and
Ingebritsen, 1999]. The most important fractures may be
on scales much larger than a core sample and therefore it is
necessary to measure the properties in situ.
[4] Despite the fundamental importance of hydraulic

diffusivity, it has never been successfully measured in situ
on an active large-scale fault. Hydraulic tests in deep bore-
holes intersecting the Nojima fault were attempted by
Kitagawa et al. [1999, 2002] but they were tapping flow
in the hanging wall at least 50 m away from the fault core
and therefore at the diffuse end of the damaged zone. In the
present study, we study a pair of boreholes intersecting the
Chelungpu fault that are perforated closer to the fault core.
[5] Water was pumped out of hole A (Figure 1). The

resulting head change propagated along the fault zone to
produce a hydraulic anomaly in hole B. We report the
results of the experiment and discuss a number of signifi-
cant complications related to leaks in the well casing. After
effectively modeling the leaks, we extract a value of
diffusivity for the fault damage zone of �7 � 10�5 m2/s,
which is sufficiently low to confine pressurized fluid during
an earthquake.

2. Hydraulic Tests on the Chelungpu Fault

2.1. Boreholes of the Taiwan Chelungpu-Fault Drilling
Project

[6] The pair of boreholes used for this experiment are
separated by 40 m. Both holes are fully cased and cemented
in their annuli. Both are perforated only near their intersec-
tion with the Chelungpu fault. Hole A is perforated directly
above the fault; hole B directly below (Figure 1).
[7] The first borehole (hole A) intersects the fault at a

depth of 1111 m within the silty shales of the Chinshui
formation, that are sandwiched between the sandstone
dominated rocks of the Cholan and Kueichulin formations
(Figure 1). The slip is concentrated within a 12 cm thin
layer of fine-grained clayish ‘‘black material’’, which is
distinct from the nearby 30 cm thick layer of grayish gouge.
The other hole (hole B) intersects regions of black material
that are also interpreted as slip zones at 1137.5 m and
1138.0 m [Ma et al., 2005]. In both holes, the fault core is
surrounded by breccia and fractured rocks that form a 1-m
wide damage zone.

2.2. Pumping Test

[8] We pumped water out of hole A on Nov. 18, 2005 and
then continuously recorded the water level in both holes for
the following 3 months. The pumping was as fast as

1Auxiliary materials are available in the HTML. doi:10.1029/
2006GL026889.
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permitted by the hydraulic equipment (about 60 gpm�
4 � 10�3 m3/s) and its duration was limited to 45 minutes.
Figure 2 shows the evolution of water level in hole A
during and after the pumping. The water level in the pumping well recovered in one week and then stayed at

zero when it reaches the wellhead.
[9] Figure 3 shows the evolution of water level in hole B.

Both before and after pumping, the water level continuously
decreased due to leaks in the casing resulting in a loss of
more than 18 m in 3 months. This large loss from leakage
obscures the more subtle drop in water level that was
created by the pumping in hole A. Therefore, we need to
model and remove the effects of the leaks in hole B so that
we can then detect the transient induced by the pumping.

3. Analysis

[10] To recover the hydraulic properties of the fault zone,
we analyze how the monitoring well (hole B) responds to
the pumping well (hole A). We: (1) model the recovery of
water level in hole A, which is the cause of the anomaly
in hole B, (2) remove the effects of the leaks in hole B and
(3) compare the remaining anomaly with a prediction based
on the variations in water level in hole A to recover the
hydraulic properties of the fault zone.

3.1. Modeling the Pumping Hole

[11] The sudden change in water level from the pumping
in hole A disturbed the aquifers tapped by the well. For a
single isotropic poroelastic aquifer with no lateral bound-
aries, Cooper et al. [1967] computed a solution (see
equation (A5) of the auxiliary material). Figure 2 displays
the model with the best-fit parameters, which are storativity
S = 10�6 and transmissivity T = 10�7 m2/s. The model of
Cooper et al. [1967] does not take into account the
overpressure in the aquifer so that the computed curve
was shifted by the overpressure in the aquifer, which is
0.3 MPa (equivalent to 30 m of water).

Figure 1. Configuration of the cross-hole hydraulic test on
the Chelungpu boreholes. The two holes are separated by
40 m and perforated near the fault with a density of 4 shots
per foot. Blue thick numbers indicate the top and bottom
depths of the perforations. Perforation location is accurate to
within 0.5 m. This schematic is not true scale.

Figure 3. Evolution of the water level in hole B relative to
the wellhead. It is compared with the exponential solutions
computed with equation (2). We present here the two
extreme sets of parameters t = 200 days, h1 = �54.7 m
(top red dot-dashed line) and t = 270 days, h1 = �69.7 m
(bottom green dashed line), that delineate a range of
possible fitting exponentials (shaded area). The maximum
departure is 70 cm, over a total change of 18 m. The error is
thus less than 3.5% over 3 months.

Figure 2. Recovery of the water level in the pumping hole
through time. We lowered the water level of hole A by
400 m. (There was a small transient that dropped the level to
�500 m while the pump was deployed). The curve fits the
evolution predicted by Cooper et al. [1967] with the
transmissivity T = 10�7 m2/s and the storativity S = 10�6

(blue dashed curve), provided we take into account the
overpressure of the leaky aquifer (about 0.3 MPa,
equivalent to 30 m of water). This theoretical result does
not take into account the fixed level of head at the surface.
The red dot-dashed curve depicts the exponential function
used in equation (A4) of the auxiliary material to compute
analytically the expected response of hole B.

L16317 DOAN ET AL.: IN SITU HYDRAULIC PROPERTIES OF THE CHELUNGPU FAULT L16317

2 of 5

166



[12] Even before the perforation, hole Awas artesian with
a flow rate of 10�6 m3/s due to a leaky casing. Prior to
perforation, a pumping test was done on hole A (C.-S.
Chen, personal communication, 2005). The results suggest
that the leaks tap an aquifer with an overpressurized
hydraulic head of 30 to 50 m and a transmissivity close to
10�7 m2/s. These values are similar to those retrieved in
Figure 2, indicating that the recovery in hole A is dominated
by the leakage rather than by the perforated fault zone.
[13] Although the model of Cooper et al. [1967] gives

satisfactory results, it does not take into account the constant
water level when water reaches the surface. The input signal
in hole Awas approximated by the exponential fit of Figure
2, which gives slower recovery than the observed data. This
exponential approximation will be used in section 3.3 to fit
the anomaly in hole B.

3.2. Removal of the First-Order Trend Induced by
Leaks in Hole B

[14] Figure 3 shows that the water level in hole B is
dominated by a continuous decrease in water level. This
decrease existed prior to the perforation in hole B and is due
to leakage in the casing. To extract the disturbance due to
the pumping in hole A, an accurate approximation of this
leakage is needed.
[15] Let us suppose a quasi-permanent radial flow inside

the aquifer tapped by the leakage. The flow Q through the
leak is given by the Thiem equation:

Q ¼ � 2p T

ln R1=rbð Þ hw � hf
� �

ð1Þ

where R1 is the radius of influence beyond which the
pressure in the formation is undisturbed, rb is the borehole
radius (equal to 7.8 cm for both holes A and B), T is the
transmissivity of the formation, hw is the hydraulic head in
the well and hf is the hydraulic head in the formation.
Combined with the conservation of mass of fluid in the
borehole, the water level in hole B is described by an
exponential function:

hw ¼ h1 þ hw t0ð Þ � h1ð Þ e� t�t0ð Þ=t ð2Þ

where t = prc
2/ 2p T
ln R1=rbð Þ. Notice that the value of hw does not

depend on the choice of t0 as hw(t0) is adjusted
appropriately. The leakage is then characterized by two
parameters only: the decay time t and the far-field hydraulic
head h1. This is as complex a model as is warranted by the
available data.
[16] We calibrate the model of equation (2) using differ-

ent subsequences of the data of November 2005 in order to
find a range of possible values. Using intervals of 6–8 days
duration starting at times between Nov. 15 and Nov. 26
yields a range of fit parameters given by the series of curves
in the shaded portion of Figure 3. Even though this simple,
steady-state model should only be valid for short times, it
fits the observed data quite well for 3 months after the
pumping.
[17] Figure 4 shows the remaining signal in hole B after

the leakage modeled by equation (2) is removed. The first-
order exponential trend seen in Figure 3 explains the data

until 12 days after the pumping in hole A. Twelve days is
longer than the duration of any of the calibration intervals.
For the entire probable range of parameters, the anomaly in
hole B is in the shaded region of Figure 4. In all cases, the
anomaly begins suddenly 12 days after the pumping in hole
A. The amplitude of the anomaly reaches at most 70 cm,
about 90 days after the pumping.

3.3. Hydraulic Diffusivity From the Hydraulic
Anomaly Recorded in the Observation Well

[18] We now use our fit of the water level in hole A to
predict the anomaly in the corrected water level in hole B.
[19] The anomaly in hole B cannot be explained with

models involving a single aquifer that both refills hole A
and empties hole B. For instance, the direct application of
the standard model of Cooper et al. [1967] gives a best
fitting curve with a maximum amplitude of 4 m, five times
larger than observed. Also, the observations in section 3.1
indicate that hole A is predominantly filled by an aquifer
that is separate from the perforated fault zone.
[20] Instead we use a Green function solution that prop-

agates the anomaly from hole A to hole B through a
separate aquifer than the one responsible for the recovery
of hole A (see auxiliary material). The model can be used to
compute analytically the anomaly in hole B as long as an

Figure 4. Pumping from hole A observed in hole B. We
removed the fit of Figure 3 for the range of parameters
described in section 3.2. The extreme parameters are t =
200 days, h1 = �54.7 m and t = 270 days, h1 = �69.7 m.
In all cases, a residual anomaly begins 12 days after
pumping. The auxiliary material explains the observed
anomaly as the propagation of the disturbance along the
fault zone with a hydraulic diffusivity D = 7 � 10�5 m2/s
(bold lines), using two different methods: (1) a numerical
simulation with the true data from hole A, and (2) an
analytical method based on the exponential fit of the
recovery data in hole A of Figure 2. Modeled curves for D =
6 � 10�5 m2/s (upper thin lines) and D = 8 � 10�5 m2/s
(lower thin lines) provide estimates of the accuracy of our
value of hydraulic diffusivity. A set of intermediate
parameters gives a candidate experimental curve that would
be fitted by the expected curves for D = 7 � 10�5 m2/s.
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analytical form is available for the input in hole A. The
model has a single parameter: the hydraulic diffusivity of
the damaged zone.
[21] Figure 4 shows that the modified model fits the

observed anomaly with the hydraulic diffusivity D = 7 �
10�5 m2/s. The input signal used for the computation is
the exponential approximation of the recovery in hole A
(Figure 2). This approximation has a slower recovery than the
observed signal and the calculated anomaly in hole B is
expected to be slightly larger than observed.
[22] The prediction is refined with numerical methods in

order to use directly the time series of the water level data of
hole A of Figure 2 instead of its exponential approximation.
Our numerical solution was obtained by the direct imple-
mentation of equations (A1) to (A3) of the auxiliary
material with the finite elements method software Comsol
3.2. With solutions using both modeled and observed
recoveries in hole A, the best fit is obtained with D =
(7 ± 1) � 10�5 m2/s.

4. Discussion

4.1. Identification of the Tested Aquifer

[23] We interpreted the data as the propagation of the
pressure front induced by pumping within an aquifer. But
which aquifer? Figure 1 suggests three main options: (1) a
flow from the leak of hole A to the leak of hole B, (2) a flow
between the perforations of one hole and the leak of the
other hole, (3) a flow between the perforations of the two
holes.
[24] The observed signal might come from the propaga-

tion of the pressure disturbance between the leaks of the two
holes. However, the leakage of hole A, where water goes
into the borehole, differs from the leakage in hole B, where
water flows out of the borehole. Moreover, the value of
diffusivity found from the cross-hole experiment is much
smaller than the one derived for the leakage in hole A.
These two observations suggest that the aquifer tapped by
the leaks in hole A is not connected to the leak in hole B.
[25] The observed signal might also be due to a connec-

tion between the leak of one hole to the perforations of the
other hole. In hole A, a cement bonding log shows that the
cement in the annular interval between the casing and the
borehole wall is missing at the fault zone depth but also
reveals that cement plugs of good quality exist over 10 m in
the annular interval at 1000 m and 1040 m. The perforations
in hole A are therefore decoupled from the permeable
Kueichulin formation. No such log exists for hole B.
However, if the cement were very poor all along the casing
on hole B, the perforations in hole B would have allowed
water from the Cholan formation to enter the borehole with
a rate similar to the one observed in hole A. This is not what
has been observed.
[26] The most plausible hypothesis is a flow between the

two perforations of the borehole located at the fault zone.
Core studies [Lockner et al., 2005; Tanikawa et al., 2005]
suggest that the fault zone has the permeability pattern
described by Caine et al. [1996]: a fault core less permeable
than the host rock, bounded by a damaged zone of enhanced
permeability. Since the Chinshui shale is a relatively low
permeability rock, it is probable that the easiest path
between the perforations is the zone of highest permeability:

the damaged zone of the Chelungpu fault. Because of the
weak cement in the annular interval of hole A, the imper-
meable fault core is short-circuited and does not disturb the
propagation of the head anomaly from the perforations of
hole A (above the fault core) to the perforations of hole B
(below the fault core).

4.2. Estimation of the Permeability of the
Fault-Damaged Zone

[27] Most hydromechanical models studying the effect of
fault zone deal with permeability. To extract this parameter
from the hydraulic diffusivity, the storativity or the specific
storage are needed (the storativity S is the specific storage Ss
in 1/m, integrated over the thickness of the aquifer b: S =
Ssb). For the black material forming the fault core, Lockner
et al. [2005] found a specific storage ranging from 1.3 to 7�
10�7 m�1. However, this highly deformed material differs
from the silty shale forming the matrix of the damaged
zone. Chen et al. [2005] obtained a narrow range of specific
storages of 8 � 10�7 m�1 to 3 � 10�6 m�1 on core samples
of host rock far from the fault. Large scale media should be
more porous and less rigid than core samples as the specific
storage of poroelastic media is given by:

Ss ¼
f
Kf

þ 1

Ks

� �
rf g ð3Þ

where f is the porosity, rf is the fluid density, g is the
gravity acceleration, Kf and Ks are the bulk modulus of
water and solid matrix respectively. In the damaged zone,
the porosity and the matrix compressibility are expected to
be higher than for the host rock. The specific storage might
then range from 10�7 m�1 (laboratory values) to 10�5 m�1

(large scale value from equation (3)). As cores and logs
suggest, the densely damaged zone has a thickness b ’ 1 m.
The storativity lies in the range S = Ss b ’ 10�7–10�5.
[28] The transmissivity T = D � S is then deduced to be

between 10�11 m2/s and 10�9 m2/s. Transmissivity T is
related to permeability k through the equation T = k b rf g/h
where b is the thickness of the aquifer, rf is the density of
the fluid and h is the dynamic viscosity of the passing fluid.
For water at 50�C and b ’ 1 m, the permeability is between
10�18 m2 and 10�16 m2. This permeability range is larger
than the value 10�19 m2 to 10�21 m2 obtained for core
samples from the fault slip zone [Lockner et al., 2005] but it
is not much larger from siltstone reference samples [Chen et
al., 2005]. Chen et al. [2005] found a noticeable perme-
ability anisotropy, ranging from 10�19 m2 transversely to
bedding and 10�18 m2 parallel to bedding.

4.3. Estimation of the Overpressure of the
Fault-Damaged Zone

[29] The overpressure in the fault zone is estimated from
the change in flow rate in hole B. In hole B, the rate of
water level decrease changed after the perforation of
the casing. Prior to perforation, the water level dropped
by 24.5 cm/day. After the perforation, the water level
decreased only to 22 cm/day. This corresponds to a change
in flow rate DQ = 5 � 10�9 m3/s. Assuming an influence
radius R1 = 105 rb ’ 8000 m in equation (1) (as R1 is
inside a logarithmic function, the result is little sensitive
to the choice of this parameter), the overpressure in the
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well is computed to be between 0.06 MPa (0.2% of the
lithostatic pressure) and 6 MPa (20% of the lithostatic
pressure).

5. Conclusion

[30] We found that the hydraulic diffusivity of the dam-
aged zone around the Chelungpu fault is close to 10�4 m2/s.
This is to our knowledge the first in situ measurement of
hydraulic diffusivity obtained for the damaged zone very
near a major crustal fault, as similar experiments performed
on other fault drilling projects give rather properties of the
aquifers surrounding the fault [Kitagawa et al., 1999, 2002;
Cornet et al., 2004].
[31] Our results suggest also that the fault damaged zone

is at most moderately overpressurized (at most 20% of the
lithostatic pressure), so that the fault recovery which oc-
curred so far did not contribute to the pressure build-up.
Much small overpressure is also consistent with our data.
[32] By extrapolating storativity values of core samples,

the permeability is constrained to be at most 10�16 m2, one
hundred times the value obtained for unfractured core
sample of the host rock. Observations on crystalline rock
masses suggest that fracturing enhances the permeability by
a factor of 100 to 1000 [Townsend and Zoback, 2000;
Manning and Ingebritsen, 1999]. The permeability en-
hancement of the damaged zone of the fault is then in the
lower part of this range. Core samples show extensive
calcite crystallization in the breccia zone. A possible expla-
nation of the small enhancement of permeability of the
damaged zone is that the recovery of the fault zone is well
advanced only 6 years after the Chichi earthquake.
[33] Is the observed hydraulic diffusivity small enough to

maintain the pore pressure inside the fault during an
earthquake? A naive interpretation suggests that fluid will
begin to leak in a time equal to L2/D, where L is the
thickness on the zone of intensive shear during the earth-
quake, which is at most equal to the thickness of the
damaged zone. For our observed values of hydraulic diffu-
sivity and a 1 m wide damaged zone, this leakage time is a
couple hours long, much longer than the duration of the
earthquake. More careful formulations by Andrews [2002]
and Rempel and Rice [2006] still allow pressurization to
occur with the observed diffusivity D. Thermal or hydro-
dynamic pressurization during rupture is still a plausible
mechanism.
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Abstract

We describe a pressure transient triggered near an active fault by seismic waves generated more than 10000 km away during the
2003 Mw=7.8 Rat Island earthquake. In contrast with previous similar observations, the pressure drop occurs simultaneously with
the arrival of S waves, and not during the passage of the Rayleigh waves that have larger amplitudes and smaller frequencies. This
small 60 Pa drop is compatible with a small slip on the fault, which induced either dilatant damage or a transient disruption in the
impermeable barrier the fault constitutes.
© 2007 Elsevier B.V. All rights reserved.

Keywords: dynamic triggering; pore pressure monitoring; active fault long-term monitoring; borehole instrumentation

Water-level changes induced by remote earthquakes
have been documented since the Alaskan Earthquake of
1964 [1]. Montgomery and Manga [2] review dozens of
such events and compare their distance to the epicenter
to the magnitude of the corresponding earthquake. All
their data lie above a line that corresponds to a volumet-
ric strain equal to 10−8, and they attribute this limit to
instrumentation resolution. Such small a threshold sug-
gests that some of these disturbances are dynamically
triggered.

High frequency data shows that these disturbances
can be concurrent with the passage of the Rayleigh
waves [3]. These pressure changes are often interpreted
as changes in permeability, which has also been shown
to be altered by seismic waves [4]. Interestingly,
triggered seismicity can also start from Rayleigh
waves arrival [5]. The relationship between the two
triggering phenomena is still not clear.

The Corinth Rift Laboratory is devoted to the joint
observation of deformation and fluid pressure in a
seismically active area. In addition to pressure data,
seismometers and strainmeters monitor the Rift defor-
mation. After a presentation of the borehole intersecting
the Aigio fault, we describe the pressure drop induced
by the 2003 Rat Island earthquake together with data
from a seismometer and a dilatometer located 10 km
away from the well. We check the absence of artifact due
to the instrumentation or to a change in oceanic loading.
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Finally, we propose several interpretations for the
pressure drop.

1. The Corinth Rift and the Deep Geophysical
LABoratory

The Corinth Rift is one of the most active extensional
regions in Europe. This 130 km long, 20 km wide gulf
separates continental Greece from Peloponnesus
(Fig. 1). Its extension rate reaches locally 1.5 cm/yr,
accompanied by large earthquakes like the Ms=6.2,
June 15th, 1995 Aigio earthquake [6]. This earthquake
caused up to 3 cm of surface displacement along the
Aigio fault on the south-western shore of the Gulf [7],
although the main rupture zone was slightly north to the
Gulf, on a shallowly dipping fault.

This suggests that the fault may be creeping. GPS
data over 11 years ([8], Fig. 4) show that a horizontal
movement of 4 mm/yr has been monitored across the
Aigio fault. This is similar to the slip rate along the fault
obtained by paleoseimologic studies [9]. This motivated
the choice of the Aigio fault as the site of the Deep
Geophysical LABoratory project (DGLab).

The 1000 m deep AIG10 borehole intersects the
active Aigio fault at 760 m (Fig. 1). The well is cased
down to 700 m. Cores and logging images provide a
precise description of the formations below the casing.
The Aigio fault is smeared by a 1 m thick layer of clayish
material that acts as a hydraulic barrier separating two
different limestone aquifers [10]. The upper one has an

overpressure equal to 0.5 MPa. Its hydraulic conductiv-
ity has been estimated to be 8×10−8 m/s through
production test [11]. The lower aquifer is an artesian
karst, with an overpressure of 0.87 MPa. Its high
hydraulic conductivity (1.3±0.2×10−5 m/s) is caused by
the cavities of metric size intersected by the borehole.

Its instrumentation was installed in September 2003
(Fig. 1). This includes a high-precision absolute
pressure transducer, which operates at a sampling rate
of 1/8 Hz with a resolution of 10 Pa. Another major
sensor is a hydrophone, sampled at 2.5 kHz, that
monitors the local high frequency microseismic activity.
The installation was operating from fall 2003 to the end
of 2004.

Three months after the installation, the wellhead
pressure stabilized to about 0.85 MPa, a value very
close to the original lower karstic aquifer overpressure
(Fig. S2). As expected from the high permeability and
storativity of the karst, the recorded pressure variations
reflect the changes in the karstic aquifer.

2. Hydraulic transients triggered by teleseisms

2.1. Recordings of the 2003 Rat Island earthquake

On November 17, 2003, a Mw=7.8 earthquake
occurred below Rat Island in the Aleutian archipelago,
some 10000 km away from the AIG10 borehole. The
piezometer gave excellent recordings of the seismic
waves (Figs. 2 and 4), superimposed with a 60 Pa drop.

Fig. 1. (Left) The Corinth Rift, Greece, opens at a rate of 1.5 cm/yr. (Middle) In its western part, this activity is accompanied by intense faulting on its
southern shore. We will focus on the Aigio fault, in the city of Aigio. (Right) The Aigio fault is intersected at 760 m by the deep Aigio borehole. The
fault is surrounded by two aquifers decoupled from the surface by more than 300 m of clay and radiolarite: the upper fractured limestone aquifer with
an overpressure of 0.5 MPa and the karstic lower aquifer, with an overpressure of 0.9 MPa. The difference in pressure implies that the fault is a
hydraulic barrier. A pressure transducer has been installed at his wellhead. In addition to the pressure records, we consider the data from a hydrophone
set up within the wellhead and from a set of seismometer and dilatometer located on Trizonia Island, some 10 km north to the borehole.
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The drop lasts about 5 min and is followed by a recovery
phase about 30 min long. This pressure drop corre-
sponds to a volumetric dilation of 3.5×10−9 only.

Complementary information was provided by a STS-
2 broadband seismometer and a Sacks–Evertson
dilatometer (10−10 resolution) located on Trizonia
Island, some 10 km to the north of AIG10 borehole
(Fig. 1). All sensors record the teleseismic waves but
only the AIG10 pressure gauge exhibits a transient.

Fig. 2 shows that the onset of the drop coincides with
the arrival of S waves, and not with the passage of the
Rayleigh waves as it is usually observed (for instance,
all published triggering induced by the Sumatra
earthquake occurred with the passing of the Rayleigh

waves [12–14]). This suggests that the environment
around the borehole was on the very verge of instability
since the small S waves amplitude were able to trigger
the hydraulic transient. The amplitude of the areal
deformation of the S waves (periods of the order of 30 s)
as recorded on the dilatometer is 5×10−9, while the
fluid pressure oscillations reach 50 Pa. The particle
velocity amplitude is only 0.001 cm/s. The triggered
anomaly of Fig. 2 is original by the smallness of its
triggering waves, much smaller than the surface waves
that usually trigger the seismicity and the hydraulic
anomalies so far reported [2].

This pressure transient is coincidental with a sharp
signal recorded on the hydrophone located just above

Fig. 2. (Top) The seismic waves generated by theMw 7.8, November 17th, 2003 Rat Island earthquake are recorded by the pressure transducer of the
AIG10 borehole. In addition to the seismic oscillations, a transient pressure drop is visible. The long-term trend is due to tidal variations. Red dashed
lines show the arrival time of P and S waves predicted by the program ak135ttimes. (Middle) Recording of the same seismic waves by the borehole
dilatometer on Trizonia Island (Fig. 1). Short-term fluctuations induced by the seiches within the Gulf of Corinth are visible. No clear anomaly occurs
during the passing of the waves. (Bottom) Recording of the same seismic waves by the broadband seismometer installed on Trizonia Island. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the well. A zoom of this signal is presented in Fig. 3. It
occurs at the beginning of the pressure drop. The signal
is quasi-monochromatic with a peak frequency at
850 Hz that possibly corresponds to a resonance of the
metallic structure installed at the wellhead. However,
similar events have been recorded during the year of
operation, most of them being not correlated with a
pressure transient. They might be related to the expected
creep on the Aigio fault. However, the relationship of
the single hydrophone signal with the downhole
evolution cannot be assessed. This is regrettable since
it is the only complementary anomalous signal observed
at that time on the sensors surrounding the piezometer.

2.2. Assessment of signal reliability

We will compare the high frequency pressure
oscillations to the dilatometer data to check the good
behavior of the sensor. We will also correct the depen-
dence of the hydraulic pressure on external loadings
(Earth tides and oceanic load) and check that the drop is
not due to a change in these loads.

2.2.1. Recording of seismic oscillations
Seismic waves are obtained by high-pass filtering the

data of the pressure gauge p and of the dilatometer data
εh (Fig. 4). Both data sets are in excellent agreement, as
the relationship p=(−10 GPa)×εh holds as long as the
Nyquist frequency criterion is satisfied. That means that
we consider only periods greater than 2×8 s=16 s. With

seismic velocities of at least 3 km/s, the wavelength of
the seismic waves is of at least 48 km. As Trizonia and
Aigio are separated by only 10 km, the two sensors
record similar seismic waves.

Fig. 4 shows two surprising trends: first, there is a
negative sign between the pressure signal and the
dilatometer (with a contraction denoted as positive);
second, the pressure sensor is also sensitive to shear
waves.

Fig. 3. High frequency event recorded on the hydrophone located at the wellhead of the AIG10 borehole (Fig. 1). The event occurs a few seconds after
the first arrival of the S waves and coincides with the onset of the pressure drop. The event duration is only 100 ms long and there are resonant
oscillations at 850 Hz.

Fig. 4. Comparison of the data from pressure gauge in Aigio and the
Sacks–Evertson dilatometer of Trizonia. The dilatometer data has been
multiplied by a factor equal to −10 before displaying. Both are high-
pass filtered to highlight the seismic waves the sensor felt. The time
span shown is when the frequency of the seismic oscillation is below
the Nyquist frequency of the pressure transducer, 1/16 Hz.

210 M.L. Doan, F.H. Cornet / Earth and Planetary Science Letters 258 (2007) 207–218

173



The opposite sign between the pressure signal at
Aigio and the dilatometer in Trizonia is due to the fact
that teleseismic waves have a vertical incidence. P
waves are compression waves, with compression
longitudinal to their propagation direction. Hence the
volumetric strain, to which the pressure is sensitive, is
dominated by vertical deformation, whereas the bore-
hole dilatometer is only sensitive to the horizontal
deformation. The relationship between the two data is:

K ¼ ∂p
∂eh

¼ �3ðBKuÞa
ð1� 2muaÞ2

2mut
ð1Þ

where νut is the undrained Poisson ratio for Trizonia soil
and B, Kua and νua are respectively the Skempton
coefficient, the undrained bulk modulus and the undrained
Poisson ratio of the rock inAigio. By taking the parameters
obtained from the joint analysis of the Earth tides and the
oceanic load ((BKu)a=17 GPa, νua=0.2) and assuming
νut=0.25, we get a factor K=−26 GPa, of the same order
of magnitude as the experimental value of −10 GPa.
Notice that we did not have to resort to specific ground
conditions, as horizontal fractures in [15].

In a pure poroelastic medium, the pressure is
sensitive to volumetric strain only and not to shear
strain. Is the fact that the pressure sensor records shear
waves like S waves due to the presence of fractures that
open when they are sheared? Fig. 2 shows that the
dilatometer of Trizonia is also sensitive to shear waves.
Fig. 4 shows that the Trizonia dilatometer records the
same oscillations as the Aigio pressure sensor. Their

sensitivity to the shear waves can therefore be attributed
to the P–S conversion at the Earth surface rather than to
local effects like fracture compliance to shear stress.

We have checked that the instrument ran correctly
during the recording of the pressure drop.

2.2.2. Removal of the external loads
As seen from the tidal analysis, the pressure signal

reflects both the ground deformation and the oceanic
load. Because of the proximity of the borehole to the
seashore (500 m), the last effect accounts for as much as
50% of the tidal oscillations [16].

The sea level of the Gulf of Corinth is affected by
stationary waves (seiches) within the Gulf. The Gulf
resonates at two major periods: 40 min in the E–W
direction and 5min in the N–S direction. The resonances
were excited by wind that day, as the dilatometer data of
Fig. 2 shows. Is the observed drop simply a large 5-
minute seiche?

We corrected this seiches effect with tide gauge data.
First, the tidal variations are removed. The remaining
oscillations of the pressure data are supposed to be
induced by ocean load. They are then removed by
subtracting tide gauge data with a proportionality factor
determined by least-square inversion on a test period
prior to the Aleutian event (Fig. 5). The seiches are
corrected as the amplitude of the 40-minute oscillations
is reduced but the observed 5-minute pressure drop
remains.

Hence the pressure variation is neither an instrumen-
tal artifact, nor an indirect effect of the oceanic loading.

Fig. 5. Removing the effect of earth tides and oceanic loading flattens the long-term signal, and partially reduces the seiches. The anomaly is still clearly visible.
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Something happened near the Aigio borehole. But is it
induced by the seismic waves?

2.3. Comparison with other events

Numerous other hydraulic transients have been
recorded on site. Is the pressure drop simultaneous
with the arrival of the seismic waves by mere chance?
To assess this possibility, we compare this transient with
the other pressure transients recorded and describe what
happened for other teleseismic events.

2.3.1. Other pressure transients
More than 100 short-term hydraulic changes have

been recorded during the one year of operation of the
pressure sensor. Most of them happened during the first
month of recording, with a paroxysmal activity in the
beginning of October 2003 (see Fig. S1). If we discard
the events recorded at that time, each of the remaining
pressure transients recorded has a short duration, with a
decay and a recovery of the same duration of 2 min
maximum (Fig. 6). By contrast, Fig. 2 shows a decay
lasting 5 min and a recovery exceeding 30 min.

Several short pressure transients were recorded in the
AIG10 borehole but none like the one of Fig. 2. The
pressure drop we recorded is thus not an event which
could have occurred at any time, including during the
passing of the seismic waves.

2.3.2. Other triggered events
To identify pressure transients induced by seismic

waves, we need to be able to separate low frequency
pressure transients from high frequency seismic waves.
Unfortunately, the sampling frequency is only 8 s, and only
large and remote events have seismicwaveswith frequency
low enough for the passing waves not being subsampled.

Among the teleseismic events listed in Table 1, only
three events induced seismic waves with amplitude larger

Table 1
List of teleseisms felt by the pressure sensor and the peak-to-peak
amplitude of the seismic waves, as recorded by the pressure sensor
(only the order of magnitude is given since in most cases, the seismic
oscillations are subsampled at the time of the maximum amplitude)

Earthquake Maximum peak-to-peak
amplitude

Triggering?

2003-09-25 Hokkaido
M=8.3

500 Pa No hydraulic
anomaly

2003-11-17 Rat Island
M=7.8

500 Pa Hydraulic
anomaly

2003-12-26 Bam
M=6.6

50 Pa (data missing) No hydraulic
anomaly

2004-05-28 Iran
M=6.3

150 Pa No hydraulic
anomaly

2004-09-05 Honshu
M=7.2

200 Pa No hydraulic
anomaly

2004-12-26 Sumatra
M≥9

2000 Pa (data missing) Hydraulic
anomaly

Only two of these events induced a hydraulic anomaly.

Fig. 6. Comparison of the amplitude of the drop and duration of recovery for hydraulic anomalies recorded in the AIG10 borehole during the year of
operation of the instrumentation. The Rat Island drop has much larger duration if one discards the large anomalies that occurred during October 2003.

212 M.L. Doan, F.H. Cornet / Earth and Planetary Science Letters 258 (2007) 207–218

175



than 500 Pa as recorded in the pressure sensor in Aigio. In
addition of the Rat Island earthquake, two additional large
teleseismic events have been recorded by the permanent
borehole instrumentation: the Hokkaido September 25th,
2003 earthquake that did not induce any pressure change,
and the December 26th, 2004 Sumatra earthquake that
did. Let us observe that the Hokkaido earthquake occurs
only 24 h after the installation of the sensor. During the
installation, the fault could not be sealed and the karstic
aquifer emptied in the upper aquifer. The pressure took
three months to stabilize. Only 24 h after the installation,
the fluid pressure of each aquifer was still close to its
initial values.

Fig. 7 shows the raw pressure record corresponding to
the seismic waves of the Sumatra earthquake. The data is
spoiled by recording difficulties resulting in an irregular
sampling rate and the loss of about half the data. However,
a 2-minute data sample around 01:47 UT exhibits
oscillations well below the Nyquist frequency. Its mean
value is about 50 Pa lower than the mean pressure value
observed before the event. This indicates that a pressure
drop occurred during the Rayleigh waves. But the precise
complete time description of the pressure drop and the
recovery period cannot be retrieved. Also, no hydrophone
signal was available for this event. We cannot compare
further the two triggered events.

That other teleseismic waves are coincidental with a
pressure drop supports the hypothesis that the pressure
drop is triggered by the seismic waves generated by the
Rat Island earthquake.

3. Possible mechanisms for the pressure drop

The absence of transients on the Trizonia sensors and
the presence of the hydrophone signal hint that the cause
of the pressure transient is local to the borehole. Two
hypotheses can be formulated: the seismic waves
disturbed a possible plug which could have formed
inside the borehole during the crisis of October 2003 or
the seismic waves disturbed the Aigio fault intersected
by the AIG10 borehole.

3.1. A borehole related effect?

In October 2003, the recorded pressure exhibited
large drops accompanied by an intense activity on the
hydrophone installed at the wellhead (Fig. S1). Did the
borehole collapse at that time, and is the transient related
to a plug at the fault zone depth where the borehole is the
weakest?

Several arguments let us think that the possible plug is
not hydraulically significant. If it could clog the well,
Fig. 1 shows that a plug at the fault zonewould disconnect
the surface pressure sensor from the bottom karst (about
0.9 MPa), and the sensor would record the pressure of the
upper fractured aquifer (about 0.5 MPa). If the October
2003 crisis had installed an impermeable plug separating
the two aquifers, the aquifer tapped by the pressure sensor
would be different. But the tidal response of the well is the
same before and after the October crisis (Fig. S1). Also
after a 3 kPa decrease during the crisis, the pressure
became similar to the 0.86 MPa recorded prior to the
crisis. This suggests that even if the borehole partly
collapsed on October 2003, it is not enough to disturb the
hydraulic properties of the well.

Even if we suppose that an impermeable plug exists
in the borehole and that we suppose that the seismic
waves have disturbed the plug rather than the aquifers
or the fault around the borehole, the data do not fit the
expected behavior. We would expect the pressure to
increase, varying from the low pressure of the fractured
aquifer to the higher pressure in the karst. Yet the
observed pressure evolution is a drop. We would expect
a disturbance of the borehole to be instantaneously felt
as the borehole is hydraulically very conducive, where-
as the drop lasts 5 min. The slow recovery also suggests
that the source is far from the borehole, not right in the
borehole.

3.2. A fault related effect?

The Aigio fault is suspected to be creeping and easy
to move. Can the pressure transient be due to a slip on

Fig. 7. Record of the pressure response to the seismic waves generated by
the December 26th, 2004 Sumatra earthquake. The theoretical P and S
waves arrival are denoted by dashed lines. Some samplesmiss because of
acquisition problems but two points seem reliable. They correspond to
two 2-minute continuous spans during which the correctly sampled
variations are oscillating around a mean value whose coordinates are
highlighted by circles. This event thus induced a hydraulic anomaly.
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the fault? A movement on the Aigio fault may induce
two measurable effects on pressure record: (1) the
undrained response to the coseismic stress changes and
(2) the diffusion of the pressure front induced by a
sudden disruption of the hydraulic barrier the fault
constitutes or by a sudden dilatant damage near the fault.

3.2.1. Coseismic elastic effect

Weapproximate the slip on the fault by a double couple
source of moment M0. With radial coordinates (r,θ,ϕ)
centered on the dislocation, the pressure disturbance
induced around the source is

P ¼ BKu
3M0sin2hcos/

4kr3qV 2
P

ð2Þ

where BKu=17 GPa is the product of the Skempton
coefficient and of the undrained bulk modulus and
VP=5 km/s is the P wave velocity of the medium.

As the Aigio fault intersects the borehole, the
deformation (and hence the pressure change) induced
along the borehole is heterogeneous. The pressure
measured at the wellhead is shown to be the average
over the section of the AIG10 borehole intersecting the

karst of the induced pressure disturbance weighted by
permeability along the borehole (see Appendix). As the
lower karstic aquifer is extremely permeable, only the
disturbances induced below the fault are considered.

Fig. 8 shows that the pressure disturbance generated
by a slip with moment M0=10

10 Nm (equivalent of a
magnitude Mw=0.6 or a slip of 1 cm over a surface of
20 m×20 m) reaches 60 Pa if the hypocenter is located
100 m away from the center of the borehole. An event of
this magnitude is too small to be observed by the sensors
located 10 km from the borehole in Trizonia. It is also
too large since no sudden coseismic drop was observed
on the pressure data.

The fault core has a slipping surface tilted relative to
the fault plane by 37° (Fig. 9). As the gouge is 1 m thick,
this suggests a slipping plane 1.3 m long. If we suppose
that this is the typical dimension of the slipping surface
and extrapolate scaling laws of Kanamori and Anderson
[17], a typical slip on this surface would have a moment
equal to M0=10

7 Nm (Mw=−1.4). The coseismic
pressure change would then be imperceptible to the
pressure sensor.

The smallness of the source is compatible with the
large frequencies of the hydrophone signal of Fig. 3. The
corner frequency is related to the area of the source Ssource
by fcgVS=

ffiffiffiffiffiffiffiffiffiffiffiffi
Ssource

p
[18], where VS is the S wave velocity.

Corner frequencies for this event is close to 1 kHz.
However, if the observed pressure transient was only

due to the poroelastic response to a slip on the fault, it
would be instantaneous, which is not what is observed.
This suggests that a slip on the fault should be still
smaller, so that the sensor does not feel this poroelastic

Fig. 8. Pressure induced at the borehole as a function of the slip location
on the fault. We used a normalized double couple of moment
M0=10

10 Nm, occurring on the Aigio fault at (x,y) and parallel to the
fault. The hydraulic response is computed as the average of pressure
anomalies along the portion of the borehole intersecting the karst (see
Appendix). We used a coefficient −∂P /∂ε=BKu=17 GPa, determined
from tidal analysis, andwe assumed that the two Lamé coefficients λ and
μ are equal to 10 GPa. The borehole intersects the fault at (0,0). The sign
of the induced pressure offset depends on the position of the double–
couple along the dip-direction, as explained on the graph.

Fig. 9. Photograph of the fault core, exhibiting slickensides tilted to
37° to the plane of the Aigio fault. The box is 1 m long.
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response. The signal observed would be an indirect
effect.

3.2.2. Sudden removal of fluid from the karst
The long duration of the pressure transient is reminiscent

of a diffusive process. For instance, let us consider the
Green function in response to a sudden injection of a
volume of water V at a distance R [19]. It is given by

pðR; tÞ ¼ 1
S

V

ð4kDtÞ3=2
exp � R2

4Dt

� �
ð3Þ

whereD and S are the hydraulic diffusivity and the specific
storativity of the medium. This solution predicts a rapid
change in pressure followed by a long recovery. This
behavior is similar to the pressure drop of Fig. 2.

How can water be removed from the medium? The
medium is the karst. A first possibility is that the water
has left the karst. The fault acts as a hydraulic barrier
separating two aquifers of different pressures. For water
to leave the karst, one needs to break this seal. Cores
show that slip occurred on a plane tilted relative to the
fault plane (Fig. 9). This may help break the hydraulic
barrier the fault constitutes. If a movement occurs on
such a plane, it could open transiently a path allowing
water to leave the karst to the upper aquifer.

Another possibility is that no water quits the karst but
that the volume of pores is increased. Dilatancy correlated
with damage induced near the fault by the slip on the fault
is a possible mechanism for creation of pore volume.

If we suppose that the borehole does not disturb the
propagation of the pressure front in the aquifer, the
pressure observed in the borehole is the average along
the section of the borehole below the fault of the
disturbance described by Eq. (3). Supposing that the slip
occurred on the fault plane at a distance x0 from the
intersection of the well and the borehole in the down-dip
direction and at a distance y0 in the strike direction, the
recorded pressure is modeled as

pðtÞ ¼
� V Erf x0cosð/Þ

2
ffiffiffiffi
Dt

p
� �

þ Erf H�x0cosð/Þ
2
ffiffiffiffi
Dt

p
� �� �� �

8DHkSt

� exp � x20ð1� cosð2/ÞÞ þ 2y20
8Dt

� �
:

ð4Þ

ϕ=30° is the angle between the borehole and the fault
plane and H=230 m is the length of the portion of the
borehole penetrating the karst. Erf is the error function.
The unknown parameters in this equation are the re-
moved volume V and the position of the slip on the fault
(x0,y0). Although tidal analysis provides a diffusivity

value D=20 m2/s, the heterogeneous structure of the
karst casts doubt on its applicability at smaller scale, and
the diffusivity is also considered as unknown.

Eq. (4) gives a very satisfactory fit of the observed
pressure drop (Fig. 10). The number of unknowns (3, if
we impose x0) exceeds the number of observations (2, ie
the amplitude of the drop and its duration). It is thus not
surprising that two very different sets of parameters fit
similarly the results.

From the response of the well to the earth tides, the
diffusivity of the karst was assessed to be D∼20 m2/s.
This constrains the injection of 1.7 m3 at a distance of
350 m. The sudden passage of such a volume through
the fault is improbable.

The karst is a very heterogeneous formation. At a
smaller scale, the karst is better approximated as a
double porosity medium, with very conductive conduits
penetrating a less permeable matrix. The conduits can be
seen as an extension of the borehole and are supposed to
have the same homogenized pressure. The diffusion is
limited by the diffusivity of the matrix. Eq. (4) should be
altered to take into account the volume of the conduits
but our ignorance of the karst geometry hampers this
refinement. To keep Eq. (4), we suppose that the volume
of the conduits is negligible. The fit of the pressure drop
is then possible with much smaller removed volume. For
instance, the data are compatible with the sudden
injection of 1.5×10−3 m3 at a distance of 20 m with a
diffusivity of D=0.05 m2/s. Smaller volumes could be
attained by further reducing D. With a distance of 20 m,
Fig. 8 shows that the minimum magnitude that cannot

Fig. 10. The pressure data are low-passed and detrended. The pressure
drop is fitted with a model in which a volume V of fluid is suddenly
removed from the medium at a distance L. The karst is an aquifer with
two porosities: the large cavities of the karst with a high hydraulic
diffusivity D=20 m2/s, and the porous matrix with a smaller hydraulic
diffusivity D=0.05 m2/s. Both cases are considered.
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generate any coseismic step in pressure (less than the
resolution of the sensor of 10 Pa) is only M0=10

7 Nm
(Mw=−2).

We conclude that the pressure drop can be modeled
by dilatant damage or by the removal of fluid from the
karst induced by the disruption of the hydraulic barrier
the fault constitutes.

4. Conclusion

The 2003 Rat Island earthquake induced a transitory
pressure drop in a well intersecting an active fault of the
Corinth Rift, more than 10000 km away. This transient
of 60 Pa is to our knowledge the smallest recorded
pressure anomaly triggered by the seismic waves
generated by a teleseism. It is also one of the earliest,
as it occurs during the passage of the S waves, which to
our knowledge has not been observed before. That S
waves trigger the hydraulic transient is surprising since
they have also much smaller amplitude than Rayleigh
waves. This suggests that the system was on the verge of
unstability.

Although we lack complementary data to constrain
the mechanism of the observed transient, a simultaneous
high frequency event on the hydrophone installed at the
wellhead suggests that the Aigio fault intersected at the
borehole has slipped but with a magnitude less than −2.
The pressure transient can be explained as dilatant
damage or as a transient disruption of the hydraulic
barrier the fault constitutes. To confirm this speculation,
a complete set of sensor including several pressure
transducers and hydrophones is to be installed in the
well.

If confirmed, the speculated mechanism implies that
the hydraulic properties of a fault can dramatically
change during its slip. If the slip occurs on a structure
nonparallel to the fault plane, fluid can escape very
easily and prevent pressure buildup inside the fault
during slip weakening mechanisms like fluid pressuri-
zation. If the slip induced dilatant damage, it would also
reduce pore pressure and prevent pressurization.
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Appendix A. From an heterogeneous pressure field
along the borehole to the wellhead pressure

Let suppose that the hydraulic anomaly of Fig. 2 is
induced by a slip on the Aigio fault. The proximity of
the borehole to the source raises a new problem: Eq. (4)
predicts a heterogeneous pressure change along the
borehole, whereas we record a single data for all the
open section of AIG10.

The pressure within the well is uniform, equal to Pb.
This pressure varies due to fluid exchange dVat the wall
of the borehole. Its sensitivity depends on the com-
pressibility of the fluid Kf and the volume Vb of the
well:

dPb ¼ Kf

Vb
dV ðA:1Þ

The incoming flux is supposed to be purely radial, so
that:

dV ¼
Z
open section

2krb
CðzÞ
qg

∂Pðr; zÞ
∂r

dzdt ðA:2Þ

where P(r,z) is the pressure in the rock expressed in
cylindrical coordinates.

The hydraulic conductivity C is linked to the per-
meability k by the relationship C ¼ qf g

g k where ρf and
η are the density and the dynamic viscosity of water and
g is the gravity acceleration.

The pressure gradient is unknown and depends on
time. For instance, if there is a sudden step in pressure in
the medium surrounding the borehole, homogenization
by diffusion will taper pressure discontinuity and the
slopewill slowly decaywith timewhereas a pressure front
will extend. A problem arises from the absence of a
characteristic distance. A typical way to solve the problem
is to introduce a “skin” length, for instance the thickness
of the mud cake layering the walls of the borehole after
drilling. This case is implemented in the hydrological
modeling software MODFLOW through the MNW
module [20]. However, the intense flow experienced by
the borehole during the installation of the sensor flushed
this mud cake, and we have to tackle the problem
differently.

Let suppose that the exponential profile can be

approximated by ∂P
∂r ¼ PðzÞ�Pbffiffiffiffiffiffiffi

jðzÞt
p where κ(z) is the local

diffusivity and P(z) the expected pressure along the
borehole, as determined from Eq. (3). This supposes that
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(1) the pressure front
ffiffiffiffiffiffiffiffiffiffi
jðzÞtp

, dependent on the local
hydraulic diffusivity κ(z), is small compared to the
variation wavelength of P(r,z), (2) and the lateral
diffusion is predominant to the vertical diffusion in the
medium. Combining Eqs. (A.1) and (A.2) gives the
relationship of pressure in the borehole to the pressure
field in the surrounding medium:

∂Pb

∂t
¼ 2krbKf

qgVb

Z
open section

CðzÞPðzÞ � Pbffiffiffiffiffiffiffiffiffiffi
jðzÞtp dz

¼ 2krbKf

qgVb

Fffiffi
t

p ðPl � PbÞ ðA:3Þ

with the two constants:

F ¼
Z
open section

CðzÞffiffiffiffiffiffiffiffiffi
jðzÞp dz ¼

Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CðzÞSðzÞ

p
dz ðA:4Þ

Pl ¼
R ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

CðzÞSðzÞp
PðzÞdzR ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

CðzÞSðzÞp
dz

ðA:5Þ

κ(z)=C(z) /S(z), where S(z) is the storativity in m−1.P∞ is a
weighted average of the pressure along the borehole. It
crosses two different aquifers. F is estimated with the
poroelastic parameters determined by tidal analysis [16].
Using the storativity of the upper aquifer of Giurgea et al.
[11] Su=10

−4 m−1, the upper aquifer is found to contribute
to 18% to F. This value reduces to 1.5% with a more
reasonable value compatible with the expectation of
poroelastic theory Su=ρgϕ /Kf∼10−7–10−6 m−1. We
will retain this choice. The karstic lower aquifer dominates
the hydraulic setting of the AIG10 borehole, and F is
approximated as Fc

ffiffiffiffiffiffiffiffi
ClSl

p
Hlf8:510�4 m=s1=2, where

Cl=1.5 10−5 m/s, Sl=8.4 10−7 m−1 and Hl=240 m are
respectively the hydraulic conductivity, the storativity and
the thickness intersected by the borehole of the lower
aquifer.

The solution of the differential Eq. (A.3) is given as:

PbðtÞ ¼ Pl þ ðP0 � PlÞe
�2

ffiffiffi
t

s

r
ðA:6Þ

with the characteristic time s ¼ qgVb

2krbKfF

� �2
. The volume

of the borehole equals πrb
2Hb≈22 m3, since its radius is

rb≈0.17/2 m and its depth is Hb=1000 m. As Kf≈
2.2 GPa, τ∼120 ms. This delay is much smaller than the
sampling rate of our high-precision sensor (1/8Hz), so that
the pressure gauge directly measures P∞. Note that the

diffusion front will be of 3 mm to 11 cm for the upper
aquifer, and of 1.2 m for the lower aquifer. In the last case,
we are at the limit of our hypothesis (1) if the dislocation is
close to the borehole, inducing a very heterogeneous
disturbed pressure field, since Pð ffiffiffiffiffiffiffi

Dlt
p

; zÞ will differ from
P(0,z). However, in that case, the karst structure will
render inadequate Eq. (4), which supposes a homoge-
neous medium. Moreover, the dislocation geometry
should be also taken into account.

In conclusion, the pressure recorded by our sensor is
equal to the weighted average pressure given by Eq.
(A.5). It is dominated by the lower karstic aquifer.
Because of our poor knowledge of the network of the
karstic conduits, we cannot describe better this aquifer
than as a homogeneous porous medium. Our result only
gives an order of magnitude for slips on the faults very
close to the borehole.

Appendix B. Supplementary data

Supplementary data associated with this article can
be found, in the online version, at doi:10.1016/j.
epsl.2007.03.036.
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[1] A 1.6 km riser borehole was drilled at site C0009 of the
NanTroSEIZE, in the center of the Kumano forearc basin, as
a landward extension of previous drilling in the southwest
Japan Nankai subduction zone. We determined principal
horizontal stress orientations from analyses of borehole
breakouts and drilling‐induced tensile fractures by using
wireline logging formation microresistivity images and
caliper data. The maximum horizontal stress orientation at
C0009 is approximately parallel to the convergence vector
between the Philippine Sea plate and Japan, showing a slight
difference with the stress orientation which is perpendicular
to the plate boundary at previous NanTroSEIZE sites C0001,
C0004 and C0006 but orthogonal to the stress orientation at
site C0002, which is also in the Kumano forearc basin.
These data show that horizontal stress orientations are not
uniform in the forearc basin within the surveyed depth
range and suggest that oblique plate motion is being
partitioned into strike‐slip and thrusting. In addition, the

stress orientations at site C0009 rotate clockwise from
basin sediments into the underlying accretionary prism.
Citation: Lin, W., et al. (2010), Present‐day principal horizontal
stress orientations in the Kumano forearc basin of the southwest
Japan subduction zone determined from IODP NanTroSEIZE dril-
ling Site C0009, Geophys. Res. Lett., 37, L13303, doi:10.1029/
2010GL043158.

1. Introduction

[2] The Nankai Trough Seismogenic Zone Experiment
(NanTroSEIZE), a comprehensive scientific drilling project
conducted by the Integrated Ocean Drilling Program (IODP),
began in 2007 in the Nankai subduction zone, southwest
Japan, where M8‐class great earthquakes repeat at intervals
of 100–200 years as a result of the convergence of the
Philippine Sea and Eurasian plates. Establishing the in situ
stress state along active subduction zones is critical for
understanding the accumulation and release of most of Earth’s
seismic energy [Lallemand and Funiciello, 2009]. Determi-
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nation of in situ stress is one of the most important scientific
objectives of NanTroSEIZE, and also one of the major goals of
the IODP as the seismogenic parts of plate margins are often
only accessible through drilling.
[3] More than 10 vertical boreholes have been drilled to

date along the NanTroSEIZE transect, which is approxi-
mately orthogonal to the Nankai Trough axis (plate bound-
ary). In the first stage of NanTroSEIZE (2007–2008), stress
orientations were determined from drilling‐induced com-
pressive failures (breakouts) and drilling‐induced tensile
fractures (DITFs) observed in borehole wall images obtained
by logging while drilling (LWD) technology [e.g., Tobin
et al., 2009; Chang et al., 2009]. This stage involved four
drilling sites in which LWD was performed: the initial
faulting (frontal thrust) site C0006 at the toe of the accre-
tionary prism, the megasplay sites C0004 and C0001, and site
C0002 in the southeastern part of the Kumano forearc basin
(Figure 1). In addition, Byrne et al. [2009] applied the
anelastic strain recovery (ASR) technique to drill‐core sam-
ples to constrain three‐dimensional stress orientations. These
consistent results showed that the maximum principal hori-
zontal stress (SHmax) orientations at sites C0006, C0004,

and C0001 are generally orthogonal to the plate boundary.
However, at site C0002, located at the shelf break, these same
methods showed that the SHmax orientation is approximately
parallel to the plate boundary. This result is also consistent
with seismic reflection profiles and core‐scale fault data
[Byrne et al., 2009]. Thus, it is of great interest to know the
stress orientation farther landward along the NanTroSEIZE
transect (northwest of site C0002) in the basin.
[4] During IODP Expedition 319 in the second stage of

NanTroSEIZE, D/V Chikyu carried out borehole drilling at
site C0009, above the asperity of the 1944 Tonankai M8.1
earthquake in the Nankai subduction zone. The borehole
penetrated the Kumano basin sediments and the underlying
accretionary prism. In a depth range from approximately
700 mbsf (meters below seafloor) to the target depth of
1600 mbsf, wireline logging was carried out including cali-
per, the Fullbore Formation MicroImager (FMI) borehole
resistivity images and porosity, P and S wave velocities,
resistivity [Saffer et al., 2009]. We used the borehole ima-
ges and caliper data to identify DITFs and breakouts that
could be interpreted in terms of principal horizontal stress

Figure 1. Location and setting of NanTroSEIZE site C0009. (a) Locations of NanTroSEIZE drilling sites and structure of
the Nankai subduction zone. Seismic reflection section is after Park et al. [2002]. (b) Bathymetric map of the drilling sites
and their maximum principal horizontal stress (SHmax) orientations. Bars at the drilling sites show the SHmax orientations in
boreholes. Blue bars show stress orientations in the accretionary prism below 1285 mbsf at C0009 and below 936 mbsf at
C0002 [Tobin et al., 2009]. Dashed lines show megasplay fault and frontal thrust [Moore et al., 2007]. Brackets show
location of the cross‐section in Figure 1a. Yellow arrows show the far‐field convergence vectors between the Philippine Sea
plate and Japan [Heki and Miyazaki, 2001]; black arrow shows far‐field plate motion vector based on geodetic results [Heki
and Miyazaki, 2001]. (c) Seismic reflection profile through site C0009. The wider line shows interval drilled in 2009, and
the narrow line shows planned future drilling. (d) Seismic reflection profile through site C0002. The seismic profiles of
Figures 1c and 1d are after Araki et al. [2009].
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orientations [Zoback et al., 2003; McNeill et al., 2004; Lin
et al., 2007].

2. Wireline Logging

[5] A deep borehole was drilled at site C0009 from the
seafloor, at 2054 m water depth, to approximately 700 mbsf
by traditional riserless drilling and from 700mbsf to the target
depth of 1600 mbsf by riser drilling, which was the first
successful application of this technique in scientific ocean
drilling. From 0 mbsf to 1285 mbsf the borehole crossed the
basin and possible slope deposits of the early prism (litho-
logic units I–III), and from 1285 mbsf to total depth at
1600 mbsf (Unit IV) within underlying early accretionary
prism sediments or slope deposits [Saffer et al., 2009].
[6] Immediately after drilling reached the target depth,

two runs of wireline logging were conducted from approx-
imately 700 mbsf to 1600 mbsf. The first run included a
two‐arm caliper and a six‐arm caliper, however, without
azimuth data for the caliper arms. The second wireline log-
ging run had azimuth information and included FMI. The
FMI tool has four arms at 90° angles; an arm with a pad and a
flap takes one column of FMI image (Figures 2a and 2b).
Because the 12.25‐inch (approximately 31 cm) drilling bit
was large in comparison to the available pad‐flap size, the
FMI images covered only about 50% of the borehole walls
(Figures 2a and 2b). The two pairs of FMI arms at the same
azimuthal position with the pads also measured the borehole

diameter in two orthogonal directions, serving as a four‐arm
caliper tool.
[7] Because both breakouts and DITFs are dependent on

in situ stress conditions, we can use information on their
azimuth to determine orientations of in situ principal stresses
in the plane perpendicular to the borehole axis. As breakouts
and DITFs are both formed during or shortly after drilling,
they are records of the present‐day stress state. The borehole
FMI images enable both the breakouts and DITFs to be
identified and the horizontal stress orientations to be deter-
mined. In principle, the width (span) of breakouts can con-
strain the SHmax magnitude on the basis of the minimum
principal horizontal stress (Shmin) magnitude and rock com-
pressive strength. This was difficult in practice at site C0009
because breakout width data were poorly resolved owing to
the relatively poor coverage of FMI images. Usually, one pair
of caliper arms stops at breakouts (elongations) because their
spring forces them openwider into the breakout, therefore it is
possible to determine the azimuths of breakouts from caliper
data, but this is not possible for DITF data because the tensile
fractures are narrower than the caliper arms. At site C0009,
FMI images are a crucial supplement to caliper data, pro-
viding direct and visual evidence to characterize breakouts.

3. FMI Image Analyses for DITFs and Breakouts

[8] Over approximately 900 m of the C0009 borehole,
several DITFs and many breakouts were recognized in the

Figure 2. Borehole wall images and SHmax orientaions at site C0009. (a) Electrical images of borehole walls around
884 mbsf showing drilling‐induced tensile fractures (DITFs). Blank regions between columns are unimaged portions of
the borehole wall between the FMI arms. (b) Electrical image around 1313 mbsf showing breakouts. (c) SHmax azimuthal
distribution determined from DITFs (diamonds) and breakouts (circles). Vertical lines show the average azimuths, and
numbers show the average azimuth values and their standard deviations.
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FMI images (Figures 2a and 2b). The DITFs occurred in a
depth range of 749–980 mbsf (forearc basin sediments and
slope deposits of Pleistocene and Pliocene age, Unit II–III
[Saffer et al., 2009]), and the breakouts occurred in the
depth range of 1288–1578 mbsf (possible accretionary prism
or slope deposits, late Miocene, Unit IV). The boundary
between Unit III and IV was defined by an unconformity
(UC3), at 1285 mbsf, where an age gap of approximately
1.8Ma was recognized [Saffer et al., 2009]. Between 980 and
1285 mbsf (early forearc basin sediments or slope deposits,
Pliocene, Unit III), neither DITF nor breakouts were found
(Figure 2c). Breakouts or DITFs, if present, should be found
in pairs on opposite sides of the borehole wall (180° apart), if
the rock strength around the borehole are almost uniform
(homogeneous lithology). DITFs should also be perpendic-
ular to the borehole wall, hence very straight. These char-
acteristics were valuable in distinguishing breakouts and
DITFs from other borehole wall failures such as washouts
and pre‐existing structural fractures. Furthermore, we dis-
tinguished breakouts as being wider than fractures and
without the sharp, straight boundaries of tensile fractures.
Using these criteria, we recorded the azimuth data of break-
outs and DITFs from the FMI images and plotted the SHmax

azimuth (Figure 2c). Our analysis of DITFs and breakouts in
the FMI images yielded average SHmax azimuths and its
standard deviation of approximately N108°E ± 11° in the
shallower depth range (749–980 mbsf, determined from
14 DITFs) and N144°E ± 9° in the deeper range (1288–

1578 mbsf, 42 breakouts) (Figure 2c). The variation in the
measured azimuth data probably reflects localized stress ori-
entation changes around minor faults, fractures, and lithologic
boundaries [Lin et al., 2010].
[9] Because P‐wave velocity increased and resistivity

decreased with lithologic unit changes from III to IV [Saffer
et al., 2009], it is reasonable to infer the compressive strength
and Young’s modulus in Unit IV are higher than those in
Unit III, respectively. Thus, the presence of breakouts in the
stronger formation (Unit IV), and not in the weaker formation
(Unit III), is interesting, because in general breakouts occur
easily in weaker rock if the stress magnitudes are the same.
Certainly, this observation means that stress state in Unit IV
distinctly differs with that in Unit III. In principle, breakout
occurs once the circumferential stress sc at the borehole wall
in the minimum stress azimuth exceeds the rock compressive
strength. This stress sc is expressed as sc = 3SHmax−Shmin−
Pp−Pm, where Pp and Pm are pore pressure and mud pressure,
respectively [Zoback et al., 2003]. Thus, sc is mainly controlled
by SHmax. Therefore, a further possible interpretation is that
the SHmax magnitude in Unit IV is higher than that in Unit III.
If this interpretation is true, this suggests that the harder/
stronger formation bears a higher loading than the softer/
weaker formation. That is, the SHmax magnitude in accre-
tionary prism (Unit IV) may be obviously higher than that in
the forearc basin sediments (Unit III). At the same time, these
observations indicate that the SHmaxmagnitude profile may be
not a simple direct proportion relation with depth. If the

Figure 3. Caliper records from site C0009. (a) Borehole diameters determined by FMI calipers for the whole surveyed
depth range. FMI calipers measure two diameters in orthogonal directions, labeled C1 and C2, every 6 inches (approxi-
mately 15 cm). Profiles in Figures 3b through 3d correspond to this profile from 1200 to 1600 mbsf. (b) Raw FMI caliper
data in terms of maximum and minimum diameters. (c) Selected FMI caliper data meeting the three quality criteria given in
the text. (d) C1 azimuth (red dots and line) of FMI caliper and SHmax azimuth (blue dots) determined from the selected data
shown in Figure 3c. The average value and standard deviation of the SHmax azimuth is N135°E ± 11°.
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coupling strength of the unconformities is weak, it may be the
other possible reason for this phenomenon except the differ-
ent formation hardness.

4. Caliper Data Analyses for Breakouts

[10] The FMI caliper data showed that at depths above
1285 mbsf (in units II and III) the two orthogonal diameter
profiles (C1 and C2) were almost identical, showing no
clear borehole elongations, which suggests that almost no
breakout occurred (Figure 3a). Clear borehole elongations
were recognized, showing the presence of breakouts,
below 1285 mbsf in Unit IV. All three types of caliper
(two‐, four‐ and six‐arm calipers) yielded nearly the same
borehole maximum diameter profiles. This reproducibility
suggests that one pair of the FMI caliper arms always finds
the maximum elongated position. Moreover, the azimuth
of the FMI arms rotated freely in the circular part of the
borehole above 1285 mbsf but indicates a dominant azi-
muth in the elongated part of the borehole below 1285 mbsf,
even though the two caliper pairs exchanged positions
at depths around 1460 and 1535 mbsf (Figure 3d). This
behavior also shows that caliper arms reliably report the
elongated borehole position.
[11] In identifying breakouts from the four‐arm caliper

data, we used three criteria for controlling data quality
similar to Plumb et al. [1985]. First, the larger caliper
diameter should be sufficiently greater than the smaller
diameter such that the difference between the two diameters
C1 and C2 is at least 0.05 times the drilling diameter D, in
this case approximately 15 mm or 0.6 inches. Second, the
smaller caliper diameter should not exceed 1.05 D. Third,
both diameters should not be significantly less than the bit
diameter, that is, C1 and C2 > 0.95 D. This generated a
subset of the data of 1061 measurements (Figure 3c) which
displays gaps due to borehole caving around 1360 mbsf and
due to constriction (probably from drilling generated cuttings
and/or cavings) around 1570 mbsf (compare Figures 3b and
3c). Another gap at 1520–1540 mbsf reflects a nearly cir-
cular borehole and the absence of continuous breakouts
(Figure 3c).
[12] We determined the profile of SHmax azimuths below

1285 mbsf by adding 90° to the Shmin azimuth shown by
the orientation of maximum borehole elongation in the
selected FMI caliper data (Figure 3d). The average azi-
muth and its standard deviation were N135°E and 11°,
respectively, and showed no clear trend with depth. The
average azimuth obtained from the FMI images differed
by 9° from that from the caliper data, probably because
poor image coverage (about 50%) resulted in inaccuracies
in picking breakouts. Therefore, we believe that the stress
azimuth data from caliper should be more accurate than
those from FMI image.
[13] With respect to comparison of the stress orientations

in shallower (obtained from DITFs (Figure 2c)) and in
deeper (from caliper breakouts (Figure 3d)) ranges, there
was a notable difference in azimuths from the shallower to
the deeper levels; a clockwise rotation of approximately 30°.
This rotation is significant because the standard deviations
of the azimuth are around 10°. Similarly, at drilling site
C0002 about 20 km away from C0009 in the seaward part
of the Kumano forearc basin, stress orientations rotated
clockwise (Figure 1b) at depths below 936 mbsf, at the

transition from basin‐slope deposits to prism [Tobin et al.,
2009].

5. Stress Orientations at NanTroSEIZE Sites

[14] In order to interpret the regional significance of the
stress orientations, we need first consider the significance of
the change in stress orientations with depth. The orienta-
tions at both C0009 and C0002 rotate clockwise from
basin sediments to the underlying accretionary prism or
prism slope deposits (Figure 1b). The stress rotation with
depth might be caused by i) the effect of a strike slip
fault with depth‐dependent strength [e.g. Chéry et al.,
2004], ii) a decoupling between the basin and the accre-
tionary wedge, and iii) reorientation of stress field across
an angular unconformity that separates rocks with differ-
ent elastic properties. The recent identification of strike‐
slip faulting along the shelf edge [Martin et al., 2010] and
within a few hundred meters of C0002 suggests the first
cause may apply at this site. At site C0009, which is
several kilometers from the fault zone at the shelf edge
either cause ii or iii might apply.
[15] In the relatively shallow drilled depth range of the

NanTroSEIZE sites (less than approximately 1600 mbsf
at all the sites), the SHmax orientations at site C0009 was
slightly different with the SHmax orientations at sites C0001,
C0004, and C0006, and significantly different with the
orientation at site C0002 which is closer to C0009 than the
other sites (Figure 1b). In addition, the SHmax orientations at
site C0009 are correlated to the plate motion. In details, the
orientation at deeper depths (Unit IV) is nearly parallel to
the convergence vector between the Philippine Sea plate and
Japan (yellow arrows in Figure 1b); whereas the orientation
at shallower depths appears to be more nearly parallel to the
geodetically‐determined motion of the Kii Peninsula (black
arrow in Figure 1b). This parallelism between the shortening
direction of Kii Peninsula and the stress orientations above
the unconformity suggest that these data are more appro-
priate for explaining the surficial plate motion in hanging
wall than the data below the unconformity. However, the
SHmax orientations at sites C0001, C0004 and C0006 are
more orthogonal to the margin strike. These results may
imply a possible interpretation of deformation partitioning
structure, that is, the oblique plate convergence is being
partitioned into trench‐parallel and right‐lateral slip and
thrusting. Evidence for right‐lateral slip on east‐northeast
trending faults, consistent with strain partitioning, has
been found along the outer‐arc high in the Tokai [Huchon
et al., 1998] and in the To‐Nankai areas [Martin et al.,
2010] (Figure 1b).
[16] The SHmax orientations at C0009 and C0002 are

nearly at right angles to each other. A seismic reflection
profile at C0002 in the basin running NW–SE (Figure 1d)
displays a clear sequence of normal faults [e.g., Tobin et al.,
2009]. Moreover, ASR data on cores from site C0002
showed a normal fault stress regime, indicating an exten-
sional deformation pattern [Byrne et al., 2009]. These results
are consistent with the stress orientation at C0002 being
perpendicular to the plate boundary. In contrast to C0002,
normal faulting is more sparse in the landward part of the
basin, in the vicinity of cite C0009 (Figure 1c).
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6. Conclusions

[17] In the borehole at NanTroSEIZE site C0009, we
determined horizontal stress orientations at the center of the
Kumano forearc basin in the Nankai subduction zone, Japan.
We identified and characterized borehole breakouts and
drilling‐induced tensile fractures by using wireline logging
FMI images and caliper data.
[18] Among the four NanTroSEIZE sites drilled before

C0009, three (C0001, C0004, and C0006) show SHmax

almost orthogonal to the plate boundary, whereas the forth
site, C0002, drilled at the seaward edge of the basin, shows
SHmax parallel to the shelf edge or plate boundary. In con-
trast to these results, new stress orientation results obtained
in this study at site C0009 at the center of the Kumano
forearc basin show SHmax generally parallel to the conver-
gence direction. Overall, the regional stress patterns suggest
strain partitioning during oblique plate convergence. The
boreholes penetrated through basin sediments into the
underlying accretionary prism and/or slope deposits at both
sites C0009 and C0002, and at both sites the stress orienta-
tions rotated clockwise, indicating changes of stress state
with depth. In addition, the presence of breakouts in Unit IV,
and not in Unit III at C0009, possibly suggests that SHmax

magnitude in accretionary prism (Unit IV) may be higher than
that in the forearc basin sediments or slope deposits (Unit III).
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[1] The Kumano fore‐arc basin overlies the Nankai accretionary prism, formed by the subduction of the
Philippine Sea Plate beneath the Eurasian plate offshore the Kii Peninsula, SW Honshu, Japan. Seismic surveys
and boreholes within the framework of the Nankai Trough Seismogenic Zone Experiment (NanTroSEIZE)
project show evidence of gas hydrates and free gas within the basin. Here we use high‐quality borehole
sonic data from Integrated Oceanic Drilling Program (IODP) Site C0009 to quantify the free gas distribu-
tion in the landward part of the basin. The Brie theory is used to quantify gas content from sonic logs,
which are calibrated from laboratory measurements on drill cores. First, we show that the sonic data are

Copyright 2011 by the American Geophysical Union 1 of 12

188



mainly sensitive to the fluid phase filling the intergranular pores (effective porosity), rather than to the total
porosity that includes water bound to clay minerals. We then compare the effective porosity to lithodensity‐
derived porosity that acts as a proxy for total porosity. The combination of these two data sets also allows
assessment of clay mineralogy of the sediments. Second, we compute free gas saturation and find a gas‐
rich interval that is restricted to a lithological unit characterized by a high abundance of wood fragments
and lignite. This unit, at the base of the fore‐arc basin, is a hydrocarbon source that should be taken into
account in models explaining gas distribution and the formation of the bottom‐simulating reflector within
the Kumano fore‐arc basin.
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1. Introduction

[2] Porosity is a key factor for understanding the
compaction and diagenesis of basin sediments
[Aagaard and Jahren, 2010]. In situ porosity is
commonly derived from sonic velocities [Mavko
et al., 1998]. However, interpretation of the sonic
properties of clays is complex, because clays have
two kinds of water storage: water bound to the clay
mineral and water contained in intergranular voids.
How each kind of porosity contributes to sonic
velocity is unclear [Avseth et al., 2005]. To better
understand the relationship between clay porosities
and clay sonic properties, we combine core and high‐
quality logging data acquired during the Integrated
Oceanic Drilling Program (IODP) Expedition 319
at Site C0009, within the Kumano fore‐arc basin,
offshore the Kii Peninsula, Japan.

[3] Expedition 319 was conducted as part of the
Nankai Trough Seismogenic Zone Experiment
(NanTroSEIZE), a coordinated, multiexpedition
drilling project implemented by IODP. The Nan-
TroSEIZE project aims to understand the formation
of the Nankai fore arc and its seismogenic zone
[e.g., Kinoshita et al., 2006]. Extensive seismic
studies conducted in advance of drilling provide evi-
dence of gas within sediments filling the Kumano

fore‐arc basin (Figure 1, see alsoMoore et al. [2009]).
For example, a laterally extensive horizontal bottom‐
simulating reflector (BSR) extends throughout the
basin, marking the base of the gas hydrate stability
zone. Other strong reflectors may also suggest the
presence of gas accumulations in the lowermost
basin sediments above the older accretionary prism
(Figure 1). Site C0009 was drilled in riser mode,
enabling recovery of cuttings and monitoring of
mud gas for the first time in IODP history and
allowing the newest logging technology to be
deployed in the riser hole [Saffer et al., 2009, 2010]. In
particular, the Schlumberger SonicScanner™ wire-
line logging tool recorded shear wave velocity within
the unconsolidated sediments (Figure 2), providing
key data needed to quantify gas accumulations.

[4] Here we evaluate porosity and gas content in
the fine‐grained basin filling sediments using P
wave velocity (Vp) and S wave velocity (Vs) log-
ging data. Such porosity evaluation is an important
contribution, because there were no direct porosity
measurements from Site C0009, with the exception
of a ∼90 m thick cored interval at the bottom of the
hole. We calibrate the relationship between sonic
properties and clay porosities from measurements
on core samples, taking into account the physical
and chemical properties of the clay minerals. We
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then perform an inversion from sonic velocity to
determine porosity and water saturation. The results
we obtain are consistent with other logging data,
such as resistivity logs. Finally, we examine the

relationship between the presence of organic matter
and gas content and compare the data from Site
C0009 with previously collected core and logging
data from Site C0002, another IODP site drilled

Figure 1. Seismic section across the Kumano fore‐arc basin modified from Moore et al. [2009] and Saffer et al.
[2010], showing the location and simplified stratigraphic columns for Sites C0009 and C0002. Possible gas pock-
ets at the base of the basin, identified from seismic reflection images, are highlighted in green. The bottom‐simulating
reflector (BSR) that extends along the basin is also noted.

Figure 2. Sonic data from Hole C0009. In Unit IV, the data are noisier where the hole quality is degraded, as indi-
cated by the caliper data.
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15 km away, at the seaward edge of the Kumano
Basin (Figure 1) [Kinoshita et al., 2009].

2. Fore‐Arc Basin Stratigraphy

[5] The two holes drilled within the Kumano Basin
(at Sites C0002 and C0009) penetrated the thick
sediments of the fore‐arc basin, to total depths of
1401 m below seafloor (mbsf) and 1604 mbsf,
respectively (Figure 1). Four main lithological units
within the basin section were defined at Site
C0009, by combining cuttings analysis with log-
ging data [Saffer et al., 2009]. These units correlate
broadly with the units identified at nearby Site
C0002 [Kinoshita et al., 2009; Saffer et al., 2010].
The four units recognized at Site C0009, from the
seafloor to the bottom of the hole, are described in
sections 2.1 through 2.4.

2.1. Unit I (0–467 mbsf)

[6] Although Site C0009 was drilled and cased
down to 703.9 mbsf without coring or cuttings col-
lection, a nearby 80 m deep geotechnical borehole,
wireline gamma ray log measurements recorded from
the seafloor during drilling and seismic profiles col-
lectively provide good control on the nature of the
shallowest drilled sediments. These data suggest
that Unit I is composed of silty mudstone with
cyclical sand‐rich layers that range from ∼10 to 50 m
in thickness.

2.2. Unit II (467–791 mbsf, Upper Fore‐Arc
Basin)

[7] This unit is defined based on analysis of cuttings
from 703.9 mbsf to 791 mbsf and logging data over
its entire thickness. It is composed predominantly
of unconsolidated silty mud, with silt and sand
interbeds and minor interbeds of volcanic ash.

2.3. Unit III (791–1285 mbsf,
Lower Fore‐Arc Basin)

[8] This unit is defined on the basis of cuttings and
wireline logs and is dominated by silty mudstone.
The unit is subdivided into Subunits IIIa and IIIb;
the boundary between the two subunits is marked
by an abrupt increase in wood lignite fragments
(concentrated in Subunit IIIb). Cuttings samples
from within Unit III overall display a high total
organic carbon (TOC) content (Figure 3), however
the cuttings composition may not be representative
of the average sediment [Saffer et al., 2010]. Mud

gas monitoring detected higher hydrocarbon con-
centrations from this unit relative to those above
and below. In contrast, the correlated stratigraphic
unit at Site C0002 is devoid of wood/lignite frag-
ments and the TOC of the sediments is low (less
than ∼0.5%wt). At Site C0002, this unit is inter-
preted as a starved section within the early fore‐arc
basin or as a trench slope deposit predating forma-
tion of the fore‐arc basin [Kinoshita et al., 2009].

2.4. Unit IV (1285–1604 mbsf)

[9] This unit is primarily composed of consolidated
silty mudstone with minor silt interbeds. The sedi-
mentary facies resemblesUnit IV at Site C0002,which
was interpreted as accreted sediments (Figure 1)
[Kinoshita et al., 2009]. Unit IV at Site C0009 lacks
the level of deformation observed in its equivalent
at Site C0002 and is therefore interpreted either as a
weakly deformed package of accreted trench sedi-
ments, as trench slope sediments deposited over
accreted sediments of the early prism or as earliest
fore‐arc basin deposits [Saffer et al., 2010].

3. Sonic Data

[10] The SonicScanner™ generates high‐quality
sonic data. It uses 3 monopole sources (2 near field,
located 30.5 cm from the nearest receiver and 1 far
field, located 3.353 m from the nearest receiver)
and records P waves on an array of 13 receivers.
Frequencies for the monopole emitter span 5–20 kHz.
The SonicScanner™ also measures shear wave
velocity in two orthogonal directions. The dipole
emitters are located 4.572 m and 5.182 m from the
base of the receiver arrays and the frequency range
is 300 Hz–8 kHz. Figure 2 shows the azimuthally
averaged sonic velocities recorded at Site C0009.
Both P and S waves were recorded and identified,
even in soft unconsolidated clay‐dominated sedi-
ments. Unfortunately, the azimuthally averaged
shear wave velocity values are the only shear wave
data available for Site C0009. However, shipboard
P wave measurements on core samples from the
base of the borehole show that the seismic anisot-
ropy is less than 5%, at a confining pressures above
∼15–20 MPa (Figure 4). Therefore, we assume the
medium to be nearly isotropic.

[11] Different patterns of sonic velocity are observed
between Units II, III and IV (Figure 2). In Unit II,
Vp and Vs increase with depth, from 1900 m/s to
2300 m/s and from 765 m/s to 900 m/s, respec-
tively. At the top of Unit III, a decrease in sonic
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velocity, most obviously seen in the S wave data,
accompanies the transition to muddier sediments.
Within Unit III, both P and S wave velocities
increase with depth, except in some regions where Vp
drops sharply, which we interpret as a function of
the presence of free gas (discussed below). Within
Unit IV, the borehole experienced stability pro-
blems, with frequent occurrence of drilling‐induced
compressive failure (i.e., borehole breakouts [Lin
et al., 2010]), resulting in noisier sonic data. How-
ever, an increase in sonic velocity with depth is
still distinguishable, especially in the P wave data
(Figure 2).

4. Brie Equations for Clay

[12] Sonic velocities provide information on the
mechanical compliance of the sediment framework.
At a given effective pressure, two main factors

control the P and S wave velocities of a porous
medium: (1) porosity and (2) free gas within the
pore fluid. To quantify both parameters, we com-
bine elastic theory of porous media and empirical
sonic data. The classical Willy model of sonic
velocity does not appropriately describe the sonic
properties of clay‐rich sediments [Mavko et al.,
1998], therefore, we use an alternative model
developed by Brie et al. [1995]. This is a semi-
empirical model that takes into account the depen-
dence of sonic velocity on porosity and water
saturation. The advantage of this model is its use of a
small number of coefficients. These coefficients
have been validated by empirical fits to several
logging data sets [Brie et al., 1995].

[13] The basis of the Brie model is the Biot‐
Gassmann equation for porous media, which relates
the bulk modulus of the fluid‐filled material (K) to
the modulus of the dry porous medium (Kdry), the

Figure 3. Results from the inversion of Brie equations (a) using the matrix parameters derived from effective poros-
ity data (Table 1, yellow diamonds, black line in Figure 5). The corresponding porosity profile (solid blue line) is
consistent with the effective porosity estimated from resistivity logs (red dots), using data with a standoff less
than 0.01 in. (0.25 mm). The estimated porosity is lower than the total porosity, as computed from the lithodensity log
(gray circles) or the core moisture and density (purple open diamonds). (b) Water saturation derived from effective
porosity data. (c) Profile of gas content ’ (1−Sw) determined by using the effective porosity (black lines in Figure 5)
and total porosity (purple lines in Figure 5). Both inversions yield the same free gas content. (d) Total organic carbon
(TOC) content determined from analysis of the cuttings. (e) Wood content abundance determined from visual
inspection of cuttings during Expedition 319 [Saffer et al., 2010]. (N, no presence; L, low content; M, medium content;
H, high content).
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bulk modulus of the solid (Ks), the modulus of the
fluid (Kf) and the porosity ’:

K ¼ Kdry þ
1� Kdry

Ks

� �2

�

Kf
þ 1� �

KS
� Kdry

K2
s

: ð1Þ

Brie et al. [1995] proposed obtaining the elastic
moduli from P wave velocity (Vp) and S wave
velocity (Vs),

Vp

Vs

� �2

¼ K

�
þ 4

3
; ð2Þ

where m is the shear modulus of the material.
Provided the material is isotropic and linear elastic,
this solution holds for both dry and wet conditions
and for both the porous material or solid grains by
simply changing the indeces of K and m.

[14] The theory of Brie et al. [1995] states that the
ratio K/m is the same for solid grains and for a porous
material with pore spaces filled by a very compress-
ible fluid,

Ks

�s
¼ Kdry

�dry
: ð3Þ

Brie et al. [1995] combine equation (3) with an
empirical relationship,

�dry ¼ �s 1� �ð Þc; ð4Þ

and found experimentally that the coefficient c =
8 for clays.

[15] For a water‐saturated medium (without gas,
Sw = 100%), higher porosity results in reduced Vp

but a higher Vp/Vs ratio. In the classical 1/Vp versus
Vp/Vs crossplot, curves similar to the solids lines
(black and purple) of Figure 5 should be followed,
moving toward the upper right‐hand corner as
porosity increases. These curves are in good agree-
ment with the logging data collected at Site C0009.

[16] Equations (3) and (4) are the core of the theory
of Brie et al. [1995] and are commonly used in log
data analysis [Ellis and Singe, 2007]. Other laws
can be used, such as the Hertz‐Mindlin theory that
derives shear and bulk moduli for a packing of
similar spheres from elastic interactions at grain
contacts [Mindlin, 1949]. However, these first‐
principle theories do not fit experimental data for
clays, because their underlying assumptions are
not satisfied. More details of alternative theories

Figure 4. Shipboard P wave velocity data measured in section 4 of core 9 (approximate depth of 1588.5 mbsf) at
several confining pressures. Core samples were first soaked in brine, covered by an impermeable layer of silicone, and
then placed in a confining vessel. The P wave velocity was measured along the X, Y, and Z directions, where Z is
oriented to the bottom of the hole and X and Y correspond to two horizontal directions. At confining pressures greater
than 15–20 MPa, the samples become nearly isotropic.
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tested during this study are provided as auxiliary
material.1

[17] In the case of partial water saturation (Sw <
100%), the fluid modulus Kf is computed as a
Reuss average,

1

Kf
¼ Sw

Kw
þ 1� Sw

Kg
; ð5Þ

where Kg is the gas modulus and Kw the water
modulus. In equation (5), we ignore the coupling
between the fluid and the solid skeleton. At low
water saturation, a meniscus forming between grain
particles alters the skeleton stiffness. This effect
is not incorporated into our calculations, but the
high water saturation estimated from our inversion
(Figure 3) confirms that this effect can safely be
neglected. With more free gas, or a lower water
saturation, the fluid becomes much more compli-
ant and Vp decreases. However, shear waves do not
propagate in fluids, so Vs is independent of the fluid
phase filling the pores. Therefore, Vp is strongly

affected by gas, whereas Vs is not (see Figure 2).
The black and purple dashed lines in Figure 5 show
the relationship between 1/Vp and Vp/Vs when water
saturation varies for a given porosity. With reduced
water saturation, or greater free gas content, a given
data point (1/Vp, Vp/Vs) moves toward the lower
right‐hand corner.

5. Calibration of Brie Equations
for Clays From IODP Site C0009

[18] Figure 5 shows SonicScanner™ log data (1/Vp

versus Vp/Vs) in Units II, III and IV. Units II and IV
exhibit a trend typical of fully water‐saturated
media, but data from Unit III are shifted toward a
lower Vp/Vs. This excursion is a strong indication
of the presence of free gas. We use the theory of
Brie et al. [1995] to quantify the porosity and the
water saturation. We take the bulk modulus of
water as equal to 2.2 GPa [Lide, 1991], and the gas
is presumed ideal, so that its bulk modulus is pre-
sumed equal to the hydrostatic pressure and remains
negligible relative to the water bulk modulus. As in
the work by Brie et al. [1995], we assume that the

Figure 5. Crossplot of Vp/Vs ratio versus P wave slowness from sonic log data. The log data are given as point
clouds. Data from Unit II are in blue, data from Unit III are in red, and data from Unit IV are in green. Among
the data from Unit IV, we highlight with yellow diamonds the value of Vp and Vp/Vs obtained at depths where effec-
tive porosity was determined on core samples. The theoretical Brie curves for a fully saturated medium have been
obtained using the effective porosity data (black solid line) and for the total porosity (purple solid line). Open circles
indicate velocities from the Brie model for porosities of 0%, 10%, 20%, 30%, and 40%. Dashed lines show the effect
of gas, assuming a porosity of 27% if using effective porosity (thick black dashed line), or 37% if using total porosity
(thick purple dashed line). For reference, we also show the laboratory Vp values (see Figure 4) for a confining pressure
of 30 MPa and 50 MPa.

1Auxiliary materials are available in the HTML. doi:10.1029/
2010GC003284.
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coefficient c is equal to 8, as the sediments encoun-
tered at the bottom of the hole are mainly com-
posed of clay. We also evaluated different values of
the coefficient c (c = 7 and c = 9), and the results
are similar for each case (Figure S2).

[19] Two key parameters still remain unknown
within the Brie theory: the solid grain bulk modulus
Ks and the grain shear modulus ms, or their equiva-
lents, the grain P wave and S wave velocities. These
two parameters are poorly known, because (1) cores
were only retrieved at the bottom of the hole in a
∼90 m interval within Unit IV, and (2) shipboard
P wave velocity measurements made at high con-
fining pressure do not document the properties of
the solid grains, as discussed further below.

[20] The onboard P wave velocity measurements
provide only a lower bound on the grain P wave
velocity. After the samples were recovered from a
depth of >1500 mbsf, they were soaked in brine
and coated with an impermeable silicone layer.
Hence, P wave velocities measured on these sam-
ples were performed under undrained conditions, in
which the true effective confining pressure is now
well constrained. In such conditions, the pore pres-
sure within the sample is equal to Bsc where sc is
the confining pressure, and B is the Skempton
coefficient of the material, which may be as high as
∼0.9 for clay [Wang, 2000]. The porosity of the
samples at high confining pressure is therefore
nonnegligible and hence the measured sonic veloc-
ity is not representative of the grain properties.

[21] Therefore, we proceeded in two stages. First,
we calibrated the matrix parameters to the logging
data within the cored interval. Second, we applied
these parameters to the rest of the borehole. A key
assumption here is that the grain properties are not
affected by effective pressure. This assumption is
more likely to be valid if the sediments are cemented.
From the core data, we consider two kinds of poros-
ity. In clay minerals, water can be either bound to
hydrous minerals (e.g., smectite), or located in pore
spaces between the grains [Mitchell and Soga, 2005].
Effective porosity refers to the volume of water
contained only in the intergranular pore spaces [Ellis
and Singe, 2007], whereas total porosity is the inter-
granular volume plus the volume of water bound to
clay minerals and is computed from moisture and
density (MAD) measurements [Blum, 1997; Henry,
1997]. The water bound to the hydrated minerals
is a function of the number of cations present
between the layers of hydrated minerals [Ransom
and Hegelson, 1994]. The number of cations can
be obtained from cation exchange capacity (CEC)

measurements [Henry, 1997; Bourlange et al., 2003;
Conin et al., 2008]. The effective porosity (’e) is
expressed as

�e ¼ �t � n � mw

�w
� CEC:�g � 1� �tð Þ; ð6Þ

where ’t is the total porosity, CEC is the cation
exchange capacity (in moles per kilogram of dried
sample), mw is the water molar mass (0.018 kg.
mol−1), rw is the water density (1024 kg.m−3), rg is
the grain density (2650 kg.m−3), and n is the aver-
age number of water molecules per cation charge.

[22] The CEC was measured by exchanging the
cations with cobaltihexamine chloride [Orsini and
Remy, 1976]. Total porosity, bound water content,
and effective porosity were determined on core
samples from the bottom of the borehole (Figure 3),
but unfortunately cuttings samples from the rest of
the borehole were not reliable for this purpose.

[23] For sediments containing swelling clay, there
is some ambiguity whether the matrix in the Brie
model should include the bound water and thus
whether the Brie equation should be a function of
the effective porosity (Table 1) or the total porosity
(Table 2). For either case, the best fitting P and
S wave velocities for the matrix are determined
from core sample data and then used to invert the
downhole sonic velocity logging data set. If we
assume that the Brie equations correspond to the
total porosity, the P wave velocity of the solid
grains required to fit the sonic properties with the
MAD porosity is ∼8000 m/s, which is unrealistic.
Instead, the use of effective porosity in the Brie
equations results in a solid grain P wave velocity of
∼5000 m/s, which is consistent with the values
used by Brie et al. [1995]. This suggests that Vp

and Vp/Vs are mostly sensitive to the intergranular
pores of the sediments and to their fluid content (i.e.,
effective porosity), rather than to the total porosity
that also includes the bound water. The values of
solid grain velocities obtained from the Brie equa-
tions are then used to invert for porosity ’ and water
saturation Sw profiles down the borehole (Figure 3).
We find that the gas saturation does not exceed
5% and that the effective porosity varies little with
depth.

6. Reliability of the Inversion

[24] To check the validity of our extrapolation of
data from Unit IV core samples to Unit III, we
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compare the computed porosities to values derived
from resistivity measured along the borehole by the
Schlumberger MCFL™ (Micro‐Cylindrically Focused
Log) tool (Figure 3a). Site C0009 was drilled with
a very low resistivity mud (∼0.05 Wm) containing
NaCl, KCl and NaOH. As ions are transported within
the mud filtrate as it invades the formation, the
invading fluid has a resistivity (Rf) about 20 times
lower than the typical clay resistivity of 1 Wm.
Therefore within this invaded zone near the bore-
hole wall, the clay surface conductivity can be
neglected and effective porosity can be derived from
rock resistivity (R) usingArchie’s law [Archie, 1942],

R ¼ a
Rf

�m
; ð7Þ

where a and m are chosen to equal 1 and 2, respec-
tively, based on those computed for similar sediments
drilled in the fore‐arc basin at IODP Site C0002
[Conin et al., 2008]. The resistivity of the invaded
zone is measured with the wireline MCFL™ tool,
but unfortunately poor borehole conditions prevent
its use in Unit IV. As shown in Figure 3a, poros-
ities estimated from the resistivity data agree well
with the effective porosities computed from the
sonic data within Unit IIIb. Within Unit IIIa, the
two independent data sets exhibit similar fluctua-

tions but are offset from each other by a few per-
cent. Although lithologies in Units IIIa and IIIb are
broadly similar, cuttings retrieved from Unit IIIa
were insufficiently cohesive to allow moisture and
density data measurements [Saffer et al., 2010]. This
may explain why the matrix sonic velocities obtained
from Unit IV do not apply to Unit IIIa. Within
Unit II and Unit IIIa, the correlation between
porosities derived from the sonic data and those
derived from resistivity logs is poor. This is likely a
result of incorrect parameters within the Brie equa-
tion or an inappropriate resistivity model for the
sandier lithologies present in these units. In particular,
for the less consolidated sediments of Unit IIIa, the
assumption that the matrix properties have little
dependence on effective pressure and hence on
depth is probably not valid. Matrix properties
would therefore evolve with depth, and the cali-
bration made on the cores at the bottom of the well
would not be valid for Unit IIIa.

[25] Another test of the suitability of our inver-
sion is to compute the total gas content as ’ (1–Sw)
(Figure 3c). As gas is not bound to clay minerals, this
value should be the same for our inversion using
either the total porosity or the effective porosity.
The use of total porosity instead of the effective
porosity in the Brie equations does not significantly

Table 1. Core Data Used for Determining the Matrix Sonic Properties, Assuming the Brie Equations Involve the Effective
Porosity, i.e., the Total Porosity Minus the Bounded Watera

Sample
Depth
(mbsf) Vp From Log

Vp/Vs

From
Log

Effective
Porosity

From Core
Matrix P Wave
(Local Inversion)

Matrix
Vp/Vs

(Local
Inversion)

Matrix P Wave
(Global Inversion)

Matrix
Vp/Vs

(Global
Inversion)

1509.7 2584 m/s (118 s/mft) 2.10 19.4% 4486 m/s (59 s/mft) 1.64 5130 m/s (59 s/mft) 1.68
1519.2 2378 m/s (128 s/mft) 2.36 26.2% 5255 m/s (67 s/mft) 1.69
1533.3 2408 m/s (127 s/mft) 2.22 27.5% 5733 m/s (62 s/mft) 1.60
1541.4 2451 m/s (124 s/mft) 2.30 23.7% 4927 m/s (53 s/mft) 1.70
1550.4 2428 m/s (126 s/mft) 2.33 22.2% 4542 m/s (58 s/mft) 1.72
1559.7 2456 m/s (124 s/mft) 2.29 24.5% 5130 m/s (68 s/mft) 1.68

aThe bound water content was measured from cation exchange capacity measurements. As there are two unknowns (Vp for matrix, Vp/Vs for
matrix) for two data (Vp from log, Vp/Vs from log), if we assume we know the porosity, then the inversion can be performed at each depth.

Table 2. Core Data Used for Determining the Matrix Sonic Properties, Supposing the Brie Equations Involve the Total Porosity

Sample
Depth
(mbsf) Vp From Log

Vp/Vs

From
Log

Total
Porosity
From
Core

Matrix P Wave
(Local Inversion)

Matrix Vp/Vs

(Local
Inversion)

Matrix P Wave
(Global Inversion)

Matrix Vp/Vs

(Global
Inversion)

1509.8 2580 m/s (118 s/mft) 2.08 27.8% 6541 m/s (47 s/mft) 1.58 8686 m/s (35 s/mft) 1.63
1519.6 2375 m/s (128 s/mft) 2.37 36.4% 5917 m/s (52 s/mft) 1.10
1533.4 2405 m/s (127 s/mft) 2.22 37.4% 6865m/s (44 s/mft) 1.11
1541.8 2418 m/s (126 s/mft) 2.27 34.7% 8580 m/s (36 s/mft) 1.65
1550.8 2448 m/s (125 s/mft) 2.21 34.5% 5816 m/s (52 s/mft) 1.09
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change the computed gas content profile (Figure 3c),
exhibiting a peak of 2% of the rock volume. Thus,
gas content is generally independent of matrix sonic
parameters and is robustly determined by our
analysis.

[26] This low gas saturation favors the use of the
simple equation (5) for describing the triphasic
state. In equation (5), the formation of menisci on
the skeleton compliance is ignored as gas saturation
was expected to be low. Our results are therefore
self‐consistent. From these analyses, we believe
that our inverted porosities and gas contents are
reliable for Units IIIb and IV.

7. Discussion

[27] The effective porosity we compute is ∼10%
smaller than the porosity obtained from the litho-
density log (Figure 3a). This porosity is calculated
from the bulk density log (rb) using the assumption

of a constant grain density (rg) of 2.65 g/cm
3, which

is consistent with direct measurements on cuttings,
and of a constant water density (rw) of 1.024 g/cm3

[Blum, 1997]:

� ¼ �b � �g
�w � �g

: ð8Þ

The mass balance described by equation (8) involves
the total porosity [Brown and Ransom, 1996], as
does the calculation of core and cuttings sample
porosity values from moisture and density data,
which generally agree with the lithodensity log
values. In Units IIIb and IV, the difference between
the effective porosity (e.g., derived from the sonic
log or electric resistivity log) and total porosity
(e.g., derived from the lithodensity log) reflects dif-
ferences in hydrous clay mineral abundance. The
difference between the two porosity calculations
correlates well with the total clay content measured
on core samples (Figure 6), suggesting that this

Figure 6. Comparison of water content bound to clay minerals and the total clay content from XRD analyses [Saffer
et al., 2010]. Bound water content is computed by differentiating the effective porosity (or macroporosity) derived
from the sonic log from the total porosity derived from lithodensity log.
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difference may also be related to the bound water
or interlayer water of clay minerals.

[28] The gas saturation we compute ranges from ∼0
to 5% (f 3b). The downhole distribution of gas
appears very heterogeneous, with several zones of
increased gas content. The thickest of these zones
extends from 1050 mbsf to ∼1200 mbsf and also
includes the highest level of gas saturation. The
upper extent of this zone coincideswith theUnit IIIa‐
IIIb boundary (1037.7 mbsf) where three shallow
faults dipping 3°−10° to the NW have been recog-
nized in log images and interpreted as thrust faults
[Saffer et al., 2010]. The base of this zone is
located at the depth of a broad maximum in total
organic content (TOC), as defined from cuttings
samples [Saffer et al., 2010]. This correlation is
consistent with the in situ production of gas from
local degradation of organic matter, possibly com-
bined with upward gas migration within Unit IIIb.
Observations at Site C0009 indicate that sediments
deposited in the lower Kumano fore‐arc basin,
beneath a regional seismic surface (interface S2, in
Figure 1), are a likely source of the gas. Consid-
ering the heat flow of 40 mW/m2 measured at
nearby Site C0002 and estimated downhole tem-
peratures of ∼50°C at ∼1600 mbsf at Site C0009
and < 40°C at 1200 mbsf at Site C0002 [Kinoshita
et al., 2009; Saffer et al., 2010], gas produced at
these depths is most likely biogenic.

[29] The seismically traceable layer that includes
Unit III at Site C0009 and its equivalent at Site
C0002 is thickest in two minibasins, one located
around Site C0009 and one forming a syncline
∼6 km SE of Site C0009 (Figure 1). The overlying
Unit II is a sequence of muddy and sandy turbidites
tilted to the north by about 5° and onlapping seis-
mic surface S2 [Saffer et al., 2010]. At Site C0002,
Unit II hosts gas hydrate at the level of the BSR at
about 400 mbsf. The organic matter generating the
gas hydrate is likely not local to Site C0002, as
neither lignite nor wood were found in the sedi-
ments of any Unit at C0002. Gas may therefore
have migrated to this site to form the gas hydrate.
We suggest that the gas originates from organic
rich layers in the basins buried below seismic
surface S2, migrates upward, and accumulates in
the dipping layers of coarser sediments deposited
above the seismic surface. Subsequently, the gas
would migrate updip toward the southern (seaward)
edge of the Kumano Basin in the vicinity of Site
C0002. This may explain why the BSR displays
a stronger reflectivity in the seaward part of the
basin (near Site C0002) and not immediately above

the deep basins further landward, near Site C0009
(Figure 1).

8. Conclusions

[30] We used high‐quality sonic data obtained at
Site C0009 to infer the porosity and gas saturation
within the sediments of the Kumano fore‐arc basin,
offshore Japan. Two primary results are generated
from these analyses. First, our results show that the
effective porosity affects the sonic properties of the
clay sediments at the bottom of the borehole
(∼1500 mbsf). We generate consistent results if we
compare the effective porosity derived from CEC
analysis on core samples, porosity estimated from
the resistivity logs, and the results of our inversion
of sonic log data. We also obtain good agreement
between the total porosity derived from litho-
density data and the total porosity from moisture
and density data on core samples. As a result of
these reliable and consistent data sets, we can
estimate the water content stored in the intergran-
ular porosity, a parameter otherwise difficult to
obtain in a borehole with limited coring.

[31] Second, we provide further constraint on the
porosity and gas saturation within the Kumano Basin
sediments. We infer that a substantial amount of
water, corresponding to about 10% porosity, is
bound to clay minerals. The gas saturation does not
exceed 5%, but this is enough to alter the P wave
velocity profile substantially. Our inversion results
show that the gas distribution is heterogeneous, but
that most of the gas occurs within a lithologic unit
having a high organic carbon content. This sug-
gests that in situ bacterial gas production is the
primary factor controlling free gas distribution at
Site C0009 and probably within the fore‐arc basin
as a whole. However, the distribution of free gas
and gas hydrate at the scale of the Kumano fore‐arc
basin suggests that gas is ultimately able to escape
from the organic carbon rich layers deposited in the
lower part of the basin and migrate obliquely along
permeable fractures and/or dipping sand layers to
shallower and more seaward parts of the basin.
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Abstract 9 

During the Integrated Oceanic Drilling Program (IODP) Expedition 319, Site C0009 10 

borehole was drilled within the Kumano Basin, a forearc basin related to the Tô-Nankai 11 

subduction trench offshore the Kii peninsula, and underlying accretionary wedge sediments. 12 

This was the first scientific ocean drilling borehole drilled with riser technology, which 13 

enables the use of drilling mud. Because of its higher density, mud was overpressurized 14 

relative to the in-situ fluid pressure. By quantifying this process, we could estimate the 15 

hydraulic parameters along the borehole. 16 

The HRLA tool (High Resolution Laterolog Array) simultaneously records apparent 17 

resistivity for different depths of penetration. By inverting the HRLA data, we could compute 18 

the varying invasion diameter down the borehole, which can then be converted into 19 

permeability. This data is complementary to the direct permeability measurements done with 20 

the wireline Modular Testing Tool (MDT): it enable the extrapolation of the point-wise 21 

hydraulic tests to the full borehole.  22 

Results indicate that permeability at the metric scale varies little with depth (over the 23 

1600 m borehole extent), changing significantly only when entering a new lithology unit. 24 

Within each lithological unit, permeability remains almost constant, in contrast with porosity 25 

profiles that decrease more sharply with depth. The permeability values are several orders of 26 

magnitude larger than the permeability measured from cores. The permeability we derived is 27 

at the metric and seems therefore to be controlled by the fracture density.28 
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1)	
  Introduction	
  29 

The Nankai Trough Seismogenic Zone Experiment (NanTroSEIZE) aims to understand 30 

the mechanics of the Tô-Nankai subduction zone and its accretionary prism, the location of 31 

several historic earthquakes of magnitude greater than 8. The most recent earthquakes 32 

occurred in 1944 and 1946 [Kinoshita et al., 2006]. The NanTroSEIZE program is a 33 

coordinated, multi-expedition drilling project within IODP, with several holes drilled along a 34 

transect perpendicular to the Nankai trough (figure 1). Hole C0009A was drilled within the 35 

sediments of the Kumano forearc basin and underlying accretionary wedge sediments. The 36 

expedition included several breakthroughs in academic oceanic drilling [Araki et al., 2009]: 37 

e.g. first riser deployment, first cuttings and first mud gas recovery and analysis. The 38 

HRLATM (High Resolution Laterolog Array) could be used to recover first-class electric data. 39 

In this paper, we show how these data highlight the invasion of the overpressured mud filtrate 40 

into the formation and provide indirect but continuous information on permeability. 41 

 42 

We aim to quantify invasion within Hole C0009A, that extends down to 3600 mbsl 43 

(1600 mbsf), with casing to 700 mbsf. Only the last 90 meters of the borehole were cored, 44 

however cuttings collected throughout the majority of the borehole were used to decipher 45 

sedimentology. Integration of cuttings analysis with logging data allowed the recognition of 46 

four main lithological units [Saffer et al., 2010]:  47 

• Unit I (shallow forearc basin sediments) extends above the logged section and is 48 

not discussed in this paper. 49 

• Unit II extends from 700 mbsf to 790mbsf consisting of shallow forearc basin 50 

sediments. It is composed predominantly of unconsolidated silty clay, with some 51 

silt and sand interbeds and minor interbeds of volcanic ash.  52 
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• Unit III extends from 790mbsf to 1280mbsf (lower forearc basin sediments). It is 53 

dominated by silty mud and mudstone. Subunits IIIa and IIIb are separated by a 54 

sub-horizontal fault contact identified in logging images. Sediments at the base of 55 

Unit III (the 1168–1280 mbsf interval) appear to be similar to the lower Unit III 56 

at Site C0002. Gas monitoring showed intense degassing in this unit. 57 

•  Unit IV extends below the unconformity at 1280mbsf representing a 3.3 Myr 58 

hiatus. It is primarily composed of consolidated silty mudstone and minor silt 59 

interbeds. In terms of sedimentary facies, this unit resembles the Unit IV accreted 60 

sediments below the forearc basin at nearby Site C0002 but clear evidence of 61 

accretion in a trench setting is lacking at Site C0009. It is therefore interpreted 62 

either as a weakly deformed package of accreted trench sediments, or as trench-63 

slope deposits overlying the early prism.  64 

2)	
  Deriving	
  permeability	
  from	
  invasion	
  of	
  the	
  formation	
  by	
  borehole	
  fluids	
  65 

To ensure borehole stability during drilling and to prevent blowouts, borehole mud is 66 

overpressured relative to the formation pore pressure. This tends to induce the invasion of 67 

drilling mud into the formation sediments/rocks, hence invasion can be used as a passive in-68 

situ hydraulic test. Quantifying this phenomenon can provide an estimate of formation 69 

permeability at the scale of invasion (a few tens of centimeters). As data are acquired along 70 

the whole borehole, we can generate a full permeability profile, that complements the point-71 

wise hydraulic tests conducted during Expedition 319 with the MDT (Modular Dynamic 72 

formation Tester) wireline tool and the permeability measurements on cores. 73 
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2	
  a)	
  Laterolog	
  data	
  74 

The HRLATM laterolog wireline tool records simultaneously the apparent resistivity data 75 

for six electrode configurations. Mode 0 has the shallowest depth of penetration and is mainly 76 

sensitive to the borehole fluid. Mode 5 exploits the full tool length (24.ft) to reach a depth of 77 

penetration of 50 inches. Vertical resolution reaches 12” (~30 cm). The different depths of 78 

penetration give insight into the lateral heterogeneities of the formation, and especially to the 79 

extent of invasion of the rock formation by the borehole fluid. 80 

The apparent resistivity curves recorded in Hole C0009A are given in Figure 1. The 81 

resistivity curve for the smallest depth of penetration is separated from the resistivity curve 82 

for the largest depth of penetration, indicating lateral contrasts in resistivity. Drilling mud has 83 

a high content of NaCl, KCl and NaOH, and is very conductive. Hence mud filtrate 84 

significantly lowers the electrical resistivity of the invaded zone, and strongly affects the 85 

shallowest penetration HRLA measurements.  86 

A first inspection of the raw permeability shows a good correlation between the ratio of 87 

the two deepest HRLA resistivities and the different lithological units. From a visual 88 

inspection, we can estimate that unit II is much more invaded than units III and IV, and 89 

presumably more permeable. Invasion within each lithological unit seems broadly 90 

homogeneous, with major changes only at unit boundaries.  91 

2	
  b)	
  Quantifying	
  invasion	
  from	
  electrical	
  data	
  92 

To better quantify the extent of invasion, we need to invert the spatial variation of 93 

resistivity from the electrical data.  94 

We assume the invasion front is sharp. There are therefore three axisymmetric zones: (1) 95 

the borehole, of radius , filled with mud, whose resistivity is very small due to the large 96 

quantity of salt and soda inserted within the liquefied mud; (2) the invaded zone of diameter 97 
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, its resistivity  ; and (3) the rock formation of resistivity, traditionally named “true 98 

resistivity”  . The five parameters of the model ( , , ,  and ) can be 99 

determined from the five recorded resistivity measurements. 100 

We used the Schlumberger Geoframe software to invert the invasion data for all logged 101 

depths. Results were tested by computing the HRLA results computed with two direct models 102 

made with COMSOL (http://www.comsol.com/products/multiphysics/) and Getfem++ 103 

(http://download.gna.org/getfem/html/homepage/index.html).  104 

 Data are summarized in Figure 2a, together with the duration time between drilling and 105 

logging.  106 

2	
  c)	
  Hydrologic	
  model	
  of	
  invasion	
  107 

Invasion of the medium by borehole fluid is controlled by the hydraulic properties of the 108 

medium. If the borehole were perfectly cylindrical and if the medium were isotropic, the fluid 109 

diffusion of the medium is expressed as  110 

       (1) 111 

where  is the hydraulic diffusivity in m2/s. The hydraulic diffusivity is the 112 

combination of the permeability k in m2, of the specific storage of medium Ss in Pa-1, and of 113 

the fluid viscosity  (in Pa.s) 114 

Dth =
k

ηSs
      (2) 115 

We assume that the fluid invasion process does not affect the borehole overpressure 116 

. Using Laplace transform, Carslaw and Jaeger (1959) compute the 117 

solution of this problem as a series, whose first order solution is 118 
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       (3). 119 

We infer the flow rate coming out of the borehole on a section of length L as 120 

Q = −2πrbL
k
η
∂p
∂r r=rb

=− 2π k
η
L rb Δp − 1

2 rb
− 2

πDtht
⎛

⎝⎜
⎞

⎠⎟
  (4). 121 

From mass conservation, the fluid invading the formation to an invasion radius has 122 

percolated through the borehole wall during the invasion time , taken as the duration time 123 

between drilling and logging.  124 

          (5) 125 

Using equation (4), we express the total volume of borehole fluid invading the formation as 126 

        (6) 127 

Inverting this equation, we retrieve the permeability from the invasion diameter, the invasion 128 

duration and porosity: 129 

  (7) 130 

Typically  and . Hence , and the 131 

above equation simplifies to  132 

           (8) 133 

2	
  d)	
  Permeability	
  results	
  134 

Several parameters need to be determined to use equation 8. In the controlled environment 135 

of riser drilling at Hole C0009A, most parameters could be retrieved (Table 1). 136 
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 For each logging depth, we retrieved the duration time between drilling operations and 137 

logging. We compile this information in Figure 2b.  138 

A full profile of effective porosity (porosity contributing to the storage and transportation 139 

of external fluids) has been obtained from extrapolation of core data (in part of the borehole) 140 

with the help of sonic data (for the entire borehole section discussed here) (Doan et al, 2011). 141 

The major unknown is , the viscosity of the fluids circulating through the formation. It 142 

ranges between , the viscosity of the mud inserted within the borehole, and 143 

2 , the viscosity of pure water. We used a viscosity of , to fit the 144 

permeability results determined from the MDT dual packer tool at 1540 mbsf, a measurement 145 

similarly conducted at the metric scale.  146 

Figure 2c gives the permeability results computed from this operation. There is no 147 

significant variation in permeability with depth within each lithological unit, but variability 148 

between units. In unit II, average permeability is , in unit III: 149 

, in unit IV: . Poor borehole conditions in unit IV prevent a 150 

good quantification of permeability except in the short section in gauge, near 1540 mbsf, 151 

where the MDT tests were conducted.  152 

Permeability differences are clearly a function of lithology, varying between units. The 153 

more sandy unit II (upper Kumano forearc basin) has the highest permeability, greater than 154 

the finer grained unit III of the lower Kumano forearc basin. In unit IV, the discrepancy 155 

between effective and total porosity (figure 4) suggest large clay content. This may explain 156 

why permeability diminishes although fracture permeability is higher within this unit, which 157 

is interpreted as the upper part of the early accretionary prism. We note that our results are 158 

reliable only in the cleanest part of the borehole, where it is kept in gauge, which suggests that 159 

fracture density is only moderate in these borehole sections.  160 

206



7 

 161 

3)	
  Discussion	
  162 

3	
  a)	
  Mud	
  cake	
  	
  163 

Clay particles within the mud should build a mud cake isolating the borehole from the 164 

formation. In case of Hole C0009A, several clues indicate that mud cake is very poor. First, 165 

the inversion of the HRLA results suggests a large invasion diameter. This result is confirmed 166 

by the dual-packer hydraulic test with the Modular Dynamic Formation Tester (MDT). Boutt 167 

et al. (2012) could numerically fit the data of the MDT hydraulic test, only if an invaded zone 168 

30 cm thick preexists. Second, the gamma-ray data is flat (non-variable), whereas drill 169 

cuttings suggest lithological variation downhole. Spectral gamma-ray data should decipher 170 

the contribution of the K-Cl rich borehole mud and of the K-rich clay within the formation. 171 

Yet, the K content within the formation is non-variable. This suggests that the K-Cl rich 172 

borehole fluid saturated the formation.  173 

Good quality mud cake would limit the invasion radius and hence should be considered 174 

when estimating permeability from invasion. However, because of ample evidence of a 175 

poorly developed mud cake, we can assume that the permeability data derived here from the 176 

inversion of invasion is a valid estimate.  177 

3	
  b)	
  Comparison	
  with	
  other	
  hydrological	
  data	
  from	
  the	
  borehole	
  178 

The permeability derived from the laterolog data is a good complement to the Modular 179 

Dynamic formation Tester (MDT) tool results. This tool gave two different types of data. The 180 

first one is the dual-packer test, in which a pumping test is conducted within a chamber of 1 m 181 

borehole length separated by two packers. Boutt et al (2012) interpret the dual-packer test at a 182 

depth of ~1540 mbsf and derive a formation permeability equal to , 183 
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which is the same order of estimate as the permeability computed from electrical invasion in 184 

this study.  185 

The other type of MDT hydraulic test is the single probe test. A metallic hose is punched 186 

through the mud cake to perform a mini slug-test. A small volume of water (a few cc) is 187 

pumped out and the recovery documents the hydraulic properties of the local formation. 188 

Several single-probe tests were performed down the C0009A borehole (figure 2b). Many of 189 

these test results agree well with the permeability profile determined from invasion here. The 190 

other test results give larger permeability than the invasion-derived values. Poor mud cake 191 

development may explain this trend: as the borehole fluid can contribute to the pressure 192 

recovery of the single probe test, recovery from pumping tests is faster, yielding larger 193 

apparent permeability. Also, the electrical method measures formation properties at the metric 194 

scale (relative to centimetric scale for the single probe test), and therefore may average out the 195 

permeability variations sampled by the single-probe. The permeability profile we derive from 196 

log-derived invasion values is therefore smoothed. 197 

All hydraulic tests performed in situ yield permeability results much larger than the core 198 

permeability (around 10-19m2 [Boutt et al, 2012; Saffer et al, 2013]) in unit IV. This has been 199 

attributed to the presence of fractures at the metric scale, most common in this unit (likely 200 

accretionary wedge material).  201 

The HRLA data are recorded over lengths reaching 24ft (~7.3m), with a nominal vertical 202 

resolution of 12” (~30cm). The permeability data derived from HRLA data therefore have the 203 

same scale as the MDT data, which explains the consistent results. 204 

3	
  c)	
  Physical	
  control	
  of	
  permeability	
  within	
  the	
  Kumano	
  Basin	
  205 

 In clay minerals, water can be either bound to hydrous minerals (e.g. smectite), or located 206 

in pores between the grains [Mitchell and Soga, 2005]. Effective porosity refers to the volume 207 
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of water contained only in the intergranular pores [Ellis and Singe, 2007]. Total porosity 208 

corresponds to the sum of this volume and the volume of water bound to clay minerals and is 209 

computed from Moisture And Density measurements [Blum, 1997; Henry, 1997]. Bound-210 

water content is computed from Cation Exchange Capacity (CEC) measurements [Henry, 211 

1997; Bourlange et al., 2003; Conin et al. 2011]. Total porosity, bound water content, and 212 

effective porosity, were determined on core samples (Figure 3b), but cuttings from the rest of 213 

the borehole were not reliable for this purpose. Using high-quality sonic data, Doan et al 214 

[2011] were able to extrapolate both total and effective porosity from core along the whole 215 

C009A borehole (figure 3b). Sonic data have a large depth of penetration. They are therefore 216 

less sensitive to poor borehole condition than electric data. Hence, the porosity profile of 217 

figure 3b covers a larger portion of the borehole than the permeability data of figure 3a.   218 

There is a general trend of reduction of porosity with depth, with no sharp changes in 219 

porosity when entering lithological units, contrary to permeability. Effective porosity is much 220 

lower than total porosity, especially in unit IV, where is reaches 15%. This suggests large 221 

amount of bound water, and therefore large clay content (Doan et al, 2011).  222 

Although the effect of scale on permeability is attributed to fractures (Boutt et al, 2012), 223 

permeability correlates with the microphysical properties assumed to control core 224 

permeability. Figure 4a shows that permeability is positively correlated with macroporosity, 225 

derived from sonic data. Permeability is also negatively correlated to clay content retrieved 226 

from cutting and core data (figure 4b). That dependence of macroscopic data on small-scale 227 

properties in a fracture-dominated medium may be an indirect effect on the control of the 228 

fracture pattern by lithology.  229 
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4)	
  Conclusion	
  230 

In this paper we show that a full and reliable formation permeability profile can be 231 

derived from resistivity log data, in this example from the Kumano forearc basin and upper 232 

accretionary prism of the Nankai Trough forearc. We use a simple model of invasion of the 233 

formation by the borehole fluid from these continuous log data to extend the precise but 234 

point-wise MDT results.  235 

Combining these techniques and results, we find that the formation permeability range at 236 

the metric scale is much larger than the permeability determined from cores (see also Boutt et 237 

al (2012) for extended discussion about scale effects). Permeability is constant within each 238 

lithological unit but varies between units, suggesting that compaction and loading history is 239 

not a significant controlling parameter of permeability within the Kumano basin. Surprisingly, 240 

the lowest permeability was recorded in the accretionary wedge unit (below the Kumano 241 

forearc basin), which is more fractured, but also richer in water-bounding clay. Precisely 242 

defining how these competing parameters determine hydrologic properties at a range of scales 243 

is therefore crucial for proper assessment of the hydraulic properties of accretionary wedge 244 

and basin materials, one of the objectives of the subsequent phases of rising drilling of the 245 

NantroSEIZE project.  246 

247 
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292 
Figure 1 Electrical data collected within Hole C0009A. The HRLA tool records apparent 293 

resistivities for various depths of penetration. Mud conductivity and resistivity of the invaded 294 

zone were recorded independently.  295 
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 296 

Figure 2: Inversion of HRLA data at Hole C0009A. a) Estimation of invasion extent from 297 

inversion of HRLA data. b) Duration time of invasion process, between opening of the hole 298 

by drilling and logging time, from driller logs. c) Computation of permeability profile, 299 

compared with MDT results, either single probe (black circles) or dual-packer (red square). 300 
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 301 

Figure 3. Comparison of the full permeability profile derived from inversion of invasion 302 

and the full porosity profile derived from sonic data at Hole C0009A. a) Permeability data 303 

derived from inversion. We kept data with good borehole conditions (rb < 12. 5’’) . b) 304 

Effective porosity data derived from sonic data [Doan et al, 2012] (solid blue line) is 305 

consistent with the effective porosity data derived from Archie law applied the resistivity of 306 

the invaded zone (red dots, with extensive porosity overestimation where borehole conditions 307 

are poor) and the effective porosity derived from cores (yellow diamonds). Effective porosity 308 

is less than the total porosity, as computed from the lithodensity log (gray circles) or the core 309 

moisture and density (mauve open diamonds).  310 

311 
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311 
Figure 4. Relationship between permeability and other hydrological parameters, Hole 312 

C0009A. (a) Cross-plot between the full metric-scale permeability profile derived from 313 

inversion of invasion and macroporosity derived from sonic data. Macroporosity is the 314 

intergranular porosity, with interconnected pores expected to control the matrix permeability.  315 

(b) Cross-plot between permeability and clay content derived directly from cuttings and core 316 

data.  317 
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 318 

 Borehole radius HDMX/2 (maximum caliper diameter) 

 
Diameter of invasion Inversion of HRLA laterolog data 

 
Difference between pressure in the well and in the 

borehole 
MDT pore pressure - hydrostatic pressure 

 Fluid viscosity 20 Pa×s 

 Macroporosity From SonicScanner data (Doan et al, 2011) 

 Duration of invasion Time between drilling (from driller’s log) and logging 

 319 

Table 1: List of parameters used in the inversion, and their origin. 320 
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