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Chapter 1

Introduction

The goal of this document is to describe and make some connection through the
scientific works produced with my involvement, particularly since finishing doctoral
studies at the end of 2012. Broadly, these works address the question of how bound-
aries affect the transport or mobility of soft condensed matter. To give a some meaning
to what we mean by boundaries in this document, we make a slight distinction. On
one hand, we consider the first few molecular layers — be they polymeric macro-
molecules, the first few fluid layers, or the atoms or monomeric units separating two
phases. This interface, even if just a few molecular layers thick, can drastically alter
the slip boundary condition [1, 2], which is so important at micro- and nano-scales
for determining the structure and dynamics of flow. On the other hand, we can
also consider the box that contains the soft matter in question; examples include the
hard, “simple” [3] surface of a silicon wafer or glass cover slip, an air medium above
a thin polymer film, or the soft walls of a PDMS microchip. Of course, even this
modest hard boundary can have major impacts on the transport of, for example,
colloidal particles as a result of the no-slip hydrodynamic boundary condition and
associated velocity gradients. Diffusion along these gradients gives rise to a nontrivial
advection-diffusion coupling that engender the enhanced spreading dynamics called
Taylor dispersion [4–6]; furthermore, if this classical no-slip condition is applied on
a soft boundary, and even while it is the standard hydrodynamic recipe at macro-
scopic scales, the resulting hydrodynamic stresses may deform this former and in
turn drastically modify the flow and particle transport [7, 8].

In this previous, first paragraph, the three main topics covered in this manuscript
have thus been briefly described. These are: (i) the hydrodynamic boundary condi-
tion and surface mobility of polymeric liquids; (ii) Taylor dispersion —that is, the
advection-diffusion coupling that leads to enhanced particle spreading dynamics—
near interfaces and in pre-asymptotic temporal regimes; (iii) the coupling between
elasticity and hydrodynamics in micro- and nano-fluidic contexts. Next, we provide
a short overview of the main concepts necessary to understand the presented works
in Chapters 3, 4 and 5. Especially for the polymer outline, these basic concepts
are mainly textbook descriptions of the phenomena at play; a few basic elements
of current research appear in the sections on interfacial interactions, diffusion and
elastohydrodynamics. The following chapter contains the main ingredients of the ex-
periments performed and the minimal theoretical frameworks used to interpret them.

– 1 –
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We then begin to describe the research works, with contextual introductions provided
at the beginning of each of the associated chapter sections. A short conclusion chap-
ter makes finally an attempt to link these research topics, especially in the context of
my future plans for research. An appendix describing some of the other works that
I have not covered in detail is included in the end.

In writing the different chapters, I have made an effort to combine the yin and
yang of continuity and self-containment. This means that each chapter and each
section is briefly connected to the previous or following ones in a concluding or
introductory paragraph. Then, the work to be described is put into context with
respect to the specific literature surrounding the topic and finally the specifics of
our work are described. The hope, therefore, is that an interested reader should be
able to read any section or any number of sections in a self-contained manner, while
very motivated readers should have a feeling for the connection between each of the
works in reading the document ‘from-A-to-Z’. Lastly, in the scientific discussion of
the middle chapters, I may have glossed over details of certain calculations, or, some
technical rigour of the experimental methods at play may be missing. As each section
is describing a previously-published result, the hope is that readers interested in such
details will accept to find them in the associated articles, wherein such rigour has
been demonstrated to the best of our abilities.

1.1 Basic concepts

Before a detailed discussion of polymer films with thickness on the order of a few tens
of nanometers to a few tens of micrometers, we briefly describe some key concepts
polymer physics [9–11] describing chain conformations in bulk, in solution and in the
presence of ions, their free energies, polymer overlap in solution and entanglement,
along with some basic concepts in polymer melt and solution rheology, shear thinning
and the glass transition.

In following subsections, we describe other basic concepts including surface ten-
sion, electrostatic theory and the slip boundary condition in a short section devoted
to surface energetics and surface stress. A brief discussion of diffusion near inter-
faces follows, also including an overview of the basic concepts of Taylor dispersion;
this chapter closes with some elements of elastohydrodynamics that are needed for
the final scientific chapter of this manuscript. Readers already familiar with these
subjects may skip directly to Chapter 2 or to Chapter 3.

1.1.1 Bulk polymer physics

Polymer chain dimensions: melts, solutions, polyelectrolytes

For the case in which a sample is composed of polymer chains that are much longer
than a so-called persistence length [11] of a few to ten monomers for most synthetic
polymers, the conformation of the chains in a melt at equilibrium is that of a Gaussian
random walk. Here, the melt refers to a condensed matter system for which there is
no solvent present. Cotton and co-workers [12], as well as many others as reviewed by
Fetters and co-workers [13], demonstrated this hypothesis using small-angle neutron
scattering experiments. The data, obtained from samples composed of mixtures of

– 2 –
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deuterated and hydrogenated chains and over many independent chain lengths, is
exceptionally-well described by the Debye function [11]. Such a function considers
scattering from random-walking objects with radius of gyration1 Rg “ amN

1{2{
?

6,
where am is the effective monomer size and N the number of statistically-independent
monomers. To give an order of magnitude, the typical monomer size is 1 nm, while
N is on the order of 100 to 1000. We thus expect chain sizes in the range of a few,
to 100 nm.

Deviations in size from the mean end-to-end distance of the first and last monomers
on the chain, xRy “

?
6Rg, can be predicted based on random walk statistics. Such

considerations give a Gaussian probability distribution [9–11] for R with typical vari-
ance a2

mN up to a numerical prefactor. These probability distributions are important
for the physics of polymers as they permit to define the entropy of a polymer chain,
and thus its free energy. Considering that the free energy is mainly entropic and
due to the enumeration of different random walking configurations for a given chain
size, the Gaussian probability density gives a free energy quadratic in the chain size
and proportional to kT , the thermal energy. Melt polymer chains are thus entropic
Hookean springs. In the standard polymer references cited above, this molecular
force law is used to compute the macroscopic bulk modulus for elastomers with
strand length N . The result is

G «
kT

a3
mN

, (1.1)

giving moduli of some kPa to an MPa, and orders of magnitude less than the typical
moduli of GPa for covalent and ionic solids. The entropic nature of the chain con-
figuration, giving kT for the energy scale and combined with the effectively enlarged
length scale due do the fact that N " 1, is responsible for the softness of rubbery
materials.

Introducing a solvent that dissolves the polymer molecules, and considering only a
single isolated molecule in dilute solution, Flory [9] hypothesised the essential balance
leading to chain conformations in solution. Herein, an excluded volume interaction
is added to the configurational one of the previous paragraph. As the density of
monomers controls the number of such exclusion interactions, the tendency is to swell
the chain whereas the configurational contribution above tends to minimize the chain
size. The balance of the two contributions leads to a so-called Flory radius, RF „ Nν

where the exponent, while an irrational number [14], is given by ν “ 0.588 ¨ ¨ ¨ « 3{5
for excluded volume interactions.

Besides excluded volume interaction, an aqueous solvent may implicate ions that
dissolve off of the polymer chain backbones. As such, ionic polymers, or polyelec-
trolytes, may swell even more than suggested from the excluded volume interactions
of the previous paragraph [15]. For such polyelectrolytes, the Coulomb repulsion ren-
ders the excluded volume interaction weak in comparison to the chain stretching [11].
Therefore, balancing the Coulomb repulsion with the configurational entropy of a sin-
gle chain leads to a linear scaling of the chain size for polyelectrolytes, Rpe „ Nν

with ν “ 1, valid until the solution’s screening length is equal to the chain size. The

1That is, the root-mean-square distance from the center of mass of the chain.
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prefactor in this linear relationship depends on the linear charge density of the chain,
the Debye (Eq. 1.3) and Bjerrum (Eq. 1.4) lengths [16] and monomer size.

Whether excluded volume or Coulomb interactions serve to swell the chain in
solution, distinct chains begin interact with one another at all times above the so-
called overlap concentration, φ˚, with φ the volume fraction of monomers. This
overlap concentration, depending on the chain length and dominant swelling mech-
anism, is defined by the concentration in monomers of the pervaded volume in the
dilute case; that is, φ˚ “ a3

mN{R
3
F, φ˚ “ a3

mN{R
3
pe for Flory and polyelectrolyte

chains, respectively; we thus generally have φ˚ „ N1´3ν . Well above this concentra-
tion, a key length scale is the correlation length, ξ, the typical distance needed to
cross another chain. This length is defined as the size of a dilute, swollen chain with
monomer number g needed to reproduce the experimentally chosen concentration,
thus ξ „ gν giving ξ „ φ´ν{3ν´1. Since we only encounter one chain below this scale,
dilute statistics apply to the correlation segment; meanwhile, the correlation “blobs”
—as they are called in the literature— are space filling, which leads to a screening of
the swelling mechanisms. In essence, since each blob is identical in a statistical sense,
the chain conformation is a random walk. For these semi-dilute random walks, am is
replaced with ξ and the N with the number of blobs N{g, giving R „ ξpN{gq1{2 for
semidilute chains, both ξ and g dependent on the concentration.

Polymer chain dynamics, entanglement and rheology
Just as in the end of the previous subsection where a distinction between short

and long chains in solution was made, there exists an important dynamical distinction
between “short” and “long” chains. For the melt, above a polymer-specific entan-
glement molecular weight [13], Me “ m0Ne with m0 the molar mass of a monomer,
the microscopic topological configuration becomes altered. This “topology” may for
example refer to the number of times a polymer chain is forced to “bend” around
another one. In the simulation literature on the so-called primitive path analysis,
this bending idea is made quantitative [17, 18]. More quantitatively predictive for
physico-chemical systems, when the polymer chain shares enough of its pervaded
volume with enough other chains according to the overlap criterion [13,19], it can be
considered as being entangled. Beyond the entanglement length for a polymer chain,
many macroscopic material properties are drastically altered. Two examples include
but certainly are not limited to:

˛ the zero-shear viscosity of a polymer melt, which scales as ηR „ N1 for short
chains, consistent with the Rouse model, whereas empirically we have that
ηrep „ N3.4 for long chains. The viscosity thus explodes for chains with N ą

Ne. The long-chain limit is well-captured by the “reptation” models of Doi
and Edwards, and de Gennes, which gives ηrep « ζN3{pamN

2
e q, where ζ is a

monomer-monomer friction coefficient;

˛ bulk, oscillatory shear rheology shows a remarkable, and sometimes decades-
long plateau in the storage modulus. This plateau modulus, G0

N, in anology
with rubber elasticity is linked to the entanglement molecular weight through
G0

N « kT
a3mNe

in analogy with rubber elasticity. In this näıve but instructive

view, entanglements are considered as crosslinks for times less than the so-
called reptation time, τrep „ N3{Ne [10,11], the latter describing the relaxation

– 4 –
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time of an entangled chain in the melt. By contrast, short chains in the melt
are described by the Rouse model and relax in a time τR „ N2.

These two examples are characteristic of melts, the same distinction could be made
with respect to semidilute polymer solutions, with Ne becoming dependent on the
concentration. In this document, we will not encounter such entangled solutions and
so we will not describe them further.

While the work presented here does not concern entangled polymer solutions, we
will present work implicating semidilute polymer solution rheology in Section 4.1.
For this rheology, an important concept is the molecular polymer relaxation time.
As we are concerned with short chains in semidilute solution, the Rouse model is
appropriate, predicting that the relaxation time is squared in the number of corre-
lation blobs, with a Zimm-like relaxation time for a blob providing the prefactor,
thus τsd « N2φp2´3νq{p3ν´1q. For a semidilute unentangled solution, shear rates sat-
isfying 9γ „ τ´1

sd define the crossover into non-Newtonian rheology. Specifically, such
solutions can be shear thinning [20–24], i.e. with a viscosity decreasing with shear
rate. Such observations could be explained with an approach exploiting the Pincus
blob model, with the main physical ingredient being that polymer relaxation modes
with relaxation time larger than the inverse shear rate do not contribute to the dis-
sipation. Therefore, with fewer modes dissipating at high shear rate, the viscosity
decreases according to a power law, η „ 9γ´1{2, as described by Colby et al. [21] with
the exponent 1{2 deriving from the Rouse dynamics being square in the number of
participating monomers.

Lastly, we make a few brief and simplistic comments on the temperature depen-
dence of polymer dynamics. Generally, polymer liquids become slower to relax at
lower temperatures. While many systems could be described by an Arrhenius-like
behaviour, the segmental dynamics of polymer liquids display a stronger temperature
dependence of the Vogel-Fulcher-Tammann type. In VFT dynamics, the temperature
in the Arrhenius law shifted by a finite amount, giving a divergence at a finite tem-
perature usually associated with the glass-transition temperature, Tg [11,25]. These
dynamics are often measured using rheology, i.e. by measuring the viscosity, or re-
lated quantities [26], as a function of temperature. Complementary measurements of
the thermal expansion coefficient or heat capacity as a function of the temperature
give evidence for some kind of a phase transition at the same temperature, yet the
question of whether this is an thermodynamic transition or a purely dynamical one
is open [27]. When polymers are confined, such measurements of the glass transition
temperature can be modified and seem to depend on the experiment. These modifi-
cations have thus spawned an ongoing, decades-long debate [28, 29] as to the origin
of the anomalous Tg, to be addressed in Section 3.2.1.

1.1.2 Interfacial energetic interactions and hydrodynamic stresses

We now discuss cases for which complex fluids are contained in flow domains with
thickness on the order of the chain size or a few tens of times larger, and perhaps up to
100 times. In this context, several interfacial concepts are key for the following work.

First, surface tension2, γ, is defined thermodynamically as the energy per unit

2We note here a collision of the notations used throughout my work: in the thin-film case, we
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area, or dynamically as a force per unit length. As described in many works [16,
30, 31], surface tension arises from a lack of intermolecular interactions that would
have been present in the bulk. For the liquids to be considered here, this lack of
neighbours at the interface gives rise to an energy cost of order kT per molecular
(i.e. monomeric) area. Below a scale of a few millimeters [31], surface tension is
normally a dominating force (over gravity, e.g.). Indeed, the surface tension gives
rise to the Laplace pressure [31], i.e. the pressure discontinuity encountered on
crossing a material interface. This pressure is given by

p “ γ ˆ 2C , (1.2)

where 2C “ ρ´1
1 ` ρ´1

2 is twice the interface mean curvature, ρi being the principal
radii of curvature. Thus, when a sample can be prepared with curvature gradients
at the interface, a flow can be observed [32–36]. These capillary-driven flows are
especially the subject of the work presented in Chapter 3.

Besides the surface tension, surfaces embedded in a liquid may develop a surface
charge if ions leave the surface and dissolve into the solution. In such a case, the
Poisson-Boltzmann theory [16, 30] can be applied to show that, approximately, the
charge density in the vicinity of the wall decays exponentially from the surface when
the surface potential is small compared to kT {e, with e the fundamental charge unit.
The Debye length,

`D “ p2`Bcq
´1{2 , (1.3)

determines the exponential decay length for the near-surface charge density and po-
tential, with the Bjerrum length

`B “
e2

4πεkT
, (1.4)

(1.5)

being the distance at which two elementary charges in a medium with permittivity ε
have electrostatic energy equal to kT . Like-charged particles near such a surface thus
experience an electrostatic repulsion which for our purposes it suffices to express as

Uel “ U0 expp´z{`Dq , (1.6)

where U0 depends particularly on the surface potentials of the particle and the wall
and the particle size. Such an electrostatic repulsion helps to build a depletion of
particles near the wall through a Boltzmann factor, thus the probability density scales
with P „ expp´Uel{kT q. Having described these few potential-derived interactions,
we turn now to dissipative interactions between a liquid and the substrate.

Under flow, the hydrodynamic slip boundary condition (BC) at the solid-liquid
interface may be non-trivial especially at nanoscales. When the size of a fluid sys-
tem approaches molecular dimensions, unexpected and intriguing results are often

use γ to represent the surface tension; whereas in Taylor dispersion studies, 9γ represents the shear
rate. Both are essential and ubiquitous in the relevant studies, and the context should make the
distinction clear.
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observed. In the polymer physics community, one well known example is the idea
that, in the fully liquid state, molecules may slide along a confining solid boundary.
This effect, called slip [37–46], was proposed by Navier in the early 19th century. It
was not until only a few decades ago, however, that this slip idea has gained traction
within the rheology community, starting with the observation of anomalous polymer
mobilities in oscillatory shear experiments observed in the late 1980’s [47] and in part
motivated by the pioneering remarks of de Gennes [3,48]. As described in Chapter 3,
the precise value of this BC may have dramatic impacts on the morphology and dy-
namics of flowing polymer films, especially when flow-domain sizes are below a few
hundred nanometres.

Considering a stress balance at an ideal solid-liquid interface, having no specific
interaction besides friction, we consider that the stress from the solid on the liquid is
proportional to the velocity there. Meanwhile, the stress in the liquid is proportional
to the shear rate, which allows us to collectively write

σsl “ κvx ; solid-liquid stress (ideal) ,

σll “ ηBzvx ; liquid-liquid stress .
(1.7)

Invoking Newton’s third law, we equate these two stresses thus

σsl “ σll , (1.8)

giving the ideal slip length as

bideal “
η

κ
. (1.9)

Normally, we expect that the solid-liquid stress is monomeric in nature, while the
viscosity is polymeric. This realisation [3,48] allowed for the hypothesis that polymer
molecules sliding on ideal surfaces could attain huge slip lengths, recalling that the
viscosity scales with N3 and N possibly reaching order 103 or 104.

Here we can separate two related lines of investigation linked to surface-tension-
driven flows: experiments designed to investigate the origins or important physical
ingredients controlling the slip phenomenon; and, experiments designed to elucidate
the importance of the slip boundary condition on the ensuing flow; these problems
are addressed in Chapter 3, while certain elements of the polymer and interfacial
physics described above appear in each of the chapters.

1.1.3 Near-surface colloidal transport

Colloidal particles are susceptible to the thermal fluctuations of their environment,
as often provided by an aqueous bath. The diffusion coefficient of an object is given
by the Einstein relation [49]

D0 “
kT

ζ
, (1.10)

where the friction coefficient, ζ, is given by the proportionality between drag force
and velocity. For the classical case of an isolated particle in a viscous medium, we
have the Stokes drag coefficient [50], ζ “ 6πηa, with radius a typically in the range
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of a few nanometers up to a couple of micrometers, and to be distinguished from the
subnanometric monomer size, am, above.

For a particle near an interface, friction of the liquid in between the particle and
the wall is modified as compared to the isolated-particle case. This modification gives
a position-dependence to the friction coefficient, ζ “ tζxpz, aq, ζzpz, aqu where z is the
distance between the particle center and the wall, and the two components denote
diffusion parallel and perpendicular to the wall. Computation of the drag coefficients
represents an involved, yet known, hydrodynamic calculation that was first done by
Brenner [51]. There is no closed form solution, yet both the x- and z-components can
be expressed as infinite series [51] and several closed-form asymptotic solutions exist.
Indeed, the Reynolds [52] drag force fd on a particle near a wall in the lubrication
limit shows the main features: the dependence is stronger in the vertical direction,
scaling with the inverse of the gap, h “ z ´ a, between the particle and the wall,
and thus diverging. This can be compared to the horizontal drag, scaling with the
inverse of the gap plus an offset; the parallel drag force saturates to a finite value.
Many workers, especially since the ‘90’s devoted efforts to studying diffusion near a
wall [53–57] and it remains an actively investigated topic [58–60]. We will come back
to these effects briefly in Chapter 4.

The above considerations were for the case in which the fluid is not in motion,
hydrodynamic transport giving a second component of the motion. If the particle
suspension is thus transported through a pipe, the advective transport and diffusive
motions become coupled. Hydrodynamically, a non-Brownian particle would remain
on a single streamline throughout its entire trajectory. Taylor considered, however,
the case for which a diffusive chemical species builds a concentration profile, cpx, r, tq
in a cylindrical pipe (radial coordinate r) with a parabolic flow profile of mean flow
velocity v0 along the x direction only. The advection-diffusion equation for this
problem is thus

D0pB
2
rc` r

´1Brc` B
2
xcq “ Btc` vxprqBxc . (1.11)

In this problem, a key timescale is the one taken for a particle or molecule to diffuse
across the flow domain of size h, given by τz « h2{D. When the considered advection
time is much larger than τz, Taylor argued to develop an effective diffusion equation
describing the concentration profile [4], as DxB

2
x1c “ Btc with x1 following the mean

flow and superficially identical to the static diffusion equation with a constant diffu-
sion coefficient. It should be noted, however, that this simple equation indeed hides
a considerable transformation of the original advection-diffusion equation. Indeed,
the key result is a dispersion coefficient defined as

Dx “ D0

`

1` αPe2
˘

, (1.12)

where the Peclet number, Pe “ hv0{D0, compares advective and diffusive transport,
and the coefficient α is dependent on the flow profile and channel geometry. For
Poiseuille flow in a cylindrical pipe we get α “ 1{192, while for the typical shear flows
near a wall that will be studied in Chapter 4, the coefficient is α “ 1{30. Regardless
of the flow geometry, Taylor dispersion thus gives rise to diffusive-like spreading that
is much more rapid than pure diffusion, enhancements reaching orders of magnitude
can be observed as long as the velocity gradients are sufficiently strong.
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Shortly after Taylor’s analysis of the solute dispersal problem, Aris [4] developed
a formal method of moments for the analysis that would allow to go beyond the
dispersion coefficient calculation whose result is presented above. Major contributions
to the field were also made by Brenner whose text [6] goes well beyond the simple
and foundational tracer particle theory of Taylor and Aris in a single pore.

1.1.4 Lubrication and Elastohydrodynamics

In order to induce a fluid to flow, a pressure gradient must be applied. This idea
thus implies a pressure field throughout a fluid domain, and thus also acting on the
boundaries. In typical works on hydrodynamics [50, 61, 62], these boundaries are
normally assumed to be infinitely rigid, passive, and even “stupid” [3]. They thus
simply play the role of a container and provide a location to terminate, or at least
define according to a rule as in Eq. 1.8, the velocity at the boundary. Mathematically
speaking, as hydrodynamic problems are generally governed by differential equations,
these boundary conditions are essential, and the no-slip or ‘other-slip’ conditions are
convenient. However, there are many practical situations for which the boundary
of a flow domain is significantly perturbed by the pressure field inducing such flow,
or wherein the objects suspended in a flow are greatly influenced by the stresses
controlling the flow; we will now focus on the first case.

Indeed, as mentioned in the previous section, a spherical particle that approaches
a wall at normal incidence forces the fluid to escape in the intervening region. In
the lubrication regime for which the fluid gap is much smaller than the particle
size, such a squeeze flow provokes an h´2 law for the pressure [50]. Sufficiently
close to the boundary, therefore, this strong power-law dependence on the pressure
must provoke some level of yielding of the surface a result of this hydrodynamic
stress. In cases where the boundary is composed of soft matter, with characteristic
moduli G « 10 – 100 kPa, and when the distances approach some micrometers
or nanometers, hydrodynamic stresses are sufficient to deform the surface and thus
modify the hydrodynamic flow.

The literature on elastohydrodynamics dates from the 19th century in the context
of industrial lubrication [52] (e.g. gear contacts and friction and wear reduction). In
this context, Reynolds considered a thin liquid layer of height h in a long fluid domain
wherein the flow is predominantly in a direction perpendicular to the dominating
velocity gradient [63], thus vpx, y, zq « vxpzq where we consider invariance in the
y-direction and due to the separation of length scales we have Bxvx ! Bzvx. Such an
statement allows for the approximation that the pressure field, p is invariant along
this gradient, considerably simplifying the governing equations. As described in many
places [31, 32, 52, 63], the lubrication approximation thus gives rise to the Reynolds
equation when a local Poiseuille flow with no slip is integrated to make a statement
of local volume conservation

Bth “
1

12η
Bx

`

h3Bxp
˘

. (1.13)

In typical hydrodynamic problems, h is fixed in some way. A simple example
is constant height in space and time with a pressure prescribed at the ends of a
conduit; in this case the characteristic linear pressure profile results. In other cases,
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p is prescribed as a function of h – we will see this in the case of surface-tension-driven
flows, and gravity-driven thin-film flows can be given as a further example [63, 64].
In such cases Eq. 1.13 is the only equation to solve.

In other cases, a surface may deform as a result of the pressure, and the surface
deformation results itself from the solution of a bulk elasticity problem. In such cases
Eq. 1.13 is not sufficient, and an elasticity law needs to be prescribed. The elastic
and hydrodynamic equations thus become coupled. In Chapter 5, we will encounter
two such problems. In the first [65], we consider a sphere that approaches a soft and
porous layer for which a linear elasticity law allows for the prediction of a poroelastic
Green’s function defining the deformation on convolution with a pressure field. This
pressure field is thus is self-consistently solved with the above Reynolds equation in
the flow domain. Second, a simpler elasticity law is combined with the Reynolds one
for the study of transient deformation in narrow microfluidic channels [66].

Having provided a few basic conceptual ingredients for the work that follows, we will
in the next chapter provide an overview of the experimental approaches meant to
elucidate the effect of boundaries and interfaces on the interfacial dynamics of soft
condensed matter described in Chapters 3, 4 and 5.
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Chapter 2

Experimental methods and
general interpretations

In this chapter is provided an overview of the different experimental methods we used
to probe soft matter at interfaces. Such an overview will include a brief description of
the main practical aspect of the technique, along with basic theoretical frameworks
needed for quantitative analysis of the data to be presented in the following chapters.
The main techniques are stepped-film leveling and thin-film dewetting, along with
total internal reflection fluorescence microscopy. While described to a lesser extent as
they could be considered less central to the work presented here, microfluidics, atomic
force microscopy and X-ray reflectivity were also used. Before entering the details, a
brief overview of the different methods is provided in the following paragraphs.

For purely polymeric matter, we used stepped-film leveling1 and dewetting. These
are both thin-film-based techniques, wherein surface and interfacial tensions drive a
hydrodynamic flow. Details of the dynamical air-liquid interface as measured using
atomic force microscopy, and, for the case of the latter technique, the hole growth
dynamics as observed using optical microscopy, provide information on the depth-
averaged film mobility. Since boundary conditions pilot the volume debit (i.e. the
depth-averaged mobility), these aforementioned height profiles can reveal the slip
boundary condition, with slip lengths ranging from a few tens of nanometers to a few
microns. These techniques were used in conjunction with surface functionalisation
using, more often than not, self-assembled monolayers (SAMs), to study the depen-
dence of the substrate/polymer-melt pair on the hydrodynamic boundary condition;
while not exhaustive, examples include chain-length and polydispersity of the melt
or the underlying substrate, and sub-Tg surface dynamics.

Total internal reflection fluorescence (TIRF) is a microscopy technique based on
the creation of an evanescent wave. Using TIRFM, sub-wavelength particles can be
imaged in the first few hundred nanometres of an interface when the wavelength of
the illumination is chosen to excite fluorophores embedded in the particles. Combined
with particle tracking under flow in a microfluidic channel, near-surface transport of
colloidal particles in aqueous environments can be assessed. By transport, we refer
to the combined advective and diffusive motions, in three dimensions and resolved

1While the stepped film technique was mainly developed during the PhD period, several works
were completed in the proceeding years and those are discussed here.
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to roughly 10 nm in each direction. In particular, quantitative streamwise velocity
profiles vxpzq can be obtained as a function of the distance z from the interface gener-
ating evanescence. Similarly, displacement variances in the transverse and streamwise
directions are available. These latter variance measurements allow for the assessment
of, respectively, purely diffusive motions and Taylor dispersion. TIRFM was used in
the group for the study of semi-dilute polymer solution boundary conditions as in-
fluenced by the near-surface rheology probed in-situ, and colloidal transport at the
nanoscale and near interfaces.

These latter polymer-solution and Taylor dispersion studies were accomplished
thanks to the use of microfluidics. Herein, conduits with micrometric cross section
(i.e. typical lengths of 10 to 100 µm, with some exceptions) were produced using soft
lithography [67]. Such microchannels were connected to pressure control and volume
debit measurement devices.

2.1 Substrate and thin-film sample preparation

As the geometry of the samples used in the thin-film, polymer-melt studies is some-
what specific, in this section we describe the techniques used to prepare them. These
samples are mainly the subject of Chapter 3. After briefly describing the substrate
modification procedures for promoting slip hydrodynamic boundary conditions, the
thin-film sample preparations are presented.

2.1.1 Self-assembled monolayers

A majority of the studies on the slip hydrodynamic boundary condition presented
here made use of the highly controlled surface chemistry made possible by self-
assembled monolayers. These SAMs have enjoyed widespread use in surface science,
as described in several places [68–74], for their relative ease of preparation and reprod-
ucability. The molecules of concern here are mainly dodecyltrichlorosilane (DTS) and
octadecyltrichlorosilane (OTS), respectively being composed of hydrogen-saturated
oligomers of 18 and 12 carbon atoms. On one end, there exists a reactive group
containing silicon and three chlorine atoms, these latter which dissociate in solutions
prepared to functionalise the surface [71], while on the other a carbon with a triplet
of hydrogen, thus saturating the carbon atom. These molecules are illustrated in
Figure 2.1(a).

While many recipes exist in the literature for the preparation of OTS and DTS
SAMs, the one used here was developed by the Jacobs group, described in detail and
compared to others in Ref. [74]. Briefly recounting the procedure, Si wafers with
native oxide are piranha etched and repeatedly rinsed with boiling, ultrapure water
and then dried with a nitrogen stream. After this cleaning procedure, the wafers
are briefly exposed to water vapor provided by boiling milliQ water, the resulting
breath figure is allowed to dry momentarily and the wafer is immersed in a solu-
tion containing 0.25% by volume silane molecules dispersed in bicyclohexyl along
with approximately 0.5% by volume of CCl4, supposed to inhibit an uncontrolled
crosslinking of the silane molecules. After several minutes of incubation, the wafers
are rinsed with chloroform and the immersion/rinse is repeated twice, giving rise to
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the self-assembled structure illustrated in Figure 2.1(b), as seen in Ref. [75].
The silanisation procedure described above provides reproducible monolayers with

atomically smooth surfaces, the roughness being inherited from the underlying sub-
strate. In Figure 2.2(a) is shown a characterisation of a typical OTS SAM by AFM
in tapping mode, displaying the sub-nanometric roughness characteristic of Si wafers
and the resulting SAMs. In part (b) is shown processed X-ray reflectivity [76] data
for OTS, DTS and and intermediate hexadecyltrichlorosilane (HDS). Therein, the
electron density profile perpendicular to the substrate is shown, displaying layers cor-
responding to the underlying Si, the native SiOx layer, a head group corresponding to
the terminal Si function of the silane, and a last layer representing the hydrocarbon
tail. The “tail” layers are similar in size of the associated hydrocarbon molecules, D-,
H- and O-TS containing 12, 16 and 18 carbon atoms along the tail. Physicochemi-
cally, the SAMs are hydrophobic, giving contact angles with water of roughly 110˝,
and giving estimated surface energies2 of 25 mN/m [74, 77], consistent with typical
surface tension values of liquid dodecane and octadecane [78].

We mention finally that teflon-like coatings have also been applied to substrates
in order to render them hydrophobic and, in particular, to provide a slip boundary
condition for the polymers under study. Such coatings were prepared by dissolving
what we refer to by the trade names “AF1600” or “AF2400”. These fluoropoly-
mers have chemical structure poly[4,5-difluoro-2,2-bis(trifluoromethyl)-1,3dioxide-co-
tetrafluoroethylene], with different chain lengths giving the different commercial
names. These polymers are dissolved in a fluorinated solvent (typically fluorinert
FC-72 or similar, from 3M). Dip coating a 1 wt% solution gives a film coating that
can be annealed at temperatures above the polymer glass transition to promote ad-
hesion to the cleaned (see above and Ref. [74]) underlying Si wafers. Then, floating
of the polymer films proceeds as described in the next section.

2.1.2 Floating thin polymer films for model flow geometries

The preparation of samples described in Chapter 3 is heavily dependent on the use
of floating delicate, nanometric films onto and from a water bath; the process is
schematized in Figure 2.3. For the polystyrene mainly used here (PS, from Polymer

2Notwithstanding the non-equilibrium nature of measuring solid surface energies, in the Jacobs
work these were estimated using the Good-Girifalco relation, with quoted advancing/receding contact
angle hysteresis of 10˝.

(a) (b)

Figure 2.1: (a) Schematic illustrations of DTS (left) and OTS (right) molecules. (b)
Illustration of molecular dynamics simulation of a DTS SAM with a coverage density
of 4.5 nm´2 on 101 β-cristobalite SiO2 substrate, for details see Ref. [75].
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Figure 2.2: (a) AFM of an OTS SAM surface, with the color scale representaing a
total vertical range of 1 nm. (b) Electron density as a function of depth normal to the
substrate-air interface for the SAMs indicated in the legend. Images from Ref. [74].

Source or Polymer Standards Service and with polydispersity index normally less
than 1.1), toluene (chromatography grade) was the most common solvent as it is
volatile and a good solvent for the polymer. With concentrations typically of order
10´1 to 101 percent by weight of PS in toluene, spin coating solutions [79–81] at 1000
to 4000 rpm onto mica or silicon substrates, films with the targeted thickness can be
prepared, see e.g. Ref. [80]. These thicknesses were usually of order 100 nm, with a
lower limit of around 5 nm and up to a micrometer or two.

Getting such thin films onto a water bath, Figure 2.3(a), is normally achieved
using mica (“HI-grade” from Ted Pella Inc.) as a sacrificial substrate. After spin
coating onto freshly cleaved mica, the film is scored using a scalpel into square sections
of ca. 8 mm on a side, and the film is gently dipped onto the surface of an ultra-clean
water bath (18 MΩ cm, from a MilliQ source) using fine-tipped, self-closing tweezers
(Ted Pella Inc.). As mica is hydrophilic and the film is hydrophobic, this latter

x

z

H2O

VD
Si

(a)

SAM

PSmica (b) (c) (d)

Figure 2.3: Schematics of film and sessile droplet preparation. (a) A thin PS film
is floated from mica onto the surface of a clean water bath. (b) The previous film
is picked up with a thin film of PS spin coated onto a Si wafer. The bottom part
shows the resulting stepped film. For dewetting experiments, the Si film is instead
decorated with a SAM or other hydrophobic layer, as in (d), this former layer which
does not liquefy at the elevated temperatures used for dewetting. (c) To prepare
droplets as in [43], vapor-saturated atmospheres lead to dewetting (VD) of the PS
film on mica, with a low (i.e., roughly 10˝) contact angle; such droplets can then be
floated onto a SAM.
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(a) (b)

Figure 2.4: As-prepared (a) stepped film (b) and sessile droplet as measured by AFM.
The image widths are respectively 6 µm and 10 µm; the height scale in (a) is 100 nm
while in (b) we plot the error signal, related to the derivative of the topography; the
contact angle of the droplet is roughly 10˝.

delaminates from the mica and floats on the water surface being pulled taught by
surface tension; the elevated glass transition temperature of PS approximately 100 ˝C
for sufficiently long PS ensures that the films do not evolve significantly during the
floating manipulations done under ambient conditions. This floating technique is
ubiquitous in the thin film polymer literature, while many papers could be cited, a
few examples include [82–86]; we note also that, in addition to mica, any hydrophilic
substrate can be used [87–90].

Once a film is on the water bath, it can be picked up using a desired substrate.
Here, these substrates are silicon wafers that have previously been prepared with
either an underlying polymer film (for stepped-films) or a hydrophobic layer such as
a SAM or a fluorinated polymer (for dewetting). This procedure is shown in Fig-
ure 2.3(b). A variant of this floating procedure is to first expose the films on mica
to atmosphere saturated with a good solvent vapor [91,92]; the films absorb the sol-
vent, become liquid and dewet, leaving behind a collection of spherical caps on the
substrate, each with a contact angle controlled by the substrate, vapor phase compo-
sition and polymer [92,93]. This vapor dewetting (VD) is shown in Figure 2.3(c), and
was used in particular for the droplet dewetting work of Ref. [43] described in Sec-
tion 3.2.2, having followed our droplet spreading study [94] wherein the underlying
substrate was coated with a PS layer.

The final samples are shown in the bottom row of Figure 2.3(b) and (d). We note
in particular the coordinate axes which are mainly consistent through the works to
follow: unless otherwise noted, the dominant flow direction is taken to be along the
x-axis, while the substrate-normal direction is taken along the z-axis. Representative
AFM images of as-prepared samples, a stepped film (a) and a sessile droplet (b), are
shown in Figure 2.4.

2.2 Stepped-film leveling

Capillary forces tend to make a liquid surface smooth. According to the imposed
boundary conditions and geometry, the equilibrium state [31] may be a spherical
domain for a freely suspended droplet, a barrel or clam shell for a droplet deposited
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on a fiber, or a flat film for a large enough3 volume of fluid covering a substrate. In
stepped film leveling, this third example is operative. When the surface topography is
not flat, surface tension drives a flow that tends toward the equilibrium flat state [32–
36]. The stepped-film leveling geometry may be considered as the simplest non-flat
geometry for the study and exploitation of capillary driven flow.

In Figure 2.5(a) is schematically shown an as-prepared stepped film, with base
height h1 and step height h2. Recalling the Laplace law [31], we note that the
pressure jump across an interface is proportional to the interface curvature and the
surface tension γ. Therefore, the corners at the bottom and top of the stepped film
present the film with an unbalanced pressure, from the top to the bottom corners.
According to the Stokes law4, such a pressure gradient drives a flow, giving rise to a
characteristic height profile, hpx, tq after a time t. Such a height profile is illustrated
in Figure 2.5(b).

In Figure 2.5(c) is shown an optical micrograph, from Ref. [96], of an as-prepared
stepped film of PS with Mw “ 65 kg/mol, referred to as PS(65k). The component
films are roughly 100 nm thick such that the grey scale value is an indication of height
under illumination with light at 633 nm wavelength, the left side being thinner than
the right side and the thicknesses roughly corresponding to minima and maxima of
the thin-film reflection interferences [97]. Upon annealing at 180 ˝C for roughly 10 h,
the width of the transition zone between dark and bright is much larger, suggesting
that the stepped film has flattened.

Making direct observations of the topography of stepped films, AFM was used in
Ref. [95]. The principal experimental observation in a stepped-film leveling experi-
ment are reproduced in Figure 2.6(a). Therein, three stepped films with h1 « h2 «

100 nm were annealed at 140 ˝C for the times indicated. Broadening occurs due to
surface tension and is slower for higher molecular weight (i.e. for higher viscosity).

Describing the height profiles of Figure 2.6(a) quantitatively can be achieved in
the context of the lubrication limit of the Stokes equation, expressing momentum

3In making this statement, we assume that surface and intermolecular forces are negligible.
4Reynolds numbers are always many orders of magnitude less than 1 in these films, due to the

large polymer melt viscosities of 1 kPa s or more, nanometric length scales, with velocities on the
order of µm/min.

(a) (b)
h1

h2

h(x,t)

(c) (d)

Figure 2.5: (a) A schematic of the stepped-film leveling experiment, showing an
underlying silicon wafer (grey) and films (blue) composing the initial step. (b) After
annealing the surface develops a height profile; reproduced from from [95]. (c),(d)
Optical micrographs of a PS stepped film before and after annealing, reproduced
from Ref. [96].
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Figure 2.6: (a) AFM height profiles of leveling PS stepped films with identical geom-
etry h1 « h2 « 100 nm. (b) Rescaled, self-similar profiles of (a). The insets show a
zoom on the ‘dip’ region of the PS(118k) stepped film. Reproduced from Ref. [95].

conservation in the over-damped case as 0 “ ´∇p ` η∇2v. Invoking a separation
of length scales in the horizontal and vertical directions, that is h1, h2 ! w, where
we take w as the characteristic horizontal distance between extrema of the height
profiles5, it can be shown as has been done in many standard references [32, 50, 63]
that the height profile obeys

Bth`
γ

3η
Bx

`

h3B3
xh

˘

“ 0 ; no slip , (2.1)

expressing a local volume conservation; this expression is referred to as the thin film
equation (TFE) in the following. Thus, the term inside the spatial derivative on
the right-hand side is a volume flux. The term in h3 is the film mobility, having
integrated a characteristic, quadratic Poiseuille flow under a pressure gradient with
no slip at the solid-liquid surface and no stress at the air-liquid interface, and the
third derivative in the height represents the Laplace pressure gradient with the local
pressure being p “ ´γB2

xh in the lubrication limit.

Even while Eq. 2.1 is nonlinear and thus has no known general solution, it
can be simply shown that a self-similar solution [98] is admitted by defining u “
x{t1{4 as could simply be guessed based on the dimensionality of the system. Non-
dimensionalising the equation with H “ h{h2 X “ x{x0 and T “ γh3

0t{3ηx
4
0, and

defining U “ X{T 1{4 gives a single self similar solution to Eq. 2.1 in the variable
U , satisfying hpx, tq “ F pUq. The appropriate rescaling of the raw data of in Fig-
ure 2.6(a) is shown in Figure 2.6(b), with a single prefactor, i.e. a horizontal stretch,
along with the ratio h1{h2 completely describing the experimental self similar profiles
which are computed numerically [99]. in Figure 2.7 is shown a comparison between

5Whereas for a diffusion equation of second order there is typically no local maxima for an initially
monotonic profile, the high order of the governing partial differential equation for the free-surface
lubrication scenario gives rise to the characteristic “dip” and “bump” that are localized near the
transtion zone between h1 and h1 ` h2.
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Figure 2.7: (a) AFM height profiles (squares) of PS(15k), leveling stepped films with
geometries (a) th1, h2u “ t30, 193u nm and (b) th1, h2u “ t174, 32u nm, each after
10 min of annealing at 140 ˝C. The lines are numerical resolutions of the governing
equation with the corresponding film geometry. Reproduced from Ref. [95].

theory and experiment for two different film geometries and annealed under simi-
lar conditions. The computed profiles show good agreement with the experiment,
usually to within 1% of the film height, as also described in numerous other config-
urations [100–103] since our original works [95,99,104]. Converting to dimensionless
units, we see that, with the film heights measured, comparing experimental to the-
oretical profiles provides the capillary velocity, γ{η, and since the surface tension
hardly varies with the molecular weight, practically, the stepped film is a nanoscale
rheometer as it provides the film viscosity. Extracting more sophisticated information
related to the surface mobility or boundary conditions, not available to a traditional
rheometer due to the large volumes used and the lack of a free surface, as will be
discussed in Chapter 3.

2.3 Dewetting and slip

Dewetting is the process whereby a thin liquid film, which may have a thickness
anywhere from a few nanometres to a few microns or more, recedes from an under-
lying surface under the action of surface tension [38, 83, 105–114]. This dewetting is
schematically indicated in Figure 2.8(a) and (b). In addition to the surface tension
that drives the flow, and when the films are sufficiently thin and with polymer melts
wherein the viscosity is many decades higher than for monomeric liquids, viscous
dissipation is responsible for limiting the retraction of the film from the substrate.
Hydrodynamic slip at the solid-liquid interface may alleviate some friction enhancing
the dynamics, as we describe presently.

Practically, we used two different methods for accessing the properties of polymer
films through dewetting, which we illustrate using two data sets. First, we track of
the dynamics of hole opening using optical microscopy [38,113–116]. This relatively
simple experiment requires a sequence of images, as in Figure 2.8(c), capturing the
hole opening. Since the films we observe are thin, the reflection and interference of
white light gives them a thickness-dependent color. The case shown in Figure 2.8(c)
is for PS films with thickness of approximately 125 nm, resulting in a blue color for
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Figure 2.8: (a) A schematic of the thin-film dewetting experimental layer structure,
showing an underlying silicon wafer, a thin (ca. 2 nm) silicon oxide covering, a
hydrophobic layer and a polymer film. (b) Schematic of the dewetting film, showing
a single hole with radius R in a film with height h0. (c) Optical microscopy of hole
growth in a PS(10k) film with initial thickness h0 “ 125 nm at 110 ˝C, images taken
at 5 min intervals; the inset highlights an optical rim profile, the region typically
investigate using AFM as in Figure 2.11. (a) and (b) reproduced from Ref. [42].

the undisturbed film. When the Si substrate is exposed, the white light is mainly
reflected, giving a clear indication of the position of the contact line. This contact line
can be tracked in time according to a threshold on the intensity and circular fits of the
intensity profile giving the radius, R. In Figure 2.9(a) is shown an example of the hole
opening dynamics for nearly-identical, unentangled PS(10k) films dewetting from two
different substrates [42]. In blue, the undisturbed film thickness was h0 “ 102 nm
and the underlying substrate was AF1600. In red, we had h0 “ 93 nm for a film
dewetting from a DTS SAM.

A first remark concerning the data in Figure 2.9: even while the polymer film
thicknesses were nearly the same, the dynamics are rather distinct for dewetting from
the two substrates. Since the chemistry of the underlying substrate is different, the
surface tensions, γ, are distinct and thus the driving force changes. However, the
solid-vapor surface tension of AF1600 (γsv « 15 mN/m) is rather much lower than
that of DTS (γsv « 26 mN/m), we thus expect the driving force to be higher on

Figure 2.9: Dynamics of hole growth for PS(10k) films dewetting at 110 ˝C on
AF1600- and DTS-coated substrates. See text for film details. Data from Ref. [42].
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Figure 2.10: Rescaled hole growth dynamics for the films represented in Figure 2.9:
contact line velocity, V , as a function of the inverse quare root of the contact line
radius. Data from Ref. [42].

the AF1600 substrate even while the dewetting is slower. The discrepancy could be
resolved by a differing solid-liquid friction, however, which can be manifested by a
slip hydrodynamic boundary condition.

For dewetting without slip, it is well known that the retraction velocity is pro-
portional to the liquid-vapor surface tension and (for small angles) to the cube of
the contact angle, θ, at the three-phase contact line [31, 115, 117]. In particular, the
dissipation in this situation is assumed to be concentrated near the contact line such
that the dissipation rate does not depend on the size of the dewetting rim (i.e. the
distance between the contact line and the undisturbed film in Figure 2.8), and thus
the velocity is constant with hole size:

R «
γ

η
θ3t no slip , (2.2)

By contrast, for the full-slip case the dissipation should occur throughout the liquid
in the rim that can be observed building up in the image sequence of Figure 2.8.
For purely viscous dissipation, it is well known then that the velocity is rim-size
dependent, with a balance of powers and a self-similarity argument [38, 77, 116, 118]
giving that the radius grows with a non-linear temporal power law

R „ t2{3 full slip , (2.3)

In between these two extremal slipping regimes, the dissipations can be combined,
as done by Jacobs and coworkers [42, 77, 116, 118]. The resulting dynamics for the
radius does not give pure power law dynamics, but can be expressed as

dR

dt
“ V0 `

K
?
R

partial slip , (2.4)

where K „ b{
?
h0 (see references for prefactors). Written as such, the dynamics

of hole growth can be used to give a graphical diagnosis of slip: the intercept gives
information on the contact angle, surface tension and viscosity, while a non-zero slope
is indicative of a partial slip condition and the film height.
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Figure 2.11: (a) Rim profiles associated to the dynamical data shown in Figs. 2.9
and 2.10. (b),(c) Zoom on the rim relaxation toward the undisturbed films for the
indicated substrates. Data from Ref. [42].

To this end, in Figure 2.10 we show the data from Figure 2.9 scaled according
to Eq. 2.4. The suggested dynamical representation indeed shows straight lines for
each data set, with a steeper slope for the DTS data as compared to that of the film
dewetting from AF1600. This indeed suggests a larger slip length for the PS-DTS
pair at this dewetting temperature.

In order to confirm that the slip length for the PS-DTS pair is larger than that
for the PS-AF1600 pair, we come to our second method for assessing slip: analysis of
the dewetting rim profiles using AFM. The inset of Figure 2.8(c) shows an optical rim
profile. On the far side of the rim, one can observe a slightly yellow band as the rim
collected during dewetting, and having conserved the volume of the film within this
rim, joins the undisturbed film. In Figure 2.11 we show AFM measurements of this
region for the data represented in Figures 2.9 and 2.10, scaled by the undisturbed film
height and the contact line radius, R, ξ being the horizontal coordinate with its origin
at the contact line; to show how the interface can have an impact on the rim shape,
in Figure 2.12 are shown examples in 3D of height profiles taken for two different
molecular weights, near to and well above the entanglement molecular weight, on
the same substrate. Remarkably, the profiles selected in Figures 2.11 and 2.12 are
distinct, in that they do not join the undisturbed film in precisely the same way.
Indeed, in the normalised representation, the perturbation of the undisturbed film
reaches farther for the DTS substrate than for the AF1600 one, and farther for the
higher molecular weight film than for the lower molecular weight one. This is a
second indication for larger slip in the PS-DTS pair as can be quantified using the
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hydrodynamic analysis as follows.

The details of the interpretation of such rim profiles were described at length by
the Jacobs and Wagner groups [39, 42, 77, 120–122]. Briefly, and in a 2D Cartesian
geometry of the Stokes equation, the flow is represented using stream functions ψ
in a frame translating with the moving contact line under a capillary driving force.
The free interface is thus determined by volume conservation (the fluid film does not
evaporate), surface tension and the film mobility expressed through the boundary
condition and viscous dissipation. In particular, the relaxation of the film into the
undisturbed profile is described as a perturbation to the undisturbed state, and can
be fit using a superpositions of damped exponentials. The characteristic inverse
length scales, k, depend in particular on the slip length and contact line velocity.
Quantitatively, this dependence is expressed through the characteristic equation given
by

ˆ

1`
h0

3b

˙

ph0kq
3 ` 4Ca

ˆ

1`
h0

2b

˙

ph0kq
2 ´ Ca

h0

b
“ 0 , (2.5)

obtained by the linearization of the Stokes equation for the stream functions. In this
characteristic equation the inverse length scales, k, are accessible in the dewetting
experiment through the AFM topography measurements and fitting to the profiiles
as a superposition of damped exponentials. The capillary number Ca “ ηV {γ is
accessible from data as in Figure 2.9 and Figure 2.10. The velocity V is taken at the
moment when the dewetting was quenched to obtain the AFM height profiles. In
practice, it is often difficult to distinguish two such length scales, k; however, the hole
opening dynamics can be used to obtain a capillary number once the capillary velocity,
γ{η is known (see the previous section on stepped-film leveling, or the intercept
of Eq. 2.4). As such, Eq. 2.5 can be solved for the slip length, b. In Ref. [42],
for the data shown in Figure 2.11(b) and (c), we obtained bDTS “ 1500 ˘ 200 nm
and bAF1600 “ 50 ˘ 40 nm, consistent with the dynamical data seen in Figures. 2.9
and 2.10.

(a)

(b)

Figure 2.12: Dewetting rims for films with thickness, h0, of 120 nm and 170 nm on
AF2400; in both cases the horizontal extent of the images is 15 µm along the rim
profile. For (a) the film was PS(28k) at 120 ˝C and for (b) PS(490k) at 150 ˝C. Data
from Ref. [119].
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2.4 Total internal reflection fluorescence microscopy

Total internal reflection evanescence permits the observation of objects placed within
typically the first micrometer of an interface, this latter often between a glass cover-
slip and some aqueous environment. The Axelrod group pushed the development for
its surface sensitivity in imaging biological samples [123, 124], cells e.g., in order to
gain better signal to noise ratio. Following those developments, the biological com-
munity embraced the technique, recent examples including single-molecule detection
for diagnostics [125]. In the ‘90’s, the Prieve group used TIR to study soft condensed
matter [126], with the ability to measure quantitatively the intermolecular forces [16]
between a colloidal particle and the glass-water interface. With their measurements
under mainly equilibrium conditions, van der Waals, electrostatic, gravitational forces
as well as randomized thermal forces were revealed.

TIR has thus become an important, nanoscale technique for measuring static sur-
face interactions, especially in soft matter. The push for dynamics accompanied the
development of particle tracking velocimetry (PTV) methods for automated tracking
of large particle numbers. Respectively, the Breuer group [127,128] made pioneering
efforts and the Yoda [129] group also made early strides in the dynamical direction
and, collectively, reported the first indications that monomeric liquid slip could be
measured using TIR coupled with PTV.

In our studies, typically-100 nm-diameter, fluorescent polystyrene nanoparticles
are observed under evanescent illumination at a glass-water interface. By combining
microfluidic flows and particle-tracking velocimetry, the near wall velocity profile and
particle displacement statistics are obtained. In the following paragraphs we outline
first the optical setup, described in detail in Refs. [46,130,131] and in our articles of
Refs. [132–134].

TIRFM Optics

The principal relation that allows for TIR microscopy to be quantitative is the ex-
ponential dependence of the illumination intensity with distance from the totally-
reflecting interface [136]. Indeed, for TIRF, the excitation intensity is given by

Ipzq “ Io exp
´

´
z

Π

¯

, (2.6)

where Io is the intensity at the glass-water interface, z is the distance from the wall,
and Π is the evanescent decay length. This latter is proportional to the illumination
wavelength, and is furthermore determined by the indices of refraction of the interface
media (here ng and nw being the glass and water indices) and incident angle, θ, of
the incoming light. From Ref. [136], we have that

Π “
λ

4π

`

n2
g sin2 θ ´ n2

w

˘´1{2
. (2.7)

We thus see that an appropriate estimate of the evanescent decay length requires
an optical setup that can control, here, the incident angle of a laser beam incident
on a glass-water interface. The following paragraphs thus describe our method for
achieving such illumination, and an angle measurement technique that we developed.
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As of my arrival at Gulliver in 2018, TIRF microscopy had been used by the
MMN group of Patrick Tabeling in preceding years (cf. Refs. [46, 137]). The layout
schematically indicated in Figure 2.13. Briefly, and after passing through a beam ex-
pander, the beam is passed through a lens mounted on a translation stage just before
the microscope. The beam focus moves across the back focal plane of the objective
as schematically shown in Figure 2.14(a), and inspired by the system described in
Ref. [130]. Depending on the position XM of the entrance indicated in this latter
figure, the exit angle can be controlled [138] according to the transfer function of the
objective. Such angle control is necessary to predict the evanescent decay length,
Eq. 2.7.

Typically, this exit angle is measured by projecting the beam through a spherical
lens and measuring its position along a horizonal plane above the microscope [46,
131]. This measurement is a macroscopic one, typically done 1 m or more from
the objective. Gabriel Guyard, however, developed [135] a method to measure the
incident angle through the microscopic translation of the spot along the image plane.
This micrometric horizontal translation (δxµ) is a result of similar translations in

(a)

(b)
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Figure 2.13: (a) Top-view and (b) side-view schematics of the optical setup used for
preparation of a total internal reflection condition, giving rise to an evanescent wave
inside a microfluidic channel atop a microscope. From Ref. [135].
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Figure 2.14: (a) Illustration of the microscopic, objective-translation method for
measuring the angle of a laser beam exiting a microscope objective. Adapted from
Ref. [132], and appearing in Ref. [135]. (b) Raw images showing the laser fluores-
cence spot translation with objective repositioning. (c) Horizontal fluorescence spot
displacement as a function of objective displacement, for various positions, XM, of
the lens focussing the laser beam to the back focal plane of the objective.

the vertical direction of the objective (δzf ), controlled by a piezoelectric objective
mount, as indicated in Figure 2.14(a). In Figure 2.14(b) is shown the translation
of the fluorescence spot as the piezo is moved in the vertical z-direction for the
microscopic angle measurement. In part (c) is plotted the position of the laser spot
in the image plane as a function of the vertical objective displacement. The slope of
the data in (c) allows for the determination of the angle, and is consistent with the
macroscopic method after appropriate geometric corrections of the latter method are
accounted for [132,135]. In Figure 2.14(c), the angles achieved range from 63˝ to 70˝,
enabling TIR for a glass-water interface.

2.4.1 Near-surface structure and dynamics from TIRFM particle
tracking

With the TIRF microscope set up as described above, it is possible to collect im-
ages of particles advected by a pressure-driven flow inside a microfluidic channel, as
indicated in Figure 2.15(a). For our purposes, standard channels have dimensions
tL,w, hu “ t80 ˆ 103, 180, 20u µm and standard particles are 100 nm, carboxylate-
modified latex particles with fluorescence excitation and emission peaks at 505 nm
and 515 nm, respectively (Thermo-Fisher, F8803 FluoSpheres); for the particle-
tracking experiments these are the objects used unless otherwise noted. Videos of
such standard particle tracking experiments, with images taken at 400 Hz (2.5 ms
per frame) can be found in the supplementary information of the articles by Vilquin
and co-workers [133, 134], in particular at the “HAL” preprint server. The image
processing and particle detection shown in Figure 2.15(b) give the x, y particle coor-
dinates in the image plane as the position of the Gaussain maximum (e.g. red and
blue curves), and the position in z is given by the particle’s fluorescence intensity
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Figure 2.15: (a) Illustrations of the particle tracking experiment, with two example
particles and their trajectories shown. (b) A single particle advected by a flow with
12.5 ms increments between superimposed frames. Inset graphs (red and blue) show
the intensity profiles for measurement of the particle’s distance from the fluid/solid
interface.

though the evanescence relation of Eq. 2.6. Typically the evanescent decay length
Π is of order 100 nm, and given the intensity of the particle at the wall I0 and our
camera sensitivity, the measurements can be made for 100 nm fluorescent particles
as far as approximately 1 µm from the wall. We note that additional considerations
related to the objective’s finite depth of field and particle polydispersity are described
elsewhere [133, 139]. While these considerations preclude a unique identification of
an individual particle’s altitude, the statistical effect is weak.

As individual particles are tracked, individual trajectories as in Figure 2.15(b)
can be constructed. Of course, an individual particle trajectory is statistically in-
significant for the particle residence times available in these experiments (roughly 20
ms for the standard particles under 488 nm illumination, giving roughly 10 particle
observations). Therefore, an ensemble of particles, typically 104 per experimental
condition (e.g. applied pressure and solute concentration), are observed allowing to
access statistical averages. To illustrate, in Figure 2.16 are shown the reconstruction
of particle ensemble evolutions for three different imposed pressures (columns) and
five different times (rows). To construct such images, each individual, independent
particle in a frame is cropped and its trajectory, as in Figure 2.15(b), is placed at a
common spatio-temporal origin. From such ensembles, the average displacement is
obtained, as is the diffusion and dispersion. Knowing the temporal evolution of par-
ticle positions and their heights as in Figure 2.15(b) gives the opportunity to measure
the velocity profile of the fluid near the wall. In our experiments, and owing to the
geometry of our channels with typically 20 µm height, we measure the linearised part
of the velocity profile near the surface as the 1 µm illumination zone is just 5 % of
the entire channel height. In Figure 2.17(a) are shown the velocity as a function of
the distance from the liquid/solid interface, measured for standard particles in water,
with a variation in the pressure at the channel inlet distinguishing the curves. As
expected, when the pressure increases, the velocity of a particle at a given height
increases; furthermore, for a given pressure, the velocity profile is linear with the
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Figure 2.16: Experimentally reconstructed, particle-ensemble trajectories. Each par-
ticle in the initial (partial) ensemble of 102 particles (top row, after 5 ms) is followed
for five different times (following rows, with delay times 22.5, 40, 57.5, 75 ms.). Dif-
ferent columns show different pressures (20, 40, 60 mbar in a standard channel) along
with the resulting increased velocity and streamwise dispersion.

Figure 2.17: (a) Streamwise velocity as a function distance measured by TIRFM
velocimetry for 100-nm diameter particles in water, and in a microfluidic channel
with dimensions of 20 cm, 180 µm, and 20 µm in length, width and height. (b) Shear
rate as a function of pressure drop from the velocity profiles in (a). Reproduced from
Ref. [133].
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Figure 2.18: Displacement distributions for 100 nm-diameter particles in water for
observations made using TIRF microscopy. (a) Displacements perpendicular to the
flow direction and parallel to the solid/liquid interface at a pressure of 55 mbar
across the flow channel; distributions are identical for other pressures. (b) Similar
displacement distributions along the flow, for 5 mbar (yellow) and 55 mbar (red).
Each yellow or red distribution is furthermore broken down according to particle
altitudes (i.e. different particle intensities), represented by the green-black curves; the
average particle heights are indicated by the colour bar. Reproduced from Ref. [133].

distance6. This linear velocity profile is characterised by the shear rate, 9γ (i.e. the
slope of the velocity profile), shown as a function of pressure in Figure 2.17(b). By
analysing the shear rate as a function of pressure, the viscosity of water is recovered
within error given the geometry of our channels and the pressure/shear-rate relation.
Therefore, the TIRFM microscope is a near-surface rheometer [132] that can be used
to assess, in situ, the impact of this rheology, for example, on the near-surface trans-
port. The interplay between this rheology and the boundary condition of semi-dilute
polymer solutions will be investigated in Chapter 4.

Having covered the possibility to measure velocity profiles, we now describe how
using the same image sequences it is possible to measure the second moments of
the particle displacements, giving access to diffusive properties of the transport. In
Figure 2.18(a) are shown, for two pressure drops across the same microchannel as in
Figure 2.17, displacement distributions of ∆y transverse to the flow and normal to
the solid-liquid interface. These distributions permit a measurement of the diffusion
coefficient, Dy “ σ2

∆y{2τ from the variance of the displacements σ2
∆y and time delay

τ ; here a single frame was used giving a delay time of 2.5 ms; the Gaussian widths of
the distributions in Figure 2.18(a) are consistent with the Stokes-Einstein prediction
for the bulk diffusion coefficient of a colloidal particle with radius a, that is D0 “

kT {6πηa, with η the viscosity of water and kT the thermal energy as described in
Ref. [133]; therein, this agreement was shown also for different Newtonian liquids and
particles of different size. Similarly, distributions of ∆x in the streamwise direction
in Figure 2.18(b) can be used to compute the dispersion coefficient Dx “ σ2

∆x{2τ ,
cf. Eq. 1.12. A marked difference between the high-pressure cases can be noted
between the x and y distributions, a result of the advection-diffusion coupling known

6Nonlinearities are visible and can be explained by more rigorous analyses in [46, 133, 139, 140]
that consider the effects of Brownian motion, the finite depth of field of the microscope objective
and particle polydispersity.
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Figure 2.19: Near-wall signal intensity distribution (SID), as a function of the log-
intensity, z “ Π logpI0{Iq of 100-nm, fluorescent F8803 nanoparticles in ultrapure
water; see also Figure 4.7. Reproduced from Ref. [133].

as Taylor dispersion described above and in detail in Chapter 4. We note finally that
the global distributions in yellow and red, comprising all particles observed, can be
sorted according to their initial altitudes (i.e. intensity); the green-black curves in
Figure 2.18 demonstrate such a breakdown, allowing to investigate diffusion according
to the particle altitudes.

A last type of information that is examined in typical TIRFM experiments in
our group is the statistics of particle altitudes relative to the glass-water interface.
After Ref. [139], these are called signal intensity distributions (SID) since they are
rooted in the intensity of particles; to make connection to the altitudes of Eq. 2.6, we
normally consider the log of the intensities. In Figure 2.19, we show an experimental
signal intensity distribution (red bars). Near the wall, a depletion zone is a result of
the electrostatic interactions between the particle and the glass-water interface; the
large-z cutoff is due to the finite camera sensitivity. The blue line is a theoretical
description, including the an electrostatic interaction [16] of Eq. 1.6, impacting mainly
the near-wall shape of the distribution, along with optical details including the depth
of field of the objective of roughly 400 nm and polydispersity. For details we refer
to Refs. [46, 139, 140] along with a complete description of our fits in the appendix
of Ref. [133]. These observations allow for the determination of near-wall surface-
particle interactions, simultaneously to accessing the dynamical velocity profiles and
diffusive behaviours. Thus, Figures 2.17 – 2.19 constitute the main experimental
basis on which studies of the structure and dynamics of aqueous soft matter can be
achieved, as will be discussed especially in Chapter 4. Meanwhile, the leveling and
dewetting methods described in the previous Sections 2.2 and 2.3 will be exploited
in the next chapter.
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Chapter 3

Surface and interface mobility of
polymer melts

In this chapter, after having briefly described in Section 1.1 some of the basic ingre-
dients from polymer physics, we describe how stepped-film leveling and dewetting
thin polymer films elucidated the importance of the boundaries for the temporal
and morphological evolution of thin polymer films. First [141], the dynamical and
morphological details of AFM-measured height profiles allowed to distinguish the
different slip boundary conditions, suggesting adsorption on substrates previously
considered “ideal” under de Gennes’ definition [3,48], described in Section 3.1. Next
in Section 3.2, we exploit the morphological discrimination of height profiles to eluci-
date mobility mechanisms above and below the glass transition. Therein we show in
two subsequent subsections that, first, the free-surface mobility dominates film relax-
ation below the bulk Tg. Second, we consider the effect of a buried interface. For this
purpose, the equilibration relaxation pathway, as revealed by the sequence of mor-
phologies of a dewetting microdroplet prepared as described in Figure 2.3(c), is shown
to be highly sensitive to the slip hydrodynamic boundary condition of the solid-liquid
interface. Noting that a subtle change in the composition of the underlying substrate
can promote drastic changes in the boundary condition of a short-chained polymer
melt [39,42,77], we turn our attention to the composition of this solid-liquid interface
for slip control. Here, two emblematic examples are taken wherein careful prepara-
tions of, in turn, the substrate [142] and overlayed polymer film [143] provide insights
on how, respectively, the interfacial, solid boundary or polymer chain conformation
may affect solid-liquid friction.

3.1 Thin film equilibration dynamics

When a thin film with an arbitrary topography is placed onto a substrate of low
surface energy, the equilibrium state is a single droplet with a contact angle given
by, notwithstanding the possibility of contact angle hysteresis, the Young condition.
Even while this Young’s droplet is the equilibrium state, a real experimental system
rarely gets there. First, a flat film with thickness beyond a few nanometers is normally
metastable [110,112], requiring a nucleation event to prepare a contact line which then
dewets. Therefore, the film will, in a first instance, begin to level out according to
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Figure 3.1: (a) Stepped-film leveling for the investigation of the slip boundary con-
dition of thin films. Simultaneous annealing of stepped films on Si and on AF1600,
AF2400 or OTS/DTS SAMs were carried out. (b) Self-similar AFM height profiles
for stepped films of two different molecular weights on the indicated substrates and
for the indicated annealing times. Reproduced from Ref. [141].

the lubrication theory of Eq. 2.1, provided appropriate modifications to the mobility
term are introduced. We thus describe such modifications next.

Indeed, beyond viscometry permitted by Eq. 2.1, stepped film experiments are
also sensitive to the hydrodynamic boundary condition and for the cases in which the
slip length could be considered “weak” under the detailed discussion of slip regimes
provided by Münch et al. [144], the dominant viscous dissipation arises from shearing1

in the x-velocity along the z-direction, that is the shear stress σxz. For the weak-slip
cases we consider, the mobility of Eq. 2.1 is modified as

h3 Ñ h3 ` 3bh2, (3.1)

giving

Bth`
γ

3η
Bx

“`

h3 ` 3bh2
˘

B3
xh

‰

“ 0 ; weak slip . (3.2)

Therefore, slip is expected to engender two effects on leveling experiments. First, the
interfacial transport promotes faster levelling as the mobility is higher; second, slip
modifies the resulting self-similar profile due to the added term of order h2 in the
evolution equation.

In order to make a test of these predicted morphological and dynamical effects,
experiments as illustrated in Figure 3.1(a) were carried out. Stepped films were pre-
pared on Si as well as different surface-treated Si wafers described in Section 2.1.1.
Simultaneous annealing of the two stepped-film samples, prepared from the same
spin coated films, was necessary to control the sensitivity of polymer viscosity on
temperature and possible preparation artefacts related to spin coating and rapid sol-
vent evaporation [145–147]. The obtained height profiles for two molecular weights
are shown in Figures 3.1(b) and (c). Considering either data set (b) or (c) individ-
ually, the differences between the self-similar curves from different substrates should

1By contrast, in cases for which the slip length is so large that there is hardly any shear along the
film height, this dominant dissipation may change over to a σxx-type, for example, or a pure shear
for the case of bursting films [107] – we will not encounter such cases here for the leveling films.
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Figure 3.2: (a) Molecular-weight dependence of the slip length from stepped-film
leveling films (blue) and dewetting films (data from Ref. [41]) for samples on AF2400.
(b) Verification of the slip length disparity for two molecular weights on a mixed OTS-
DTS SAM (see Section 3.3.1). Reproduced from Ref. [141].

be induced only by the substrate-polymer interaction, as this was the only change
in the experiment. Furthermore, we see that for the lower molecular weight of part
(b), the self-similar calibration profiles on Si are different from those on the AF2400
substrate, yet this difference is less significant than for the higher-molecular-weight
sample in part (c). Therefore, the substrate effect is stronger for higher molecular
weight polymers.

Quantitatively, the analysis of such data sets proceeds as follows: first, the no-slip
calibration sample on Si is used to determine the stretch parameter γ{η in front of
the spatial derivitaves of Eq. 2.1 and as described in the corresponding Section 2.2.
This parameter is then fixed for the analysis of the slipping profile. With h0 “

h1 ` h2{2 measured in the experiment, a library of numerical integrations of Eq. 3.2
was prepared for a number of b{h0, this being the only remaining dimensionless
parameter. Fitting for b{h0 in this way allows to determine the slip length under
several experimental conditions. In Ref. [141], it was found that the slip length was
independent of the levelling film geometry (e.g. leveling cylindrical holes, stepped
perturbations with h2 ! h1), and independent of the temperature on the range
120 ď T ď 160 ˝C.

In Figure 3.2(a) is shown the molecular-weight dependence of the slip length, b,
for leveling stepped films, in blue. A monotonic increase of this slip length with a
high-molecular weight plateau is observed. For comparison, slip lengths from the
dewetting films of Bäumchen et al. [41] are shown in red. A huge disparity, up to two
orders of magnitude, between the molecular weight dependence of the slip length is
seen between leveling and dewetting experiments is noted for the AF substrates, and
confirmed for two test cases on mixed OTS/DTS SAMs in Figure 3.2(b).
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Therefore, in the approach to equilibrium, the dynamical path is distinct for the
leveling and dewetting processes2, as revealed by the disparities in the interfacial
length scale. The expected chain-length dependence of slip lengths for ideal sub-
strates [3, 48] was discussed in Section 1.1.2, following the molecular chain-length
dependence of the polymer viscosity through b “ η{κ „ Nα, with the exponent α
being 1 for N ă Ne and 3 for N ą Ne. In Ref. [41], and as shown in Figure 3.2(a),
this latter chain-length dependence was verified for dewetting, and the substrates can
thus be considered as ideal for such experiments.

The disparity of slip lengths between dewetting and leveling experiments was jus-
tified by considering the possibility of transiently adsorbed chains on these previously-
assumed ideal substrates. Borrowing ideas from the models by Brochard and de
Gennes [38, 148] and experiments of Léger [40, 149, 150] for permanently grafted
chains, we assumed that adsorbed chains could play the same role as grafted ones
from a frictional standpoint. The principal mechanism for the enhanced friction of
adsorbed chains is interpenetration of these latter into the melt. Indeed, for such a
case, the frictional stress associated to the solid-solid stress of Eq. 1.7 can be written
as [148] σsl “ pκ ` νam

N
Ne
ηqvx where ν is the density of grafted or adsorbed chains.

Equating this stress with the liquid-liquid one of Eq. 1.7 gives

bads “
bideal

1` bideal{b˚
, (3.3)

where the presence of bideal in the denominator results from the fact that the adsorbed-
chain, solid-liquid stress is proportional to the melt viscosity, while this is not the
case for the ideal-slip stress balance. This viscosity dependence of the adsorbed-
chain stress is the essential condition to give a plateau at high molecular weights.
In the context of the Brochard model [148], we noted that b˚ „ amNe « 102 nm is
independent of the chain length.

In order to rationalise the disparity in slip lengths for the two different exper-
iments, we considered the typical dissipations involved in an activated scenario.
Herein, transiently adsorbed chains could be removed from the substrate if the typ-
ical dissipation due to shear stresses is larger than kT . Estimating the shear stress
gradients from the AFM-measured curvature profiles using Bxp « γ∆pB2

xhq{∆x, we
found that dewetting substrate dissipations are up to two orders of magnitude larger
than those in the leveling experiments for the conditions typically measured. Further-
more, these dissipations, Pdiss, straddled the kT boundary, that is Pdiss,dewet « 101kT
and Pdiss,level « 10´1kT . These considerations are similar to the ones presented by
Hénot and coworkers [151,152] for slip in microscale systems wherein adsorption was
controlled either with temperature or time.

Our message was therefore that even for nanoscale systems, there is no single slip
length but that the typical interfacial stresses should be considered when attempt-
ing to predict the boundary condition for such confined, complex fluid systems. This
message was echoed in more recent works of the Charlaix group [153,154] wherein vis-
coelastic polymer solutions were employed and a single slip length was not adequate
to describe the ensemble of their data.

2Dewetting nevertheless takes place after an inevitable nucleation event. Despite the care in
preparation of the films, some impurity is always present and can nucleate a hole even in a film of
some hundreds of nanometers thickness.
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To close this section, we note finally that the equilibration pathway is indeed
dependent on the mobility of the polymer liquids at the surface. On a larger lateral
scale than the few microns that are accessed in typical leveling or dewetting exper-
iments, we note that the droplets left behind in a dewetting rim are not randomly
distributed, but are left behind in a pattern that depends strongly on the slip length.
This idea was mentioned briefly in Ref. [42], and was furthermore explained in detail
in the Jacobs group in Refs. [155,156].

3.2 Morphology is induced by interfacially-mediated dy-
namics

Having described two thin-film pathways toward equilibrium, we now move to discuss
how morphology of an equilibrating polymeric liquid domain can be used to identify
specific boundary mobilities. In the first section we focus on the liquid-air interface
as investigated using stepped-film leveling, and in the second section we come to the
equilibrating droplets that are illustrated in Figure 2.3(c) and (d).

3.2.1 Free-interface: thin-film evolution below the glass transition

In the previous section, it was shown that a change in the mobility term of the thin
film equation could engender faster dynamics and a modification to the self-similar
height profile. Even while the shapes of the self-similar profiles could be distinguished,
it was seen that the modifications to the self-similar profile manifested mainly in a
broader shape. In this section, we show how a detailed examination of the self-
similar shapes of the height profile measured above and below the glass transition
could reveal the dominant mobility mechanism of the film. Whereas well below the
glass transition the whole film is glassy and does not flow, as in the top of Figure 3.3A,
on approaching the transition from below a flow is confined to the interface (left of
the figure) and on crossing Tg, the whole film flows (right) as described by Eq. 2.1.
This work is the subject of Ref. [157] and details can be found there.

Since the 1990’s [158], a large body of work reviewed in Ref. [28, 29] focussed on
the glass transition of thin polymer films. In macroscale systems, the glass transi-
tion can be measured using thermodynamic measurements of the heat capacity or
of the volumetric expansion coefficient, for example [25]. In Keddie’s foundational
work [158], the volumetric expansion of a thin film was measured using ellipsometry,
wherein it was shown that Tg depends on the film thickness. These glass transitions
were thus considered anomalous since the expansion coefficient is supposed to be a
thermodynamic quantitiy and thus not dependent on the system size. However, it is
also known that Tg is kinetically sensitive, that even a pseudo-thermodynamic mea-
surement such as the expansion coefficient depends on the rate at which the sample
is cooled from the liquid state, for example. Such kinetic considerations provided a
hint: if the free surface of a polymer film provides an enhanced mobility as for the
surface diffusion of metals [159], this layer’s Tg could be reduced and the measure-
ment of the expansion coefficient of a whole film may couple the surface and bulk
glass transitions. Such an argumentation could partly explain the anomalously low

– 35 –



– HDR Chapter 3. Polymer melt interface mobility –

Tg seen as film thicknesses become smaller than about 50 nm for supported films.
The importance of these free surfaces were addressed in particular in Refs. [160,161].

In Ref. [157], two series of experiments were carried out to demonstrate a con-
nection between surface mobility and the glass transition anomaly. First, a series of
PS stepped films with molecular weight 3.0 kg/mol and with geometry h1 “ h2 (cf.
Figure 2.5(a)) were prepared. These were then annealed at different temperatures
above and below Tg for various times and their height profiles measured. As in the
original stepped film work [96], a profile width, w was defined as the horizontal dis-
tance traversed over the step height, h2, as illustrated in the right of Figure 3.3A;
this width akin to that of a diffusing front, for example. The dynamics for wptq (not
shown here) demonstrate a power law in t1{4 regardless of the temperature, strongly
suggesting a capillary driven flow as in the Eq. 2.1. While we will not detail this
aspect here, we note also that the mobility of the leveling samples below Tg is much
higher than would be predicted from extrapolation of the VFT law, this latter strictly
applicable above the glass transition. This is rather typical for sub-Tg dynamics, and
makes a fascinating research topic in its own right as reviewed elsewhere [28,29].

In order to modify Eq. 2.1 to include a purely surface mobile domain as described
in the previous paragraph, we considered the case of a liquid flow confined to a surface
region of height hm, independent of the position. This presents a marked difference
to the classical lubrication theory, Eq. 2.1, since the mobility there is strongly height
dependent. For the sub-Tg case considered, this simplifies significantly the governing
equation since the nonlinearity is completely eliminated due to the constant flow-
domain thickness, the capillary driving pressure being unmodified. Therefore, the
glassy thin film equation (GTFE) is given by

Bth`
h3

mγ

3η
B4
xh “ 0 ; glassy interior, fluid surface , (3.4)

which is mathematically identical to the linearized version of Eq. 2.1. Such a linear
lubrication problem can be analytically solved, as described in Ref. [104]. The lin-
earised case of Eq. 2.1 is applicable when h2 ! h1 and thus when the flow-domain

Figure 3.3: A. Schematics of the different temperature regimes for stepped film lev-
eling. B. Self-similar profile of a stepped film leveling below Tg and with h1 « h2,
with the red dashed and solid blue lines in the lower panel showing deviations of the
height profile, h, from theoretical predictions, hth, based on resolutions of Eqs. 2.1
and 3.4. C. Similar to B but for a film leveling above Tg. Reproduced from Ref. [157].
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Figure 3.4: A. Schematics of the different temperature regimes for stepped film lev-
eling. B. Self-similar profile of a stepped film leveling below Tg and with h1 « h2,
with the red dashed and solid blue lines in the lower panel showing deviations of the
height profile, h, from theoretical predictions, hth, based on resolutions of Eqs. 2.1
and 3.4. C. Similar to B but for a film leveling above Tg. Reproduced from Ref. [157].

thickness is almost constant. The mathematical solution to this linear problem gives
antisymmetric profiles, when considered around the center point at h “ h1 ` h2{2,
and in contrast to the solutions to Eq. 2.1, there is only a single self-similar profile
since the prefactor in front of the spatial derivative in Eq. 3.4 is absorbed into the
time. This aforementioned symmetry is not observed for general profiles above Tg as
observed in Figure. 2.7(a); the sample with small h1{h2 is far more asymmetric than
the corresponding profile in part (b) with h1 " h2.

Considering the self-similar height profiles in Figure 3.3B and C, the former an-
nealed below Tg and the latter above, corresponding numerical integrations were
made; the fits are shown with solid blue (Eq. 3.4) and dashed red (Eq. 2.1) lines. In
the lower panels are shown the deviations between the experimental data h, and the
theoretical prediction hexp for both models. Thus, below Tg the model incorporating
a constant-thickness flow domain is appropriate, indicative of a thin mobile layer
atop a glassy base, while above the expected lubrication model with full-film flow
captures the data.

As the data presented in Figure 3.3B and C represents only two temperatures,
a full temperature sweep was made going through the glass transition with films
of constant geometry. In order to characterise the profiles with a single parameter,
we defined a morphological correlation function, χpT q, as the integrated difference
between a given experimental profile, hexp and the fully-liquid lubrication model htfe,
normalised by the integrated difference between the theoretical predictions for the
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glassy-film flow, hgtfe, and the fully liquid one htfe. Specifically, we have

χpT q “

ş

dxphexp ´ htfeq
ş

dxphgtfe ´ htfeq
. (3.5)

Defined as such, a film obeying Eq. 3.4 has χ “ 1 and a film obeying Eq. 2.1 has
χ “ 0. The temperature dependence of this function is illustrated by the errors (lower
panels) in Figure 3.3B and C, where the typical error magnitudes are complementary
in the two panels.

In Figure 3.4 is shown χpT q for PS(3k) films over a temperature range spanning
the bulk Tg indicated with a vertical, dashed black line. Remarkably, χ transitions
there from a glassy-like value of nearly 1 to a fully liquid value of nearly 0, over a
range of a few Kelvin. For comparison, the temperature dependence of the uni-axial,
thermal expansion coefficient is shown for an 87 nm thick film of the same polymer
as measured using ellipsometry. The sharp transition between χ suggesting surface-
flow to χ indicating full-film flow is reasonably well overlapped with the pseudo-
thermodynamic measurement of the thermal expansion coefficient. To demonstrate
the robustness of the χ measure, the black diamonds show data for a single film, first
annealed below Tg at ca. 327 K, and then annealed above at ca. 367 K. Remarkably,
the value of χ for this experiment switches from a glassy-like value to a liquid-like
one, further confirming the proposed mobility scenario of Figure 3.3A. This thus
makes a connection between the surface-dominated dynamics below Tg for the leveling
experiments, and the supposed free-surface importance in the wider glass transition
literature.

We end this section by insisting slightly on the morphological selection of the
films above and below the glass transition. To this end, samples were prepared with
a geometry h1 ! h2, for which we recall in Figure 2.7(a) showed a starkly asymmetric
profile. In the left of Figure 3.5 is shown the self-similar leveling profile of such a
geometry above Tg, and the right shows an identical film, but annealed below Tg (see
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Figure 3.5: [left] Self-similar profile of a stepped film leveling above Tg “ 70 ˘ 3 ˝C
(see legend) and with th1, h2u “ t23, 90u nm. The solid line is a fit to the TFE,
Eq. 2.1. [right] A film with identical geometry yet annealed below Tg and fit using
the integration of the GTFE Eq. 3.4. Reproduced from Ref. [157].
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figure legends). The shape of the two curves is drastically changed on passing through
the glass transition, thus proving furthermore the sensitivity of stepped-film leveling
to different mobility mechanisms, the corresponding fits to Eq. 3.4 and Eq. 2.1 indeed
show good agreement with the data. The insets to these panels also indicate the
values of χ, showing the appropriateness of the chosen models. In the next section
we show how slip at the lower interface can drastically modify the morphology of
dewetting polymer microdroplets.

3.2.2 Buried interface: dewetting polymer microdroplets

In this section we consider, instead of the free, air-liquid interface of the previous sec-
tion, the solid-liquid boundary condition and its effects on the free-surface morphol-
ogy of dewetting sessile droplets. This work is detailed in Ref. [43] with a follow-up
study, mainly numerical, in Ref. [162]. While the main focus here is on morphology,
we will also comment on the dynamics as they present, at first, a common early-time
dynamic and a final equilibration depending on the slip length.

When a sessile droplet is deposited onto a surface, it is generally out of equilibrium
in the sense that its contact angle is rarely the one prescribed by Young. This
could be the case for example in an ink-jetting process, or if a droplet lands on a
completely wetting surface with zero contact angle. In this latter wetting case, the
droplet spreads according to Tanner’s law [31, 117, 163], combining the Cox-Voinov
law for contact line dynamics [164–166], and volume conservation to derive a power
law dynamic for the contact line radius 3following Rptq „ t1{10. The prefactor of this
power law, and also the Cox-Voinov expression, contains a logarithmic expression for
the ratio of microscopic to macroscopic length scales of the fluid domain. Introducing
these length scales is physically relevant since the hydrodynamic models are only
relevant between, at least, molecular scale and at most to the fluid domain size.
Critically, however, and as pointed out by Huh and Scriven [167], not introducing
a microscopic scale would lead to a divergence in the predicted dissipation; “not
even Herakles could sink a solid if the physical model were entirely valid, which it is
not” they remarked. However, at small scales for complete wetting there is always a
precursor film [117, 168–171] which can regularise the dissipation; in partial wetting
cases, however such a precursor may not be present (especially for hydrophobic films),
yet slip can also regularise the dissipation [166,172–174].

While the slip length is often introduced as the microscopic length scale of a loga-
rithmic correction, it is not always the case the the slip length and system size are so
different (as in e.g. Section 3.1). Borrowing from the typical Tanner’s configuration,
we thus used the fabrication procedure of Figure 2.3(c) and (d) to prepare sessile
droplets of PS(10k) with an initial contact angle of ca. 10˝ on OTS and DTS SAMs.
Since the receding contact angle of PS on such substrates is 62˘ 3˝ (Supporting In-
formation of Ref. [43]), an approach to equilibrium engendering hydrodynamic flow
can be observed above the glass transition.

3We note another collision in the notation, where here R is the contact line radius and not the
polymer’s end-to-end distance. For our purposes in this section, the polymeric nature of the liquid
serves only to set the viscosity and so the chain size, only a few nanometers [13], is negligible in front
of the other length scales.
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In Figure 3.6A are shown 3D renderings of AFM data sets for sessile droplets of
PS(10k) dewetting from OTS (top, red substrate) and DTS (bottom, blue substrate).
Corresponding sequences of radially-symmetric dewetting profiles, hpr, tq, are shown
in part B and C of the same figure, the grey profiles indicate the data sets shown
in A. As for the case of leveling stepped films with or without slip of Section 3.1,
we remark that the change in substrate provokes a change in the dynamics toward
equilibrium.

Overall, for the droplet on OTS, the equilibration takes roughly 360 min while
that on DTS takes just 100 min. This modification of the dynamics occurs despite the
chemical similarity between OTS and DTS as revealed by their similar surface energy
(Section 2.1.1), and the similar receding contact angle at steady state as noted in the
previous paragraph. Therefore, with the energetics and viscosity of the droplet-
substrate pairs nearly equivalent, the change in substrate provokes a variation of
the slip boundary condition. This observation is consistent with previous work of the
Jacobs group [39,42,77,118], showing an order of magnitude change in the slip length
between the two substrates for the hole-growth dewetting described in Section 2.3,
and as verified for the substrates used in this study. Indeed, these considerations
informed the choice of substrate for the droplet dewetting study. The question of slip
disparity on such chemically similar substrates is addressed in the next section.

In the first instances of the droplet’s retraction, with the contact line at r “ Rptq,
fluid builds up in a zone nearer to the center of the droplet. This initial contact
line displacement scales as a power law in time with R0 ´ R „ tα, where α « 0.5 is
independent of the substrate, with a slip-dependent prefactor. Examining the final
approach to equilibrium, we noted an exponential relaxation toward the final radius
R´R8 „ exp p´t{τq, with the relaxation time dependent on the ratio of slip length
to droplet size. Both of these temporal scalings could be rationalised with scaling ar-
guments on the basis of viscous dissipation power balancing capillary driving power.
For the early-time power law, recourse to the intermediate slip regime (i.e. when
bh2 " h3 in Eq. 3.1) of the lubrication model was needed, in particular exploiting a

Figure 3.6: A. AFM measurements of microdroplets dewetting from the OTS and
DTS SAMs; scale bars are 2 µm. B and C. Sequences of radially-symmetric height
profiles for the droplets in A (cf. gray profiles) and for the times indicated. Insets
show scaled profiles. Reproduced from Ref. [43].
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self-similarity of the profiles in the contact line region that was observed experimen-
tally. Furthermore, the slip length dependence of τ has two major asymptotes. The
first is a Tanner-like one with τ „ lnR0{b for vanishing slip lengths. Such a logarith-
mic dependence crosses over, however to a slip-independent time scale, τ „ ηR8{γ,
reminiscent of suspended droplets relaxing in free space, yet with a contact-angle
dependence that is left off here. For details, the reader is referred to Ref. [43].

In addition to the change of dynamics, we note also a remarkable change in the
morphology of the dewetting droplets. On the OTS substrate, there is a pronounced
local maxima off the r “ 0 symmetry point, while such a local maxima does not arise
in the droplet retracting from the high-slip substrate.

Overall the observations of the last two paragraphs are the main experimental
phenomenologies taken from the droplet equilibration sequence of Figure 3.6. To
understand these experimental observations, we considered the Stokes equation with
a constant Navier slip condition at the substrate vr “ bBzv. At the air-liquid interface,
Laplace pressure was considered. Stress balance at the air liquid interface is given by
2ηBnv´p “ 2γC where Bn denotes the derivative normal to the interface and C is the
interface mean curvature, i.e. 2C is the sum of the principal curvatures. Lastly, we
included a boundary condition at the contact line radius R imposing the Young angle
for all times t ą 0. We refer to the collection of these ingredients as the Navier-Young
model (NYM).

Numerical integrations of the NYM were performed using the boundary element
method (BEM) [175]; time was non-dimensionalised by γ{ηR0 and space by R0. In
essence, this method takes advantage of the mathematical structure of the Stokes flow
equations to enable a direct calculation of the interface profiles without computing
the entire flow field. As only the boundary stresses are necessary, the dimensionality
of the computation is effectively reduced by 1, offering a computational advantage;
practically, furthermore, we only measure the interface profile. For certain instances
the flow field in the entire flow domain can be calculated directly from the boundary

Figure 3.7: A. BEM resolutions of the Navier-Young model for a dewetting micro-
droplet with slip length b{R0 “ 0.03 and dimensionless times from 0 to 14.5. B.
BEM resolutions of the Navier-Young model for a dewetting microdroplet with slip
length b{R0 “ 0.47 and dimensionless times from 0 to 5.2. The grey highlighted ex-
perimentals profile from Figure 3.7B and C are shown for comparison. Reproduced
from Ref. [43]
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Figure 3.8: (a) and (b) Flow field illustrations from the NYM for the droplets of
Figure 3.7. Reproduced from Ref. [43]. (c)–(e) Similar to (a) and (b) but for the
dimensionless slip lengths b̃ “ b{h0 with h0 the central height of the droplet at t “ 0
and for droplets with the contact line at r̃ “ r{h0 “ 11.5 at in the initial spherical
cap state. Reproduced from Ref. [162]

stresses.

In Figure 3.7 are shown sequences of interface profiles, as obtained from the NYM,
for two droplets with identical geometry to those in Figure 3.6. Slip lengths were
chosen to be commensurate with those measured from dewetting films on OTS and
DTS, and the equations were integrated until the droplet profiles reached a steady
shape. For comparison, the experimental height profiles corresponding to the 3D
renderings of Figure 3.6A are also shown, and correspond well to the computed
profiles. The agreement between the experiment and the computations suggests that
dewetting sessile droplets provide an alternative method of measuring a slip length of
polymer melts on hydrophobic substrates. Besides the practical benefit of providing
a slip length measurement, we also use the numerical integrations and analysis of the
hydrodynamics to provide insight on the effect of slip of the flow structure within
the droplets. Ultimately, this flow structure gives rise to the global shape evolution
as indicated by the presence, or not, or a local maxima located between the contact
line and axis of symmetry.

In Figure 3.8 is shown a series of flow fields as computed from the NYM. In (a),
(b) are shown the droplets of Figure 3.7, while independent droplets with various
dimensionless slip lengths are shown in parts (c)–(e). Generally, it can be remarked
that in increasing the slip length, the more the flow penetrates toward the center of
the droplet. With this flow structure, the redistribution of material toward the center
thus prevents large-slip droplets from developing a ridge. Interestingly, however, a
vanishing slip can also lead to the absence of a characteristic, non-central maxima.
To see how this may be so, we can imagine the case for which after some motion on a
non-slipping substrate, the contact line was pinned suddenly. In this pinned case the
fluid already accumulated in a zone near the displaced contact line would relax toward
the center of the droplet, for small contact angles according to Eq. 2.1, in order to
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Figure 3.9: Morphological phase diagram for the presence, or not, of a non-central
interface profile maxima, and for an initial contact angle of 10˝. On the vertical axis,
the dimensionless slip length and on the horizontal the equilibrium contact angle.
The right side shows a zoom of the left. Reproduced from Ref. [162]

recover a quasistatic spherical cap shape. It happens that if the contact line moves
slowly enough, the redistribution is faster than contact line motion. In Figure 3.9, we
thus show a morphological phase diagram for which we map the presence or not of a
“global bump” (i.e. a non-central maxima), as it depends on the equilibrium contact
angle, and slip length, and for a constant initial contact angle. For a large enough
θe, there is always a finite region giving the presence of a non-central maxima, which
may help to provide a “visual” indication of the slip regime.

In the previous two subsections, we have thus emphasised the role of interface mobility
on the morphology of free-surface, nanoscale flow domains. In the first case, free-
surface mobility was able to be elucidated by an examination of the stepped-film
leveling method, providing a direct observation for free-surface flow typically confined
in the first few nanometers of an otherwise glassy film. In the second, we found that
friction at the buried, solid-liquid interface, as typified by the slip length, could have
a large impact on the morphology of dewetting microdroplets, and indicative of the
extent over which fluid may be mobile in the context of nanoscale flow domains
subject to contact line motion.

3.3 Slip is mediated by molecular structure at the solid-
liquid interface

In the preceding section, we saw how the choice of substrate could inform the slip
hydrodynamic boundary condition, even for an identical liquid and very similar inter-
face energetics. In this section, we review work whose aim was to provide insight as
to how these seemingly “identical” substrates could give rise to such an order of mag-
nitude change in the interfacial friction. Indeed, as the liquid is identical, we suppose
that the interfacial friction coefficient is modified on a change in the substrate. This
section is closed with a discussion concerning the interactions of polymer chains with
their interfacial counterparts, either a solid or a vapour. We demonstrate how, for an
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identical dewetting substrate, the annealing history of a polymer film and the choice
of annealing interface can inform the boundary condition. This interface-mediated
slip section gives onto the following chapter wherein semidilute polymer solutions are
investigated using TIRFM for assessment of the hydrodynamic boundary condition.

3.3.1 Mixed monolayers promote enhanced sliip

The self-assembled monolayer substrates providing disparate slip conditions of the
preceding section differ by only a few atoms. Specifically, the difference between
OTS and DTS is “just”4 a 6-mer of fully-hydrogenated carbon. In Ref. [176], we
hypothesised that preparing a smooth transition between pure OTS and pure DTS
could give clues as to the molecular origin of the disparity. These mixed SAMs are
schematically illustrated in the left column of Figure 3.10.

A series of monolayers was prepared containing a mixture of OTS and DTS,
according to the procedure outlined in Section 2.1.1 and detailed in Ref. [74]. Polymer
films with thickness ca. 160 nm were floated onto such wafers and hole-growth
dewetting was examined. In the central column of Figure 3.10 are shown pairs of
images for dewetting from each of the three substrates. The initial image (i) is taken
for a hole of constant radius, and the later one (ii) is taken 18 min later. Remarkably,
over this time interval, the hole on the mixed SAM with 50% DTS displays the largest
change in hole radius. Dewetting is faster on mixed SAMs than on pure OTS or DTS
ones, as verified also by a detailed examination of the hole growth kinetics provided
in the article [176]. To control that the surface energetics is not responsible, we also
measured the contact angles of PS on each of the SAMs and found that for the mixed
monolayers there was a small decrease of a few degrees in the steady, receding contact
angle. If the energetics were dominating the dynamics, this small modification would
cause the holes to grow more slowly [117].

Thus, if it is not the driving force that is responsible for altered hole growth
kinetics on mixed-OTS/DTS SAMs, the slip boundary condition should be responsi-
ble. In the right column of Figure 3.10, part (a) therefore, are shown dewetting rim
profiles for each of the SAM compositions studied. There it is seen that the OTS
rim displays a characteristic dip that is associated with weaker slip as compared to
a film with a monotonic profile [39,77,121], see also Figures 2.11 and 2.12. The film
dewetting from DTS has a slightly non-monotonic profile and the films on the mixed
SAMs display monotonic profiles, and rim profiles with larger penetration into the
undisturbed portion of the film. All of these observations, as in the previous section
on dewetting microdroplets, suggest a maximum in the slip length for a mixed com-
position. Indeed, in part (b) of the right column in Figure 3.10 is shown the fitted
slip lengths, showing a non-monotonic slip-length dependence on the composition.
These observations were confirmed in multiple instances of monolayer preparation,
with the general trend of observing an order of magnitude change in the slip length
between OTS and DTS SAMs, and typically a factor of 5 or 6 between DTS and a
50/50 mix of OTS and DTS.

As for pure OTS or DTS SAMs, the mixed monolayers display under AFM an

4It is probably the näıvté of a polymer physicist speaking as, considering the N -large limit, 6 is
small.
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Figure 3.10: [Left column] Schematics of the self-assembled monolayers containing
different fractions, φ, of DTS (blue), OTS are represented in red. [Center column]
Optical micrographs of (i) dewetting holes with radius 4.9 µm and (ii) after a con-
stant time of 18 min later. Dewetting was for 160 nm, PS(10k) films at 110 ˝C. [Right
column] (a) Corresponding rim profiles as measured by AFM for different composi-
tions φ of DTS in the SAM grafted to a Si wafer. The inset shows a full profile. (b)
Slip lengths extracted from the rim profiles of (a) using Eq. 2.5; the insets show two
fitted rim profiles. Reproduced from Ref. [176].

atomically smooth surface largely free of defects and with a topography similar to the
one shown in Figure 2.2(a). As such, a deeper investigation using X-ray reflectivity
on the bare substrates was made. While we do not show the raw data here, the
derived electron density profiles are shown in Figure 3.11. We first remark that
the OTS and DTS profiles and fitting parameters are similar to those measured
previously [73,74]. To summarise the previous observations, the OTS and DTS layers
make a full coverage of the substrates, with an electron density that approaches that
of the crystalline structure of, for example, octadecane in the case of OTS. The OTS
monolayers are slightly more packed that the DTS ones, with a chain density of
approximately 5 nm´2 whereas DTS shows roughly 3.8 nm´2 chain coverage5. Given
such coverage and the length of the chains, it was also noted [73] that, on average, a
DTS chain makes an angle of ca. 30˝, while OTS chains average a 5˝ inclination.

With respect to the mixed monolayers, we noted that fitting the profiles required
the introduction of an extra tail layer (purple in Figure 3.11), which we interpret as
the extra 6-mer of OTS that protrudes above the monolayer carpet of DTS. Such
a hypothesis was confirmed using molecular dynamics simulations. For these, the
yellow curve in the panel for φ “ 0.5 in Figure 3.11 shows good agreement with the
measurements. In these simulations, it was noted that the terminal CH3 groups of
the DTS tails were always buried below those of the OTS tails. Such observations

5Such coverage calculations simply require to integrate the electron density of the head and tail
layers, and then to divide by the known number of electrons in the corresponding molecules.
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Figure 3.11: X-ray reflectivity-derived electron density profiles perpendicular to the
air-SAM interface. From (a) to (e) is shown an increasing concentration of DTS
molecules in the silanisation. Solid black lines indicate the full electron density,
while also shown are the Si and SiOx components (dashed-dot lines), head and tail
groups (red and blue solid lines), along with protruding OTS 6-mers (purple lines).
The yellow dotted line for φ “ 0.5 indicates the full electron density predicted from
molecular dynamics simulations. Reproduced from Ref. [176].

motivated us to use the experimental protrusion layer (purple lines) to estimate the
density of exposed SAM molecules, assuming that such a layer would correspond to
the electrons of the protruding 6-mer of OTS in excess of DTS. We found that the
mixed layers presented the smallest number of exposed chains (typically 2 or 3 nm´2,
see [176] for details).

While we cannot conclude based solely on these results as to the origin of the
enhanced slippage on DTS and mixed SAMs as compared to OTS, there are perhaps
some clues in the structural data offered by Figure 3.11. Here we suggest several
possibilities. First, the average inclination angle being larger on DTS than on OTS
suggests a higher exposure of intermediate CH2 groups compared to the terminal
CH3 groups. Furthermore, it was observed in independent studies [177] that mixed
monolayers may present an enhanced probability of gauche states for the grafted
molecules. While these changes may be subtle, their effects on the solid-liquid friction
could be important. Indeed, we remark that this possibility for atomic/molecular-
scale friction modification is bolstered by the parallel observation that using P2VP
instead of PS (i.e. a substitution of one nitrogen atom in P2VP for one carbon atom
in the side-chain phenyl ring of PS), can also reduce the slip drastically on SAMs used
here [178]. Thus, the electronic structure of the solid-liquid pair, including interfacial
depletion [73,178], seems to play a dominant role in solid-liquid friction; in the study
presently described we made a modification of only the solid. On a more mechanical
level, it is also known that elastomer friction depends strongly on the number of
linker chains between a given surface and the sliding elastomer [179]. If the polymer
melt is even transiently adhered to the substrate through the exposed chains, as in
Section 3.1, the reduced number of load-bearing molecules could partially explain
the slip disparities. Lastly, we note the possibility of dynamical effects. Although we
have no direct evidence, it is possible that the more loosely packed monolayer chains
present a higher mobility under shear from the polymer melt, which may manifest in
a reduced activated friction.

The results of the previous paragraphs show that the fine molecular structure,
even in the last few angstroms of a solid boundary, can produce the drastically de-
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creased solid-liquid friction. In the next subsection, we turn to the effects of polymer
film preparation protocols on the resulting solid-liquid friction.

3.3.2 Sacrificial mica, solid-liquid friction

In the previous subsection we described how molecular structure of the substrate,
at the ‘monomeric’6 and perhaps at the electronic scale, could influence the slip
hydrodynamic boundary condition for short-chained polymer melts. In this section
we fix the substrate and investigate how changes in the thermal annealing protocol
impact the solid-liquid boundary condition, in particular for entangled polymer melts.

As described in Section 1.1.1 and in Refs. [10,11,25], their equilibrium conforma-
tions in the melt are random walks. This random walking structure in turn plays a
dominant role on the dynamical properties of polymer melts — to give just one ex-
ample the so-called Rouse time is that taken for a short-chain polymer in the melt to
diffuse a distance of order its own size, and scales as τR „ N2 in part due to the N1{2

scaling for the chain size, the other factor of N coming from the inverse porportion-
ality of the diffusion coefficient with N . Therefore, a change in the random-walking
structure of a polymer chain typically provokes a dynamical consequence.

The Reiter and Steiner groups [145,146] investigated melt-relaxation phenomena
in the context of spin-coated films. During spin coating, rapid solvent evaporation,
a glass transition at finite solvent concentration, and evaporation of solvent down to
zero concentration leave the chains in highly non-equilibrium configurations. Their
works, only two are cited, suggested extremely long times, much longer than the
reptation time, to achieve equilibration of the chains. In a complementary work [147],
we used annealing on mica and the so-called crazing technique to investigate the
equilibration dynamics of spin coated films. We found relaxation times of order the
reptation time, yet our substrates, mica, differed from the Reiter and Steiner works,
Si, as did the experimental protocol.

Besides spin coating, chains at an interface have perturbed configurations due to
the so-called Silberberg principle [180], suggesting that chains at a wall are simply
reflected back into the melt. Thus, the intermolecular chain packing is altered near
an interface as ‘intra’-chain interactions become more prevalent there. Since entan-
glement depends on packing as described by the Fetters models [13, 19] mentioned
in Section 1.1.1, the entanglement density in thin polymer films and at interfaces
remains an actively investigated subject [82, 181, 182]. Dynamical consequences of
near-wall chain packing were investigated by several groups. In the context of the slip
hydrodynamic boundary condition for dewetting films, Bäumchen et al. suggested
that the slip length could be reduced [84] as compared to the prediction b “ η{κ using
the bulk viscosity, following a work by Bodiguel and Fretigny [83] showing reduced
viscosity for thin films dewetting from a liquid bath via global retraction. Meanwhile,
Schune et al. [171] studied kinetics of precursor films of thickness on the order of one
nanometer or less, i.e. with h{R ! 1 here R denoting the chain size. Remarkably,
they showed that bulk-entangled chains of partially-wetting melts could in fact be
treated as 2D semi-dilute in a dynamical sense for such extreme confinements.

Although the Silberberg principle is a useful and reasonably predictive one, it

6Quotes are used since the substrate molecules in question are not really polymers
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Figure 3.12: Schematic of sample preparation for the formation of interface-specific
dewetting. The PS touching a DTS substrate for a dewetting experiment formerly
touched either a mica surface (i-mPS) or air (i-aPS). Reproduced from Ref. [143].

is only valid for strictly non-interacting polymer-substrate pairs. Noting the differ-
ence between the Si and mica equilibration times, for example, in Ref. [143], we
hypothesised that differences in polymer-chain interaction with air and that with the
sacrificial mica could be long-lived enough to be observable in a dewetting film. To
this end, we modified the floating technique described in Figure 2.3 to arrange for
specific interfaces to touch the substrate from which ca. 200 nm films were dewetted.
In Figure 3.12, we show this protocol, wherein the former PS-air interface (termed
i-aPS) or the PS-mica interface (termed i-mPS) touches the dewetting substrate. For
the purposes of comparison, films from the same mica substrates were systematically
used, as indicated by the grey dashed line at the top-right of Figure 3.12.

In Figure 3.13 we present the main experimental observations of this work. For
PS(465k) films that have not been annealed —dashed curves in part (a) at left—
the rim profiles do not show any sensitivity to the interface touching DTS, whether
i-aPS or i-mPS. Once annealed however, the same films show a dramatic difference
in the relaxation to the undisturbed portion of the film when comparing i-aPS and
i-mPS dewetting. Under the interpretation provided by Eq. 2.5, the annealed i-mPS
interface presents a slip length that is reduced by almost an order of magnitude
for the well entangled chains of this figure panel. The slip-disparity effect is thus
chain-length dependent. In the right part of the figure, we see that the rim profiles
—part (a)— for annealed films on mica become more different as the chain length
increases; in part (b) the slip lengths obtained from Eq. 2.5 are shown and reveal a
slip length disparity that grows with chain length, with a discernible offset arising
between PS(10k) and PS(51k).

Further experiments not shown here using blends of PS(28k) and PS(465k) with
varying compositions were also dewetted from AF2400. These experiments showed
that blends with higher concentration of long chains displayed larger the slip disparity
for annealed i-aPS and i-mPS films. We noted that the onset of the observable
slip disparity corresponded with blends of number-averaged molar mass of roughly
50 kg/mol, consistent with the monodisperse samples; the corresponding weight-
averaged molar mass was a factor 6 larger for these bidisperse blends. Practically, that
the onset correspondence occurs for number-averaged molar mass may be suggestive
of the mechanism for slip disparity between i-aPS and i-mPS dewetting films. Chain-
end density, for example, is proportional to number-averaged molar mass while the
viscosity correlates to the weight average; these are, however, just two examples.

While the molecular origin of the slip disparities displayed in Figure 3.13 was not
determined in the context of the presently-described work, several mechanisms could
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Figure 3.13: [Left] (a) Dewetting rim profiles for films with ca. 3µm holes. Dashed
lines show as-cast films, and solid lines show annealed films, with red and black curves
showing air and mica interfaces in contact with DTS for dewetting. (b) Slip lengths
obtained from the rim profiles in part (a), from Eq. 2.5. [Right] (a) Rim profiles for
annealed films of indicated molecular weight with i-aPS in red and i-mPS in black.
(b) Associated slip lengths from Eq. 2.5. Reproduced from Ref. [143].

in fact be responsible. We recall these speculations here for the purposes of guiding
possible future study. First, chain-end segregation is commonly known to occur as
an equilibrium structural phenomenon, mainly as a result of the reduced entropic
penalty [183] associated with chains at an interface as compared to having main-
chain monomers there; effectively, reflecting a chain end does not change the polymer
conformation. Neutron reflectivity notably contributed to this topic experimentally,
and it was in particular shown by the Russell group [184–186] that air-PS and solid-
PS interfaces could display markedly different chain-end segregation arrangements.
Besides these chain-end or short-chain effects, interfaces also provoke modified chain
ordering as revealed by the entanglement and dynamical studies mentioned above [82–
84, 171, 181, 182]; entanglements do seem particularly relevant in the slip-disparity
context as it is beyond Ne where the differences can be resolved in the dewetting
experiments. Simulations [187, 188] revealed the possibility that densities in the
first monomer layer could be as large as two times larger than in the bulk near
a solid surface, with oscillatory density profiles and a with possible chain-packing
modifications. A marked difference in the density profiles near an air interface that
is not oscillatory, but monotonic was revealed in the same studies [187, 188]. The
specific dynamical effect of these static packing and segregation phenomena, built
from a molecular level description, is currently unknown, yet our results could help
to frame such theoretical efforts.

To summarise the previous two subsections, we could note practically that eval-
uations of the hydrodynamic boundary condition must be done with care in any
experiment or process manipulating polymeric liquids at the nanoscale. Fundamen-
tally speaking, the physical hydrodynamic boundary condition can indeed vary over
an order of magnitude, or more, even for superficially identical chemistries. Our ob-
servations point to the extreme sensitivity of hydrodynamic boundary conditions on
the macromolecular level conformations as well as monomeric- and electronic-scale
detail of the solid-liquid pair.
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Chapter 4

Near-surface colloid transport
for semi-dilute solution slippage
and nanoscale Taylor dispersion

In the last chapter, we were uniquely concerned with polymer melts. Besides the work
presented there, a fairly mature understanding of many of the main features control-
ling melt-polymer slip were established through the ‘90’s and ‘00’s, significantly from
the Orsay groups [40,149,150,189–191] and others [192–194], stemming from the the-
oretical ideas of de Gennes and Brochard from the late ‘70’s onward [3,38,48,117,148].
Meanwhile, an individual polymer molecule in dilute solution has been treated as a
soft object in a hydrodynamic flow near a surface for some time, with a compre-
hensive review offered by Graham [195] as to the statistical nature of these objects’
transport.

Bridging the gap between these two extremes in polymer concentration, slippage
of semi-dilute solutions wherein there is considerable chain overlap but for which
the solvent largely influences the small-scale structure and dynamics has been in-
vestigated to a much lesser extent. Much of the early work in this concentration
regime was motivated by the process of enhanced oil recovery [196] and other in-
dustrial or fundamental processes [197]. More recent works have investigated poly-
electrolyte slippage [153, 154] wherein the charges on polymer chains could promote
depletion or absorption at a glass wall [150,197–204]. Such solutions display a highly
non-Newtonian rheology, with in particular a strongly shear-thinning behaviour as
described in Section 1.1.1 and in Refs. [20–24].

One of the main challenges in measuring slip for such polymer solutions is their
relatively small slip lengths, as compared to polymer melts. Furthermore, the tech-
niques used in the previous chapter are not applicable since the thin-film manipula-
tions of Chapter 2 cannot be used for aqueous solutions. One technique developed in
Orsay relying on photobleaching [189–191] a melt at room temperature and possible
to use for polymer solutions is nevertheless only capable to resolve slip lengths down
to one micrometer or more. Therefore this photobleaching technique is only applica-
ble to entangled polymer solutions. Techniques based on force measurement such as
colloidal probe AFM or surface forces apparatus, while well-developed from a theoret-
ical standpoint, are nevertheless indirect. For these reasons we emply TIRFM in this
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chapter for the investigation of semi-dilute unentangled polymer solution slippage.

As the near-wall structure and bulk rheology of semi-dilute solutions may be non-
trivial, in the next section we describe how TIRFM particle tracking can be used to
simultaneously measure the near-surface rheology and boundary condition of such
flowing solutions; the work is detailed in Ref. [132] and makes up also part of the
thesis of G. Guyard [135]. For reasons of continuity with the previous sections, we
delay the description and motivation for the latter sections of this chapter, were we
present work on near-surface particle transport, comprising diffusive and advective
motions, in Newtonian liquids at the nanoscale.

4.1 Semidilute polyelectrolyte near-surface rheology and
boundary conditions

In Section 2.4 we described the total internal reflection fluorescence microscope,
showing in Figure 2.17(a) velocity profiles measured for 100-nm-diameter fluores-
cent nanoparticles in water at different imposed pressure across our standard mi-
crochannels. Similar profiles from an independent experiment with water are shown
in Figure 4.1(a). Each of the profiles is linear as expected for the first micron of a 20
µm channel, where the velocity profile is essentially a simple shear. The shear rate,
9γ, shown in Figure 2.17(b) varies linearly with the pressure for water, suggesting a
Newtonian liquid of viscosity in good agreement with that of water at room tem-
perature. The same is true for other Newtonian liquids, as shown in Figure 4.2(a),
where the ratio of viscosities between water and glycerol-water mixtures is shown.
To determine the viscosity of the solutions subject to TIRF measurements, we use
the ratio of the stress and the measured shear rate, the former which is proportional
to the applied pressure through a simple geometrical prefactor equal to h{2L. This
result for Newtonian viscosities confirms the validity of the angle calibration we pre-
sented in the previous section, and suggests that investigating more exotic liquids is

a b c

Figure 4.1: Velocity profiles measured by TIRFM velocimetry for 100-nm diameter
particles in (a) water, (b) a solution of neutral poly(acrylamide) of molar mass 2
Mg/mol with a concentration of 2 mg/mL in water and (c) a solution of negatively
charged poly(acrylamide) with molar mass 817 kg/mol and a concentration of 0.5
mg/mL. Reproduced from Ref. [132].
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possible.

In Figure 4.1(b) we show velocity profiles measured using a semi-dilute solution of
neutral poly(acryl-amide) (PAM) with molecular weight 2 Mg/mol at a concentration
of 2 mg/mL. Similarly, velocity profiles were obtained for the negatively charged PAM
of part (c), with molecular weight 817 kg/mol and a concentration of 0.5 mg/mL;
such a concentration also gives rise to a semidilute solution. In contrast to the data
in Figure 4.1(a) for pure water, we find that the shear rates derived from the (b) and
(c) parts are not proportional to the imposed pressure. Such a nonlinear dependence
on the pressure demonstrates that these polymer solutions are non-Newtonian. We
therefore performed bulk rheology on all our solutions of Figure 4.1 in steady shear
(MCR 302, Anton Paar), the water-normalised results being shown in Figure 4.2 as
small dots.

Also shown in Figure 4.2 are the TIRFM-derived, water-normalised polymer vis-
cosities. As can be seen in both parts (b) and (c), solutions of neutral and charged
PAM are shear thinning if the concentration and shear rate is high enough, with a
viscosity that decreases with the shear rate. The TIRF measurements are in quan-
titative agreement with bulk rheology for all of the concentrations measured and for
both polymers, using the same solution in the microfluidic chip as in the rheometer.

Much lower concentrations than are displayed in Figure 4.2(b) were also measured
by rheometry, with the characteristic linear dependence on concentration for low
concentrations. Such measurements allowed for the measurement notably of the
intrinsic viscosity, rηs “ η´1

w dη{dc, permitting to use the semi-empirical model of
Jouenne and Levache [24] to fit simultaneously all data for all concentrations in panel
(b) with a single fitting parameter, the relaxation time of a chain in dilute solution.
These are shown with the black curves in the panel showing good agreement having
taken the Zimm time [11] as 1.2˘ 0.1 ms, as is reasonable for a typically 60 nm coil
size in solution for these polymers. The mutual agreement between the model, bulk

a b c

Figure 4.2: Comparison of rheology measurements performed by classical bulk rhe-
ology (smaller dots) and TIRF velocimetry (larger circles), all normalised by the
viscosity measured in water in the same chip and in sequence: (a) glycerol water
mixtures with increasing concentration 0 ď φ ď 60 vol% from bottom to top; (b)
neutral PAM of 2000 kg/mol; (c) 10 % negatively charged PAM with molecular weight
of 817 kg/mol. Colour bars show the concentration for each panel. Reproduced from
Ref. [132].
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rheometry and TIRFM measurements of panel (b) suggests that rheology in the zone
where we see particles, roughly 100 nm to 1 µm from the surface, is bulk-like and
can be assessed with fidelity.

Having discussed the rheology of polymer solutions as measured by TIRF, we turn
our attention now to the measurement of the hydrodynamic boundary condition. Up
to now, we have only considered the slopes shown in the data of Figure 4.1, yet the
hydrodynamic boundary condition, as characterised by the intercept of the linear
regression of the velocity profiles, represents the principal interest of using the TIRF
to study polymer solutions: slip lengths down to a few tens of nanometres become
accessible.

In Figure 4.1(a), wherein velocity profiles for water are shown as a function of
the particle-wall distance, we also show a vertical dashed line indicating the solid-
liquid boundary. Using the same microfluidic chip, we measured the velocity profiles
of neutral PAM with molecular weight 2 Mg/mol in Figure 4.1(b). By comparing
the common intersection point of the velocity profiles, here we focus on the top
x-axis, it is clear that there is an offset in the intensity value at which the velocity
profiles extrapolate to zero. We take this as evidence for the existence of an adsorbed
layer of polymers, in this case with a thickness of approximately 100 nm. We have
repeated such measurements for several concentrations of this 2 Mg/mol polymer,
and complemented them with additional measurements for similar neutral PAM with
molecular weight 1.28 Mg/mol, all show such an adsorbed layer consistent with the
chain size.

Turning our attention to charged polymers, we consider the anionic HPAM, which
have the same charge as both the wall and the particles. In Figure 4.1(c), it is
clearly seen that the velocity profiles extrapolate to zero at a position well below
the glass/water interface, thus there is an apparently positive slip length for such
solutions. We have made similar measurements for several other concentrations and
all show positive apparent slip, from a few hundred nanometres up to 2 µm, which
depend on the concentration and on the pressure applied across the channel.

Since the polymers and wall are both negatively charged, it is expected that a
depletion layer of order the correlation length [200,205] would be present, as schemati-
cally indicated in the inset of Figure 4.3. The lower layer near the wall is thus enriched
with water, and the one in the microchannel a bulk solution of higher viscosity. We
thus used [132] a simple two-layer model for the fluid, balancing the stress between
the layers and a no-slip condition at the glass-water interface. This consideration
allows the determination that the apparent slip length normalised by the correlation
length, i.e. the depletion layer thickness, should scale linearly with the relative vis-
cosity, η{ηw´1. This latter viscosity is dependent on the applied pressure across the
channel, as measured directly from TIRFM as in Figure 4.2(c). Knowing the charge
density on the polymer backbones, we thus used the Dobrynin theory of polyelec-
trolytes [15] to estimate ξ for each solution, the values varied from 62 nm to 14 nm
for the smallest and largest concentrations, respectively. Therefore, in Figure 4.3(a),
the normalised slip lengths are plotted as a function of the relative viscosity. The
normalised data display a linear scaling over nearly three orders of magnitude in
the dimensionless variables, validating the model and suggesting a depletion layer of
order the correlation length as hypothesised.
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a

b

Figure 4.3: Comparison of slip length, b, measurements for a series of polymers with
different molecular weights and electrolyte content. For each color grouping, the
concentration increases from left to right. Reproduced from Ref. [132].

To test the hypothesis that the two-layer model in Figure 4.3(a) is electrostatically
mediated, we performed a complementary set of experiments for which monovalent
salt was added with a concentration chosen to screen all of the charges on the polymer
backbones. With such a screening, it was expected that the neutral polymer case
would be recovered, which is finally seen in Figure 4.3(b), where a ‘negative’ slip
length indicating an adsorbed layer as in Figure 4.1(b) is observed. This layer is of
order the estimated chain size in dilute solution, the semi-dilute scaling being a weak
function of the concentration.

These experiments show that TIRFM is well-suited to investigate the interfacial
dynamics of complex fluids. Indeed, the experiment allows to disentangle the essen-
tial ingredients of such interfacial phenomena: the boundary stress along with the
interfacial extrapolation length, providing perspectives for the rich phenomenolgy of
polymer-surface interactions in a dynamical setting.

4.2 Pre-asymptotic and nanoscale Taylor dispersion

In the last subsection, we investigated the particle motions’ mean characteristics,
allowing to describe the boundary conditions for semidilute polymer solutions and
the corresponding boundary conditions. All of the velocimetry measurements derived
from the average translation over a given time interval, typically 2.5 ms corresponding
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to one frame of the 400 Hz videos. However, the statistics around these means also
presents an opportunity to learn about the diffusive motion of particles near an
interface. Here we will focus on Taylor dispersion as described in Section 1.1.3.
There, we described the effect for tracer-like particles long after they have explored
the entirety of a flow domain’s cross section. By tracer particles, we mean purely
non-interacting with the confining walls, and when we say ‘before’, we mean that
times are shorter than the Taylor time, τz which we recall is proportional to h2{D0.

The flow domain common to both investigations is the near-surface region illu-
minated by an evanescent wave of a TIRFM. One interesting feature of such a setup
is that the flow profile is essentially pure shear with velocity vxpzq “ 9γz. This profile
is the simplest one can give rise to Taylor dispersion, and we thus recast the Peclet
number as Pe “ h2 9γ{D0, emphasising the feature of velocity gradients through the
shear rate, having replaced U0 with 9γ and dropping the factor 2. We will see that
the altitude selectivity of Figure 2.18 was particularly useful for the pre-asymptotic
investigation, while the near-surface aspect was essential for the nanoscale dispersion
study.

4.2.1 Dispersion before the Taylor time

In a first subsection here, we will describe the pre-asymptotic part of the dispersion.
Essentially, we found in Ref. [133] that the approach to the Taylor result depends
sensitively on the initial distribution of particles in the flow domain. In particular we
consider the simplest initial distribution possible of a delta-like spike containing two
particles only as schematically depicted in Figure 2.15(a), where we also recall the
coordinate frame for these experiments: x along the flow, z normal to the substrate,
and y the invariant direction. In the initial instants these particles begin wandering up
and down the velocity gradient and thus explore at each instant a new velocity. With
each new velocity that is sampled, a different, differential displacement is made along
the flow direction. Two particles with two different velocity sampling histories will
thus be advected by a different distance. Once the particles encounter a boundary,
they may be reflected and begin to explore ‘already-seen’ velocities, thus the histories
of individual particles begin to resemble one another and the dispersion starts to
be identical, independent of the starting point and independent of the details of
the particle trajectory. If the two particles instead are placed at initially different
positions, we can see again that the advection distances will be different as compared
to the first example, and generally it can be seen how the initial distribution can be
important in the pre-Taylor temporal domain.

In the period preceding our study, a considerable theoretical literature on the
dynamics of Taylor dispersion existed. Here, Chatwin [206] considered the unbounded
case, while Barton [207], and the Bruus group [208,209] made important contributions
for the channel cases using moment theory [5]. Experimentally, a few works existed
for the point-like case [210–212] and particularly focussed on unbounded domains,
but the level of experimental maturity in this domain was limited by comparison with
that of the theoretical situation. In Ref. [133], we pointed out several domains in
which the time and spatial dependence of dispersion could be important, including for
drug delivery from a suddenly ruptured vesicle or in nano-confined and flow chemistry
where the spatiotemporal concentration profiles must be critical. We thus turn our
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attention to measurements of the spatio-temporal dependence of Taylor dispersion.

In Figure 2.18 are shown the probability of displacement (a) transverse to the
flow, ∆y, and (b) along the flow, ∆x at two different pressures for the latter. The
distributions are also sorted according to the particle altitudes, i.e. the intensity, as
indicated by the green-black curves and the corresponding color bar. Such sorting
reveals a dependence on the vertical position for the distribution width. For the
streamwise displacements, a noted the difference is also observed between the green-
black curves associated with, respectively, the yellow (low pressure) and red (high
pressure) distributions in panel (b). A much larger width of green-black distribu-
tions for the higher pressure at a given altitude is observed. Such widths allow a
determination of the local diffusion and dispersion coefficients, which are shown in
Figure 4.4(a) and (b) for the y and x directions respectively. In addition to plotting as
a function of z (i.e. green-black shade for Figure 2.18), the gradation from red to blue
denotes increasing delay times, τ , along a given particle trajectory. Spatio-temporal
dispersion is thus accessible using TIRFM.

As expected, the diffusion coefficients in y do not depend on the time and are
well described by the theory including Brenner’s [51] friction coefficient along the
flow direction (black line, see also e.g. Refs. [59, 60]). In contrast, a marked time
dependence is noted for the dispersion coefficients in (b). As shown in Ref. [133], we
note that in addition to the measurements done with 100-nm-diameter particles in
water presented here, we also performed experiments with water-glycerol mixtures
to increase the fluid viscosity and with larger particles. Both of these variations
reduce the diffusion coefficient according to Eq. 1.10, and thus increase the Taylor
time, allowing to access a broad range of dimensionless times τ{τz. Furthermore,
sweeping also the pressure drop across the channel, we were able to rigorously test
the shear-rate dependence of Taylor dispersion, confirming a quadratic dependence

Figure 4.4: Diffusion and dispersion coefficients plotted as a function of distance from
the wall for (a) the y direction and (b) the x direction, respectively. In (a), the black
line corresponds to the predictions from literature (Brenner, Stokes-Einstein), and
for both panels the progression from red to blue indicates the time of travel for a
given observed particle. Reproduced from Ref. [133].
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on the shear rate [206,207,209].
Remarkably, the different accessed viscosities and particle sizes allow for the ob-

servation of a reduced temporal dependence for Taylor dispersion. As mentioned pre-
viously, nondimensionalisation allowed for the revelation of different master curves
when the dispersion is scaled with the Peclet number as suggested by Eq. 1.12; Pe
was evaluated in situ using the shear rates measured from velocity profiles, diffusion
coefficients measured from the displacement statistics along y and the height, h, as
read from the SIDs as in Figure 2.19. One example of a master curve is shown in Fig-
ure 4.5. The different-colored symbols represent different liquid/particle-size pairs,
while the symbols are different imposed pressures and thus shear rates. Different
lines represent different theoretical predictions that we shall now describe, while the
inset shows the experimental condition accessed, having considered particles in the
top half of the evanescent illumination zone.

First, the black dashed line is the prediction of Taylor, having taken h as the
extent of the evanescent zone for the calculation of the Peclet number. As this
theory assumes long times, it is constant. The black solid line is the prediction of
Chatwin [206] for an unbounded flow. Notwithstanding the unboundedness of the
theory, one ingredient is the initial distribution which we took as a fraction n of the
initial observation zone h, denoting the vertical axis of Figure 4.5 as Fxny. We applied
the general theory of Chatwin for any initial distribution and any velocity profile to
a uniform stepwise distribution in a linear shear flow. It could thus be shown that
the master curve should follow

Fxny “
n2

6

ˆ

τ

τz

˙

`
4

3

ˆ

τ

τz

˙2

, (4.1)

for times short compared to the Taylor time. The Chatwin theory thus reveals two
pre-asymptotic regimes characterised by a short-time linear increase in the dispersion

Figure 4.5: Rescaled dispersion for all liquid-particle pairs as a function of reduced
time for particles beginning their trajectory in the top half of an observation zone.
Reproduced from Ref. [133].
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coefficient with a crossover to an intermediate, quadratic time dependence, as shown
by the black curve with n “ 1{2 as accessed in the experiment.

To explain Eq. 4.1 in a näıve sense, we note that when the time to diffuse a
distance larger than the initial extent is reached, the initial distribution starts to look
like a ‘point’ and thus the quadratic time dependence is observed. The quadratic is
explained by considering the difference squared in the distance travelled along the
flow for particles respectively moving up or down: the typical distance travelled
vertically is σ2

z „ D0τ while the distance travelled along x is σ2
x „ p 9γτσzq

2 „ 9γ2D0τ
3

and thus σ2
x{τ „ τ2. The linear increase at early times is, in contrast, linked to the

ballistic shearing of the initial distribution with σ2
x „ p 9γτhq

2 and thus σ2{τ „ τ . The
early-time data of Figure 4.5 agrees well with the curve predicted by Chatwin.

In order to predict the crossover into long times considered by Taylor [4], the
moment theory [5, 207–209] was used for a closed channel of height h and velocity
profile vxpzq. Our implementation of the theory is merely sketched here, with details
found in Ref. [133]. We assumed simple reflective boundary conditions for the par-
ticles and uniform particle diffusion coefficients, these assumptions to be confronted
in the following subsection on nanoscale dispersion. Regardless of the assumptions,
the moments are defined as

CppX,T q “

ż 8

´8

dX XpCpX,Z, T q , (4.2)

MppT q “

ż 1

0
dZ CppZ, T q , (4.3)

where capitals denote dimensionless counterparts of the variables tc, x, z, tu. Mul-
tiplying the advection-diffusion equation and integrating gives rise to the moments.
The result is a series of equations for each value of p, larger values dependent on the
solutions for smaller values; it is thus a recursive theory with the structure

`

BT ´ B
2
Z

˘

CppZ, T q “ ppp´ 1qCp´2 ` pPeV pZqCp´1, (4.4)

BTMppT q “ ppp´ 1qx1, Cp´2y ` pPexVXpZq, Cp´1y, (4.5)

where VXpZq is the dimensionless velocity profile and the angle brackets in the second
equation denote integration along Z of the product of the arguments. The dispersion
is thus given by Dx{D0 “ pM2 ´M2

1 q{2T , consistent with Chatwin’s definition and
our experimental one, and necessitating moments up to second order.

The thick purple line in Figure 4.5 shows the prediction of the moment theory
outlined in the previous paragraph assuming particles begin their trajectory in the
top half of the observation zone only. The prediction matches the rescaled data
over the entire range of accessible times suggesting that the theory provides a good
description of the data. The other coloured lines are different realisations of the main
theory, changing only the initially-occupied portion of the observation channel. The
upper line with initial log-log slope of 1 considers a uniformly filled channel, while
the lower line with log-log slope 2 is for a point-like initial distribution. While not
shown here, we note that by considering all particles of the data set (yellow or red
data in Figure 2.18), we could reproduce the upper line, while selecting a relatively
narrow band of intensities the power-law-2 line could be approached, and certainly
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violated the n “ 1{2 prediction. That the initial power law spreading is dominated
by the initial condition in such a way is, to us, a remarkable feature of the theory,
and points to the need to carefully address the initial spatial distribution of solute
for understanding pre-asymptotic Taylor dispersion. Having described this temporal
aspect, we will now describe in detail the effects of interactions with the confining
boundaries, including electrostatic potentials, anisotropic diffusion, and consumption
at the upper boundary, these effects having been neglected in this first part.

4.2.2 Taylor Dispersion in confinement

In the previous section, we ignored interactions of the particle with the glass-water
interface, comprising both hydrodynamic ones that influence the diffusion coefficient,
and the energetic ones described by Eq. 1.6 that may lead to a depletion of particles
near the wall. Furthermore, we made no mention of the fact that the upper boundary
of the evanescent zone is an open one. This openness in fact violates the reflectivity
condition that was assumed in the previous section, and as we will see can have a
rather major effect on the magnitude of nanoscale dispersion. The situation to be
described in the following is thus sketched in Figure 4.6.

The transport of microscopic objects in sub-micrometric spaces is ubiquitous par-
ticularly in microscopic biology. Here, proteins, cells and other particulate objects
are subjected to external flows and diffuse readily due to the colloidal scales at play.
Furthermore, such spaces are characterised by complex interfaces which may pilot
the interactions of these aforementioned particles. Besides, Taylor dispersion is com-
monly used to measure the molecular diffusion coefficient of molecules [213–217] for
the pharmaceutical industry, and the problem of boundary adsorption [218], for ex-
ample, was already noted for macroscopic assays, amounting to a few 10’s of percent
systematic bias on the measured diffusion coefficients. As for the previous section, a
considerable historical and emerging theoretical literature [219–223] exists concern-
ing the interaction-dependence of Taylor dispersion with a new particular attention
on intermolecular interactions and surface fluctuations. Our study thus marks one
of the few experimental forays into the micro- [224] and nano-scale [225] observa-
tions of the phenomenon. TIRFM, furthermore, due to its capacity to measure both
the probabilistic structure and dynamics at the particle level and in the near-surface
region, is particularly relevant as an experimental probe.

Figure 4.6: Taylor dispersion in a shear flow, subjected to electrostatic interactions
due to negative surface charges on the particle of size a and wall. The interaction Uel

is characterised by a Debye length, `D, while particles reaching the top wall at z “ h
are eliminated. Reproduced from Ref. [134].
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To control the interactions of a particle and a glass-water interface, we varied the
concentration of monovalent salt injected with the particle in our microfluidic chan-
nels. Increasing the concentration of salt reduces the Debye length (Eq. 1.3), thus
providing an effectively enlarged flow domain. In Figure 4.7 are shown (a) the tem-
poral dependence of the dispersion taken from particle ensembles as in Figure 2.16,
but for different salt concentrations; different pressures are normalised in this repre-
sentation by dividing the reduced dispersion by 9γ2 measured in situ. In (b) are shown
SIDs as they are dependent on the concentration of NaCl (bottom annotations). As
the effect of the open boundary was noted above, we also varied its position by ad-
justing the laser power for all salt concentrations, although this variation is shown
only for water. When the laser power is reduced, we note a decrease in the apparent
altitude1 for which particles are no longer seen, consistent with the constant noise
floor of the camera. A resulting reduction in the long-time dispersion is also noted in
(a) for reduced laser powers. In the following, we will only consider these long times.

In Figure 4.7(a), we note that the largest late-time dispersion is for the largest salt
concentration, corresponding to the smallest Debye length and thus largest sampled

1A slight mismatch in the notations between the time-dependent study and this one is noted.
In this section, zapp is proportional to the log of the fluorescence intensity, whereas z was used
for this same quantity in the previous study. While not detailed here, the ambiguity arises from
polydispersity and optical effects related to the depth of field of the objective, this latter being also
a few hundred nanometers. For details see the appendix of Ref. [133].

Figure 4.7: (a) Time dependent, shear-rate reduced and normalised dispersion for
different salt concentrations as noted in (b), with a common color scheme. Here
xDyy is taken as the vertically averaged diffusion coefficient in the y-direction. The
inset indicates the laser power. (b) SIDs as in Figure 2.19 for the various salt con-
centrations. For clarity, only three laser powers are shown in part (iii). Reproduced
from Ref. [134].
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flow domain for the particles. This enlarged particle flow domain for the highest
salt concentration is indeed reflected in the reduced, near-wall depletion of part (b).
In increasing the salt concentration to 54 mg/L from the ultrapure water typically
used, we varied the Debye length from ca. 60 nm to roughly 10 nm, as revealed
by the fits of the SIDs [139] in Figure 4.7(b). For the 800 nm flow domain, we see
that this unique change of 50 nm in the screening length had the effect of a factor 3
change in the dispersion. Thus, as a first quantitative conclusion concerning the data
in Figure 4.7, we note that a small change —some 10% on the flow domain size—
in the physico-chemical length scales provokes a drastic dynamical change of some
hundreds of percent.

To understand the data set of Figure 4.7, we once again used a version of Eq. 1.11
with modifications to include (i) z-dependent diffusion coefficients that are distinct in
the x- and z-directions [46,51], along with (ii) a conservative force in the z-direction
arising from the potential of Eq. 1.6. Besides, the reflective boundary condition at the
top wall was modified to include (iii) the possibility that particles may wander out
of the observation zone. Thus, we assumed that a particle leaving the observation
zone during a trajectory is consumed, for which we imposed a null-concentration
condition at this latter boundary; mathematically, this entails changing the boundary
conditions from pure Neumann on both sides to mixed Neumann-Dirichlet conditions
on opposite vertical boundaries of the flow domain.

The resulting advection-diffusion problem is rather more complex than the one of
the previous section, due to the additional three ingredients described in the previous
paragraph. Nevertheless, the methods of moment theory [5, 207–209, 226, 227] were
once again used. With the details found in Ref. [134], we note in particular that the
zeroth moment satisfies

ˆ

d

dt
´

d

dz

ˆ

Dzpzq

„

d

dz
`
U 1elpzq

kT

˙˙

c0pz, tq “ 0 , (4.6)

which has the structure of an eigenvalue problem of the Sturm-Liouville type which
for our case is solved numerically [228]. The eigenvalues λk play the role of tem-
poral damping coefficients, and have in particular a smallest, finite value λ1 ą 0,

Figure 4.8: (a) Time dependence of the particle probability density as a function of
particle position. (b) Reduced dispersion coefficients for the three salt concentrations
and all laser powers, as a function of the height-normalised Debye length. The
different lines are described in the text and the equations associated are shown in
Figure 4.9. Reproduced from Ref. [134].
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that sets the long time exponential decay of the concentration field; that is, c0 «

expp´λ1tqf0pzq for times t " λ´1
0 . The non-zero eigenvalue expresses the non-

conserved particle number, resulting from the open boundary. Otherwise, the early-
time behaviours are set by a sum over all of the modes λk, each mode set with the
temporal decay of the form expp´λkτq with details on the solution of the spatial
problem found in Ref. [134].

A key insight of the theory is provided in Figure 4.8(a), where the time-dependence
of the probability density is shown, corresponding to Ppz, tq “ c0pz, tq{m0ptq. The
moment in the denominator is m0ptq “

ş

dz c0pz, tq with the integration over the
entirety of the observation zone. The initial condition was taken as a Boltzmann-
distributed probability density (dashed black line). As the time increases (red to
blue), we note that a depletion of particles builds up near the top of the chan-
nel (z{h “ 1) while the depletion due to the electrostatic repulsion near z “ 0
is constantly present. The former depletion at the top of the channel is a unique
consequence of the particle consumption condition. Interestingly, the probability dis-
tribution saturates at long times t " τz to a quasistatic function that violates the
equilibrium Gibbs-Boltzmann distribution; furthermore, this long time distribution
is purely physico-chemical as it does not depend on the initial concentration field.

Experimentally, such quasi-steady probability densities were observed by consid-
ering particle trajectories, setting τ “ 0 for the initial particle observation time. As
the delay time increases, τ ą 0, a distinct and quasi-steady SID is observed (see
Ref. [134]). Essentially, these distributions are the ones observed by considering the
particles that remain in the particle clouds shown in Figure 2.16. Crucially, these
distributions are distinct from those presented in Figures 2.19 and 4.8(b), these latter
considering all particles irrespective of the observation time and thus Boltzmann-like.

In a dynamic sense and on the ensemble level, the channel-top depletion removes
progressively the possibility for particles to sample velocities near the top of the
observation zone. As the diversity of sampled velocities decreases, the dispersion due
to the Taylor mechanism is hindered. We thus expect a reduced Taylor dispersion due
to the repulsive and effective adsorption interactions. In order to test the hypothesis,
in Figure 4.8(b) we plot (circles) the reduced Taylor dispersion as measured in the
experiments with the height of the channel taken as the distance between the glass-
water interface and the inflection point of the SIDs shown in Figure 4.7(b). We also
computed the expected dispersion based on models that are summarised in Figure 4.9,
including progressively more physical ingredients.

We first note a reduction in the dispersion by an order of magnitude in comparing
the data to the classical Taylor prediction (black dashed line). Therefore, confine-
ment may have a drastic impact on particle dispersion. A tracer theory (i.e. no
interactions) including only particle consumption at the upper boundary reduces by
a constant factor of approximately 4 the dispersion – this theory notably excludes
electrostatics. However, this tracer theory does not differentiate between the different
salt concentrations, while the data does distinguish them. Considering only electro-
statics does not capture the full decrease in the dispersion, which is finally captured
incorporating electrostatics and absorption.

To explain intuitively why the combined effect of both electrostatics and absorp-
tion is so large, we may consider the original Taylor scaling of the dispersion with
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Figure 4.9: Schematic illustration of the models tested in Figure 4.8(b). First, (a)
Taylor theory for tracer particles, no interaction, reflective boundaries. (b) Moment
theory with bottom-wall, electrostatic interaction only, reflective top wall. (c) Mo-
ment theory with absorption at the top wall only, reflective bottom. (d) Moment
theory with absorption and electrostatic interactions. Reproduced from Ref. [134].

Dx{D0 „ Pe2 „ 9γ2h4{D2
0 for large Pe. In this case, we see that the channel height fig-

ures in the scaling with a strong power-law. Therefore, reducing the effective channel
height through depletion of both electrostatic and absorptive origin can be expected
to give strong dynamical consequence at the nanoscale. This is indeed seen through
the factor-10 decrease as compared to the prediction containing no interactions.

While we will return to this work in the context of future projects, this section is
closed with a few remarks concerning the choice of channel heights and the aspect of
near-wall hindered diffusion. In the previous section [133], we were able to collapse
the time-dependent dispersion data onto master curves only through a judicious and
systematic choice of the height scale. Thanks to access to the SIDs, the height, h
there was chosen as the zone containing an adjustable constant times the standard
deviation of the particle altitudes, in practice giving roughly 99% of the observed
particles. This global measure of the ‘effective’ channel size was enough to collapse
all the data sets onto the master curves generated. It does not, however, correspond
to the distance from the wall to the detection limit, and ignores any effect such as
the electrostatic interaction and thus represents an effective channel size. Practically,
it is not the case for all experiments that such detailed observations can be made,
and sometimes only the entire size of the nanopore, for example, is known from
an independent AFM or scanning electron microscopy measurement. Knowledge of
the particle/boundary interactions is thus necessary for the correct interpretation
of dispersion phenomenon as well as, e.g. transit time statistics for particles in
nanopores [229].

Lastly, we comment briefly on the effect of hindered diffusion. In Ref. [134] we
noted that the reduced dispersion plotted in Figure 4.8(b) is a function in particular of
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the ratio a{h and of a{`D, comprising finite size diffusive and electrostatic effects. As
our particles are rather small and the typical particle-wall distances are bigger than
the particle size, lubrication effects are limited in a global sense. Finally the hindered
diffusion, while measurable in the near-surface region as displayed in Figure 4.4, has
rather limited effects on the total dispersion within the evanescence zone we accessed.

Concluding this chapter, we note that TIRFM combined with microfludics and parti-
cle tracking has proven to be a useful method for studies on soft matter transport at
nanoscales and reaching the micrometer. Polyelectrolye solutions, in the semidilute
concentration regime develop a nanoscopic depletion layer at glass-water interfaces,
provoking apparent slip. The concentration of polymer and electrolyte can be used
to tune the boundary condition from no slip upon an adsorbed layer, to tens of
nanometers and indeed some microns. In the context of Newtonian fluids, we con-
sidered the statistical variance of the particle motions to study Taylor dispersion
in pre-asymptotic temporal regimes and in confinement. Concerning the former we
found a strong dependence on the initial spatial distribution of the dispersed species.
Meanwhile, nanoscale Taylor dispersion is extremely sensitive to interactions with the
boundaries, whether arising from equilibrium or non-equilibrium interactions based
on particle-surface potentials or effective absorption.
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Chapter 5

Elastohydrodynamics of porous
media and conduits

In the end of the previous chapter, we downplayed somewhat the importance of
hydrodynamic interactions between the particles and the solid-liquid interface at the
bottom of our microfluidic chips and for particles of 100 nm diameter not typically
approaching less than 100 or 200 nm from the surface. Nevertheless, if the idea of
these so-called hydrodynamic interactions has already appeared several times in this
manuscript, it is because such interactions will be central in this chapter. In the next
section, an elastohydrodynamic problem related to the particle-surface diffusive one
is described, wherein we treat the Reynolds’ lubrication scenario of a large sphere
approaching a surface, this latter being a soft layer that is additionally porous.

Soft and porous materials are present in a large number of contexts, from phar-
maceutical applications to nanoscale polymer layers forming an intermediate layer
between a liquid and a solid boundary. As an example of the latter context, carti-
laginous joints with a fluid-facing polymer coating between bones and synovial liquid
exhibit very low friction [230]. Otherwise, eyelid wipers are known to deform due to
the hydrodynamic stresses within the tear film between the eye and the lid [231,232];
such a performance is known also to be influenced by a biopolymer brush layer,
swollen with solvent, lining both surfaces. At smaller scales still, arteries are lined
also with polymeric, hyaluraonic acid brush layers. Such layers are deformable and
may exert a normal force on nearby blood cells in flow; in Ref. [233] this lift force was
demonstrated using hard colloidal particles under flow, highlighting the importance
of brush layers’ softness. Such lift forces are not the subject treated here, yet a review
on the subject is proposed elsewhere [7].

Besides particle-solid, fluid-mediated interactions, a second section of this chapter
deals with the elastohydrodynamics of flow within a flexible-conduit. Such problems
are also vital in vascular systems [234, 235], as the arteries transporting blood are
deformable under flow and crucially govern oxygen transport throughout the body.
Several researchers investigated the deformability of these or other channels, leading
to static, non-linear, pressure-versus-flow relations [236–240]. The heart, meanwhile,
may exhibit several modes of deformability, providing a scaling law between heart
rates and their corresponding geometry across a broad range of animal species [241].
Furthermore, elastohydrodynamic relaxation gives design principles for stop-flow
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lithography in microfluidic devices [237], among other applications [242–246]. Con-
sidering the basic interest and emerging applications, we thus identified [66] the
transient regime following a stepped-pressure perturbation as a relatively unexplored
fundamental topic, making up the second section of this chapter.

5.1 Poroelastic hydrodynamics of a slow approaching
sphere

In contrast to the other works presented in this manuscript, the work by Caroline
Kopecz-Muller [65] is a purely theoretical one. Several experimental results inspired
by the calculations and the ideas to be presented in this section have been carried
out, yet the interpretation of the data, some of which shall be mentioned in the
perspectives of Section 6.2, are yet reaching maturity and thus will not be commented
in detail.

The central idea, and the main novelty, of this work is the introduction of a porous
component to the solid half of the elastohydrodynamic squeeze-flow framework set
out by several other groups [247–252]. In these works, the fluid-immersed sphere
approaching an elastic substrate is considered theoretically and experimentally. The
materials used were typically silicone elastomers wherein the elastic modulus dom-
inates the lossy one, and thus could be well described by purely elastic theories.
However, there are many applications in which soft elastomers are used, the strat-
egy employed to control the softness often being to dilute the crosslinking network,
increasing N and thus reducing G in Eq. 1.1. This strategy does gives rise to soft
elastomers, yet may implicate the presence of a considerable quantity of uncrosslinked
chains [253].

Uncrosslinked chains are free to diffuse through the network and it may be ex-
pected that such motion could lead to viscous dissipation in a typical elastohydro-
dynamic, squeeze-flow experiment. Such dissipation is for example important when
droplets move across viscoelastic and/or poroelastic substrates [253–255], making up
an important class of problems complementary to the contact line motion problems
described in Section 3.2.2 concerning hard substrates. For the poro-viscoelastic case
the presence of a contact line induces the formation of a ridge [254,256] whose motion
implicates considerable dissipation. For such problems a poroelastic substrate with
an impermeable boundary condition between the phases was considered by the Der-
vaux group [257], prohibiting the exchange of material between the two phases. This
latter work largely inspired the following theoretical framework, while the application
of the here-developed theory is applied to the squeeze-flow context of, for example,
the Charlaix and Frechette groups [247–252].

5.1.1 Point-force response

In the theory of the Dervaux group [257], linear elasticity of a compressible elastic ma-
terial occupying an axisymmetric half space, with modulus G and Poisson ratio ν as
schematically indicated in Figure 5.1(a), is assumed for the poroelastic solid. Herein,
the stress includes terms proportional to the strain (i.e., the displacement field gra-
dients) and a chemical potential term. The poroelastic solid is initially swollen with
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solvent concentration c0 and thus chemical potential µ0. Gradients in the chemical
potential, µ, induce a vectorial solvent flux that follows a Darcy law of the form

J “ ´pk{ηΩ2q∇µ , (5.1)

with k and Ω being the pore permeability (with dimensions of an area) and the volume
of a solvent molecule. Combining the preceding ingredients with continuity equations
on the solvent flux and incompressibility of the entire network with Navier’s closure
condition leads to two coupled equations for the concentration field and chemical
potential:

∇2

„

pµ´ µ0q ´GΩ2 1´ ν

1´ 2ν
pc´ c0q



“ 0 , (5.2)

along with

Btc “ Dpe∇2c . (5.3)

Here, the effective poroelastic diffusion coefficient

Dpe “ 2
p1´ νq

1´ 2ν

Gk

η
, (5.4)

is of order the molecular diffusion coefficient of the solvent molecules (see the dis-
cussion on this point in Ref. [65]). These equations were solved under a point force
loading with magnitude F0 as in Figure 5.1(a), delta distributed in space and following
a Heaviside temporal dependence, F pr, tq “ ´F0δprqHptq, in the vertical direction.
In contrast to the Dervaux work where a no-flux condition was applied with Bzµ “ 0,
the boundary at the poroelastic-solid/liquid interface is permeable in our case. Thus
we prescribe the chemical potential, µ0, of the liquid at the undeformed interface.

The solution method, not detailed here, relies on a transformation of the displace-
ment fields into displacement potentials similar to the ones encountered in solutions
for Stokeslet flows or in electromagnetism. The problem, furthermore, is amenable
to a simple closed-form solution in reciprocal space, where we take ts, qu as the re-
ciprocal variables to tr, tu, while the vertical direction, z, remains untransformed and
we denote w as the deformation of the surface at z “ 0. The solution for the surface
deformation in reciprocal space is thus

ŵps, qq “
F0

4πGsq

„

1` Λ
Dpes

2

q

ˆ

1´

c

1`
q

Dpes2

˙´1

, (5.5)

where we defined a compressibility factor

Λ “
1´ 2ν

1´ ν
. (5.6)

Examing Eq. 5.5, we see that the response is composed of an incompressible elas-
tic part (when ν “ 1{2 and thus Λ “ 0), and a compressible part dependent on
space and time as a result of the porosity. This latter porosity allows for solvent
motion throughout the elastic matrix as Dpe9k. The spatio-temporal dependence is
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Figure 5.1: (a) Schematic of the poroelastic Green’s function, in which a point force
is applied to an axisymmetric, poroelastic half space. (b) Poroelastic-hydrodynamic
squeeze flow scenario typical of an SFA or colloidal-probe AFM experiment. Repro-
duced from Ref. [65].

thus diffusive as seen by the typical combination s2{q and moderated by the effec-
tive poroelastic diffusion coefficient, mainly resulting from the diffusive structure of
Eq. 5.3.

Interestingly, the time dependence of Eq. 5.5 bridges two asymptotes at the t “ 0`

instant and as t Ñ 8. Right after the imposition of the force, the solvent has not
had time to move and the material behaves as an incompressible solid while at long
times the solvent has migrated under the action of the force. We thus have in these
asymptotic limits

wpr, tq “
F0

2πGr
ˆ

#

1
2 if t “ 0` ; incompressible

p1´ νq as tÑ8 ; compressible
. (5.7)

These collected observations concerning Eq. 5.5 are illustrated in Figure 5.2(a).
Therein, plots of the deformation are shown as a function of the reciprocal-space
radius s for various reciprocal times q; we normalise lengths by

a

F0{G and time by
F0{GDpe. We note that the transition between the incompressible and compressible
asymptotes (dashed lines) occurs at a particular position that depends diffusively on
the time; such a diffusively-mediated temporal crossover is highlighted in part (b),
showing a collapse of all the curves with the appropriate diffusive scaling. We note
lastly that in Ref. [65], we made a detailed comparison to the non-permeable the-
ory [257], which also provides diffusive-like dynamics. The main difference is that the
permeable theory is slightly faster owing to the solvent exchange with the bath, and
the non-permeable version of Figure 5.2(b) shows a slight non-monotonicity due to
volume conservation; the solvent moves under the action of the force but it cannot
escape. In either case, the principal effect of porosity, therefore, is (i) to provide
a mechanism for solvent mobility through the elastic network; and (ii) to give a
diffusive crossover between incompressible and compressible behaviours.

5.1.2 Lubricated poroelastic squeeze flow

As an application of the previous results, we considered the lubrication situation
shown in Figure 5.1(b). There, a sphere of radius R is placed at a central height D
above the undeformed surface that oscillates with frequency ω and amplitude h0 in
a liquid with viscosity η. For the case in which R " D, a radially symmetric version
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(b)(a)

Figure 5.2: (a) Dimensionless, normalised surface deformation as a function of the
dimensionless reciprocal radial coordinate (n.b. the reference to Eq. 24 should be
replaced with one to Eq. 5.7). (b) Normalised surface deformation highlighting a dif-
fusive crossover position between incompressible and compressible asymptotes. Re-
produced from Ref. [65].

of the Reynolds lubrication law of Eq. 1.13 is used for the fluid in the gap, thus

Bth “
1

12ηr
Br

`

rh3Brp
˘

, (5.8)

where the height is therefore given by

hpr, tq « D ` h0 cospωtq ` wpr, tq `
r2

2R
. (5.9)

Furthermore, we consider the oscillatory perturbation limit with h0 ! D and in which
the Leroy work considered a purely elastic layer [247, 248]. Following those works,
we linearised the lubrication equation and used the results of the delta-distributed
force calculation Eq. 5.5 to estimate the deformation resulting self-consistently from

Figure 5.3: Real (purple) and Imaginary (green) components of the complex force for
a lubricated sphere above a poroelastic half space. Different dimensionless frequencies
are shown in the legend. Reproduced from Ref. [65].
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the pressure, convoluting the latter with the Green’s function, Gps, qq9wps, qq for the
point force, in order to obtain the full deformation field. With details left in Ref. [65],
we note that the deformation and pressure can thus be determined numerically. In-
tegrating the pressure, a complex force was obtained, notably giving rise to storage
and loss components in analogy to oscillatory rheology. Notably, a critical distance
as in Refs. [247,248],

Dc “ 8R
´ ηω

2G

¯2{3
, (5.10)

determines a crossover between the real and imaginary components of the force.
A critical frequency is furthermore defined as the inverse time for which solvent
molecule diffuses a distance of the typical contact patch size of the indenter at the
critical distance,

?
2RDc, thus

ωc “
Dpe

2RDc
,

«
G

η

ˆ

p1´ νq

1´ 2ν

k

R2

˙3{5

, (5.11)

with the missing numerical prefactor being 2´7{5 and where in the second equality
we inserted the definition of Dpe and self-consistently imposed ωc from the definition
of Dc.

In Figure 5.3 we show the principal result of the poroelastic squeeze flow sce-
nario in the form of complex force distance curves. For the large D{Dc limit, the
imaginary part displays the characteristic D´1 power law for the Reynolds’ drainage
force above a rigid substrate. The real part is however non-zero as there is some
storage component arising from the elastic deformation of the poroelastic substrate;
the distance scaling F „ D´5{2 is identical to the purely elastic case [247, 248].
The effect of porosity is subtle in this representation, with a near-collapse of the
data, but for an effective frequency-dependent offset at large distances in the storage
component of the force. This offset is dependent on the frequency with the critical
one providing the crossover between small and large frequency. In these limits, the
poro-elastic-hydrodynamic theory predicts a correspondence with compressible and
incompressible, purely elastic cases which are shown as dotted lines.

Practically speaking, elucidating the subtle effect of porosity displayed in Fig-
ure 5.3 for the lubricated approaching sphere would make for a difficult and equally
subtle measurement. As seen in the figure, fixing D{Dc in the theory, a variation
by two orders of magnitude of the frequency would give rise to a modest factor of
order unity change in the storage modulus, and less for the lossy one. Meanwhile,
a fixed dimensionless distance would require a simultaneous variation of the exper-
imental distance, as the scaled one is a function of the dimensional frequency. A
rigorous test of the porosity effect in this context thus appears to be challenging.
Nevertheless, and in a perhaps more optimistic view, many practical applications
make use of such porous materials and an evaluation of their modulus may be cru-
cial. Furthermore, the materials are generally delicate, due to their relatively low
moduli. The experimental protocol suggested by the preceding theoretical calcula-
tions is non-contact, as pointed out also in several earlier works [247, 248]. It thus
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appears that a hydrodynamic evaluation of elastic moduli is an ideal, non-destructive
method for evaluating certain mechanical properties of poroelastic gels. In a more
fundamental vein, we often want to investigate the influence of soft boundaries on
different transport problems such as near-surface colloidal transport. As hydrogels
are readily created by many groups [258], our study demonstrates that, in a first
approximation, these versatile materials can be used as ideal elastic substrates for
the purposes of elastohydrodynamic inquiry.

5.2 Transient relaxations in soft hydraulics

In Figure 4.3(b) we show evidence for an adsorbed polymer layer at the glass-water
interface of a microfluidic chip. While not an elastohydrodynamic phenomenon, it
was the means by which we entered the topic often referred to as soft hydraulics [239].
One of the motivations for studying adsorption of polymers in microfluidic chips was
to create model, individual “pores” as encountered by TotalEnergies, our industrial
partner during the thesis of Gabriel Guyard, during enhanced oil recovery. In these
contexts [196], large, water soluble polymer molecules (molecular weights of some
107 g/mol) are used as viscosifying agents and pumped through porous rock beds
to displace the entrapped oil. Polymer adsorption is a key consideration [198] in
such situations as a considerable pressure loss occurs in the thinnest pores, which
may be of order the chain size. Studying such adsorption is often done on a macro-
scopic scale with pressure-debit relations measured across rock samples before and
after exposure to polymer solutions; such experiments allow to assess the average
porosity as in Eq. 5.1. Our goal was to mimic such studies at the individual pore
level with the molecular scale view offered by TIRFM. In order to measure a debit
along with an appreciable reduction due to adsorption, and to simultaneously observe
colloidal-particle dynamics in the near surface region using TIRFM [135], we were
thus motivated to employ thin and wide microfluidic chips. As slender objects are
amenable to deformation under modest loads, our investigations thus led us to the
aforementioned soft hydraulics [236–240], the context of which is outlined in the first
paragraphs of this chapter.

Serving as calibrations for the polymer-flooding experiments, and using commer-
cial flow and pressure meters, we thus measured pressure-debit relations for water in
microfluidic chips prepared via soft lithography [67], the experiments schematically
indicated in Figure 5.4(a). The flow meter provided an ideal flow resistance, r0 while
the pressure meter contains a flexible membrane capable of a volume storage capacity
c0, indicated in the electrical analog of part (b). The chips placed in series with the
previous elements had length and undeformed height tL, h0u of 8 cm and 5 µm and a
series of widths w “ t200, 500, 1000, 2000u µm. In Figure 5.4(c) is shown a time series
for the pressure, p0, and debit, q0, at the entrance of the microfluidic channel during
a single step in the setting on the pressure controller, pin. As this input pressure is
changed suddenly, the debit and pressure between the flow meter and microfluidic
chip also change, eventually reaching steady values, q8 and p0,8, respectively.

In Figure 5.4(d) is shown the steady-state debit as a function of the steady-state
pressure at the inlet of the microfluidic chip for each of the channel geometries we
investigated. The dependencies are clearly nonlinear, which is in direct contrast with
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(a)

(b) (c)

(d)

Figure 5.4: (a) Schematic of the soft hydraulic, microfluidic setup including a fluid
reservoir, debit and pressure measurement at the input of the micrfluidic channel, the
boundary shown in grey. (b) An electrical-circuit analog of the microfluidic setup.
(c) Time series for pressure, p, and debit q as a function of time for a 200 µm wide
glass-bottomed PDMS microchip. (d) Steady-state debit as a function of steady-
state pressure for the indicated microfluidic chip widths, with pin,8 “ 1303 mbar,
p0,8 “ 862 mbar, q8 “ 1058 nL/min. Reproduced from Ref. [66].

a constant, ideal resistance as expected for rigid flow domains [61, 62]. Of course,
PDMS is a soft elastomer, and the chips used as noted above are rather slender with
h0{w ď 0.025.

In order to explain the data in Figure 5.4(d), therefore, we suggested a linear
dependence on the deformation of the channel boundary with the pressure, thus

h “ h0 ` w
p

E˚
, (5.12)

where E˚ is proportional to the Young modulus and depends on the geometry of the
upper elastic layer. For a thick slab, much thicker than the channel width, Wang
and Christov [240] showed that the factor is roughly equal to r0.54p1´ ν2qs´1. This
height-pressure relation governs the local elastic response of the upper boundary,
while the fluid layer is well-described by the classic lubrication Equation 1.13. These
two equations form a closed system whose dimensionless, steady state reads 0 “
BX

`

p1` P q3BXP
˘

. Here, x is normalised by L and p is normalised by p˚ “ Ew{h0

highlighting the importance of the slenderness of our channels. The bracketed ex-
pression of the steady state equation represents the dimensionless debit, which can
easily be integrated with p “ p0 at x “ 0 and p “ 0 at the outlet to give the pressure
profile, debit, and dimensionless pressure offset

P8pXq “ rp1´XqΠ` 1s1{4 ´ 1 , (5.13)

Q8 “
1

4
Π , (5.14)

Π “ p1` P0,8q
4 ´ 1 . (5.15)

Here the dimensionless debit is Q “ rcq{p˚ and the undeformed hydraulic channel
resistance is rc “ 12ηL{wh3

0 [62]. The height profile thus roughly scales as hpxq´h0 „
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pL ´ Xq1{4 and the debit is roughly q „ p4, i.e. the debit is strongly non-linear
with the pressure as seen in the data. These observations are in good accord with
the existing literature [236–238]. Besides these qualitative agreements, the lines in
Figure 5.4(d) are fits to the model prediction of Eqs. 5.14 and 5.15, with fitting
parameters p˚ and rc. Ultimately the fitting provides a measurement of the Young’s
modulus of the PDMS material, for which we found EY “ 1.07˘ 0.03 MPa in good
agreement with the elastomer we use [259]. Such a result suggests a real practical
benefit of these experiments as the measurement of the Young’s modulus could be
done in situ for any other experiment making use of the material, provided the
experiment permits to have a microchannel printed somewhere on the specimen and
the lab is equipped to prepare such microchannels.

As each data point of Figure 5.4(d) represents a triplet of curves as in part (c),
we also dispose of the pressure-dependent transient relaxation of these microchan-
nels. In Figure 5.5(a) therefore, is shown the relaxation data for the 200 µm-wide
microchannel also displayed in Figure 5.4. In this semi-log representation, it is clear
that the relaxation is dominated by an exponential decay, the transient time con-
stants, τt, being shown in the inset of the (b) part of the figure; similar relaxation
times are observed considering the data from qptq. The fact that these timescales
depend on the pressure represents a notable departure from the preceding literature.
We can consider one of the first estimates for such a relaxation time in the work of
Dendukuri [237], where dimensional analysis of the lubrication equation was used to
estimate a channel relaxation timescale

τc “
12ηwL2

h3
0E˚

, (5.16)

which can also be defined from the channel resistance, rc, and its volume storage
capacity cc “ wLBph. This timescale does not depend on the pressure, however, and
thus further analysis is necessary to explain the timescale data of Figure 5.5.

In order to understand these transient relaxation times, we considered the time de-

(a) (b)

Figure 5.5: (a) For a chip with w “ 200 µm, transient relaxation toward the steady-
state pressure, p0,8 at the indicated pressures in the color bar at right. (b) Nor-
malised, transient relaxation times as a function of dimensionless pressure on log-log
scales. The inset shows the fitted transient time from the raw data of part (a) with
identical colour code. Reproduced from Ref. [66].
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pendent lubrication equation after having introduced Eq. 5.12 to make a single equa-
tion for the spatiotemporal-dependence of the dimensionless pressure. Furthermore,
we considered the time dependence as a perturbation on the steady-state pressure,
with δP a function of position and time. We thus have for the pressure perturbation
the linear and separable partial differential equation

BT̃ δP “ BX̃

´

X̃3{4BX̃δP
¯

, (5.17)

X̃ “ p1´XqΠ` 1 , (5.18)

T̃ “ Π2T , (5.19)

where the dimensionless “tilde” variables implicate a rather strong pressure depen-
dence through Eq 5.15. Separating variables and defining the eigenvalue series λk,
the temporal solution of the equation is finally exponential, δPk „ expp´λkT̃ q, as
observed in the experiments. Notably, the temporal solution contains a pressure-
dependent timescale through, at a minimum, the presence of Π in the dimensional
time. Additionally, of course, the eigenvalues depend on the pressure, as will be
presently explained. We concern ourselves in the end with the smallest eigenvalue
only, as for sufficiently long times, this term is the only one contributing to the
observed, single-exponential relaxation.

Solving for the eigenvalues λk of the perturbation equation 5.17 requires the
imposition of a debit-conserving boundary condition at the channel entrance, com-
plimenting the relatively simple p “ 0 condition at the exit. This condition includes
notably three terms, including the resistive component of the debit measurement, a
capacitive one due to the pressure measurement, and a “lubrication” term account-
ing for the channel entrance. Furthermore, we note without detail that the spatial
solution of the perturbation equation is a position-weighted, superposition of two
independent Bessel functions [260] that we call Cν , ν being the order of the Bessel
functions composing the superposition. The argument is proportional to the square
root of the eigenvalue (cf. the dimensionality of the Eq. 5.17) and a power law of
the dimensionless position. Imposing the boundary condition, we finally have an
equation the gives the allowed eigenvalues:

1

RX̃3{8
0

ˆ

T
?
λΠ´

1
?
λΠ

˙

“

C´ 1
5

´

8
5

?
λX̃

5{8
0

¯

C 4
5

´

8
5

?
λX̃

5{8
0

¯ . (5.20)

In this eigenvalue equation, the pressure dependence is contained in Π, and the
reduced channel entrance position X̃0 because of this latter’s dependence on the
former through, respectively, Eqs. 5.15 and 5.18. Furthermore, R and T are the
channel entrance resistance, r0{rc and entrance timescale τ0{τc with τ0 “ r0c0. In
general, these latter entrance variables may be a function of the pressure, and in
practice for our system schematised in Figure 5.4(a), the capacitance was pressure-
dependent and calibrated, while the entrance resistance was constant. The first and
second terms of Eq. 5.20 are thus the capacitive and resistive entrance components
of the boundary condition, while the right-hand side represents the channel entrance,
elastohydrodynamic lubrication flow.
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Armed with Eq. 5.20 and the appropriate calibrations including those for the R
and T terms, along with the steady-state analyses giving p˚ and rc, we could thus
numerically solve for the transient decay times through

τt

τc
“

1

λΠ2
, (5.21)

with λ taken as the smallest allowed value. The theoretical predictions, along with
the experimental data for all chips studied are shown in Figure 5.5(b). The good
agreement between the two demonstrates that soft-hydraulic relaxation times are in-
deed non-trivial functions of the pressure, with two asymptotic behaviours connected
by a monotonic crossover.

First, a low-pressure one for which p ! p˚ showing a constant time scale. Since the
channel is hardly deformed in this pressure regime, there is no change in the channel
resistance accompanying a change in the pressure and the relaxation time is simply
proportional to the channel time τc accessible from dimensional analysis. Second, a
large-pressure regime for which p " p˚ displays a power-law decay, τt „ p´3. Since the
pressure-debit relation is fourth order in the pressure, we can say roughly therefore
that the channel resistance is third order in the pressure and with a constant channel
capacitance, the p´3 time-scale decay is the expected one. While these asymptotic
regimes are at least approached by the data, we note that the dimensionless offsets
depend on the channel geometry. In fact, by considering the effect of the peripheral
parameters R and T , the prefactors on both of these asymptotic regimes could be
derived analytically as shown in detail in Ref. [66]. The peripheries thus have a
strong moderating effect on the channel relaxation times and should be considered
in estimations of the channel dynamics.
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Chapter 6

Conclusions and perspectives

Throughout this manuscript, we have presented a reasonably diverse set of exper-
iments, and some complementing theory, centred on the near-surface transport of
soft condensed matter. Otherwise, if it was not the soft matter that was flowing,
boundaries composed of soft matter were shown in two instances to be capable of
considerably influencing micro- and nano-scale flows. In the following paragraphs,
we thus summarise our observations and draw several conclusions, and then present
our plans for the immediate future and in the following years.

6.1 Summary and conclusions

At first, we focussed on the slip hydrodynamic boundary condition of polymer liquids.
The main message in this context is that molecular-scale details —whether at the full-
chain or monomer level— have the potential to modify such a boundary condition by
large factors, from 10 to 100 according to our observations. Fixing the substrate and
modifying the pretreatment of the substrate-facing liquid molecules, we found that a
factor of nearly 10 in the effective boundary condition could be observed, attributed
to chain packing or chain-end segregation effects. Concerning the substrate, it was
shown that preparing a mixed-length monolayer of otherwise chemically-identical
molecules can engender a factor 50 change in the slip boundary condition for short-
chained polymer melts. These observations were attributed tentatively to substrate-
molecular packing or a change in the electronic structure of the molecular portions
facing the polymer melt. Finally, changing the surface-tension-driven equilibration
mechanism, from dewetting to stepped-film leveling, we could observe a slip-length
ratio as large as 100 for an identical substrate/entangled-polymer liquid pair. We
interpreted this latter change as being due to transiently absorbed chains in the
leveling case that did not occur in the dewetting case – in this latter the driving
forces are too large for the chains to remain absorbed.

Besides making studies of how the interface can modify the boundary condition,
we also investigated how the boundary condition can modify the flow domain. Using
carefully prepared microdroplets, it was shown that the slip length can modify the
retraction law in a microscale contact-line-motion problem. For small slip lengths,
a classical, Cox-Voinov logarithmic slip length dependence is observed wherein the
dissipation is concentrated near the contact line. At large slip lengths, the micro-
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droplets essentially behave as a retracting, freely suspended droplet with no substrate
friction – in this latter case all of the dissipation takes place throughout the droplet
and there is a dependence on the equilibrium contact angle. This shift in the dis-
sipation mode corresponds to a rather notable change in the typical intermediate
free-surface shape. Large and small slip lengths, in comparison to the droplet size,
both give rise to monotonic droplet shape profiles, while intermediate slip lengths
may display non-monotonic interface profiles. Such an observation may be useful for
a “visual” diagnosis of slip, as has been described for the case of dewetting films.
Lastly, intermediate-asymptotics of thin-film morphology can also be used to diag-
nose the mode of relaxation, distinguishing between purely surface to full bulk flow.
In the context of the glass transition anomaly for thin liquid films, these distinctions
allowed us to reveal a transition between these two modes on passing through the
bulk glass transition temperature. Our observations give credence to the hypothesis
that free surface mobility contributes to the long-observed reductions in the glass
transition temperature for thin polymer films.

We also employed evanescent-wave microscopy and particle tracking to study the
boundary condition of polyelectrolyte and neutral-chain polymer solutions, with a
focus on the semi-dilute regime of concentration. For the neutral-chain case, we noted
that absorption of the chains on the glass-water interface could provoke the no-slip
plane to move into the fluid domain; this shift corresponds with essentially the size
of the molecule in solution. In contrast, chains having a similar charge to the solid-
liquid interface are repelled from this surface and promote an apparent-slip boundary
condition. This apparent slip is due to the reduced viscosity in the depletion zone,
where water is more abundant than in the bulk. The observed apparent slip lengths
could be rationalised by considering stress continuity through the depletion zone near
the surface and into the bulk of the polymer solution. We thus used the semidilute
scaling for the correlation length of polyelectrolytes with concentration, and the in-
situ-measured near-surface rheology to generate a master plot of the apparent slip
length as a function of the reduced viscosity of the polymer solution. Adding salt
to the polymer solution had the effect of screening the back-bone charges and we
observed again the neutral-chain case of adsorbed chains on the glass-water interface.

Using this same TIRFM technique, we turned our attention to the transport of
near-surface colloidal particles. For this, we considered Taylor dispersion of ca. 100-
nm particle ensembles within the evanescent zone. Pre-asymptotic Taylor dispersion,
for times smaller than the one it takes a typical particle to explore the zone of obser-
vation, was found to depend sensitively on the initial distribution of particles. For
initial distributions already spread across the velocity gradient, the initial dispersion
is dominated by the shearing of this distribution and has linear time dependence.
In contrast, for initially-peaked distributions or for times comparable to the one it
takes to diffuse across the initial extent of the particle distribution, a quadratic time
scaling is observed due to a continuous sampling of new velocities as particles diffuse
across the velocity gradient. These observations are consistent with the unbounded
Chatwin theory. At long times, a crossover into the long-time regime and a dispersion
coefficient consistent with the Taylor prediction could be recovered if the height of
the observation channel is chosen correctly. All of these temporal domains could also
be described by a time-dependent moment theory applied to the advection-diffusion
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equation.

In the pre-asymptotic Taylor dispersion study, the agreement of the experiments
with theory depended on a careful observation protocol. However, such observations
are not available in all nanoscale contexts. Therefore, we turned our attention to
the effects of nanoscale, particle surface interactions on the long-time dispersion of
the same particle ensembles described in the previous paragraph. In particular, we
focussed on the electrostatic repulsion which could be controlled by tuning the salt
concentration and thus the typical Debye length. Additionally, our observations are
made in an open configuration for which particles can leave the observation zone,
which we demonstrated is equivalent to an ideal absorption condition with concerned
particles no longer contributing to the dispersion. While absorption in the polymer-
slip case had the effect of reducing the slip length, we found that nanoscale dispersion
—including absorption and electrostatic repulsion— could be reduced by an order
of magnitude as compared to the non-interacting, tracer-particle case considered
classically by Taylor. Such a reduction is due to the depletion zones built up from
the two interactions on either side of the observation zone. The particle distribution
controlling the dispersion was thus observed to be non-equilibrium and accessible
theoretically using a novel implementation of the moment theory. In particular, a
modified boundary condition gives rise to non-conserved particle number.

Lastly, we studied the effect of soft boundaries on flows in the lubrication regime,
a situation which occurs particularly often in microscopic biological and micro- and
nano-fluidic contexts. In a first instance we studied theoretically the effect of porosity
on the classical drainage problem of Reynolds for a sphere squeezing liquid from a
thin layer bounded below by a solid. First, we described the effect of a peaked force
distribution on a semi-infinite, poroelastic solid. In particular, we assumed a perme-
able boundary for the solvent between the solid and the bath. We thus identified a
short-time-incompressible and a long-time-compressible elastic response. These two
asymptotic responses are connected via a diffusive spreading of the late-time response
into the early-time one, emanating from the axis of rotational symmetry. Convoluting
the response of the peaked force distribution to the Reynolds drainage scenario, we
probed the effect of the elastic solid’s porosity on this classical hydrodynamic prob-
lem. It turns out that the effect of solid porosity in this case is rather secondary to
the elastic response observed in previous works. However, given that the porous ma-
terials at the focus of this theoretical study are so wide-spread in soft matter research
and are furthermore conveniently fabricated, it is interesting to note that the moduli
and Poisson ratio of these materials can be measured using the non-contact drainage
technique. It appears that direct contact scenarios are more likely to elucidate the
effects of porosity in these systems.

In a last study presented here, and complementing the previous elastohydrody-
namic one, we considered the dilation of a microfluidic channel under the typical pres-
sures applied during channel flow experiments under TIRFM. Having been motivated
to use slender channels, a considerable non-linearity on the pressure-debit relation
could be observed as a result of the channel deformation and resulting reduction in
the hydraulic resistance. These effects having been described in the literature, our
measurements served as a calibration on the following detailed study of the channels’
transient relaxations. Indeed, after a sudden change in the pressure applied at the
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inlet of the microfludic chip, a transient relaxation time —dependent on the pressure
and varying by up to an order of magnitude— could be observed. Such transients
are due to the finite drainage time of the stored liquid in the deformed microchannel.
As the slenderness of the channels allows for a considerable deformation in compar-
ison to the initial channel height, large differences in the channel resistance could
be accessed, and thus large variations in the channel relaxation times. All of our
observations could be rationalised in the context of a uni-dimensional lubrication
theory coupled to a simple linear elasticity for the channel boundaries and including
microchannel peripheries. These latter devices are common in microfluidic contexts
and our analyses showed that they can have a considerable effect on the relaxation
times, and thus must be considered in estimating microchannel dynamics.

Attempting to find a red line through all of these works, it could be said that tun-
ing static structural phenomena, sometimes well-known since decades, may provoke
drastic dynamical effects1. The order-or-magnitude reduction in Taylor dispersion
at nanoscales for a few tens of nanometers variation of the effective flow channel;
a similar few tens of nanometers change in the correlation length of polyelectolyte
solutions giving two orders of magnitude change in the dynamical slip length, and a
few angstroms change on the SAM substrates giving nearly two orders change on the
solid-liquid friction coefficient. In the future, it seems therefore that the dynamical
studies of soft matter, if we can harness the underlying mechanisms, could provide
extremely sensitive methods to assess structural and statistical phenomenolgy. We
shall elaborate on this aspect in the following perspectives.

6.2 Perspectives

The work that is planned in the lab for the next years is mainly inspired by the
latter two chapters presented above, these being based on research carried out in
the current home of the group. In the following pages, therefore, I will describe our
projections concerning interfacial colloid transport and elastohydrodynamics. We
suspect that the first projects in Section 6.2.1 described are somewhat longer term
objectives, on the scale of two two four years, while those in Section 6.2.2 are ongoing
experiments which show already some promising, if very recent, results. Those in the
purely elastohydrodynamic perspective of Section 6.2.3 are, respectively, currently
being worked out theoretically, while the latter should get moving within one year in
the context of a collaboration with an industrial partner.

6.2.1 Near-surface particle tracking out of thermal equilibrium

In Chapter 4, we described our work on the rheology and solid-liquid slip bound-
ary condition of complex fluids. Then we transitioned somewhat abruptly to the
interfacial transport, coupling advection and diffusion, of colloidal particles in water,
a Newtonian fluid. Implicitly, therefore, we adopted the idea that the particles in
complex fluids were simply advective tracers, while they were the subject of complex
interactions with the interfaces and diffusion.

1This idea is not fully original. Indeed, in a comment on superhydrophobicity [261], Bocquet and
Lauga evoked similar opportunities in comparing structure and dynamics.
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Diffusion and interactions are yet at the root of a huge number of fundamental
structural and transport processes in many complex environments. A salient exam-
ple is that of cellular and sub-cellular biology: these systems are mixtures containing
complex macromolecules such as proteins, DNA and polysaccharides, and soft inter-
faces (cell walls, membranes) are never very far away. These systems are thus mainly
composed of the soft matter building blocks near the soft boundaries we have studied
so far. Lastly, a remarkable feature of these biological systems is that they are most
often out of equilibrium.

The non-equilibrium features we have in mind are the following. In cases of flow,
blood-vessel surfaces bound the fluid motion. This hydrodynamics implies viscous
dissipation, and such flows may give rise to complex, non-conservative (i.e., velocity-
dependent) forces between particles and their surroundings [7]. Also, and essential
for biology along with a huge number of industrial processes, a reservoir of chemi-
cal energy enables many functions. These include, for example, molecular synthesis,
muscle contraction, ion transport, and information transfer. The work carried out in
the next years will thus be aimed at investigating non-equilibrium diffusion —com-
prising temporal displacement and spatial distribution phenomena— under salient
features described above: complex environments with hydrodynamic flow near inter-
faces, and with non-thermal energy reservoirs. We describe two specific projects that
may be investigated in the form of questions.

How can non-conservative interactions modify the classical Gibbs-Boltzmann distribu-
tion central to soft matter statistics at equilibrium, and determining major structural
and dynamical features of soft matter?

In the last few years, we have accumulated several pieces of preliminary data that
motivated us to ask this question. The first is shown in Figure 6.1[Left]. There we
show SIDs for 100-nm-diameter particles in ultrapure water. At low pressures (ď 30
mbar), SIDs do not depend on the pressure applied across the microchannel. Above
this pressure, significant and systematic deviations occur, demonstrating repulsion as
particles are advected more strongly. Such deviations can be suppressed by adding
NaCl to the driven fluid, suggesting an electrokinetic origin to the interaction [262–
264]. While not shown here, we also observe dynamic signatures of hydrodynamic
repulsion. Specifically, when particles are advected more strongly (x-direction), they
leave the viewing area (z-direction) more quickly, roughly factor of 2 change in the
residence time is observed.

As a compliment to the data in Figure 6.1[Left], we show in the [Right] part
further preliminary data of particle SIDs wherein the suspending liquid was a shear-
thinning, semi-dilute polyelectrolye solution [132]. For reference, the light gray curves
show the pressure-independent SIDs of the 100-nm particles in water. There it is
shown that, in contrast to the unsalted water solution, particles are driven toward
the wall as a result of a dynamically-mediated interaction. For the moment, we do
not know the rules that determine this phenomenology, but we speculate that this
polymer-colloid migration scenario arises from an electro-hydrodynamical trade-off,
say, between the objects in this complex mixture. Present are: negatively charged
polymers, negatively charged particles, the associated counterions and a charged sur-
face. We speculate further that the extent of the particle migration should depend
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Figure 6.1: [Left] Near-wall SIDs as a function of apparent altitude for 100-nm, flu-
orescent nanoparticles in water. As the pressure is increased, particles are driven
away from the wall. [Right] Near-wall SIDs as a function of apparent altitude for
100-nm, fluorescent nanoparticles in 1 mg/mL, anionic, 800 kg/mol hydrolyzed poly-
acrylamide. As the pressure is increased (from 15 mbar to 300 mbar, from red to
blue), particles are driven toward the wall; grey curves show a corresponding calibra-
tion with pure water only, for pressures less than 40 mbar, cf. the [Left] part.

on the characteristic relaxation times of these objects in comparison to the inverse
shear rates imposed on the suspension. To go further in the experimentation, and
to address these hypotheses, we intend to make use of tri-color TIRFM, recently
installed in the lab, and label with different fluorophores the particles and the poly-
mer. Polyelectrolyte migration away from a wall under shear was suggested in the
experiments in Refs. [201, 265] and can thus be directly tested. In any case, the
result is experimentally robust2, and opposite to the trend seen in the left part of
the figure; there is thus clearly a rich non-equilibrium phenomenology at stake under
this theme of non-equilibrium, velocity-dependent interactions modifying near-wall
particle statistics.

As hydrodynamic lift cannot be treated as derived from a potential, the near-
surface particle distributions as seen in Figures 6.1 will thus need new theoretical
tools to be described. Practically, and in a time following the description of these
types of systems, we would dispose of a dynamic self-assembly lever orthogonal to
the typical soft-matter interactions such as those arising from the interface charges
we described in Section 4.2.2.

To what extent can a tracer’s diffusive motion be used to infer information about a
chemical reaction, and particularly under the presence of a catalyst?

The production or degradation of chemical compounds is generally accompanied by
an energy input, often thermal activation, and an energy output. The input is asso-
ciated with energy barriers which, once overcome, give rise to the emission of heat for
exothermic processes, this heat making up a part of the output. In order to reduce
such barriers, catalysts may be used, for which an unconsumed agent is added to the
reactive mixture.

To set the energy scales for such processes, we may consider typical covalent

2Indeed, a new collaboration with C. Barentin and M. Le Merrer show similar particle approaches
for elevated pressures using polymer microgels.
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bonds that have energies of order 100 kJ/mol. Such is the case, for example, in the
decomposition of H2O2 into water and oxygen [266]. Näıvely, we can thus estimate
that each such molecular decomposition corresponds to roughly 40 kT of heat locally
injected into, let us say, an aqueous environment. From the perspective of diffusion,
with random thermal kicks normally distributed around kT , such a heat injection
could in principle generate large fluctuations, 40 times larger than usual, on a nearby
Brownian particle. Examining the fluctuation-dissipation relation of Eq. 1.10, we
would thus expect an additional noise term to influence the fluctuations. Tuning the
concentration of reactants and catalyst should allow to tune such an effect.

The hypothesis that catalysis should be observable in Brownian motion has indeed
received a significant attention lately [267–273] and inspired a lively and sustained
debate. Whatever mechanism could be responsible for enhanced stochastic motions,
their impact is relevant to a large class of non-equilibrium systems. Whether a cata-
lyst is propelled by liberated heat, or by the surface-tension gradient of the reactive
by-products [274], to name just two possible mechanisms, the principal function of a
catalyst is to “find” a reactant [275]. If its kinetics are enhanced by any mechanism,
then it is pressing to both quantify such enhancement and to unravel the different pos-
sible mechanisms. As the debate of the previous paragraph stands relatively open,
despite the interesting discussions in Ref. [276], a TIRFM and advection-diffusion
coupling offers a new experimental protocol for unraveling such non-equilibrium dif-
fusion situations.

The observation protocol to be developed in our lab is mainly inspired by the
transport phenomena described in Sections 2.4.1 and the Taylor dispersion we inves-
tigated in Refs. [133,134]. In first instances we will investigate the decomposition of
H2O2 by iron oxide catalysts or in titration scenarios as was started by Mahammad
Alyiev in a summer internship during 2023. The basic idea is that, using the scaling
provided by Taylor, we have that Dx{D0 „ Pe2, where we recall that Pe “ 9γh2{D0.
If there is a small effect to be observed in the nominal diffusion coefficient D0 due to
reactivity or confinement we thus expect to see a systematic trend of this effect using
the Taylor dispersion as we increase the shear rate which can be controlled carefully
using microfluidics. As the normalised dispersion scales with the square of both this
shear rate and the inverse square of the diffusion coefficient, Taylor dispersion will
serve as an amplifier of any effect that may be present. Besides the overall effect on
the dispersion and diffusion coefficients, we will also dispose of the time-dependent
statistics represented by the displacement distributions in Figure 2.18. Details of
such distributions should also provide clues for reactivity-modified fluctuations. En-
abled to make these collective observations, we believe that our approach has the
potential to make a decisive contribution to this important debate.

6.2.2 Combining Taylor dispersion with soft boundaries

At the end of the previous subsection, we noted that Taylor dispersion acts as an
amplifier of diffusive effects with the possibility to tune the level of amplification by
adjusting the near-wall shear rate. Given this tool, and given the last two chapters of
this document along with our collaboration at the Université de Bordeaux (i.e. the
EmetBrown team led by Thomas Salez), we will investigate in the following years
the effect that soft boundaries may have on dispersive phenomena.
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In a first instance, we are currently investigating the combination of the soft
conduit project of Ref. [66], mainly in the steady state, with the near-wall parti-
cle tracking of Refs. [133, 134]. This natural combination of our recently developing
expertise was kindly suggested by Aditya Jha (currently a postdoc at EMetBrown)
who works out the theory. The experiments are following a rather simple idea which
is that the Taylor dispersion is a function of the near-wall shear rate, but that in a
channel deformed under elastohydrodynamic coupling, the shear rate is not a con-
stant along the channel. Furthermore, given Eq. 5.13 and its linear proportionality
to the height profile of a channel, the shear rate and thus dispersion should scale in
a specific way as a function of the pressure and as a function of the position along
the channel. Initial experiments performed by Masoodah Gunny (PhD) show a qual-
itatively correct behaviour. At a given imposed pressure, and for the position closer
to the entrance, TIRFM velocimetry demonstrates that shear rates are lower than
those at positions further along the channel. This is expected due to the conserved
debit. Complementary dispersion data also shows that spreading is faster near the
exit of the channel for a given pressure. These experiments will be pursued in the
coming months, and show a flavour of coupling between soft boundaries and diffusive
phenomena. In the next paragraphs, we describe a scenario in which a true coupling
between a flexible boundary and Taylor dispersion may be observable.

Now we consider the soft lubrication context described in Caroline Kopecz-Muller’s
work of Ref. [65], and the near-surface diffusion modifications described in the intro-
ductory Section 1.1.3. For the near-wall diffusion, it was suggested in the thesis of
Maxime Lavaud [277] that elastohydrodynamic lift could be provoked by diffusion.
Given the instantaneous particle velocities on the order

a

kT {m with m the particle
mass, softness should thus be observed to impact a diffusive trajectory. Such exper-

WL

TIRFM

Figure 6.2: Confined microfluidic water-in-oil droplet transit (left-to-right) in a 30 µm
tall, 200 µm wide channel and for images 25 µm across. [Top] White light (WL)
illumination for a nearly-index-matched condition; the light/dark band indicates the
droplet meniscus. [Bottom] A similar droplet, with TIRFM illumination showing
fluorescent particles in the aqueous droplet. The time between images on a row is
130 ms.
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iments and theory are an active area of current investigation by our collaborators in
Bordeaux, and we propose a microfluidic experiment implicating Taylor dispersion
that may also be able to probe such Brownian lift effects.

While not a soft elastomer, our approach in the thesis of Masoodah Gunny is
to suspend our standard particles in the dispersed phase of a water-in-oil emulsion.
The droplets are confined, with pancake shapes and the classical lubrication film
separating the water and the glass. These films have variable thickness according to
Bretherton-like scaling laws with the droplet velocity [278–281]. The selection of this
height is one way of tuning an interface’s effective mobility. Indeed, as seen in Eq. 2.1,
where the effective film mobility could be considered to scale with h3, a thicker film
is thus more mobile and relaxes faster under the influence of surface tension as in
stepped-film leveling experiments [95]. Thus, if the oil-water interface and its mobility
has an influence on the diffusion, we should be able to see and tune the amplification
of the effect through the shear rate inside the droplet. Preliminary tracking data
suggests the velocity profiles and dispersion are measurable inside confined, advected
droplets. For the moment, we simply show two image sequences in Figure 6.2 to
demonstrate the proof of principle. On the top, white-light illumination of a droplet
shows the meniscus transit indicated by a dark/bright band; on the bottom, a similar
droplet illuminated under TIRFM progressively reveals the presence of nanoparticles.
These experiments are ongoing.

6.2.3 Poroelasticity and soft hydraulics

Concerning the poroelastic materials described in Section 5.1, we noted that many
researchers use poroelastic gels for applications and fluid-structure interaction inves-
tigations in microfluidics [282–284], notably using the photo-polymerisation method
developed by the Doyle group [237], along with many other applications at the micro
and nanoscale [258,285] based on click chemistry. These materials, while widespread
suffer from a lack of good mechanical characterisation, even while their poroelastic
character has already been identified [286]. The challenge lies in the objects’ typical
small length scale (often a few micrometers or less), precluding traditional rheomet-
ric methods. Furthermore, the theoretical treatment, as described in the aforemen-
tioned section, may involve specialised mathematical treatments. Therefore, with
Anke Lindner [282–284] we will develop parallel microfluidic and AFM-based meth-
ods for probing the poroelastic properties of such materials. The AFM methods
shall be developed in my lab and follow preliminary mechanical characterisations
using hydrogel materials that were developed by the Tran group [258], and inspired
by previously-used microcontact mechanics methods [287]. Having also developed
a custom piezo-stage that fits onto our AFM with C. Kopecz-Muller during her
PhD, we expect to be capable of assessing the moduli using the oscillatory-Reynolds
method of Refs. [247, 248] and Section 5.1.2, followed by direct contact experiments
with the same probe for assessments of the porosity during contact loading and re-
laxation [287]. Such experiments will be applied to materials fabricated directly on
substrates as in our collaboration with Y. Tran, or generated in microfluidic devices
as in the Doyle method.

Finally, our treatment of the soft-hydraulics scenario of Section 5.2 and Ref. [66]
lend themselves naturally to two parallel extensions. First, the timescale studied in
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detail of the paper suggests a characteristic frequency for the microchannel. As, to
give just one example, the beating heart is a periodic phenomena with soft conduits,
it should be interesting to address our microfluidic problem in such an oscillatory
setting. The extension of the theory provided in Section 5.2 is not so difficult, having
been done in collaboration with Elie Raphaël, simply requiring many recourses to the
“familiar” properties of the Bessel functions found in Ref. [260]. Our investigations
have centred on the frequency-dependent penetration of the oscillatory perturbation
into a microchannel, with scaling laws worked out for the small- and large-frequency
limits and formidible analytic expressions connecting them. Oscillatory experiments
were started by Gabriel Guyard at the end of his PhD and also followed up by
Clara Notebaert during a short internship this year; more shall follow. Second,
filling our microchannels with complex fluids rather than simply using water is a
very exciting perspective. Fundamentally, such complex fluids will engender a new
time-scale associated to the fluid, which may give rise to interesting coupling effects in
the relaxation scenario of Figure 5.4(c) and may indeed provoke non-trivial boundary
conditions; the playground is thus rich. In a more practical light, a new collaboration
with an industrial partner interested in the application of complex liquids between
soft contacts has been initiated. This partner manufactures rheologically-complex,
personal-care products and is interested in such products’ mechanical interaction
with the substratum. We thus expect that each of the experiences of this perspective
section shall be relevant and exciting avenues for our collaboration from now until
the end of 2027.

– 88 –



Appendix A

Other works

In selecting the material to discuss in the main part of this memoire, privilege was ac-
corded on the basis of two considerations: (i) completed —that is to say, published—
projects were uniquely chosen; and equally importantly (ii) the subjects somehow fit
a through line of the document. This latter consideration was particularly true for
the works presented in Chapter 3, while the first consideration had very significant
impact on the latter Chapter 5. In this Appendix, therefore, a brief overview of the
missed works is given.

Perhaps the most exciting, and indeed most recent, work that we left off is related
to the latter Chapter 5. Indeed, Caroline Kopecz-Muller (CKM) has been studying
experimentally the poroelastohydrodynamics and contact mechanics of thin hydrogel
films, in our collaboration with Y. Tran for the fabrication of these. This work
implicates a large volume of mechanical probe testing, using AFM and surface forces
apparatus; this latter SFA technique was taught to us by S. Donaldson and makes
up the subject of Refs. [288, 289]. The films, ranging from 60 nm to a few microns
in thickness swell under water and, complicating our analysis assuming perfectly flat
films, destabilise into creasing patterns. Such patterns are at once beautiful and
fascinating, and are the subject of a draft manuscript in progress. Using thin enough
films, i.e. under 100 nm in the dry state, the surface patterns are avoided and
these are the focus of mechanical testing using the aforementioned force probes. The
data contains a small portion which could be described using an elastohydrodynamic
theory imposing a substrate of finite thickness, worked out by CKM. After, the
transition to contact mechanics of the poroelastic layer, already deformed due to the
Reynolds drainage force, is currently being modelled as well. These works will make
up the thesis of Ms. Kopecz-Muller to be defended in February 2024, and will be
furthermore addressed by a PhD student, Zheng Liu, to start in fall 2023 along with a
postdoc to begin the collaboration with Anke Lindner mentioned in the perspectives.

The collaborative adventure with Matthieu Labousse mentioned in the acknowl-
edgements is a further exciting project implicating elasto-capillary self assembly un-
der confined microfluidic flow. This project was initiated by us in 2021 and is cur-
rently driven by Samuel Hidalgo-Caballero (postdoc) and Grégoire Clement (2nd-year
PhD). Completing this dream team, two one-year postdocs, Finn Box and Mathieu
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Oléron, contributed initial efforts to getting the project off the ground. Since the
project is the subject of a maturing yet delicate intellectual-property process, we
unfortunately do not detail the work here. In parallel, we are filing for a patent and
preparing to manuscripts that will involve the whole team, the manuscripts being led
by GC and MO. This project was informed to some extent by the collaboration with
M. Kerdraon, B. Dollet and M.-C. Jullien, concerning the interaction of confined
microfluidic droplets [290] with the controlled deformation of narrow microfluidic
channels via local heating.

A project that does not fit neatly within the scope of this document was under-
taken in collaboration with F. Ogheard and T. Lopez-Leon, and was driven by Abir
Wissam Boudaoud. During her thesis, perhaps the most applied work of my ca-
reer, AB developed a metrologically traceable method for the measurement of debits
reaching as little as 5 nanolitres per minute. Such debits are commonly used in drug
delivery yet, until this thesis and the European project that served as its frame [291],
were not traceable to the SI. AB’s thesis led to a French national measurement stan-
dard, based on optical tracking of a meniscus through a capillary, reaching the lowest
traceable flow rates to date, along with a traceable method of calibrating the capillary
diameter [292].

Concerning thin polymer films and substrate friction, we identify the further works:

˛ McGraw et al. 2014, Nanofluidics of thin polymer films: ... [42]; a mini-review
on thin-film polymer slip.

˛ Haefner et al. 2015, Influence of slip on the Plateau-Rayleigh instability on a
fibre [293]; enhanced dynamics of a classical fluid instability due to slip.

˛ Fowler et al. 2016, Controlling Marangoni-induced instabilities in spin-cast
polymer films: How to prepare uniform films [294]; reduced spin-coating tem-
perature to eliminate instabilities and prepare pristine films.

˛ Sabsevari et al. 2016, Short chains enhance slip of highly entangled polystyrenes
during thin film dewetting [295]; a study of the effect of polydispersity on slip
in dewetting experiments.

˛ Lessel et al., 2017, Nucleated dewetting in supported ultra-thin liquid films with
hydrodynamic slip [296]; in situ AFM study of ca. 3 – 5 nm thick PS films
dewetting from SAMs, showing nucleation for systems that could have been
expected to dewet spinodally.

˛ McGraw et al., 2017, Contact dependence and velocity crossover in friction
between microscopic solid/solid contacts [297]; a microscopic study of solid-solid
friction using tuning-fork AFM, demonstrating thermally-activated, velocity-
dependent friction.

˛ Chebil et al., 2018, Influence of outer-layer finite-size effects on the dewetting
dynamics of a thin polymer film embedded in an immiscible matrix [298]; optical
study of trilayer film dewetting, showing the effect of a distant no-slip condition
of breakup dynamics.
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Wetting Phenomena: Drops, Bubbles, Pearls, Waves. Springer, 2004.

[32] L.E. Stillwagon and R.G. Larson. Funtamentals of topographic substrate lev-
eling. Journal of Applied Physics, 63:5251, 1988.

[33] L. E. Stillwagon and R. G. Larson. Leveling of thin films over uneven substrates
during spin coating. Physics of Fluids A: Fluid Dynamics, 2(11):1937–1944,
November 1990.

[34] Elke Buck, Kirstin Petersen, Markus Hund, Georg Krausch, and Diethelm Jo-
hannsmann. Decay kinetics of nanoscale corrugation gratings on polymer sur-
face: Evidence for polymer flow below the glass temperature. Macromolecules,
37(23):8647–8652, November 2004. Publisher: American Chemical Society.

[35] T. Leveder, S. Landis, and L. Davoust. Reflow dynamics of thin patterned
viscous films. Applied Physics Letters, 92(1):013107, 2008.

[36] Etienne Rognin, Stefan Landis, and Laurent Davoust. Viscosity measurements
of thin polymer films from reflow of spatially modulated nanoimprinted pat-
terns. Physical Review E, 84(4):041805, October 2011.
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[149] L. Léger, H. Hervet, G. Massey, and E. Durliat. Wall slip in polymer melts. J.
Phys.: Condens. Matter, 9(37):7719, 1997.
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MOTS CLÉS

Glissement de polymères, dispersion de Taylor, elastohydrodynamique

RÉSUMÉ

La matière molle est omniprésente dans la nature et dans la vie quotidienne, et elle est couramment amenée à s’écouler
dans des espaces confinés. Dans ce contexte, ce manuscrit traite du transport et de l’écoulement de polymères et de
particules colloı̈dales au voisinage de bords et d’interfaces. Dans une première partie, nous décrivons l’écoulement à
surface libre de films minces de polymères. La tension superficielle est la force motrice dominante des écoulements,
cette dernière étant notamment médiée par les phénomènes interfaciaux et la viscosité. L’adsorption des chaı̂nes de
polymères, l’organisation des chaı̂nes près de la surface et les modifications du substrat à l’échelle de la taille du
monomère ont un impact majeur sur la condition limite hydrodynamique de glissement. Inversement, cette dernière
condition joue un rôle prédominant dans la morphologie de la surface libre pendant l’écoulement. Il est en effet démontré
que la morphologie de la surface permet d’établir si les écoulements se passent uniquement à la surface libre, en dessous
de la transition vitreuse, où si les écoulements pénètre la profondeur du film complet, au dessus de la susdite transition.
Ensuite, en suivant des particules colloı̈dales évoluant à moins d’un micron d’une interface solide-liquide, nous étudions
le glissement des solutions de polymères semi-diluées par microscopie à ondes évanescentes. Cette technique permet
également d’étudier le transport de particules près de la surface. Nous étudions en particulier la dispersion de Taylor,
c’est-à-dire l’augmentation de l’étalement des particules —par rapport au mouvement brownien pur— grace au couplage
entre advection et diffusion. Cet effet est étudié dans les régimes à temps court et près des parois. Nous montrons tout
d’abord que les lois d’étalement initiales dépendent fortement de la distribution initiale des particules, avec un croise-
ment entre la dispersion temporelle linéaire et quadratique. Deuxièmement, nous montrons que les appauvrissements
induits par l’interface peuvent entraı̂ner une réduction d’un ordre de grandeur des taux d’étalement attendus en milieux
confinés. Dans une dernière partie, nous considérons les interactions fluide-structure dans deux contextes de matière
molle. Tout d’abord, le problème classique de drainage de Reynolds est étudié théoriquement dans le cas où le solide est
poroélastique avec une interface perméable. Nous démontrons un croisement diffusif entre les comportements purement
incompressibles et compressibles. Deuxièmement, les écoulements hydrauliques près de parois mous sont traités dans
le régime transitoire, en combinant théorie et expérience pour montrer que la relaxation des canaux microfluidiques peut
varier de plusieurs ordres de grandeur en raison du gonflement des canaux. Les travaux que nous avons rassemblés
mettent en évidence la sensibilité au niveau moléculaire de l’écoulement près de la surface et la manière dont sa faible
rigidité peut avoir un impact sur l’hydrodynamique dans le domaine de la micro- et nano-fluidique.

ABSTRACT

Soft condensed matter is ubiquitous in nature and daily life, and is commonly made to flow in confined spaces. In this
context, the present manuscript deals with the transport and flow of polymer molecules and colloidal particles near, and
making up, a diverse set of boundaries and interfaces. In a first part, we describe the free-interface flow of thin polymer
films. Surface tension thus dominates the driving force for flows, this latter in particular mediated by interfacial phenomena
and viscosity. Polymer-chain adsorption, near-surface chain organisation, and monomer-scale substrate modifications are
shown to produce order-of-magnitude effects in the slip hydrodynamic boundary condition. Conversely, this latter con-
dition is shown to play a dominant role in the free-surface morphology during flow. The surface morphology is indeed
shown to permit a diagnosis between free-surface, sub-glass-transition flow, and bulk, full-film liquid flows. Then, tracking
colloidal particles in the first micron near a solid-liquid surface, we address the slippage of semi-dilute polymer solutions
using evanescent-wave microscopy. Such a technique also permits investigation of near-surface particle transport. We
particularly study Taylor dispersion, that is the enhancement —compared to pure Brownian motion— of particle spread-
ing due to advection-diffusion coupling, in pre-asymptotic temporal regimes and near interfaces. We show first that initial
spreading laws are highly dependent on the initial distribution of particles, with a crossover between linear and quadratic
temporal dispersion. Second, we show that surface-induced depletions may affect an order-of-magnitude reduction in
the expected spreading rates in confinement. In a last part, we consider fluid-structure interactions in two soft-matter
contexts. First, the classical Reynolds drainage problem is considered theoretically for the case in which the solid is
poroelastic and with a permeable interface. We demonstrate a diffusive crossover between purely incompressible and
compressible responses. Second, soft-hydraulic flows are treated in the transient regime, combining theory and experi-
ment to show that microfluidic channel relaxation can vary by orders of magnitude as a result of soft-boundary-mediated
channel inflation. Our collected works highlight the molecular-level sensitivity of near-surface flow, and how softness can
impact hydrodynamics in the micro- and nano-fluidic domain.
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Polymer slip, Taylor dispersion, elastohydrodynamics
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