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Notation

General

Vectors, matrices and tensors will be denoted by bold letters. If a constant c will
depend on parameters p1, . . . , ps, this will be indicated by writing c(p1, . . . , ps).

Vectors, matrices

R+, R−: sets of non-negative and non-positive real numbers, respectively.
R

n
+, R

n
−: sets of all vectors in R

n with non-negative and non-positive components,
respectively.

u · v = (u,v) =
∑

1≤i≤n uivi: scalar product of vectors u = (ui), v = (vi) ∈ R
n.

‖u‖ = (u,u)1/2: Euclidean norm in R
n.

‖u‖∞ = maxi=1,...,n|ui|: max-norm in R
n.

M
n: set of all real square matrices of order n.

M
n
> = {A ∈ M

n | detA > 0}.
In: identity matrix of order n. (For brevity, we shall sometimes omit the subscript
n.)

‖A‖ = supv 6=0(‖Av‖/‖v‖): matrix norm in M
n.

A : B =
∑

1≤i,j≤n aijbij : Frobenius product of matrices A = (aij), B = (bij) ∈
M

n.
Cof A: cofactor matrix of the matrixA (Cof A = (detA)A−T ifA is invertible).
M

m,n: set of all m-by-n matrices.
0m,n: m-by-n zero matrix (besides 0n,1, the n-dimensional zero vector will be
written simply 0 as well).

Sets

G: closure of a set G.
G̊: interior of a set G.
∂G: boundary of a set G.
NG: normal cone of a set G.
|G|: number of elements of a set G.
diam(G) = sup{‖x− y‖ |x,y ∈ G}: diameter of a set G ⊂ R

n.

Differential calculus

In what follows, G is an open subset of Rn.

Dαf =
∂|α|f

∂xα1
1 · · · ∂xαn

n

, |α| = α1 + · · · + αn: multi-index notation for partial

derivatives of a function f : G ⊂ R
n → R with α = (αi) ∈ N

n.

1



Notation 2

∇f(x̄) =
( ∂f

∂xi

(x̄)
)

∈ R
n: gradient of a real-valued function f : G ⊂ R

n → R at

x̄ ∈ G.

∇f(x̄) =
( ∂fi
∂xj

(x̄)
)

∈ M
m,n: gradient of a vector-valued function f : G ⊂

R
n → R

m at x̄ ∈ G.

divσ(x̄) =
(

∑

1≤j≤n

∂σij

∂xj

(x̄)
)

∈ R
n: divergence of a tensor field σ = (σij) : G ⊂

R
n → M

n at x̄ ∈ G (here and in what follows, we mean by a tensor a second-
order tensor and we identify the set of all such tensors with the set Mn).

f ′(x;y): directional derivative of a function f : G ⊂ R
n → R

m at the point
x ∈ G in the direction y ∈ R

n.
∂f : Clarke sub-differential of a real-valued Lipschitz continuous function f .
∂f : generalized Jacobian of a vector-valued Lipschitz continuous function f .

ḟ(t,x) =
∂f

∂t
(t,x), f̈(t,x) =

∂2f

∂t2
(t,x): the first and the second time derivative

of a function f : (0, T )×G → R
n at (t,x) ∈ (0, T )×G, T > 0, G ⊂ R

n.

Function spaces

Pk(G): space of all polynomial functions from G ⊂ R
n into R of degree up to k.

C(G), Ck(G): space of all continuous and k-times continuously differentiable
functions from G ⊂ R

n into R.

Let G ⊂ R
n be open.

Lp(G): space of all measurable functions v : G → R such that ‖v‖0,p,G < +∞,
where

‖v‖0,p,G =

{

(
∫

G
|v|p dx)1/p if 1 ≤ p < ∞,

ess supx∈G|v(x)| if p = ∞.

W k,p(G) = {v ∈ Lp(G) |Dαv ∈ Lp(G), ∀ |α| ≤ k}: the Sobolev space equipped
with the norm:

‖v‖k,p,G =

{

(
∫

G

∑

|α|≤k|Dαv|p dx)1/p if 1 ≤ p < ∞,

max|α|≤k‖Dαv‖0,∞,G if p = ∞.

Hk(G) = W k,2(G), ‖v‖k,G = ‖v‖k,2,G.
(u, v)k,G =

∫

G

∑

|α|≤k

DαuDαv dx: scalar product of functions u, v ∈ Hk(G).

If X(G) stands for a space of real-valued functions defined over G, X(G;Rm)
and X(G;Mm), or shortlyX(G), denote the spaces of vector-valued or tensor-valued



Notation 3

mappings whose components belong to X(G), for example,

Lp(G;Rm) = Lp(G) = {v = (vi) | vi ∈ Lp(G)},
W k,p(G;Mm) =W k,p(G) = {σ = (σij) | σij ∈ W k,p(G)}.

The associated norms are denoted by the same symbols, for example,

‖v‖k,p,G =

{

(
∑

1≤i≤m‖vi‖pk,p,G
)1/p

if 1 ≤ p < ∞,

max1≤i≤m‖vi‖0,∞,G if p = ∞.

Let X be a Banach space and T > 0.
C1(0, T ;X): Bochner space of continuously differentiable abstract functions from
[0, T ] into X.

H1(0, T ;X) Sobolev-Bochner space on [0, T ].

Elasticity

Continuous Setting

Ω ⊂ R
n (n = 2, 3): reference configuration of an elastic body. In what follows,

we shall always assume that Ω is a bounded domain with a Lipschitz boundary
∂Ω which contains three disjoint, (relatively) open subsets ΓD, ΓN and ΓC so
that ∂Ω = ΓD ∪ ΓN ∪ ΓC .

u: displacement field.
σ(u): stress tensor corresponding to u.
ε(u) = 1/2(∇u+∇uT ): linearized strain tensor.
A: the fourth-order elasticity tensor.
f : density of volume forces.
h: density of surface tractions.
F : coefficient of friction.
FFF = Diag(F1,F2): matrix of friction coefficients F1 and F2 in the case of

orthotropic friction.
ρ: mass density.
ν: unit outward normal vector along ∂Ω.
uν = u · ν: normal component of the displacement vector on ∂Ω.
σν(u) = σ(u)ν · ν: normal component of the stress vector σ(u)ν on ∂Ω.

Let n = 2 and τ be a unit tangent vector along ΓC (orthonormal to ν).
uτ = u · τ : tangential displacement on ΓC .
στ (u) = (σ(u)ν) · τ : tangential stress on ΓC .



Notation 4

Let n = 3 and τ 1(x) and τ 2(x) be two unit vectors from the tangent plane to
ΓC at x such that the triplet {ν(x), τ 1(x), τ 2(x)} forms a local orthonormal basis
in R

3 for any x ∈ ΓC .
uτ = (uτ,1, uτ,2), uτ,i = u · τ i: tangential displacement on ΓC .
στ (u) = (στ,1(u), στ,2(u)), στ,i = σ(u)ν · τ i: tangential stress on ΓC .

Discrete Setting

nu: number of degrees of freedom for displacements.
nc: number of nodes on ΓC corresponding to the degrees of freedom for displace-
ments.

u: vector of degrees of freedom of the discretized displacement.
λν , λτ : discrete normal and tangential Lagrange multipliers, respectively.
A ∈ M

nu : stiffness matrix.
Bν ,Bτ ∈ M

nc,nu : matrices representing the linear mappings which associate
with a displacement field its normal and tangential component on the contact
zone, respectively.

f : load vector.
FFF : vector characterizing the distribution of the coefficient of friction.
M ∈ M

nu : mass matrix.



Introduction

Contact problems describing behaviour of a system of loaded deformable bodies
which may come into mutual contact have been of permanent interest in a few last
decades. It is well-known that besides non-penetration conditions, one often has to
take into account the influence of friction on contacting zones to get a more realistic
model. The most classical model of friction is given by the local Coulomb law of
friction. Although its formulation is quite simple, the model of contact problems
with Coulomb friction has not been completely understood yet.

In the framework of static linearized elasticity, which the first three chapters of
this thesis are mainly devoted to, the first existence result for the continuous problem
was obtained in [48] for a coefficient of friction F independent of the solution.
Later, the existence analysis was extended to coefficients which may depend on
the solution itself (see [16] and the references therein). Typically, existence of a
solution is guaranteed provided that F is sufficiently small (with additional technical
assumptions on the regularity of data). More recently, it has been proved in [52] that
if the solution possesses a certain property, F is small enough and does not depend
on the solution, the solution is unique. On the other hand, some examples of non-
unique solutions are known for large F ([30, 31]).

Properties of appropriate finite-element discretizations of the problems discussed
above are somewhat more explored. It was shown in [21] that at least one solution
exists for F belonging to a large class of coefficients. Moreover, this solution was
shown to be unique if the values of F are small enough. In [33], existence of a
solution was obtained in quite general cases when F depends on the solution. Nev-
ertheless, the bound on the values of F ensuring uniqueness of the solution in [21] is
mesh-dependent, and it vanishes when the norm of the finite-element partition tends
to zero. Even for models with very small number of degrees of freedom, multiple
solutions exist and structure of solutions is relatively complicated ([35, 29]). For
models with high number of degrees of freedom, bifurcations of solutions have been
detected numerically ([25]). In addition, it was observed in these cases that a small
change of F leads to a dramatical change of the solution.

From this point of view, study of local behaviour of solutions seems to be promis-
ing. However, as far as we know, the only results of local character have been present-
ed in [32], where existence of local Lipschitz continuous branches of discrete solutions
parametrized by F was established under the assumption that F is constant.

In the case of elastodynamic contact problems, which we shall focus in the last
chapter of this thesis on, some theoretical analysis is also established (see [16]).
Nevertheless, we shall confine here to the issue concerning satisfactory approximation
of these problems, which seems to be involved as well. Indeed, several strategies for

5



Introduction 6

constructing numerical schemes that are as much as possible stable and respect
the contact constraint have already been proposed in the literature. In [8, 20],
energy dissipative numerical schemes were built by impliciting the contact force.
However, the drawback of this method is that the kinetic energy of contacting finite-
element nodes is canceled at each impact. On the other hand, energy conserving
schemes introduced in [40, 41, 28] either lead to spurious oscillations on the contact
boundary or allow a small interpenetration. Even though energy conserving schemes
with a penalized contact condition were constructed in ([1, 26, 28]), these still evoke
important oscillations of the normal stress. In this context, it was early detected that
the key point is satisfaction of the complementarity condition between the velocity
and contact pressure in the normal direction, the so-called persistency condition
([34, 40, 1]). But a compromise has to be made between satisfaction of this condition
and the non-penetration one.

A common point of all these works is that they are focused on finding a good
time discretization scheme. However, in [38] and [53], it has been shown that it
is rather obtaining a well-posed and regular spatially semi-discrete problem that
allows for stable schemes (see also [19, 27] for further developments). The spatial
semi-discretizations proposed there allow use of any reasonable time discretization
scheme whereas almost all time discretization schemes are unstable with the standard
spatial finite-element semi-discretization. Nevertheless, these works are focused on
elastodynamic contact without friction.

In Chapter 1 of this thesis, we generalize the existence and uniqueness results from
[21] to discretized three-dimensional (3D) static contact problems with isotropic and
orthotropic Coulomb friction in which coefficients of friction depend on the solution.
In Chapter 2, we extend the local analysis from [32] to discrete two-dimensional
(2D) static contact problems with Coulomb friction where the coefficient F depends
on the spatial variable and we establish also existence of local Lipschitz continuous
branches of solutions parametrized by loading in this case. To follow such solution
branches, parametrized either by F or the loading, numerically, we propose an
appropriate continuation algorithm and we present its application to 2D quasi-static
contact problems in large deformations in Chapter 3. Chapter 4 concerns a spatial
well-posed semi-discretization for dynamic contact problems with Coulomb friction,
which is based on the mass redistribution method ([38]).



1 3D Static Problems with

Solution-Dependent Coefficients of

Friction

The aim of this chapter is to study discretized 3D contact problems with orthotropic
Coulomb friction in which both coefficients of friction in the directions of the prin-
cipal axes of orthotropy depend on the magnitudes of the tangential components of
contact displacement. The Signorini-type problem is considered, that is, the contact
problem between an elastic body and a rigid foundation. As a special case, analysis
of problems with isotropic Coulomb friction and a solution-dependent coefficient of
friction is attained. The results have been published in [24]. The case of isotropic
friction itself was previously studied in [45].

This chapter consists of three sections. In Section 1.1, continuous setting of both
problems with orthotropic and isotropic Coulomb friction is presented. A weak solu-
tion to the more general problem with orthotropic Coulomb friction is then defined
in two ways: as a solution to an implicit variational inequality and as a fixed point
of an auxiliary mapping Φ. The discretized form of the problem is then based on
an appropriate discretization of Φ (Section 1.2). Section 1.3 presents existence and
uniqueness analysis of the discretized problem. We show that at least one solution ex-
ists for any positive, bounded and continuous coefficients of friction. Assuming that
the coefficients are in addition Lipschitz continuous, we prove that the discretization
of Φ is Lipschitz continuous as well. The estimate of its Lipschitz modulus is derived
in terms of the bound Fmax on the values of the friction coefficient matrix FFF , the
bound L on the Lipschitz moduli of the components of FFF , the condition number
of FFF and the mesh norms of the respective finite-element meshes used to build the
discretized model. If Fmax and L are sufficiently small (expressed in terms of the
mesh norms), then it is proved that the solution of the discretized problem is unique.

1.1 Problem Formulation

Let us consider a body whose reference configuration is represented by a bounded
domain Ω ⊂ R

3 with a Lipschitz boundary ∂Ω. Let ΓD, ΓN and ΓC be three disjoint,
(relatively) open subsets of ∂Ω such that ∂Ω = ΓD ∪ ΓN ∪ ΓC and the areas of ΓD
and ΓC are positive. The body is fixed on ΓD, surface tractions of density h act on
ΓN while a rigid foundation unilaterally supports the body along ΓC . For the sake
of simplicity of our presentation, we shall assume that the rigid foundation is flat
and there is no gap between it and ΓC , that is, ΓC is a part of a hyper-plane (see

7



1 3D Static Problems with Solution-Dependent Coefficients of Friction 8

ΩΓD ΓN

ΓC

rigid
foun

dati
on

f

h

h

Figure 1.1: Geometry of the problem

Fig. 1.1). In addition, volume forces of density f are applied to Ω. Our aim is to
find an equilibrium state of the body.

Confining ourselves to the framework of linearized elasticity, we seek the dis-
placement vector u : Ω → R

3 satisfying the following partial differential equation
and boundary conditions:
(equilibrium equation)

−divσ(u) = f in Ω, (1.1)

where
(Hook’s law)

σ(u) = Aε(u) in Ω, (1.2)

(boundary condition of place)
u = 0 on ΓD, (1.3)

(boundary condition of traction)

σ(u)ν = h on ΓN , (1.4)

(unilateral condition)

uν ≤ 0, σν(u) ≤ 0, uνσν(u) = 0 on ΓC . (1.5)

Here, σ(u) is a stress tensor, ε(u) ≡ 1/2(∇u+∇uT ) is the linearized strain tensor,
and A is the fourth-order elasticity tensor. Further, ν is the unit outward normal
vector along ∂Ω, and uν ≡ u ·ν, σν(u) ≡ σ(u)ν ·ν stand for the normal component
of the displacement vector u and the stress vector σ(u)ν, respectively.

The introduced problem has to be supplied by a frictional condition on the contact
zone. Here, we shall use the local orthotropic Coulomb friction law. To this end,
let τ 1 and τ 2 be principal axes of orthotropic friction on the tangent plane to ΓC
such that the triplet {ν(x), τ 1(x), τ 2(x)} forms a local orthonormal basis in R

3



1 3D Static Problems with Solution-Dependent Coefficients of Friction 9

for any x ∈ ΓC . By uτ , στ (u) we denote the vectors whose components are the
coordinates of u, σ(u)ν with respect to τ 1 and τ 2, that is, uτ = (uτ,1, uτ,2), στ (u) =
(στ,1(u), στ,2(u)) with uτ,i ≡ u ·τ i, στ,i ≡ σ(u)ν ·τ i, i = 1, 2. Finally, let F1 and F2

be coefficients of friction in the directions τ 1 and τ 2, respectively, which may depend
on the magnitudes of uτ,1 and uτ,2 on ΓC , that is, Fi = Fi(x, |uτ,1(x)|, |uτ,2(x)|),
x ∈ ΓC , i = 1, 2. We set

FFF (x, |uτ,1(x)|, |uτ,2(x)|)

:=

(

F1(x, |uτ,1(x)|, |uτ,2(x)|) 0
0 F2(x, |uτ,1(x)|, |uτ,2(x)|)

)

, x ∈ ΓC

(we shall write also FFF (|uτ,1|, |uτ,2|) for short). The orthotropic Coulomb friction law
with a solution-dependent matrix of friction coefficients reads as follows:

uτ (x) = 0 =⇒ ‖FFF−1(x, 0, 0)στ (x,u(x))‖ ≤ −σν(x,u(x)), x ∈ ΓC ,

uτ (x) 6= 0 =⇒ FFF
−1(x, |uτ,1(x)|, |uτ,2(x)|)στ (x,u(x))

= σν(x,u(x))
FFF (x, |uτ,1(x)|, |uτ,2(x)|)uτ (x)

‖FFF (x, |uτ,1(x)|, |uτ,2(x)|)uτ (x)‖
, x ∈ ΓC .



















(1.6)

Remark 1.1. If F1 coincides with F2, orthotropic friction reduces to isotropic one,
which can be described by one coefficient F := F1 = F2. The isotropic Coulomb
law of friction with a solution-dependent coefficient of friction then reads as follows:

uτ (x) = 0 =⇒ ‖στ (x,u(x))‖ ≤ −F (x, 0, 0)σν(x,u(x)), x ∈ ΓC ,

uτ (x) 6= 0 =⇒ στ (x,u(x))

= F (x, |uτ,1(x)|, |uτ,2(x)|)σν(x,u(x))
uτ (x)

‖uτ (x)‖
, x ∈ ΓC .



















(1.7)

Let us note that in this case, it is reasonable to assume that the coefficient of
friction F depends on the Euclidean norm of uτ on ΓC , that is,

F (x, |uτ,1(x)|, |uτ,2(x)|) = F̂ (x, (|uτ,1(x)|2 + |uτ,2(x)|2)1/2), x ∈ ΓC , (1.8)

for some F̂ defined on ΓC × R+.

The classical formulation of our problem is represented by (1.1)–(1.6). To give
the weak one, we introduce the following spaces and sets:

V := {v ∈ H1(Ω) | v = 0 a.e. on ΓD},
V := V × V × V,

K := {v ∈ V | vν ≤ 0 a.e. on ΓC},
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X := {ϕ ∈ L2(ΓC) | ∃ v ∈ V : ϕ = v a.e. on ΓC},
Xν := {ϕ ∈ L2(ΓC) | ∃v ∈ V : ϕ = vν a.e. on ΓC},

Xν+ := {ϕ ∈ Xν |ϕ ≥ 0 a.e. on ΓC},
Xτ+ := {ϕ ∈ L2(ΓC) | ∃v ∈ V : ϕ = (|vτ,1|, |vτ,2|) a.e. on ΓC},

and endow Xν with the norm

‖ϕ‖Xν
:= inf

v∈V
vν=ϕ on ΓC

‖v‖1,Ω.

By X ′
ν we shall denote the (topological) dual of Xν , and 〈., .〉ν will be used for the

corresponding duality pairing.
Furthermore, we shall assume that f ∈ L2(Ω), h ∈ L2(ΓN), and A = (aijkl)

with aijkl ∈ L∞(Ω), i, j, k, l = 1, 2, 3, satisfies the usual symmetry and ellipticity
conditions

aijkl = ajikl = aklij a.e. in Ω, ∀ i, j, k, l = 1, 2, 3,

∃ a0 > 0 : Aξ : ξ ≥ a0ξ : ξ a.e. in Ω, ∀ ξ ∈ M
3, ξ = ξT .

}

(1.9)

We shall also suppose that

the mapping x 7→ (τ 1(x), τ 2(x)) belongs to W 1,∞(ΓC ;R
6), (1.10)

and the coefficients of friction F1 and F2 are positive, continuous and bounded:

Fi ∈ C(ΓC × R
2
+), i = 1, 2,

0 < Fi(x, ξ) ≤ Fmax, ∀x ∈ ΓC , ∀ ξ ∈ R
2
+, i = 1, 2,

}

(1.11)

where 0 < Fmax is given.

The weak formulation of (1.1)–(1.6) is given by the following implicit variational
inequality:

Find u ∈K such that

a(u,v − u)− 〈σν(u), ‖FFF (|uτ,1|, |uτ,2|)vτ‖〉ν
+ 〈σν(u), ‖FFF (|uτ,1|, |uτ,2|)uτ‖〉ν ≥ ℓ(v − u), ∀v ∈K,











(P)

where

a(u,v) :=

∫

Ω

Aε(u) : ε(v) dx, u,v ∈ V ,

ℓ(v) :=

∫

Ω

f · v dx+

∫

ΓN

h · v dS, v ∈ V .
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Owing to (1.9) and Korn’s inequality, a is a symmetric bilinear form that is
V -elliptic and continuous on V × V :

∃α > 0 : a(v,v) ≥ α‖v‖21,Ω, ∀v ∈ V , (1.12)

∃M > 0 : |a(u,v)| ≤ M‖u‖1,Ω‖v‖1,Ω, ∀u,v ∈ V . (1.13)

Remark 1.2. In the case of the model with isotropic Coulomb’s law of friction (1.7),
the coefficient of friction F (= F1 = F2) may even vanish, and the assumption
(1.11) can be replaced by

F ∈ C(ΓC × R
2
+), 0 ≤ F (x, ξ) ≤ Fmax, ∀x ∈ ΓC , ∀ ξ ∈ R

2
+ (1.14)

in all the results established in this chapter. If we consider in addition (1.8) (the co-
efficient of friction depending on ‖uτ‖), this is obviously guaranteed by the following
assumption:

F̂ ∈ C(ΓC × R+), 0 ≤ F̂ (x, ξ) ≤ Fmax, ∀x ∈ ΓC , ∀ ξ ∈ R+.

Remark 1.3. If u is smooth enough, then applying Green’s formula to (P), we recov-
er (1.1)–(1.6). Let us notice, however, that to make sense of the duality terms in (P),
one needs an additional smoothness of u, FFF and the mapping x 7→ (τ 1(x), τ 2(x)),
x ∈ ΓC , ensuring that ‖FFF (|uτ,1|, |uτ,2|)vτ‖ ∈ Xν for any v ∈ V (see [16]). To over-
come this difficulty, we shall suppose that σν(u) ∈ L2(ΓC) in what follows. Then
the duality pairing 〈., .〉ν can be replaced by the L2(ΓC)-scalar product (., .)0,ΓC , so
(1.10) and (1.11) are sufficient.

Below, we introduce a fixed-point formulation of (P), on which the finite-element
discretization will be based. To start with, we associate with any ϕ = (ϕ1, ϕ2) ∈
Xτ+, g ∈ L2

+(ΓC) the following auxiliary problem:

Find u = u(ϕ1, ϕ2, g) ∈K such that

a(u,v − u) + j(ϕ1, ϕ2, g,vτ )− j(ϕ1, ϕ2, g,uτ ) ≥ ℓ(v − u),
∀v ∈K.











(P(ϕ1, ϕ2, g))

Here,

j(ϕ1, ϕ2, g,vτ ) := (g, ‖FFF (ϕ1, ϕ2)vτ‖)0,ΓC , (ϕ1, ϕ2) ∈Xτ+, g ∈ L2
+(ΓC), v ∈ V ,

and L2
+(ΓC) stands for the set of all non-negative functions from L2(ΓC).

Problem (P(ϕ1, ϕ2, g)) is a weak formulation of a contact problem with or-
thotropic friction of Tresca type and the fixed matrix FFF (ϕ1, ϕ2) of friction coef-
ficients. The existence of a unique solution is guaranteed for any (ϕ1, ϕ2) ∈ Xτ+,
g ∈ L2

+(Γc) due to the equivalence of this problem to a convex minimization problem
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(see [17, Chapter II]). This enables us to define the mapping Φ : Xτ+ × L2
+(ΓC) →

Xτ+ ×X ′
ν by

Φ(ϕ1, ϕ2, g) := (|uτ,1|, |uτ,2|,−σν(u)), (ϕ1, ϕ2) ∈Xτ+, g ∈ L2
+(Γc),

where u solves (P(ϕ1, ϕ2, g)) and σν(u) is the corresponding normal contact stress.
By comparing problems (P) and (P(ϕ1, ϕ2, g)), it is readily seen that if the triplet
(|uτ,1|, |uτ,2|,−σν(u)) is a fixed point of Φ in Xτ+ × L2

+(ΓC), then u is a solution to
(P).

Let (ϕ1, ϕ2) ∈Xτ+ and g ∈ L2
+(ΓC) be fixed and Λν be the cone of non-negative

elements in X ′
ν :

Λν := {µ ∈ X ′
ν | 〈µ, ϕ〉ν ≥ 0, ∀ϕ ∈ Xν+}.

To release the unilateral constraint u ∈K, we introduce the following mixed formu-
lation of (P(ϕ1, ϕ2, g)):

Find (u, λν) = (u(ϕ1, ϕ2, g), λν(ϕ1, ϕ2, g)) ∈ V × Λν such that

a(u,v − u) + j(ϕ1, ϕ2, g,vτ )− j(ϕ1, ϕ2, g,uτ )

≥ ℓ(v − u)− 〈λν , vν − uν〉ν , ∀v ∈ V ,

〈µν − λν , uν〉ν ≤ 0, ∀µν ∈ Λν .



















(M (ϕ1, ϕ2, g))

It is known that (M (ϕ1, ϕ2, g)) has a unique solution for any (ϕ1, ϕ2) ∈ Xτ+, g ∈
L2
+(ΓC). Moreover, u solves (P(ϕ1, ϕ2, g)) and λν = −σν(u) as follows from the

Green formula ([2]). This gives an equivalent expression for the mapping Φ:

Φ(ϕ1, ϕ2, g) = (|uτ,1|, |uτ,2|, λν), ∀ (ϕ1, ϕ2) ∈Xτ+, ∀ g ∈ L2
+(ΓC) (1.15)

with (u, λν) being the solution of (M (ϕ1, ϕ2, g)).

1.2 Finite-Element Discretization

This section deals with an approximation of problem (P), which is based on a fixed-
point formulation for an appropriate discretization of the mapping Φ. This is done
with the aid of (1.15) and a mixed finite-element discretization of (M (ϕ1, ϕ2, g)).

Let V h, LH be the following polynomial Lagrange finite-element spaces corre-
sponding to some partitions T h

Ω and T H
ΓC

of Ω and ΓC , respectively:

V h := {vh ∈ C(Ω) | vh T ∈ PK1(T ), ∀ T ∈ T
h
Ω & vh = 0 on ΓD},

LH := {µH ∈ L2(ΓC) |µH
R ∈ PK2(R), ∀R ∈ T

H
ΓC
}.

Here, K1 ≥ 1, K2 ≥ 0 are integers and h, H stand for the norms of the partitions
T h

Ω and T H
ΓC
, respectively. Only what we suppose at this moment is that T h

Ω is
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compatible with the decomposition of ∂Ω into ΓD, ΓN and ΓC . In general, T H
ΓC

is different from T h
Ω ΓC

, but the case when they equal each other is not excluded.
Further, we set

V h := V h × V h × V h,

Xh := {ϕh ∈ C(ΓC) | ∃ vh ∈ V h : ϕh = vh on ΓC},
Xh

+ := {ϕh ∈ Xh |ϕh ≥ 0 on ΓC},
ΛH

ν := {µH ∈ LH |µH ≥ 0 on ΓC}.

Clearly, V h and ΛH
ν will serve as natural approximations of V and Λν , respec-

tively. In what follows, we shall suppose that the following condition is satisfied:

(µH ∈ LH & (µH , vhν )0,ΓC = 0, ∀vh ∈ V h) =⇒ µH = 0. (1.16)

This makes it possible to endow the spaces LH and Xh×Xh×LH with the following
(mesh-dependent) norms:

‖µH‖∗,h := sup
0 6=vh∈V h

(µH , vhν )0,ΓC
‖vh‖1,Ω

,

‖(ϕh
1 , ϕ

h
2 , µ

H)‖Xh×Xh×LH := ‖(ϕh
1 , ϕ

h
2)‖0,ΓC + ‖µH‖∗,h.

Remark 1.4. Let us briefly mention two examples of the discretizations posited above.

(FE1) T H
ΓC

= T h
Ω ΓC

, K2 = K1, L
H = Xh.

Condition (1.16) is always satisfied.

(FE2) K1 = 1, K2 = 0.
In this case, (1.16) is fulfilled provided that the ratio H/h is sufficiently large,
that is, the partition T H

ΓC
is coarser than T h

Ω ΓC
(see [22]).

For (ϕh
1 , ϕ

h
2 , g

H) ∈ Xh
+×Xh

+×ΛH
ν given, we introduce the following discretization

of problem (M (ϕ1, ϕ2, g)):

Find (uh, λH
ν ) = (uh(ϕh

1 , ϕ
h
2 , g

H), λH
ν (ϕ

h
1 , ϕ

h
2 , g

H))

∈ V h × ΛH
ν such that

a(uh,vh − uh) + j(ϕh
1 , ϕ

h
2 , g

H ,vhτ )− j(ϕh
1 , ϕ

h
2 , g

H ,uh
τ )

≥ ℓ(vh − uh)− (λH
ν , v

h
ν − uh

ν)0,ΓC , ∀vh ∈ V h,

(µH
ν − λH

ν , u
h
ν)0,ΓC ≤ 0, ∀µH

ν ∈ ΛH
ν .































(MhH(ϕ
h
1 , ϕ

h
2 , g

H))

By reformulating (MhH(ϕ
h
1 , ϕ

h
2 , g

H)) as a saddle-point problem, condition (1.16)
ensures that (MhH(ϕ

h
1 , ϕ

h
2 , g

H)) has a unique solution (uh, λH
ν ) for any (ϕh

1 , ϕ
h
2 , g

H) ∈
Xh

+ ×Xh
+ × ΛH

ν (see [17, Chapter VI]).
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Furthermore, by inserting µH
ν := 0, 2λH

ν into the second inequality of problem
(MhH(ϕ

h
1 , ϕ

h
2 , g

H)), it is readily seen that

(λH
ν , u

h
ν)0,ΓC = 0 & uh

ν ∈KhH := {vh ∈ V h | (µH
ν , v

h
ν )0,ΓC ≤ 0, ∀µH

ν ∈ ΛH
ν }.

Therefore, uh solves the following variational inequality (confer (P(ϕ1, ϕ2, g))):

Find uh = uh(ϕh
1 , ϕ

h
2 , g

H) ∈KhH such that

a(uh,vh − uh) + j(ϕh
1 , ϕ

h
2 , g

H ,vhτ )− j(ϕh
1 , ϕ

h
2 , g

H ,uh
τ )

≥ ℓ(vh − uh), ∀vh ∈KhH .











(PhH(ϕ
h
1 , ϕ

h
2 , g

H))

Notice that KhH is an external approximation of K, that is, KhH 6⊂ K. On the
other hand, ΛH

ν is an internal approximation of Λν .
Next, we define a discretization of Φ. Let rh : H1(ΓC) → Xh be a linear interpo-

lation operator preserving positivity:

(ϕ ∈ H1(ΓC) & ϕ ≥ 0 a.e. on ΓC) =⇒ rhϕ ∈ Xh
+ (1.17)

and possessing the following approximation property:

∃ crh > 0 : ‖ϕ− rhϕ‖0,ΓC ≤ crhhΓC‖ϕ‖1,ΓC , ∀ϕ ∈ H1(ΓC) ∩X, (1.18)

where hΓC := maxF∈T h
Ω ΓC

diam(F ). With such rh at hand, we introduce the mapping

ΦhH : Xh
+ ×Xh

+ × ΛH
ν → Xh

+ ×Xh
+ × ΛH

ν by

ΦhH(ϕ
h
1 , ϕ

h
2 , g

H) := (rh|uh
τ,1|, rh|uh

τ,2|, λH
ν ),

where (uh, λH
ν ) solves (MhH(ϕ

h
1 , ϕ

h
2 , g

H)).

Definition 1.1. Any couple (uh, λH
ν ) ∈ V h × ΛH

ν is called a solution of the dis-
cretized contact problem with orthotropic Coulomb friction and solution-dependent
coefficients of friction if (rh|uh

τ,1|, rh|uh
τ,2|, λH

ν ) is a fixed point of ΦhH , that is, (u
h, λH

ν )
solves (MhH(rh|uh

τ,1|, rh|uh
τ,2|, λH

ν )).

1.3 Theoretical Analysis of the Discretized Prob-

lem

We shall establish existence as well as uniqueness of a solution to the discretized
problem introduced in the previous section. In addition, we shall investigate, how
the uniqueness result depends on the size of the problem.
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1.3.1 Existence Result

The existence of a discrete solution will be done by using fixed-point arguments.
First, we state two auxiliary results, the first one being a minor modification of
Lemma 3.3 in [43]. Recall that ξτ = (ξτ,1, ξτ,2) with ξτ,i = ξ · τ i, i = 1, 2.

Lemma 1.1. If ξ ∈ H1(ΓC) ∩X then |ξ| ∈ H1(ΓC) ∩X and

‖|ξ|‖1,ΓC ≤ ‖ξ‖1,ΓC .
Lemma 1.2. If (1.10) is satisfied, then ξτ ∈ H1(ΓC ;R

2) for any ξ ∈ H1(ΓC ;R
3)

and there exists a constant cτ > 0 such that

‖ξτ‖1,ΓC ≤ cτ‖ξ‖1,ΓC , ∀ ξ ∈ H1(ΓC ;R
3).

Proof. Since ΓC is supposed to be a flat part of ∂Ω, we may assume without loss
of generality that ΓC ⊂ R

2 × {0} (otherwise, one can introduce an appropriate
orthonormal transformation of coordinates). The proof is then straightforward.

With these results at our disposal, we shall show by using the Brouwer fixed-point
theorem that ΦhH has at least one fixed point in the set

C (R1, R2) :=
{

(ϕh
1 , ϕ

h
2 , µ

H) ∈ Xh
+ ×Xh

+ × ΛH
ν

∣

∣ ‖(ϕh
1 , ϕ

h
2)‖0,ΓC ≤ R1 & ‖µH‖∗,h ≤ R2

}

for appropriate R1, R2 > 0.

Lemma 1.3. Let (1.9)–(1.11) be satisfied. Then there exist R1, R2 > 0 such that
ΦhH maps Xh

+ ×Xh
+ × ΛH

ν into C (R1, R2).

Proof. Let (ϕh
1 , ϕ

h
2 , g

H) ∈ Xh
+ × Xh

+ × ΛH
ν be given and (uh, λH

ν ) be the solution to
(MhH(ϕ

h
1 , ϕ

h
2 , g

H)). Inserting vh := 0, 2uh ∈KhH into (PhH(ϕ
h
1 , ϕ

h
2 , g

H)), we get

a(uh,uh) + j(ϕh
1 , ϕ

h
2 , g

H ,uh
τ ) = ℓ(uh), (1.19)

which together with the non-negativeness of j implies that

‖uh‖1,Ω ≤ ‖ℓ‖∗,Ω
α

. (1.20)

Here ‖.‖∗,Ω stands for the dual norm in (H1(Ω))′ and α is the constant from (1.12).
Invoking (1.18), Lemmas 1.1 and 1.2,

‖(rh|uh
τ,1|, rh|uh

τ,2|)‖0,ΓC
≤ ‖(rh|uh

τ,1| − |uh
τ,1|, rh|uh

τ,2| − |uh
τ,2|)‖0,ΓC + ‖(|uh

τ,1|, |uh
τ,2|)‖0,ΓC

≤ crhhΓC‖(|uh
τ,1|, |uh

τ,2|)‖1,ΓC + ‖uh
τ‖0,ΓC

≤ crhhΓC‖uh
τ‖1,ΓC + ‖uh

τ‖0,ΓC ≤ crhcτhΓC‖uh‖1,ΓC + ‖uh‖0,ΓC
≤ (c

(1,0)
inv crhcτ + 1)‖uh‖0,ΓC

≤ c
(2)
tr (c

(1,0)
inv crhcτ + 1)‖uh‖1,Ω, (1.21)
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where c
(2)
tr is the norm of the trace mapping from H1(Ω) into L2(∂Ω) and c

(1,0)
inv is

the constant from the inverse inequality between the H1(ΓC) and L
2(ΓC)-norms for

functions belonging to the finite-dimensional space Xh ×Xh ×Xh:

‖ψh‖1,ΓC ≤ c
(1,0)
inv

hΓC

‖ψh‖0,ΓC , ∀ψh ∈ Xh ×Xh ×Xh. (1.22)

In view of (1.20) and (1.21), the radius R1 is of the form

R1 = R1(c
(1,0)
inv , crh , c

(2)
tr , cτ , α, ℓ) :=

c
(2)
tr (c

(1,0)
inv crhcτ + 1)

α
‖ℓ‖∗,Ω.

Furthermore, one can see from (MhH(ϕ
h
1 , ϕ

h
2 , g

H)) and (1.19) that

a(uh,vh) + j(ϕh
1 , ϕ

h
2 , g

H ,vhτ ) ≥ ℓ(vh)− (λH
ν , v

h
ν )0,ΓC , ∀vh ∈ V h.

Introducing the subspace

V h
0 := {vh ∈ V h |vhτ = 0 on ΓC},

one obtains
a(uh,vh) = ℓ(vh)− (λH

ν , v
h
ν )0,ΓC , ∀vh ∈ V h

0 ,

from which, (1.13) and (1.20),

(λH
ν , v

h
ν )0,ΓC

‖vh‖1,Ω
=

ℓ(vh)− a(uh,vh)

‖vh‖1,Ω
≤
(

1 +
M

α

)

‖ℓ‖∗,Ω, ∀vh ∈ V h
0 . (1.23)

To complete the proof, one may assume without loss of generality that ΓC ⊂ R
2×{0}

(otherwise, one can introduce an orthonormal transformation O : R3 → R
3 such that

O(ΓC) ⊂ R
2 × {0} and proceed with Ovh) and set

V h
00 := {vh = (vh1 , v

h
2 , v

h
3 ) ∈ V h | vh1 = vh2 = 0 in Ω} ⊂ V h

0 .

Then

‖λH
ν ‖∗,h = sup

0 6=vh∈V h

(λH
ν , v

h
ν )0,ΓC

‖vh‖1,Ω
≤ sup

0 6=vh∈V h

(λH
ν , v

h
3 )0,ΓC

‖vh3‖1,Ω

= sup
0 6=vh∈V h

00

(λH
ν , v

h
ν )0,ΓC

‖vh‖1,Ω
≤ sup

0 6=vh∈V h
0

(λH
ν , v

h
ν )0,ΓC

‖vh‖1,Ω
.

From this and (1.23), one can take

R2 = R2(M,α, ℓ) :=
(

1 +
M

α

)

‖ℓ‖∗,Ω.
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Remark 1.5. Let us notice that at this moment the partitions T h
Ω and T H

ΓC
are fixed

and the constants crh and c
(1,0)
inv in (1.18) and (1.22) may depend on h. Later on, we

shall consider T h
Ω and T H

ΓC
as elements of systems {T h

Ω }, {T H
ΓC
}, h,H → 0+, and

we shall formulate conditions on these systems under which the constants do not
depend on h.

Lemma 1.4. The mapping ΦhH is continuous in Xh
+×Xh

+×ΛH
ν provided that (1.9)–

(1.11) are satisfied.

Proof. Let (ϕh,k
1 , ϕh,k

2 , gH,k), (ϕh
1 , ϕ

h
2 , g

H) ∈ Xh
+ ×Xh

+ × ΛH
ν , k ∈ N, be such that

(ϕh,k
1 , ϕh,k

2 , gH,k) → (ϕh
1 , ϕ

h
2 , g

H) in Xh ×Xh × LH , k → +∞,

and (uh,k, λH,k
ν ) be the solutions to (MhH(ϕ

h,k
1 , ϕh,k

2 , gH,k)):

a(uh,k,vh − uh,k) + j(ϕh,k
1 , ϕh,k

2 , gH,k,vhτ )− j(ϕh,k
1 , ϕh,k

2 , gH,k,uh,k
τ )

≥ ℓ(vh − uh,k)− (λH,k
ν , vhν − uh,k

ν )0,ΓC , ∀vh ∈ V h,

(µH
ν − λH,k

ν , uh,k
ν )0,ΓC ≤ 0, ∀µH

ν ∈ ΛH
ν .











As we know from the proof of the previous lemma, both sequences {uh,k} and {λH,k
ν }

are bounded. Thus, one can find {uh,kl} ⊂ {uh,k}, {λH,kl
ν } ⊂ {λH,k

ν } and uh ∈ V h,
λH
ν ∈ ΛH

ν such that

uh,kl → uh in V h, λH,kl
ν → λH

ν in LH , l → +∞.

Let vh ∈ V h and µH
ν ∈ ΛH

ν be arbitrarily chosen. Taking into account the
equivalences of all norms in the finite-dimensional spaces involved, one can easily
verify that

a(uh,kl ,vh − uh,kl)− ℓ(vh − uh,kl) + (λH,kl
ν , vhν − uh,kl

ν )0,ΓC
l→+∞−→ a(uh,vh − uh)− ℓ(vh − uh) + (λH

ν , v
h
ν − uh

ν)0,ΓC ,

j(ϕh,kl
1 , ϕh,kl

2 , gH,kl ,vhτ )− j(ϕh,kl
1 , ϕh,kl

2 , gH,kl ,uh,kl
τ )

l→+∞−→ j(ϕh
1 , ϕ

h
2 , g

H ,vhτ )− j(ϕh
1 , ϕ

h
2 , g

H ,uh
τ ),

(µH
ν − λH,kl

ν , uh,kl
ν )0,ΓC

l→+∞−→ (µH
ν − λH

ν , u
h
ν)0,ΓC ,

which shows that (uh, λH
ν ) solves (MhH(ϕ

h
1 , ϕ

h
2 , g

H)). Since this problem admits a
unique solution, the original sequences {uh,k} and {λH,k

ν } tend to uh and λH
ν .

Furthermore, from the positivity preserving assumption (1.17) and the linearity
of rh, it is readily seen that

|rh(|uh,k
τ,i | − |uh

τ,i|)| ≤ rh|uh,k
τ,i − uh

τ,i| on ΓC , i = 1, 2, k ∈ N.
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Therefore, arguing as in (1.21), one gets

‖(rh|uh,k
τ,1 |, rh|uh,k

τ,2 |)− (rh|uh
τ,1|, rh|uh

τ,2|)‖0,ΓC
≤ ‖(rh|uh,k

τ,1 − uh
τ,1|, rh|uh,k

τ,2 − uh
τ,2|)‖0,ΓC

≤ c
(2)
tr (c

(1,0)
inv crhcτ + 1)‖uh,k − uh‖1,Ω, k ∈ N, (1.24)

and the limit passage k → +∞ completes the proof.

We have arrived at the following existence result.

Theorem 1.1. If (1.9)–(1.11) are fulfilled, then the discretized problem given by
Definition 1.1 has at least one solution.

1.3.2 Uniqueness Result

Applying the Banach fixed-point theorem, even uniqueness of the discrete solution
can be ensured. Nevertheless, to establish the Lipschitz continuity of ΦhH , we shall
need an additional assumption on FFF , namely

∃L > 0 :

|Fi(x, ξ)− Fi(x, ξ̄)| ≤ L‖ξ − ξ̄‖, ∀x ∈ ΓC , ∀ ξ, ξ̄ ∈ R
2
+, i = 1, 2. (1.25)

We start with a useful technical result. The matrix norm ‖.‖ is induced by the
Euclidean vector norm here and in what follows.

Lemma 1.5. If FFF satisfies (1.11) and (1.25), then it holds for any uh, ūh ∈ V h

and any (ϕh
1 , ϕ

h
2), (ϕ̄

h
1 , ϕ̄

h
2) ∈ Xh

+ ×Xh
+ that

∣

∣‖FFF (ϕh
1 , ϕ

h
2)ū

h
τ‖ − ‖FFF (ϕh

1 , ϕ
h
2)u

h
τ‖ − (‖FFF (ϕ̄h

1 , ϕ̄
h
2)ū

h
τ‖ − ‖FFF (ϕ̄h

1 , ϕ̄
h
2)u

h
τ‖)
∣

∣

≤ L(2 + κ(FFF ))‖(ϕh
1 , ϕ

h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖‖uh

τ − ūh
τ‖ on ΓC , (1.26)

where

κ(FFF ) := sup
x∈ΓC
ξ∈R2

+

‖FFF (x, ξ)‖‖FFF−1(x, ξ)‖ = sup
x∈ΓC
ξ∈R2

+

max{F1(x, ξ),F2(x, ξ)}
min{F1(x, ξ),F2(x, ξ)}

.

Proof. For x ∈ ΓC , u
h, ūh ∈ V h and (ϕh

1 , ϕ
h
2), (ϕ̄

h
1 , ϕ̄

h
2) ∈ Xh

+ ×Xh
+ given, set

u := uh
τ (x), ū := ūh

τ (x),

ϕ = (ϕ1, ϕ2) := (ϕh
1(x), ϕ

h
2(x)), ϕ̄ = (ϕ̄1, ϕ̄2) := (ϕ̄h

1(x), ϕ̄
h
2(x))
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and define the function h := G ◦ F ◦H : R → R with H : R → R
2, F : R2 → R

2

and G : R2 → R introduced as follows:

H(r) := ϕ̄+ r(ϕ− ϕ̄), r ∈ R,

F (ξ1, ξ2) = (F1(ξ1, ξ2), F2(ξ1, ξ2)) :=



















(F1(x, ξ1, ξ2),F2(x, ξ1, ξ2)) if 0 ≤ ξ1, ξ2,

(F1(x, ξ1, 0),F2(x, ξ1, 0)) if ξ2 < 0 ≤ ξ1,

(F1(x, 0, ξ2),F2(x, 0, ξ2)) if ξ1 < 0 ≤ ξ2,

(F1(x, 0, 0),F2(x, 0, 0)) if ξ1, ξ2 < 0,

G(ξ1, ξ2) := ‖Diag(ξ1, ξ2)ū‖ − ‖Diag(ξ1, ξ2)u‖, (ξ1, ξ2) ∈ R
2.

Obviously, h is Lipschitz continuous in R and the left-hand side of (1.26) at the point
x equals |h(1)− h(0)|. From the Lebourg mean-value theorem, it follows that there
exists r̄ ∈ (0, 1) such that

h(1)− h(0) ∈ ∂h(r̄),

where ∂h denotes the Clarke sub-differential of h (see [11, Chapter 2]). So it suffices
to estimate |θ| for any θ ∈ ∂h(r) and any r ∈ (0, 1) fixed.

As both H and G are continuously differentiable, Chain Rule II for the Clarke
sub-differential ∂h and the chain rule for ∂(G◦F ) viewed as the generalized Jacobian
imply that

∂h(r) ⊂ (∇H(r))T∂(G ◦ F )(H(r)),

∂(G ◦ F )(H(r)) = (∂F (H(r)))T ∇G(F (H(r)))

with ∂F standing for the generalized Jacobian of F . Thus, any θ ∈ ∂h(r) is of the
form

θ = (∇H(r))TZT ∇G(F (H(r)))

for some Z =
(

z11 z12
z21 z22

)

∈ ∂F (H(r)).
Suppose first that u, ū 6= 0. If it is so then

(∇H(r))TZT =
(

(ϕ1 − ϕ̄1)z11 + (ϕ2 − ϕ̄2)z12, (ϕ1 − ϕ̄1)z21 + (ϕ2 − ϕ̄2)z22
)

,

(ζ1, ζ2)∇G(ξ1, ξ2)

=
Diag(ξ1, ξ2)ū ·Diag(ζ1, ζ2)ū

‖Diag(ξ1, ξ2)ū‖
− Diag(ξ1, ξ2)u ·Diag(ζ1, ζ2)u

‖Diag(ξ1, ξ2)u‖
and consequently,

θ =
Aū ·Bū
‖Aū‖ − Au ·Bu

‖Au‖
with

A := Diag
(

F1(ϕ̄+ r(ϕ− ϕ̄)), F2(ϕ̄+ r(ϕ− ϕ̄))
)

,

B := Diag
(

(ϕ1 − ϕ̄1)z11 + (ϕ2 − ϕ̄2)z12, (ϕ1 − ϕ̄1)z21 + (ϕ2 − ϕ̄2)z22
)

.
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Clearly,

|θ| ≤
∣

∣

∣

∣

Aū ·B(ū− u)
‖Aū‖

∣

∣

∣

∣

+

∣

∣

∣

∣

Aū ·Bu
‖Aū‖ −Aū ·Bu

‖Au‖

∣

∣

∣

∣

+

∣

∣

∣

∣

A(ū− u) ·Bu
‖Au‖

∣

∣

∣

∣

=: s1+ s2+ s3.

In virtue of the inequality ‖u‖ ≤ ‖A−1‖‖Au‖ and the fact that both A and B are
diagonal matrices, one has

s1 ≤
‖Aū‖‖B(ū− u)‖

‖Aū‖ ≤ ‖B‖‖ū− u‖,

s2 =

∣

∣

∣

∣

(Aū ·Bu)(‖Au‖ − ‖Aū‖)
‖Aū‖‖Au‖

∣

∣

∣

∣

≤ ‖Aū‖‖B‖‖u‖‖Au−Aū‖‖A−1‖
‖Aū‖‖u‖

≤ ‖B‖‖A‖‖u− ū‖‖A−1‖ ≤ κ(FFF )‖B‖‖u− ū‖,

s3 =

∣

∣

∣

∣

B(ū− u) ·Au
‖Au‖

∣

∣

∣

∣

≤ ‖B‖‖ū− u‖.

Furthermore, let zi denote the ith row vector of Z. Then ‖zi‖ ≤ L because zi ∈
∂Fi(H(r)) and the Lipschitz modulus of Fi is less than or equal to L by (1.25). Thus,

‖B‖ = max
1≤i≤2

{|(ϕ1 − ϕ̄1)zi1 + (ϕ2 − ϕ̄2)zi2|} ≤ max
1≤i≤2

‖zi‖‖ϕ− ϕ̄‖ ≤ L‖ϕ− ϕ̄‖.

Combining the previous estimates, we get

|θ| ≤ L(2 + κ(FFF ))‖ϕ− ϕ̄‖‖u− ū‖. (1.27)

To complete the assertion, let u = 0 6= ū. In this case,

|θ| =
∣

∣

∣

∣

Aū ·Bū
‖Aū‖

∣

∣

∣

∣

≤ ‖B‖‖ū− 0‖ ≤ L‖ϕ− ϕ̄‖‖ū− u‖,

that is, (1.27) holds as well and so it is for ū = 0.

Remark 1.6. In the case of isotropic friction with non-vanishing coefficient of friction
F , one has κ(FFF ) = 1 and the previous result leads to

∣

∣‖F (ϕh
1 , ϕ

h
2)ū

h
τ‖ − ‖F (ϕh

1 , ϕ
h
2)u

h
τ‖ − (‖F (ϕ̄h

1 , ϕ̄
h
2)ū

h
τ‖ − ‖F (ϕ̄h

1 , ϕ̄
h
2)u

h
τ‖)
∣

∣

≤ 3L‖(ϕh
1 , ϕ

h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖‖uh

τ − ūh
τ‖ on ΓC

for any uh, ūh ∈ V h and any (ϕh
1 , ϕ

h
2), (ϕ̄

h
1 , ϕ̄

h
2) ∈ Xh

+ ×Xh
+ provided that (1.25) is

satisfied. Nevertheless, the estimate can be easily improved in this case. Indeed,
∣

∣‖F (ϕh
1 , ϕ

h
2)ū

h
τ‖ − ‖F (ϕh

1 , ϕ
h
2)u

h
τ‖ − (‖F (ϕ̄h

1 , ϕ̄
h
2)ū

h
τ‖ − ‖F (ϕ̄h

1 , ϕ̄
h
2)u

h
τ‖)
∣

∣

= |F (ϕh
1 , ϕ

h
2)(‖ūh

τ‖ − ‖uh
τ‖)− F (ϕ̄h

1 , ϕ̄
h
2)(‖ūh

τ‖ − ‖uh
τ‖)|

≤ L‖(ϕh
1 , ϕ

h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖‖uh

τ − ūh
τ‖ on ΓC .
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In addition, this shows that the coefficient F is allowed to vanish.
Furthermore, let us mention that in the case of (1.8), (1.25) holds under the

following assumption:

∃ L̂ > 0 : |F̂ (x, ξ)− F̂ (x, ξ̄)| ≤ L̂|ξ − ξ̄|, ∀x ∈ ΓC , ∀ ξ, ξ̄ ∈ R+.

Proposition 1.1. Let (1.9)–(1.11) and (1.25) be satisfied. For any R1, R2 > 0, ΦhH

is Lipschitz continuous in C (R1, R2):

∃ c1, c2 > 0 : ‖ΦhH(ϕ
h
1 , ϕ

h
2 , g

H)− ΦhH(ϕ̄
h
1 , ϕ̄

h
2 , ḡ

H)‖Xh×Xh×LH

≤ max
{

Fmax√
H

c1,
L(2 + κ(FFF ))
√

hΓCH
c2R2

}

‖(ϕh
1 , ϕ

h
2 , g

H)− (ϕ̄h
1 , ϕ̄

h
2 , ḡ

H)‖Xh×Xh×LH ,

∀ (ϕh
1 , ϕ

h
2 , g

H), (ϕ̄h
1 , ϕ̄

h
2 , ḡ

H) ∈ C (R1, R2). (1.28)

Proof. For (ϕh
1 , ϕ

h
2 , g

H), (ϕ̄h
1 , ϕ̄

h
2 , ḡ

H) ∈ C (R1, R2), denote by (uh, λH
ν ), (ū

h, λ̄H
ν ) the

solutions to (MhH(ϕ
h
1 , ϕ

h
2 , g

H)) and (MhH(ϕ̄
h
1 , ϕ̄

h
2 , ḡ

H)), respectively. Inserting vh :=
ūh ∈ KhH and vh := uh ∈ KhH into (PhH(ϕ

h
1 , ϕ

h
2 , g

H)) and (PhH(ϕ̄
h
1 , ϕ̄

h
2 , ḡ

H)),
respectively, we have

a(uh, ūh − uh) + j(ϕh
1 , ϕ

h
2 , g

H , ūh
τ )− j(ϕh

1 , ϕ
h
2 , g

H ,uh
τ ) ≥ ℓ(ūh − uh),

a(ūh,uh − ūh) + j(ϕ̄h
1 , ϕ̄

h
2 , ḡ

H ,uh
τ )− j(ϕ̄h

1 , ϕ̄
h
2 , ḡ

H , ūh
τ ) ≥ ℓ(uh − ūh).

Summing both inequalities and using (1.12), we arrive at

α‖uh − ūh‖21,Ω
≤ a(uh − ūh,uh − ūh)

≤ j(ϕh
1 , ϕ

h
2 , g

H , ūh
τ )− j(ϕh

1 , ϕ
h
2 , g

H ,uh
τ ) + j(ϕ̄h

1 , ϕ̄
h
2 , ḡ

H ,uh
τ )− j(ϕ̄h

1 , ϕ̄
h
2 , ḡ

H , ūh
τ )

=
(

gH , ‖FFF (ϕh
1 , ϕ

h
2)ū

h
τ‖ − ‖FFF (ϕh

1 , ϕ
h
2)u

h
τ‖
)

0,ΓC

−
(

ḡH , ‖FFF (ϕ̄h
1 , ϕ̄

h
2)ū

h
τ‖ − ‖FFF (ϕ̄h

1 , ϕ̄
h
2)u

h
τ‖
)

0,ΓC

=
(

gH − ḡH , ‖FFF (ϕh
1 , ϕ

h
2)ū

h
τ‖ − ‖FFF (ϕh

1 , ϕ
h
2)u

h
τ‖
)

0,ΓC

+
(

ḡH , ‖FFF (ϕh
1 , ϕ

h
2)ū

h
τ‖ − ‖FFF (ϕh

1 , ϕ
h
2)u

h
τ‖

−(‖FFF (ϕ̄h
1 , ϕ̄

h
2)ū

h
τ‖ − ‖FFF (ϕ̄h

1 , ϕ̄
h
2)u

h
τ‖)
)

0,ΓC

=: s1 + s2. (1.29)

The first term can be estimated as follows:

s1 ≤ ‖gH − ḡH‖0,ΓC
∥

∥‖FFF (ϕh
1 , ϕ

h
2)ū

h
τ −FFF (ϕh

1 , ϕ
h
2)u

h
τ‖
∥

∥

0,ΓC

= ‖gH − ḡH‖0,ΓC‖FFF (ϕh
1 , ϕ

h
2)(ū

h
τ − uh

τ )‖0,ΓC ≤ Fmax‖gH − ḡH‖0,ΓC‖ūh − uh‖0,ΓC
≤ Fmax√

H
c
(0,−1/2)
inv c

(2)
tr ‖gH − ḡH‖∗,h‖ūh − uh‖1,Ω, (1.30)
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where c
(2)
tr is the norm of the trace mapping from H1(Ω) into L2(∂Ω) and c

(0,−1/2)
inv is

the constant from the equivalence of the respective norms in the finite-dimensional
space LH :

‖µH‖0,ΓC ≤ c
(0,−1/2)
inv√

H
‖µH‖∗,h, ∀µH ∈ LH . (1.31)

Further, from the previous lemma,

s2 ≤ L(2 + κ(FFF ))‖ḡH‖0,ΓC
∥

∥‖(ϕh
1 , ϕ

h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖‖uh

τ − ūh
τ‖
∥

∥

0,ΓC

≤ L(2 + κ(FFF ))‖ḡH‖0,ΓC‖uh − ūh‖0,∞,ΓC‖(ϕh
1 , ϕ

h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖0,ΓC .

Due to the equivalence of norms in Xh ×Xh ×Xh, namely

‖ψh‖0,∞,ΓC ≤ c
(∞)
inv
√

hΓC

‖ψh‖0,4,ΓC , ∀ψh ∈ Xh ×Xh ×Xh (1.32)

with an appropriate c
(∞)
inv > 0, and the continuity of the trace mapping from H1(Ω)

into L4(∂Ω), whose norm is denoted by c
(4)
tr , one obtains

‖uh − ūh‖0,∞,ΓC ≤ c
(∞)
inv c

(4)
tr

√

hΓC

‖uh − ūh‖1,Ω.

Using (1.31) once again, we get

‖ḡH‖0,ΓC ≤ c
(0,−1/2)
inv√

H
‖ḡH‖∗,h ≤ c

(0,−1/2)
inv√

H
R2,

making use of the definition of C (R1, R2). Therefore

s2 ≤
L(2 + κ(FFF ))
√

hΓCH
c
(0,−1/2)
inv c

(∞)
inv c

(4)
tr R2‖(ϕh

1 , ϕ
h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖0,ΓC‖uh − ūh‖1,Ω. (1.33)

The inequality (1.29) together with (1.30) and (1.33) implies that

‖uh − ūh‖1,Ω

≤ Fmax√
H

c̃1‖gH − ḡH‖∗,h +
L(2 + κ(FFF ))
√

hΓCH
c̃2R2‖(ϕh

1 , ϕ
h
2)− (ϕ̄h

1 , ϕ̄
h
2)‖0,ΓC

≤ max
{

Fmax√
H

c̃1,
L(2 + κ(FFF ))
√

hΓCH
c̃2R2

}

‖(ϕh
1 , ϕ

h
2 , g

H)− (ϕ̄h
1 , ϕ̄

h
2 , ḡ

H)‖Xh×Xh×LH
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with

c̃1 = c̃1(c
(0,−1/2)
inv , c

(2)
tr , α) :=

c
(0,−1/2)
inv c

(2)
tr

α
,

c̃2 = c̃2(c
(0,−1/2)
inv , c

(∞)
inv , c

(4)
tr , α) :=

c
(0,−1/2)
inv c

(∞)
inv c

(4)
tr

α
.

Following the steps in (1.24), one can see that

‖(rh|uh
τ,1|, rh|uh

τ,2|)− (rh|ūh
τ,1|, rh|ūh

τ,2|)‖0,ΓC ≤ c
(2)
tr (c

(1,0)
inv crhcτ + 1)‖uh − ūh‖1,Ω.

Finally, the last components of ΦhH are treated similarly as in the proof of Lem-
ma 1.3. The relations

a(uh,vh) = ℓ(vh)− (λH
ν , v

h
ν )0,ΓC , ∀vh ∈ V h

0 ,

a(ūh,vh) = ℓ(vh)− (λ̄H
ν , v

h
ν )0,ΓC , ∀vh ∈ V h

0

give

(λH
ν − λ̄H

ν , v
h
ν )0,ΓC = a(ūh − uh,vh), ∀vh ∈ V h

0 ,

‖λH
ν − λ̄H

ν ‖∗,h = sup
0 6=vh∈V h

(λH
ν − λ̄H

ν , v
h
ν )0,ΓC

‖vh‖1,Ω
≤ sup

0 6=vh∈V h
0

(λH
ν − λ̄H

ν , v
h
ν )0,ΓC

‖vh‖1,Ω

= sup
0 6=vh∈V h

0

a(ūh − uh,vh)

‖vh‖1,Ω
≤ M‖uh − ūh‖1,Ω.

Thus, setting

c1 = c1(c
(0,−1/2)
inv , c

(1,0)
inv , crh , c

(2)
tr , cτ ,M, α) :=

(

c
(2)
tr (c

(1,0)
inv crhcτ + 1) +M

)

c̃1,

c2 = c2(c
(0,−1/2)
inv , c

(1,0)
inv , c

(∞)
inv , crh , c

(2)
tr , c

(4)
tr , cτ ,M, α) :=

(

c
(2)
tr (c

(1,0)
inv crhcτ + 1) +M

)

c̃2,

we have

‖ΦhH(ϕ
h
1 , ϕ

h
2 , g

H)− ΦhH(ϕ̄
h
1 , ϕ̄

h
2 , ḡ

H)‖Xh×Xh×LH

= ‖(rh|uh
τ,1|, rh|uh

τ,2|)− (rh|ūh
τ,1|, rh|ūh

τ,2|)‖0,ΓC + ‖λH
ν − λ̄H

ν ‖∗,h
≤
(

c
(2)
tr (c

(1,0)
inv crhcτ + 1) +M

)

‖uh − ūh‖1,Ω

≤ max
{

Fmax√
H

c1,
L(2 + κ(FFF ))
√

hΓCH
c2R2

}

‖(ϕh
1 , ϕ

h
2 , g

H)− (ϕ̄h
1 , ϕ̄

h
2 , ḡ

H)‖Xh×Xh×LH .

Taking R1 and R2 from Lemma 1.3, we obtain the following uniqueness result.
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Theorem 1.2. If (1.9)–(1.11) and (1.25) are satisfied with sufficiently small Fmax

and L, then the solution of our problem in the sense of Definition 1.1 is unique. In
addition, it solves (MhH(ϕ

h
1 , ϕ

h
2 , g

H)) where the triplet (ϕh
1 , ϕ

h
2 , g

H) ∈ Xh
+×Xh

+×ΛH
ν

is the limit of the sequence generated by the method of successive approximations:

Let (ϕh,0
1 , ϕh,0

2 , gH,0) ∈ Xh
+ ×Xh

+ × ΛH
ν be given;

for k = 0, 1, . . . set

(ϕh,k+1
1 , ϕh,k+1

2 , gH,k+1) := ΦhH(ϕ
h,k
1 , ϕh,k

2 , gH,k);











for any choice of (ϕh,0
1 , ϕh,0

2 , gH,0) ∈ Xh
+ ×Xh

+ × ΛH
ν .

Proof. Consider R1 and R2 given by Lemma 1.3. In view of (1.28), ΦhH is contractive
in C (R1, R2) for Fmax and L small enough. The assertion now follows from the
Banach fixed-point theorem.

So far, we have assumed that the partitions T h
Ω and T H

ΓC
are fixed and the

constants c
(0,−1/2)
inv , c

(1,0)
inv , c

(∞)
inv and crh may eventually depend on h and H. In what

follows, we present sufficient conditions under which these constants do not depend
on the mesh norms. To this end we shall consider systems of partitions {T h

Ω } and
{T H

ΓC
} for h,H → 0+. We shall suppose that

(i) {T h
Ω ΓC

} and {T H
ΓC
}, h,H → 0+, are regular systems of partitions of ΓC that

satisfy the so-called inverse assumption ([9, (3.2.28)]);

(ii) the Babuška-Brezzi condition is satisfied for (V h, LH):

∃ β > 0 : sup
0 6=vh∈V h

(µH , vhν )0,ΓC
‖vh‖1,Ω

≥ β‖µH‖∗,ΓC , ∀µH ∈ LH , ∀h,H → 0+,

where ‖.‖∗,ΓC is the dual norm in X ′
ν (recall that the duality pairing between

Xν and X ′
ν is realized by the L2(ΓC)-scalar product in the discretized case):

‖µH‖∗,ΓC = sup
06=ϕ∈Xν

(µH , ϕ)0,ΓC
‖ϕ‖Xν

, µH ∈ LH , H → 0+;

(iii) the interpolation operator rh is such that crh in (1.18) does not depend on hΓC .

From (ii), it is readily seen that

β‖µH‖∗,ΓC ≤ ‖µH‖∗,h ≤ ‖µH‖∗,ΓC , ∀µH ∈ LH , ∀h,H → 0+,

which means that the mesh dependent norm ‖.‖∗,h can be replaced by the dual
norm ‖.‖∗,ΓC in all the previous estimates. In addition, taking (i) into account, the
constants from the inverse inequalities (1.22), (1.31) and (1.32) are independent of
hΓC , H (see [9]). For this reason, neither R1, R2 from Lemma 1.3, nor c1, c2 from
Proposition 1.1 depend on hΓC , H.
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Remark 1.7. Let (i)–(iii) hold and κ(FFF ) be bounded. To guarantee the uniqueness
of the discrete solutions for h,H → 0+, we need the parameters Fmax and L to
decay at least as fast as

√
H and

√

hΓCH, respectively.

Following Remark 1.6, if one considers isotropic friction, one can replace the
assumption (1.11) by (1.14) to obtain an estimate analogous to (1.28) with 1 instead
of the term (2+κ(FFF )). This ensures that the given conditions on the decay of Fmax

and L remain valid under the satisfaction of (1.14), (1.25) and (i)–(iii) in this case.
In particular, if F does not depend on u, that is, L = 0, the classical result from
[21] is recovered.

At the end of this section, let us briefly comment on the satisfaction of (ii) and
(iii). It is shown in [3] that the Babuška-Brezzi condition is satisfied for (FE1) if
K1 = K2 = 1. In the case of (FE2), it is satisfied provided that the ratio H/h is
sufficiently large and the auxiliary linear elasticity problem:

Find wµ ∈ V such that

a(wµ,v) = 〈µ, vν〉ν , ∀v ∈ V

}

is regular in the following sense: there exists ε > 0 such that for every µ ∈ X ′
ν ∩

H−1/2+ε(ΓC), the solution wµ belongs to H1+ε(Ω) and

‖wµ‖1+ε,Ω ≤ c(ε)‖µ‖−1/2+ε,ΓC

holds with a constant c(ε) depending solely on ε (see [22]).
To give an example of the interpolation operator rh satisfying (1.17) and (1.18)

with the constant crh independent of hΓC , we suppose that ΓC is polygonal and ΓC∩ΓD
is either empty or a union of non-degenerate segments, that is, containing no isolated
points. Moreover, let {T h

Ω ΓC
}, h → 0+, be a regular system of triangulations of

ΓC such that any two triangles from T h
Ω ΓC

are either disjoint, or have a vertex

or a whole side in common. If we still suppose that {T h
Ω } is compatible with the

decomposition of ∂Ω into ΓD, ΓN and ΓC then we can take the following Clément
interpolation operator [12] (with K1 = 1)1:

Let {xi}1≤i≤nc
be the set of all contact nodes of T h

Ω , that is, the nodes of T h
Ω

lying on ΓC \ΓD, and {ϕi}1≤i≤nc
be the corresponding Courant basis of Xh. For each

i ∈ {1, . . . , nc}, denote the support of ϕi by ∆i and define πi : L
2(∆i) → P0(∆i) by

(πiϕ)(x) :=
1

S(∆i)

∫

∆i

ϕ dS, x ∈ ∆i, ϕ ∈ L2(∆i),

1In fact, the approximation property (1.18) is shown in [12] assuming that either ΓC ∩ ΓD = ∅
or the whole relative boundary of ΓC belongs to ΓD. However, the same argumentation is valid also
for the case considered here.
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where S(∆i) stands for the area of ∆i. Then rh is defined as follows:

rhϕ =
∑

1≤i≤nc

(πiϕ)(xi)ϕi, ϕ ∈ L2(ΓC).

Conclusion

This chapter has been devoted to the existence and uniqueness analysis of solutions
to discretized contact problems with orthotropic and isotropic Coulomb friction and
coefficients of friction depending on the magnitude of the tangential contact displace-
ments. The discrete solutions have been defined as fixed points of a mapping acting
on the contact part of the boundary. It has been shown that at least one solution
exists for coefficients of friction represented by positive, bounded and continuous
functions (which may even vanish for isotropic Coulomb friction). Uniqueness of the
solution has been guaranteed provided that these functions are in addition Lipschitz
continuous and upper bounds of their values together with their Lipschitz moduli
are small enough. As a consequence we have obtained a justification of the method
of successive approximations, which is widely used in numerical simulations of con-
tact problems (for its application to problems with solution-dependent coefficients
of friction, see [45, 24]).

Unfortunately, the bounds guaranteeing the uniqueness of the discretized solution
are mesh-dependent and they have to decay in an appropriate rate depending on the
mesh norms. This dependency can be understood in two ways:

• If the matrix FFF is fixed then passing from coarser to finer meshes, one may
loose unicity of the approximate solution.

• If finite-element meshes are fixed, then setting FFFξ := ξFFF , ξ ≥ 0, one can find
ξcrit > 0 such that the discretized model has a unique solution for ξ ≤ ξcrit and
eventually multiple solutions if ξ > ξcrit. This behaviour has been observed in
computations ([25]).



2 2D Static Problems

Unlike in the previous chapter, we focus mainly on local behaviour of solutions in
the present chapter. For this purpose, we restrict ourselves to a discrete 2D Signorini
problem with isotropic Coulomb friction and a coefficient of friction depending solely
on the spatial variable. The forthcoming results are accepted for publication in [44].

Our exposition is organized as follows: In Sections 2.1 and 2.2, the studied discrete
formulation is introduced. At the beginning of Section 2.3, it is proved, in accordance
with the previous chapter, that the considered problem admits always a solution,
which is unique provided that the values of F are below some sufficiently small
bound Fmax. The remaining part of Section 2.3 then deals with qualitative analysis
of the solutions. First, we regard the solutions as a function of F and we show that
this function is Lipschitz continuous with respect to all coefficients whose values are
bounded by Fmax. To get results of local character, we reformulate our problem
as a system of generalized equations and we use a corresponding variant of the
implicit-function theorem. We shall see that there exist local Lipschitz continuous
branches of solutions parametrized by F around some reference point if there are
local Lipschitz continuous branches of solutions parametrized by the load vector f
around this point. For this reason, we shall consider the solutions to be a function of
f for F fixed thereafter. Again, we show that this function is Lipschitz continuous
provided that the values of F are lower than Fmax. Further, we reformulate our
problem as a system of piecewise differentiable equations and we use a version of
the implicit-function theorem corresponding to this case. In this way, we arrive
at a condition which ensures existence of local Lipschitz continuous branches of
solutions with respect to f . Finally, Section 2.4 illustrates our general approach on
an elementary example whose solution structure is known analytically.

2.1 Problem Formulation

The classical formulation of the problems considered in this chapter consists of the
following partial differential equation and boundary conditions:

−divσ(u) = f in Ω,

σ(u) = Aε(u) in Ω,

u = 0 on ΓD,

σ(u)ν = h on ΓN ,

uν ≤ 0, σν(u) ≤ 0, uνσν(u) = 0 on ΓC ,

27
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uτ (x) = 0 =⇒ |στ (x,u(x))| ≤ −F (x)σν(x,u(x)),

uτ (x) 6= 0 =⇒ στ (x,u(x)) = F (x)σν(x,u(x))
uτ (x)

|uτ (x)|
,







x ∈ ΓC .

The notation is the same as in the previous chapter. The only change is that Ω
is a bounded, Lipschitz domain in R

2 and the tangential displacement uτ and the
tangential contact stress στ on ΓC are defined by uτ ≡ u ·τ and στ (u) ≡ (σ(u)ν) ·τ ,
where τ is a unit tangent vector along ΓC , in this case.

To present the weak formulation of this problem, we introduce the following
spaces and set:

V := {v ∈H1(Ω) |v = 0 a.e. on ΓD},
K := {v ∈ V | vν ≤ 0 a.e. on ΓC},
Xν := {ζ ∈ L2(ΓC) | ∃v ∈ V : ζ = vν a.e. on ΓC},
Xτ := {ζ ∈ L2(ΓC) | ∃v ∈ V : ζ = vτ a.e. on ΓC}

and denote the (topological) duals of Xν , Xτ by X ′
ν , X ′

τ and the corresponding
duality pairings by 〈., .〉ν , and 〈., .〉τ . Moreover, we set

a(u,v) :=

∫

Ω

Aε(u) : ε(v) dx, u,v ∈ V ,

ℓ(v) :=

∫

Ω

f · v dx+

∫

ΓN

h · v dS, v ∈ V .

The primal variational formulation reads as follows:

Find u ∈K such that

a(u,v − u)− 〈Fσν(u), |vτ | − |uτ |〉ν ≥ ℓ(v − u), ∀v ∈K.

}

(P)

Similarly as in the previous chapter, we consider an equivalent mixed variational
formulation of the problem. In this case, it involves two Lagrange multipliers – not
only the one releasing the unilateral constraint but also another one regularizing the
non-smooth frictional term:

Find (u, λν , λτ ) ∈ V × Λν × Λτ (F ,−λν) such that

a(u,v) = ℓ(v) + 〈λν , vν〉ν + 〈λτ , vτ 〉τ , ∀v ∈ V ,

〈µν − λν , uν〉ν + 〈µτ − λτ , uτ 〉τ ≥ 0, ∀ (µν , µτ ) ∈ Λν × Λτ (F ,−λν).











(M )

Here, the Lagrange multiplier sets Λν and Λτ (F ,−λν) are defined by

Λν := {µν ∈ X ′
ν | 〈µν , vν〉ν ≥ 0, ∀v ∈K},

Λτ (F ,−λν) := {µτ ∈ X ′
τ | 〈µτ , vτ 〉τ − 〈−Fλν , |vτ |〉ν ≤ 0, ∀v ∈ V }
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and λν and λτ represent σν(u) and στ (u) on ΓC , respectively.
In this chapter, we shall study the following discrete problem with Coulomb

friction coming from a discretization of problem (M ) (an example of an appropriate
finite-element discretization is exhibited in the next section):

Find (u,λν ,λτ ) ∈ R
nu ×Λν ×Λτ (FFF ,−λν) such that

(Au,v) = (f ,v) + (λν ,Bνv) + (λτ ,Bτv), ∀v ∈ R
nu ,

(µν − λν ,Bνu) + (µτ − λτ ,Bτu) ≥ 0,

∀ (µν ,µτ ) ∈ Λν ×Λτ (FFF ,−λν).



















(M(f ,FFF ))

In order to simplify notation, we use the same symbols for algebraic variables as for
the corresponding continuous functions. By (., .) we denote the scalar product, by
A ∈ M

nu , nu being the number of degrees of freedom of displacements, the stiffness
matrix, which is supposed to be symmetric positive definite:

(i) A = AT ,

(ii) ∃α > 0 : (Av,v) ≥ α‖v‖2, ∀v ∈ R
nu .

}

(2.1)

The matricesBν ,Bτ ∈ M
nc,nu , where nc is the number of nodes on ΓC corresponding

to the degrees of freedom for displacements, represent the linear mappings associating
with a displacement vector its normal and tangential component on the contact zone,
respectively. Hence, we assume that

(j) the Euclidean norm of each row vector of Bν , Bτ is equal to one,

(jj) each column of Bν , Bτ contains at most one nonzero element,

(jjj) BT
νµν +B

T
τ µτ = 0 ⇐⇒ (µν ,µτ ) = (0,0) ∈ R

2nc .











(2.2)

Note that (jjj) holds if and only if there exists β > 0 such that

sup
0 6=v∈Rnu

(µν ,Bνv) + (µτ ,Bτv)

‖v‖ ≥ β‖(µν ,µτ )‖, ∀ (µν ,µτ ) ∈ R
2nc . (2.3)

Further, FFF = (Fi) ∈ R
nc
+ characterizes distribution of the coefficient of friction,

f ∈ R
nu stands for the load vector and

Λν := R
nc

− ,

Λτ (FFF , g) := {µτ = (µτ,i) ∈ R
nc | |µτ,i| ≤ Figi, ∀ i = 1, . . . , nc}, g ∈ R

nc

+ .

In a similar way as in Chapter 1, we shall employ an equivalent fixed-point
formulation of (M(f ,FFF )) at the beginning of our theoretical analysis. For this
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Ω
ΓD

ΓN

ΓC

rigid foundationx1

x2

τ

ν

Figure 2.1: Special geometry considered in the example of discretization

reason, we associate with any g ∈ R
nc
+ fixed the auxiliary problem:

Find (u,λν ,λτ ) ∈ R
nu ×Λν ×Λτ (FFF , g) such that

(Au,v) = (f ,v) + (λν ,Bνv) + (λτ ,Bτv), ∀v ∈ R
nu ,

(µν − λν ,Bνu) + (µτ − λτ ,Bτu) ≥ 0,

∀ (µν ,µτ ) ∈ Λν ×Λτ (FFF , g).



















(M(f ,FFF , g))

Again, (M(f ,FFF , g)) corresponds to a contact problem with given friction and
applying results from [17, Chapter VI], one can verify that it has a unique solution
for any g ∈ R

nc
+ provided that (2.1) and (2.2) are satisfied. Hence, one can introduce

the mapping Φ : Rnu × R
nc
+ × R

nc
+ → R

nc
+ by

Φ(f ,FFF , g) := −λν , (2.4)

where λν is the second component of the solution to (M(f ,FFF , g)).
It is readily seen that the triplet (u,λν ,λτ ) solves (M(f ,FFF )) iff it is a solution

of (M(f ,FFF ,−λν)), that is, −λν is a fixed point of Φ(f ,FFF , .):

Φ(f ,FFF ,−λν) = −λν .

2.2 An Example of Finite-Element Discretization

For better understanding, we shall describe in this section an example of discretiza-
tion of (M ) leading to problem (M(f ,FFF )) posited in the previous section. This
example has been already presented in [39]. For simplicity, we assume here that
F ∈ C(ΓC) and the coordinate system is chosen so that ν = (0,−1) and τ = (1, 0)
along ΓC (see Fig. 2.1).

Let Th be a partition of Ω that is compatible with the decomposition of ∂Ω into
ΓD, ΓN and ΓC and V h be the following polynomial Lagrange finite-element space of
degree K ≥ 1:

V h := {vh ∈ C(Ω) | vh T ∈ PK(T ), ∀ T ∈ Th & vh = 0 on ΓD}.
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We set

V h := V h × V h,

Kh := {vh ∈ V h | vhν (yi) ≤ 0, ∀ i = 1, . . . , nc},
Xh

C := {ζh ∈ C(ΓC) | ∃ vh ∈ V h : ζh = vh on ΓC},
Λh

ν := {µh
ν ∈ Xh

C | (µh
ν , v

h
ν )0,ΓC ≥ 0, ∀vh ∈Kh},

Λh
τ (F ,−λh

ν) := {µh
τ ∈ Xh

C | (µh
τ , v

h
τ )0,ΓC − (−λh

ν , rh(F |vhτ |))0,ΓC ≤ 0, ∀vh ∈ V h},

where {yi}1≤i≤nc
is the set of all nodes on ΓC corresponding to the degrees of freedom

of V h and rh denotes the Lagrange interpolation operator into Xh
C .

Then the approximation of (M ) reads as follows:

Find (uh, λh
ν , λ

h
τ ) ∈ V h × Λh

ν × Λh
τ (F ,−λh

ν) such that

a(uh,vh) = ℓ(vh) + (λh
ν , v

h
ν )0,ΓC + (λh

τ , v
h
τ )0,ΓC , ∀vh ∈ V h,

(µh
ν − λh

ν , u
h
ν)0,ΓC + (µh

τ − λh
τ , u

h
τ )0,ΓC ≥ 0,

∀ (µh
ν , µ

h
τ ) ∈ Λh

ν × Λh
τ (F ,−λh

ν).























(Mh)

For obtaining the algebraic formulation, let {xi}1≤i≤nu/2 be the set of all nodes
corresponding to the degrees of freedom of V h, {φi}1≤i≤nu/2 be the set of shape
functions of V h such that

φi(xj) = δij , i, j = 1, . . . , nu/2,

and {φi}1≤i≤nu
be the set of the shape functions of V h of the form

φi =

{

(φj, 0) if i = 2j − 1,

(0, φj) if i = 2j,
j = 1, . . . , nu/2.

Further, let Θ : {1, . . . , nc} → {1, . . . , nu/2} be the mapping linking the local and
global numeration of the nodes on ΓC so that

yi = xΘ(i), i = 1, . . . , nc,

and {ηi}1≤i≤nc
be the set of the shape functions of Xh

C of the form

ηi = φΘ(i) ΓC
.

We introduce the algebraic representatives v ∈ R
nu , µC ∈ R

nc of arbitrary
vh ∈ V h, µh

C ∈ Xh
C as follows:

v = (vi) such that vh =
∑

1≤i≤nu

viφi, (2.5)

µC = (µC,i), µC,i := (µh
C , ηi)0,ΓC . (2.6)
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It is worth mentioning that unlike the representative v of vh, µC is not the com-
monly used representative of µh

C consisting of its coordinates with respect to the
corresponding finite-element basis. Though, the mapping µh

C 7→ µC defined in this
way is an isomorphism between Xh

C and R
nc . Indeed, if one defines

B̃ = (B̃ij) ∈ M
nc , B̃ij := (ηi, ηj)0,ΓC ,

µ̃C = (µ̃C,i) ∈ R
nc such that µh

C =
∑

1≤i≤nc

µ̃C,iηi

then the matrix B̃ is regular as it is the Grammatrix of the basis functions η1, . . . , ηnc
,

the mapping µh
C 7→ µ̃C is the commonly used isomorphism between Xh

C and R
nc and

µC,i =
(

ηi,
∑

1≤j≤nc

µ̃C,jηj

)

0,ΓC
= (B̃µ̃C)i, i = 1, . . . , nc,

that is, µC = B̃µ̃C .
Moreover, we set

f = (fi) ∈ R
nu , fi := ℓ(φi), FFF = (Fi) ∈ R

nc , Fi := F (yi),

Λν := {µν ∈ R
nc |µh

ν ∈ Λh
ν}, Λτ (FFF ,−λν) := {µτ ∈ R

nc |µh
τ ∈ Λh

τ (F ,−λh
ν)},

where µh
ν , µ

h
τ , λ

h
ν ∈ Xh

C are the functions represented by µν ,µτ ,λν ∈ R
nc according

to (2.6), respectively. Obviously, the expressions of the Lagrange multiplier sets
introduced in this way can be simplified as follows:

Λν = {µν ∈ R
nc | (µh

ν , ηi)0,ΓC ≤ 0, ∀ i = 1, . . . , nc} = R
nc

− ,

Λτ (FFF ,−λν) =
{

µτ ∈ R
nc

∣

∣

∣ (µh
τ , v

h
τ )0,ΓC +

(

λh
ν ,
∑

1≤i≤nc

F (yi)|vhτ (yi)|ηi
)

0,ΓC

≤ 0, ∀vh ∈ V h
}

(2.7)

= {µτ ∈ R
nc | |µτ,j| ≤ −Fjλν,j, ∀ j = 1, . . . , nc}. (2.8)

To see the last equality, consider µτ ∈ R
nc from the set in (2.7) and j ∈ {1, . . . , nc}.

Taking vh ∈ V h with vhτ = (µh
τ , ηj)0,ΓCηj in (2.7), one obtains

(µh
τ , ηj)

2
0,ΓC

+
(

λh
ν ,F (yj)|(µh

τ , ηj)0,ΓC |ηj
)

0,ΓC
≤ 0,

µ2
τ,j + Fj|µτ,j|λν,j ≤ 0.

On the other hand, any µh
τ ∈ Xh

C represented by µτ from (2.8) satisfies

(µh
τ , v

h
τ )0,ΓC =

(

µh
τ ,
∑

1≤i≤nc

vhτ (yi)ηi

)

0,ΓC
=
∑

1≤i≤nc

vhτ (yi)µτ,i ≤ −
∑

1≤i≤nc

|vhτ (yi)|Fiλν,i

= −
(

λh
ν ,
∑

1≤i≤nc

F (yi)|vhτ (yi)|ηi
)

0,ΓC
, ∀vh ∈ V h.
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Finally, we define

A = (Aij) ∈ M
nu , Aij := a(φi,φj), Bν = (Bν,ij) ∈ M

nc,nu , Bν,ij := −δ2Θ(i),j ,

Bτ = (Bτ,ij) ∈ M
nc,nu , Bτ,ij := δ2Θ(i)−1,j

so that

(Bνv)i = vhν (yi), (Bτv)i = vhτ (yi), ∀vh ∈ V h, i = 1, . . . , nc.

Due to our special geometry,

(µh
ν , v

h
ν )0,ΓC =

(

µh
ν ,
(

∑

1≤i≤nu

viφi

)

ν

)

0,ΓC
=

∑

1≤i≤nu

vi

(

µh
ν ,−

∑

1≤j≤nc

δ2Θ(j),iηj

)

0,ΓC

=
∑

1≤i≤nu

vi
∑

1≤j≤nc

Bν,jiµν,j = (µν ,Bνv), ∀µh
ν ∈ Xh

C , ∀vh ∈ V h,

(µh
τ , v

h
τ )0,ΓC =

(

µh
τ ,
(

∑

1≤i≤nu

viφi

)

τ

)

0,ΓC
=

∑

1≤i≤nu

vi

(

µh
τ ,
∑

1≤j≤nc

δ2Θ(j)−1,iηj

)

0,ΓC

=
∑

1≤i≤nu

vi
∑

1≤j≤nc

Bτ,jiµτ,j = (µτ ,Bτv), ∀µh
τ ∈ Xh

C , ∀vh ∈ V h.

All in all, the algebraic transcription of (Mh) is exactly (M(f ,FFF )).

2.3 Theoretical Analysis of the Discrete Problem

As a preparation for the analysis of (M(f ,FFF )), we shall study the discrete problem
(M(f ,FFF , g)) with given friction first. Let f ∈ R

nu and FFF , g ∈ R
nc
+ be given

and (u,λν ,λτ ) be the unique solution of (M(f ,FFF , g)). From the inequality in
(M(f ,FFF , g)) and the definitions of Λν , Λτ (FFF , g), it follows that

(λν ,Bνu) = 0 & u ∈K := {v ∈ R
nu |Bνv ≤ 0},

(λτ ,Bτu) = inf
µτ∈Λτ (FFF ,g)

(µτ ,Bτu) = −
∑

1≤i≤nc

Figi|(Bτu)i|,

where the inequality Bνv ≤ 0 means that (Bνv)i ≤ 0 for any i = 1, . . . , nc. Thus,
taking the equation in (M(f ,FFF , g)) with v := v − u, one can easily verify that u
solves the following variational inequality:

Find u ∈K such that

(Au,v − u) +
∑

1≤i≤nc

Figi
(

|(Bτv)i| − |(Bτu)i|
)

≥ (f ,v − u),

∀v ∈K.



















(P(f ,FFF , g))
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The next two lemmas summarize some other useful properties of the problem
with given friction. Recall that ‖.‖ stands for the Euclidean vector norm as well as
for the corresponding matrix norm and ‖.‖∞ denotes the max-norm for vectors. The
mapping Φ was defined by (2.4).

Lemma 2.1. Let (2.1) and (2.2) be satisfied. Then for any f ∈ R
nu and any

FFF , g ∈ R
nc
+ , the following estimates hold for the solution (u,λν ,λτ ) of (M(f ,FFF , g)):

‖u‖ ≤ ‖f‖
α

, (2.9)

‖(λν ,λτ )‖ ≤ ‖f‖
β

(‖A‖
α

+ 1
)

, (2.10)

where β is the constant from (2.3).

Proof. Inserting v := 0 ∈K into (P(f ,FFF , g)), one gets

−(Au,u)−
∑

1≤i≤nc

Figi|(Bτu)i| ≥ −(f ,u).

Using (2.1), one has

α‖u‖2 ≤ (Au,u) +
∑

1≤i≤nc

Figi|(Bτu)i| ≤ (f ,u) ≤ ‖f‖‖u‖,

which yields (2.9). To prove (2.10), we employ the equation in (M(f ,FFF , g)):

(λν ,Bνv) + (λτ ,Bτv) = (Au,v)− (f ,v) ≤ ‖A‖‖u‖‖v‖+ ‖f‖‖v‖, ∀v ∈ R
nu .

This, (2.3) and (2.9) lead to

β‖(λν ,λτ )‖ ≤ sup
0 6=v∈Rnu

(λν ,Bνv) + (λτ ,Bτv)

‖v‖ ≤ ‖A‖‖u‖+ ‖f‖ ≤ ‖A‖‖f‖
α

+ ‖f‖.

It is worth mentioning that both bounds (2.9) and (2.10) are independent of FFF

and g.

Lemma 2.2. Assume that (2.1), (2.2) hold and f ∈ R
nu, FFF ,F̄FF , g, ḡ ∈ R

nc
+ . Let

(u,λν ,λτ ), (ū, λ̄ν , λ̄τ ) be the solutions to (M(f ,FFF , g)) and (M(f ,F̄FF , ḡ)), respec-
tively. Then

‖u− ū‖ ≤ ‖FFF‖∞
α

‖g − ḡ‖+ ‖ḡ‖
α

‖FFF − F̄FF‖∞, (2.11)

‖(λν − λ̄ν ,λτ − λ̄τ )‖ ≤ ‖A‖‖FFF‖∞
αβ

‖g − ḡ‖+ ‖A‖‖ḡ‖
αβ

‖FFF − F̄FF‖∞. (2.12)
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In particular, if FFF = F̄FF then

‖λν − λ̄ν‖ ≤ ‖A‖‖FFF‖∞
αβ

‖g − ḡ‖, (2.13)

that is, Φ(f ,FFF , .) is Lipschitz continuous in R
nc
+ .

Proof. Inserting v := ū ∈ K in (P(f ,FFF , g)) and v := u ∈ K in (P(f ,F̄FF , ḡ)), we
have

(Au, ū− u) +
∑

1≤i≤nc

Figi
(

|(Bτ ū)i| − |(Bτu)i|
)

≥ (f , ū− u),

(Aū,u− ū) +
∑

1≤i≤nc

F̄iḡi
(

|(Bτu)i| − |(Bτ ū)i|
)

≥ (f ,u− ū).

Summing both inequalities and using (2.1) and (2.2), we arrive at

α‖u− ū‖2

≤
(

A(ū− u), ū− u
)

≤
∑

1≤i≤nc

(Figi − F̄iḡi)
(

|(Bτ ū)i| − |(Bτu)i|
)

≤
∑

1≤i≤nc

|Fi(gi − ḡi)| |(Bτ ū−Bτu)i|+
∑

1≤i≤nc

|(Fi − F̄i)ḡi| |(Bτ ū−Bτu)i|

≤ ‖FFF‖∞‖g − ḡ‖‖ū− u‖+ ‖FFF − F̄FF‖∞‖ḡ‖‖ū− u‖,

which leads to (2.11).
The difference between the equalities in (M(f ,FFF , g)) and (M(f ,F̄FF , ḡ)) results

in

(λν − λ̄ν ,Bνv) + (λτ − λ̄τ ,Bτv) =
(

A(u− ū),v
)

≤ ‖A‖‖u− ū‖‖v‖, ∀v ∈ R
nu .

From this and (2.3), it follows that

β‖(λν − λ̄ν ,λτ − λ̄τ )‖ ≤ sup
0 6=v∈Rnu

(λν − λ̄ν ,Bνv) + (λτ − λ̄τ ,Bτv)

‖v‖ ≤ ‖A‖‖u− ū‖,

which together with (2.11) completes the proof.

Let
Bnc

(R) := {µ ∈ R
nc | ‖µ‖ ≤ R}, R > 0.

The following theorem guarantees existence and under an additional assumption also
uniqueness of the fixed points characterizing the solutions of the discrete contact
problem with Coulomb friction (M(f ,FFF )).
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Theorem 2.1. Suppose that (2.1) and (2.2) are satisfied. For any f ∈ R
nu and

any FFF ∈ R
nc
+ , there exists at least one fixed point of the mapping Φ(f ,FFF , .). All the

fixed points are contained in Bnc
(R) with R = ‖f‖/β · (‖A‖/α+1). In addition, the

fixed point is unique provided that ‖FFF‖∞ < αβ/‖A‖.

Proof. Making use of Lemmas 2.1 and 2.2, this follows from the Brouwer and the
Banach fixed-point theorems.

Corollary 2.1. Let (2.1) and (2.2) be satisfied. For any FFF ∈ R
nc
+ , ‖FFF‖∞ <

αβ/‖A‖, and any f ∈ R
nu, (M(f ,FFF )) has a unique solution (u,λν ,λτ ). In ad-

dition, −λν = g where g ∈ R
nc
+ is the limit of the following method of successive

approximations:
Let g0 ∈ R

nc

+ be arbitrarily chosen;

for k = 0, 1, . . . set

gk+1 := Φ(f ,FFF , gk).











Confining ourselves to FFF such that ‖FFF‖∞ ≤ Fmax for an arbitrary Fmax ∈
[0, αβ/‖A‖), we shall show that the solution of the contact problem with Coulomb
friction is a Lipschitz continuous function of FFF . For this purpose, we define a
mapping Sf : Rnc

+ → R
nu × R

nc × R
nc for a fixed f ∈ R

nu by

Sf (FFF ) := (u,λν ,λτ ), FFF ∈ R
nc

+ , ‖FFF‖∞ <
αβ

‖A‖ ,

where (u,λν ,λτ ) is the unique solution to (M(f ,FFF )).

Theorem 2.2. Let (2.1) and (2.2) be satisfied and let f ∈ R
nu be arbitrary. Then

for any Fmax ∈ [0, αβ/‖A‖) there exists γ > 0 such that

‖Sf (FFF )− Sf (F̄FF )‖ ≤ γ‖FFF − F̄FF‖∞, ∀FFF ,F̄FF ∈ R
nc

+ , ‖FFF‖∞, ‖F̄FF‖∞ ≤ Fmax.

Proof. For given Fmax ∈ [0, αβ/‖A‖) and FFF ,F̄FF ∈ R
nc
+ with ‖FFF‖∞, ‖F̄FF‖∞ ≤ Fmax,

let (u,λν ,λτ ) := Sf (FFF ), (ū, λ̄ν , λ̄τ ) := Sf (F̄FF ). Further, let {gk} and {ḡk} be
sequences such that

g0 = ḡ0 ∈ R
nc

+ are arbitrarily chosen so that ‖g0‖ ≤ ‖f‖
β

(‖A‖
α

+ 1
)

, (2.14)

gk+1 := Φ(f ,FFF , gk), ḡk+1 := Φ(f ,F̄FF , ḡk), k = 1, 2, . . .

From Corollary 2.1, we know

lim
k→∞

gk = −λν , lim
k→∞

ḡk = −λ̄ν .
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First, (2.12) and (2.14) give

‖g1 − ḡ1‖ = ‖Φ(f ,FFF , g0)− Φ(f ,F̄FF , g0)‖ ≤ ‖A‖‖g0‖
αβ

‖FFF − F̄FF‖∞

≤ ‖A‖‖f‖
αβ2

(‖A‖
α

+ 1
)

‖FFF − F̄FF‖∞ = c‖FFF − F̄FF‖∞ (2.15)

with c := ‖A‖‖f‖/(αβ2) · (‖A‖/α + 1). From (2.10), (2.12) and (2.15), it follows:

‖g2 − ḡ2‖ = ‖Φ(f ,FFF , g1)− Φ(f ,F̄FF , ḡ1)‖

≤ ‖A‖‖FFF‖∞
αβ

‖g1 − ḡ1‖+ ‖A‖‖ḡ1‖
αβ

‖FFF − F̄FF‖∞
≤ q‖g1 − ḡ1‖+ c‖FFF − F̄FF‖∞ ≤ (cq + c)‖FFF − F̄FF‖∞,

where q := Fmax‖A‖/(αβ) < 1 by assumption. Thus by induction,

‖gk+1 − ḡk+1‖ ≤ c‖FFF − F̄FF‖∞ + q‖gk − ḡk‖
≤ c‖FFF − F̄FF‖∞ + q(c+ cq + · · ·+ cqk−1)‖FFF − F̄FF‖∞
≤ c

1− q
‖FFF − F̄FF‖∞.

Letting k → ∞, we obtain

‖λν − λ̄ν‖ ≤ c

1− q
‖FFF − F̄FF‖∞. (2.16)

Taking (2.11) with g := −λν and ḡ := −λ̄ν , using (2.16) and Theorem 2.1, we see
that

‖u− ū‖ ≤ ‖FFF‖∞
α

‖λν − λ̄ν‖+
‖λ̄ν‖
α

‖FFF − F̄FF‖∞

≤
( cFmax

α(1− q)
+

‖f‖
αβ

(‖A‖
α

+ 1
))

‖FFF − F̄FF‖∞.

Finally, (2.12) with g := −λν and ḡ := −λ̄ν together with Theorem 2.1 and (2.16)
ensures

‖λτ − λ̄τ‖ ≤ q‖λν − λ̄ν‖+ c‖FFF − F̄FF‖∞ ≤ c

1− q
‖FFF − F̄FF‖∞.

In what follows, we shall focus on local behaviour of solutions to the discrete
contact problems with Coulomb friction. To this end, we restrict ourselves toFFF with
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positive components solely. On the other hand, no upper bounds will be imposed,
that is, FFF will belong to the set A defined by

A := {FFF ∈ R
nc |Fi > 0, ∀ i = 1, . . . , nc}.

Furthermore, we introduce alternative formulation of the discrete problems with
given and Coulomb friction in which the Lagrange multiplier set Λτ (.) does not
depend on FFF .

Let FFF ∈ A , g ∈ R
nc
+ be given and set

Λτ (g) := {µτ ∈ R
nc | |µt,i| ≤ gi, ∀ i = 1, . . . , nc}.

As an alternative to (M(f ,FFF , g)), a mixed formulation of the problem with given
friction reads as follows:

Find (u,λν ,λτ ) ∈ R
nu ×Λν ×Λτ (g) such that

(Au,v) = (f ,v) + (λν ,Bνv) + (Fλτ ,Bτv), ∀v ∈ R
nu ,

(µν − λν ,Bνu) + (F(µτ − λτ ),Bτu) ≥ 0,

∀ (µν ,µτ ) ∈ Λν ×Λτ (g),



















(M∗(f ,FFF , g))

where F = F(FFF ) := Diag(F1, . . . ,Fnc
) ∈ M

nc .
Clearly, the triplet (u,λν ,λτ ) solves (M∗(f ,FFF , g)) iff (u,λν ,Fλτ ) is a solu-

tion of (M(f ,FFF , g)). Hence, the existence and the uniqueness of the solution to
(M∗(f ,FFF , g)) is still guaranteed.

In the same spirit, we rewrite the discrete contact problem with Coulomb friction
as follows:

Find (u,λν ,λτ ) ∈ R
nu ×Λν ×Λτ (−λν) such that

(Au,v) = (f ,v) + (λν ,Bνv) + (Fλτ ,Bτv), ∀v ∈ R
nu ,

(µν − λν ,Bνu) + (F(µτ − λτ ),Bτu) ≥ 0,

∀ (µν ,µτ ) ∈ Λν ×Λτ (−λν).



















(M∗(f ,FFF ))

Due to the one-to-one correspondence between the solutions to (M∗(f ,FFF )) and
(M(f ,FFF )), the existence and uniqueness results remain valid.

Next, we derive another equivalent formulation of the contact problem with
Coulomb friction. Let f ∈ R

nu be fixed and let (u,λν ,λτ ) be the corresponding
solution of (M∗(f ,FFF )). The inequality in (M∗(f ,FFF )) can be replaced by

−Bνu ∈ NΛν
(λν) and −FBτu ∈ NΛτ (−λν)(λτ ),

where NΛν
(µ), NΛτ (−λν)(µ) denote the normal cones of Λν and Λτ (−λν) at µ ∈ R

nc ,
respectively. Consequently, the solution of (M∗(f ,FFF )) can be characterized as a
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solution to the following system of generalized equations:

Find y ∈ R
nu+2nc such that

0 ∈ Cf (FFF ,y) +Q(y),

}

(2.17)

whereCf : A ×R
nu+2nc → R

nu+2nc andQ : Rnu+2nc ⇉ R
nu+2nc are the single-valued

continuously differentiable function and the set-valued mapping defined by

Cf (FFF ,y) :=





A −BT
ν −BT

τ F

Bν 0 0

FBτ 0 0









u

λν

λτ



−





f

0

0



 ,

Q(y) :=





0

NΛν
(λν)

NΛτ (−λν)(λτ )



 ,

FFF ∈ A , y := (u,λν ,λτ ) ∈ R
nu+2nc ,

respectively.
Interpreting FFF as a perturbation parameter and following the technique used in

[4], we shall analyse this system according to [55] (see also [15]):
Let FFF 0 ∈ A be a reference point and let y0 ∈ R

nu+2nc be such that

0 ∈ Cf (FFF
0,y0) +Q(y0).

Let us define the multi-valued mappings S ∗
f : A ⇉ R

nu+2nc and Σf : Rnu+2nc ⇉

R
nu+2nc by

S
∗
f (FFF ) := {y ∈ R

nu+2nc |0 ∈ Cf (FFF ,y) +Q(y)}, FFF ∈ A , (2.18)

Σf (ξ) := {y ∈ R
nu+2nc | ξ ∈ Cf (FFF

0,y0) +∇yCf (FFF
0,y0)(y − y0) +Q(y)},

ξ ∈ R
nu+2nc ,

where ∇yCf (FFF
0,y0) stands for the gradient of Cf with respect to y at (FFF 0,y0).

In other words, S ∗
f (FFF ) is the solution set of (2.17) for a given coefficient FFF ∈ A

and the load vector f ∈ R
nu . Furthermore, Σf (ξ) is the solution set to a perturbed

generalized equation obtained by partial linearization of Cf (FFF ,y) in (2.17) with
respect to the second variable around the reference point (FFF 0,y0).

The following generalization of the implicit-function theorem holds ([15, Theo-
rem 5.1]).

Theorem 2.3. Assume that there exist: a single-valued Lipschitz continuous func-
tion φf from a neighbourhood W of 0 ∈ R

nu+2nc into R
nu+2nc and a neighbourhood

Ỹ of y0 such that

φf (0) = y
0 and φf (ξ) = Σf (ξ) ∩ Ỹ , ∀ ξ ∈ W.
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Then there exist neighbourhoods U and Y of FFF 0 and y0, respectively, and a single-
valued Lipschitz continuous map σf : U → Y with

σf (FFF
0) = y0 and σf (FFF ) = S

∗
f (FFF ) ∩ Y, ∀FFF ∈ U.

Let us mention that if Q = 0, the single-valuedness of Σf in a neighbourhood
of 0 in the assumption of the previous theorem corresponds to the non-singularity
of ∇yCf (FFF

0,y0). Hence, Theorem 2.3 is a generalization of the classical implicit-
function theorem.

Next, we analyse the assumptions of the stated theorem. Obviously, Σf (ξ) with
ξ := (ξu, ξν , ξτ ) ∈ R

nu+2nc is the set of all y = (u,λν ,λτ ) satisfying

0 = Au−BT
ν λν −BT

τ F
0λτ − f − ξu,

0 ∈ Bνu− ξν +NΛν
(λν),

0 ∈ F
0Bτu− ξτ +NΛτ (−λν)(λτ ),











(2.19)

where F
0 = F

0(FFF 0) := Diag(F 0
1 , . . . ,F

0
nc
). Substitution

w := u−
(

Bν

F
0Bτ

)+(
ξν
ξτ

)

,

where
(

Bν

F
0Bτ

)+
denotes the Moore-Penrose pseudo-inverse of

(

Bν

F
0Bτ

)

, leads to the
following transformation of (2.19) provided that (2.2) is fulfilled:

0 = Aw −BT
ν λν −BT

τ F
0λτ − f +A

(

Bν

F
0Bτ

)+(
ξν
ξτ

)

− ξu,

0 ∈ Bνw +NΛν
(λν),

0 ∈ F
0Bτw +NΛτ (−λν)(λτ ).



















(2.20)

Indeed,

(

Bνw

F
0Bτw

)

=

(

Bν

F
0Bτ

)

w =

(

Bν

F
0Bτ

)

u−
(

Bν

F
0Bτ

)(

Bν

F
0Bτ

)+(
ξν
ξτ

)

=

(

Bνu− ξν
F

0Bτu− ξτ

)

.

Comparing (2.20) with (2.17), one can readily seen that the triplet (w,λν ,λτ )
satisfies (2.20) iff it is a solution to (2.17) with the coefficient FFF 0 and a new load
vector ξf ,

ξf := f −A
(

Bν

F
0Bτ

)+(
ξν
ξτ

)

+ ξu



2 2D Static Problems 41

being a perturbation of f . That is,

(w,λν ,λτ ) ∈ S
∗
ξf
(FFF 0),

where S ∗
ξf
(FFF 0) is defined by (2.18) with f := ξf and FFF := FFF 0.

To summarize the result, we now introduce for a fixed FFF ∈ A the set-valued
mapping S∗

FFF
: Rnu ⇉ R

nu+2nc by

S∗
FFF (f) := {y ∈ R

nu+2nc |0 ∈ Cf (FFF ,y) +Q(y)}, f ∈ R
nu .

Theorem 2.4. Let us suppose that (2.2) is valid and S∗
FFF0 has a local Lipschitz

continuous branch containing y0 in a vicinity of f ∈ R
nu, that is, there exist: a

single-valued Lipschitz continuous function ϕFFF0 from a neighbourhood O of f into
R

nu+2nc and a neighbourhood Ŷ of y0 such that

ϕFFF0(f) = y0 and ϕFFF0(ξf ) = S∗
FFF0(ξf ) ∩ Ŷ , ∀ ξf ∈ O.

Then there are neighbourhoods U , Y of FFF 0, y0, respectively, and a single-valued
Lipschitz continuous function σf : U → Y satisfying

σf (FFF
0) = y0 and σf (FFF ) = S

∗
f (FFF ) ∩ Y, ∀FFF ∈ U.

Proof. One can easily verify the assumptions of Theorem 2.3 for

φf (ξ) := ϕFFF0

(

f −A
(

Bν

F
0Bτ

)+(
ξν
ξτ

)

+ ξu

)

+









(

Bν

F
0Bτ

)+(
ξν
ξτ

)

0

0









,

ξ = (ξu, ξν , ξτ ) ∈ W,

with some sufficiently small neighbourhood W of 0 ∈ R
nu+2nc .

The previous theorem says that the analysis of local dependence of solutions to
the discrete contact problem with Coulomb friction on FFF can be converted to the
analysis of local dependence of the solutions on f . For this reason, we shall focus
on the study of the set-valued mapping f 7→ S∗

FFF
(f), f ∈ R

nu , for FFF ∈ A fixed
hereafter.

To start with, using the same technique as in the proof of Lemma 2.2, one can
get the following auxiliary result.
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Lemma 2.3. Let (2.1) and (2.2) be satisfied and let FFF = (Fi) ∈ A , f , f̄ ∈ R
nu

and g, ḡ ∈ R
nc
+ be arbitrary. If one denotes the unique solutions of (M∗(f ,FFF , g)),

(M∗(f̄ ,FFF , ḡ)) by (u,λν ,λτ ) and (ū, λ̄ν , λ̄τ ), respectively, then

‖u− ū‖ ≤ 1

α
‖f − f̄‖+ ‖FFF‖∞

α
‖g − ḡ‖, (2.21)

‖λν − λ̄ν‖ ≤ 1

β

(‖A‖
α

+ 1
)

‖f − f̄‖+ ‖A‖‖FFF‖∞
αβ

‖g − ḡ‖, (2.22)

‖λτ − λ̄τ‖ ≤ 1

βFmin

(‖A‖
α

+ 1
)

‖f − f̄‖+ ‖A‖‖FFF‖∞
αβFmin

‖g − ḡ‖, (2.23)

where Fmin := mini=1,...,nc
Fi.

Next, we shall suppose for a moment that all components of the fixed FFF ∈ A

are strictly bounded by αβ/‖A‖ from above, that is, FFF ∈ B with

B :=
{

FFF ∈ R
nc

∣

∣

∣ 0 < Fi <
αβ

‖A‖ , ∀ i = 1, . . . , nc

}

.

Then S∗
FFF

is single-valued on R
nu for any such FFF according to Corollary 2.1. Owing

to the previous lemma, it can be proved in a similar way as in Theorem 2.2 that S∗
FFF

is even Lipschitz continuous on R
nu .

Theorem 2.5. Assume that (2.1) and (2.2) are satisfied and FFF ∈ B is arbitrary
but fixed. Then there exists γ̂FFF > 0 such that

‖S∗
FFF (f)− S∗

FFF (f̄)‖ ≤ γ̂FFF‖f − f̄‖, ∀f , f̄ ∈ R
nu .

From here, we arrive as an illustration of application of Theorem 2.4 at a result,
which is analogous to Theorem 2.2.

Corollary 2.2. Let (2.1) and (2.2) hold and let f ∈ R
nu be arbitrary but fixed.

Then S ∗
f is locally Lipschitz continuous in B, that is, for any FFF 0 ∈ B there exist

a neighbourhood U ⊂ B of FFF 0 and γFFF0 > 0 such that

‖S ∗
f (FFF )− S

∗
f (F̄FF )‖ ≤ γFFF0‖FFF − F̄FF‖∞, ∀FFF ,F̄FF ∈ U.

At the rest of this section, we shall suppose again that FFF ∈ A , i.e. no upper
bounds on FFF are imposed. Our aim is to analyse the mapping f 7→ S∗

FFF
(f), f ∈

R
nu , for such FFF fixed with the aid of the implicit-function theorem for piecewise

differentiable functions presented in [56] (see also Appendix).
For this purpose, we formulate the discrete contact problem with Coulomb friction

as a system of non-smooth equations. Let r > 0 be an arbitrary parameter and
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f ∈ R
nu . If y = (u,λν ,λτ ) ∈ S∗

FFF
(f), that is, (u,λν ,λτ ) solves (M∗(f ,FFF )), the

inequality in (M∗(f ,FFF )) multiplied by (−r) gives:

(µν,i − λν,i)((λν − rBνu)i − λν,i) ≤ 0, i = 1, . . . , nc, ∀µν ∈ Λν ,

(µτ,i − λτ,i)((λτ − rBτu)i − λτ,i) ≤ 0, i = 1, . . . , nc, ∀µτ ∈ Λτ (−λν).

}

(2.24)

Since λν ∈ Λν and λτ ∈ Λτ (−λν), the equivalent expression of (2.24) is

λν = PΛν
(λν − rBνu), λτ = PΛτ (−λν)(λτ − rBτu).

Here, PΛν
: Rnc → Λν and PΛτ (−λν) : Rnc → R

nc are vector functions with the
components

(PΛν
)i(µ) := PR−(µi), i = 1, . . . , nc, µ ∈ R

nc ,

(PΛτ (−λν))i(µ) :=

{

P[λν,i,−λν,i](µi) if λν,i ≤ 0,

−P[−λν,i,λν,i](µi) if λν,i > 0,
i = 1, . . . , nc, µ ∈ R

nc ,

where PR− , P[−ζ,ζ] stand for the projections of R onto R− and [−ζ, ζ], ζ ≥ 0, respec-
tively. It is readily seen that PΛν

is the projection of Rnc onto Λν and PΛτ (−λν) is
the projection of Rnc onto Λτ (−λν) whenever λν ∈ Λν .

Let H : Rnu × R
nu+2nc → R

nu+2nc be defined by

H(f ,y) :=





Au−BT
ν λν −BT

τ Fλτ − f
λν − PΛν

(λν − rBνu)
λτ − PΛτ (−λν)(λτ − rBτu)



 , y = (u,λν ,λτ ) ∈ R
nu+2nc .

Then for any f ∈ R
nu , y ∈ S∗

FFF
(f) if and only if y solves the following problem:

Find y ∈ R
nu+2nc such that

H(f ,y) = 0.

}

(2.25)

We shall view this problem as an equation parametrized by f and we shall verify
the assumptions of the above mentioned implicit-function theorem. First, we shall
demonstrate that H a piecewise differentiable function. Obviously, it is continuous.
Moreover, let (f 0,y0) ∈ R

nu × R
nu+2nc , y0 := (u0,λ0

ν ,λ
0
τ ), be an arbitrarily chosen

vector. To construct a set of selection functions for H at (f 0,y0), we introduce in a
similar way as in [5] the following index sets (see Fig. 2.2):

Isν(y
0) := {i ∈ {1, . . . , nc} | (λ0

ν − rBνu
0)i < 0},

I0ν (y
0) := {i ∈ {1, . . . , nc} | (λ0

ν − rBνu
0)i > 0},

Iwν (y
0) := {i ∈ {1, . . . , nc} | (λ0

ν − rBνu
0)i = 0},

I+τ (y
0) := {i ∈ {1, . . . , nc} | (λ0

τ − rBτu
0)i < −|λ0

ν,i|},
I−τ (y

0) := {i ∈ {1, . . . , nc} | (λ0
τ − rBτu

0)i > |λ0
ν,i|},

Isτ (y
0) := {i ∈ {1, . . . , nc} | |(λ0

τ − rBτu
0)i| < |λ0

ν,i|},
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(Bνu
0)i

λ0
ν,i

(λ0
ν − rBνu

0)i < 0

(λ0
ν − rBνu

0)i > 0

(λ0
ν − rBνu

0)i = 0

(λ0
τ − rBτu

0)i

λ0
ν,i

(λ0
τ − rBτu

0)i < −|λ0
ν,i|

(λ0
τ − rBτu

0)i > |λ0
ν,i|

|(λ0
τ − rBτu

0)i| < |λ0
ν,i|

|(λ0
τ − rBτu

0)i| < |λ0
ν,i|

(λ0
τ − rBτu

0)i = λ0
ν,i (λ0

τ − rBτu
0)i = −λ0

ν,i

Figure 2.2: Partitions corresponding to the index sets

Iw+
τ (y0) := {i ∈ {1, . . . , nc} | (λ0

τ − rBτu
0)i = λ0

ν,i},
Iw−
τ (y0) := {i ∈ {1, . . . , nc} | (λ0

τ − rBτu
0)i = −λ0

ν,i},
J−(y0) := {i ∈ {1, . . . , nc} |λ0

ν,i < 0},
J0(y0) := {i ∈ {1, . . . , nc} |λ0

ν,i = 0},
J+(y0) := {i ∈ {1, . . . , nc} |λ0

ν,i > 0}.

Remark 2.1. To interpret the sets defined above, let us suppose for a moment that
y0 solves (2.25) with the load vector f 0. Then

i ∈ Isν(y
0) ⇐⇒ (Bνu

0)i = 0 & λ0
ν,i < 0 (strong contact),

i ∈ I0ν (y
0) ⇐⇒ (Bνu

0)i < 0 & λ0
ν,i = 0 (no contact),

i ∈ Iwν (y
0) ⇐⇒ (Bνu

0)i = λ0
ν,i = 0 (weak contact).

Analogously,

i ∈ I+τ (y
0) ⇐⇒ (Bτu

0)i > 0 & λ0
τ,i = λ0

ν,i,

i ∈ I−τ (y
0) ⇐⇒ (Bτu

0)i < 0 & λ0
τ,i = −λ0

ν,i

}

(slip),

i ∈ Isτ (y
0) ⇐⇒ (Bτu

0)i = 0 & |λ0
τ,i| < −λ0

ν,i (strong stick),

i ∈ Iw+
τ (y0) ⇐⇒ (Bτu

0)i = 0 & λ0
τ,i = λ0

ν,i,

i ∈ Iw−
τ (y0) ⇐⇒ (Bτu

0)i = 0 & λ0
τ,i = −λ0

ν,i

}

(weak stick).

Let Iw−
ν ⊂ Iwν (y

0), Iw++
τ ⊂ Iw+

τ (y0) and Iw−−
τ ⊂ Iw−

τ (y0) be arbitrary sets. For
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such sets, we shall denote

Iw+
ν := Iwν (y

0) \ Iw−
ν , Iw+−

τ := Iw+
τ (y0) \ Iw++

τ , Iw−+
τ := Iw−

τ (y0) \ Iw−−
τ .

Furthermore, we shall associate with them the sets

π(Iw−
ν ,Iw++

τ ,Iw−−
τ )

:= {(f ,y) ∈ R
nu × R

nu+2nc |
(λν − rBνu)i ≤ 0, ∀ i ∈ Iw−

ν , (λν − rBνu)i ≥ 0, ∀ i ∈ Iw+
ν ,

(λτ − rBτu)i ≥ λν,i, ∀ i ∈ Iw++
τ , (λτ − rBτu)i ≤ λν,i, ∀ i ∈ Iw+−

τ ,

(λτ − rBτu)i ≤ −λν,i, ∀ i ∈ Iw−−
τ , (λτ − rBτu)i ≥ −λν,i, ∀ i ∈ Iw−+

τ }

(2.26)

and the functions H
(Iw−

ν ,Iw++
τ ,Iw−−

τ ) : Rnu × R
nu+2nc → R

nu+2nc whose components
are defined by

H(Iw−
ν ,Iw++

τ ,Iw−−
τ )

i (f ,y) := (Au−BT
ν λν −BT

τ Fλτ − f)i, i = 1, . . . , nu, (2.27)

H(Iw−
ν ,Iw++

τ ,Iw−−
τ )

nu+i (f ,y) :=

{

r(Bνu)i if i ∈ Isν(y
0) ∪ Iw−

ν ,

λν,i if i ∈ I0ν (y
0) ∪ Iw+

ν ,
(2.28)

H(Iw−
ν ,Iw++

τ ,Iw−−
τ )

nu+nc+i (f ,y)

:=



























































r(Bτu)i if i ∈
(

(Isτ (y
0) ∪ Iw++

τ ∪ Iw−−
τ ) ∩ J−(y0)

)

∪(Iw++
τ ∩ Iw−−

τ ∩ J0(y0)),

(2λτ − rBτu)i if i ∈
(

(Isτ (y
0) ∪ Iw+−

τ ∪ Iw−+
τ ) ∩ J+(y0)

)

∪(Iw+−
τ ∩ Iw−+

τ ∩ J0(y0)),

(λτ − λν)i if i ∈ I+τ (y
0) ∪ (Iw+−

τ ∩ J−(y0)) ∪ (Iw−−
τ ∩ J+(y0))

∪(Iw+−
τ ∩ Iw−−

τ ∩ J0(y0)),

(λτ + λν)i if i ∈ I−τ (y
0) ∪ (Iw−+

τ ∩ J−(y0)) ∪ (Iw++
τ ∩ J+(y0))

∪(Iw−+
τ ∩ Iw++

τ ∩ J0(y0)).

(2.29)

Then one can easily verify that there exists a neighbourhood W of (f 0,y0) such
that:

H(f ,y) = H
(Iw−

ν ,Iw++
τ ,Iw−−

τ )(f ,y),

∀ (f ,y) ∈ W ∩
(

{(f 0,y0)}+ π(Iw−
ν ,Iw++

τ ,Iw−−
τ )).

Now, consider all possible combinations of Iw−
ν ⊂ Iwν (y

0), Iw++
τ ⊂ Iw+

τ (y0) and
Iw−−
τ ⊂ Iw−

τ (y0) and their total number denote by ns. One obtains the collections Π
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and {H(1), . . . ,H(ns)} of subsets of Rnu ×R
nu+2nc and functions from R

nu ×R
nu+2nc

into R
nu+2nc , respectively:

∀ π ∈ Π ∃ Iw−
ν ⊂ Iwν (y

0), Iw++
τ ⊂ Iw+

τ (y0), Iw−−
τ ⊂ Iw−

τ (y0) :

π = π(Iw−
ν ,Iw++

τ ,Iw−−
τ ), (2.30)

∀ j ∈ {1, . . . , ns} ∃ Iw−
ν ⊂ Iwν (y

0), Iw++
τ ⊂ Iw+

τ (y0), Iw−−
τ ⊂ Iw−

τ (y0) :

H
(j) = H

(Iw−
ν ,Iw++

τ ,Iw−−
τ ) in R

nu × R
nu+2nc . (2.31)

From the construction, it immediately follows that there exists a neighbourhood W
of (f 0,y0) such that:

∀ π ∈ Π ∃ jπ ∈ {1, . . . , ns} :

H(f ,y) = H
(jπ)(f ,y), ∀ (f ,y) ∈ W ∩

(

{(f 0,y0)}+ π
)

. (2.32)

This implies that H is a continuous selection of H(1), . . . ,H(ns) and consequently a
piecewise differentiable function in some sufficiently small neighbourhood of (f 0,y0).

Let us note that if y0 is such that Iwν (y
0) = Iw+

τ (y0) = Iw−
τ (y0) = ∅, then ns = 1,

π = {Rnu × R
nu+2nc} and H

(1) = H in some neighbourhood of (f 0,y0), that is, H
is even differentiable therein. Otherwise, we claim that Π is a conical subdivision of
R

nu × R
nu+2nc .

Indeed, let π = π(Iw−
ν ,Iw++

τ ,Iw−−
τ ) ∈ Π be given. Let us introduce the functions

Θ
(Iwν (y0))
1 : {1, . . . , |Iwν (y0)|} → Iwν (y

0),

Θ
(Iw+

τ (y0))
2 : {1, . . . , |Iw+

τ (y0)|} → Iw+
τ (y0),

Θ
(Iw−

τ (y0))
3 : {1, . . . , |Iw−

τ (y0)|} → Iw−
τ (y0)

such that

∀ i ∈ Iwν (y
0) ∃ j ∈ {1, . . . , |Iwν (y0)|} : Θ

(Iwν (y0))
1 (j) = i,

∀ i ∈ Iw+
τ (y0) ∃ j ∈ {1, . . . , |Iw+

τ (y0)|} : Θ
(Iw+

τ (y0))
2 (j) = i,

∀ i ∈ Iw−
τ (y0) ∃ j ∈ {1, . . . , |Iw−

τ (y0)|} : Θ
(Iw−

τ (y0))
3 (j) = i,

where |I| stands for the cardinality of a set I. With the aid of these functions, we

define the matrix B(Iw−
ν ,Iw++

τ ,Iw−−
τ ) ∈ M

|Iwν (y0)|+|Iw+
τ (y0)|+|Iw−

τ (y0)|,2nu+2nc by

B
(Iw−

ν ,Iw++
τ ,Iw−−

τ )
j :=

{

(

01,nu
, (−rBν)i, (Inc

)i, 01,nc

)

if i ∈ Iw−
ν ,

(

01,nu
, (rBν)i, (−Inc

)i, 01,nc

)

if i ∈ Iw+
ν ,

i = Θ
(Iwν (y0))
1 (j), j = 1, . . . , |Iwν (y0)|, (2.33)
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B
(Iw−

ν ,Iw++
τ ,Iw−−

τ )
j :=

{

(

01,nu
, (rBτ )i, (Inc

)i, (−Inc
)i
)

if i ∈ Iw++
τ ,

(

01,nu
, (−rBτ )i, (−Inc

)i, (Inc
)i
)

if i ∈ Iw+−
τ ,

i = Θ
(Iw+

τ (y0))
2 (j − |Iwν (y0)|), j = |Iwν (y0)|+ 1, . . . , |Iwν (y0)|+ |Iw+

τ (y0)|, (2.34)

B
(Iw−

ν ,Iw++
τ ,Iw−−

τ )
j :=

{

(

01,nu
, (−rBτ )i, (Inc

)i, (Inc
)i
)

if i ∈ Iw−−
τ ,

(

01,nu
, (rBτ )i, (−Inc

)i, (−Inc
)i
)

if i ∈ Iw−+
τ ,

i = Θ
(Iw−

τ (y0))
3 (j − |Iwν (y0)| − |Iw+

τ (y0)|),
j = |Iwν (y0)|+ |Iw+

τ (y0)|+ 1, . . . , |Iwν (y0)|+ |Iw+
τ (y0)|+ |Iw−

τ (y0)|. (2.35)

Here Bi denotes the ith row vector of a matrix B, 0m,n stands for the m-by-n zero
matrix and In represents the identity matrix of order n.

Then we have

π(Iw−
ν ,Iw++

τ ,Iw−−
τ ) =

{

(f ,y) ∈ R
nu × R

nu+2nc

∣

∣

∣
B(Iw−

ν ,Iw++
τ ,Iw−−

τ )

(

f

y

)

≤ 0
}

, (2.36)

where the inequality is understood componentwise. This shows that π(Iw−
ν ,Iw++

τ ,Iw−−
τ )

is a polyhedral cone with vertex at 0 ∈ R
nu × R

nu+2nc . By the assumption (2.2),

B(Iw−
ν ,Iw++

τ ,Iw−−
τ ) is a full-row-rank matrix and one can find a vector (f̄ , ȳ) ∈ R

nu ×
R

nu+2nc with B(Iw−
ν ,Iw++

τ ,Iw−−
τ )

(

f̄
ȳ

)

< 0. Hence, the dimension of the linear hull of

π(Iw−
ν ,Iw++

τ ,Iw−−
τ ) equals (2nu + 2nc).

The union of all cones in Π covers R
nu × R

nu+2nc as we consider all possible
choices of Iw−

ν , Iw++
τ and Iw−−

τ . Finally, the intersection of any two cones π =

π(Iw−
ν ,Iw++

τ ,Iw−−
τ ), π̃ = π(Ĩw−

ν ,Ĩw++
τ ,Ĩw−−

τ ) ∈ Π takes the form

π ∩ π̃ =
{

(f ,y) ∈ R
nu × R

nu+2nc
∣

∣

(λν − rBνu)i = 0, ∀ i ∈ (Iw−
ν ∩ Ĩw+

ν ) ∪ (Iw+
ν ∩ Ĩw−

ν ),

(λν − rBνu)i ≤ 0, ∀ i ∈ Iw−
ν ∩ Ĩw−

ν , (λν − rBνu)i ≥ 0, ∀ i ∈ Iw+
ν ∩ Ĩw+

ν ,

(λτ − rBτu)i = λν,i, ∀ i ∈ (Iw++
τ ∩ Ĩw+−

τ ) ∪ (Iw+−
τ ∩ Ĩw++

τ ),

(λτ − rBτu)i ≥ λν,i, ∀ i ∈ Iw++
τ ∩ Ĩw++

τ ,

(λτ − rBτu)i ≤ λν,i, ∀ i ∈ Iw+−
τ ∩ Ĩw+−

τ ,

(λτ − rBτu)i = −λν,i, ∀ i ∈ (Iw−−
τ ∩ Ĩw−+

τ ) ∪ (Iw−+
τ ∩ Ĩw−−

τ ),

(λτ − rBτu)i ≤ −λν,i, ∀ i ∈ Iw−−
τ ∩ Ĩw−−

τ ,

(λτ − rBτu)i ≥ −λν,i, ∀ i ∈ Iw−+
τ ∩ Ĩw−+

τ

}

.

Whenever π and π̃ are distinct, at least one of the sets Iw−
ν , Iw++

τ or Iw−−
τ does

not coincide with Ĩw−
ν , Ĩw++

τ , Ĩw−−
τ , respectively, and the set above forms a common

proper face of both cones.
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Next, let nl denote the dimension of the lineality space of Π. According to
the assumptions of the previously mentioned implicit-function theorem for piecewise
differentiable equations, either 2nu + 2nc − nl ≤ 1 needs to be satisfied or there has
to exist a number k ∈ {2, . . . , 2nu + 2nc − nl} such that the kth branching number
of Π does not exceed 2k.

The lineality space of any cone π = π(Iw−
ν ,Iw++

τ ,Iw−−
τ ) ∈ Π is the subspace

{

(f ,y) ∈ R
nu × R

nu+2nc

∣

∣

∣B
(Iw−

ν ,Iw++
τ ,Iw−−

τ )

(

f

y

)

= 0
}

with B(Iw−
ν ,Iw++

τ ,Iw−−
τ ) ∈ M

|Iwν (y0)|+|Iw+
τ (y0)|+|Iw−

τ (y0)|,2nu+2nc defined by (2.33)–(2.35)

(confer (2.36)). The full row rank of any B(Iw−
ν ,Iw++

τ ,Iw−−
τ ) under consideration guar-

anteed by (2.2) yields that the dimension of the lineality space of π(Iw−
ν ,Iw++

τ ,Iw−−
τ ) (and

of Π, as well) is equal to (2nu+2nc−(|Iwν (y0)|+|Iw+
τ (y0)|+|Iw−

τ (y0)|)). Consequently,
the condition 2nu+2nc−nl ≤ 1 is equivalent to |Iwν (y0)|+ |Iw+

τ (y0)|+ |Iw−
τ (y0)| ≤ 1.

If it is not satisfied, we assert that the other condition holds with k = 2. Indeed,
the 2nd branching number of Π is the maximal number of cones in Π containing a
common face of dimension (2nu + 2nc − 2). Having in mind (2.2) and (2.26) with
(2.30), each such face can be written as

{(f ,y) ∈ R
nu × R

nu+2nc |
(λν − rBνu)i = 0, ∀ i ∈ Iw0

ν , (λν − rBνu)i ≤ 0, ∀ i ∈ Iw−
ν \ Iw0

ν ,

(λν − rBνu)i ≥ 0, ∀ i ∈ Iw+
ν \ Iw0

ν , (λτ − rBτu)i = λν,i, ∀ i ∈ Iw+0
τ ,

(λτ − rBτu)i ≥ λν,i, ∀ i ∈ Iw++
τ \ Iw+0

τ , (λτ − rBτu)i ≤ λν,i, ∀ i ∈ Iw+−
τ \ Iw+0

τ ,

(λτ − rBτu)i = −λν,i, ∀ i ∈ Iw−0
τ , (λτ − rBτu)i ≤ −λν,i, ∀ i ∈ Iw−−

τ \ Iw−0
τ ,

(λτ − rBτu)i ≥ −λν,i, ∀ i ∈ Iw−+
τ \ Iw−0

τ }
for some Iw−

ν , Iw0
ν ⊂ Iwν (y

0), Iw++
τ , Iw+0

τ ⊂ Iw+
τ (y0) and Iw−−

τ , Iw−0
τ ⊂ Iw−

τ (y0) with
|Iw0

ν |+ |Iw+0
τ |+ |Iw−0

τ | = 2. From this, it easily follows that the 2nd branching number
of Π is equal to 4.

To conclude, the following two theorems are valid (confer Theorem 4.2.2 and
Proposition 4.2.2 in [56]).

Theorem 2.6. Let (2.2) be valid and (f 0,y0) ∈ R
nu × R

nu+2nc be a vector with
H(f 0,y0) = 0. If all matrices ∇yH

(j)(f 0,y0), j = 1, . . . , ns, where H
(j) are given

by (2.31) have the same non-vanishing determinant sign then

1. the equation H(f ,y) = 0 determines an implicit PC 1-function at (f 0,y0),
that is, there exist neighbourhoods O, Ŷ of f 0, y0, respectively, and a PC 1-
function ϕFFF : O → Ŷ such that

ϕFFF (f 0) = y0 and ϕFFF (f) = S∗
FFF (f) ∩ Ŷ , ∀f ∈ O;
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2. the implicit functions determined by the equations H
(j)(f ,y) = 0 for j =

1, . . . , ns form a collection of selection functions for ϕFFF at f 0;

3. for every ζ ∈ R
nu, the identity ξ = ϕ′

FFF
(f 0; ζ) holds if and only if ξ satisfies

the piecewise linear equation H
′
(

(f 0,y0); (ζ, ξ)
)

= 0.

Theorem 2.7. Suppose that the assumptions of the previous theorem are satisfied
and ζ ∈ R

nu is arbitrary.

1. Then there exists a cone π ∈ Π such that
(

ζ

0nu+2nc,1

)

∈
(

Inu
0nu,nu+2nc

∇fH
(jπ)(f 0,y0) ∇yH

(jπ)(f 0,y0)

)

π (2.37)

with jπ being given by (2.32).

2. The inclusion (2.37) holds if and only if

(

ζ

−
(

∇yH
(jπ)(f 0,y0)

)−1
∇fH

(jπ)(f 0,y0)ζ

)

∈ π.

3. If ζ satisfies (2.37) then

ϕ′
FFF (f 0; ζ) = −

(

∇yH
(jπ)(f 0,y0)

)−1
∇fH

(jπ)(f 0,y0)ζ,

where ϕFFF is the implicit PC 1-function determined by the equation H(f ,y) = 0

at (f 0,y0).

Applying Corollary 4.1.1 in [56], which states that every piecewise differentiable
function is locally Lipschitz continuous, we get the following consequence of Theo-
rems 2.4 and 2.6.

Corollary 2.3. If (2.2) holds and FFF ∈ A , (f 0,y0) ∈ R
nu × R

nu+2nc are such that
the assumptions of Theorem 2.6 are fulfilled then there are neighbourhoods U, Y of
FFF , y0, respectively, and a single-valued Lipschitz continuous function σf0 : U → Y
satisfying

σf0(FFF ) = y0 and σf0(ξF ) = S
∗
f0(ξF ) ∩ Y, ∀ ξF ∈ U.

It is worth mentioning that the assertion of the previous corollary generalizes
Theorem 1 in [32], which concerns discrete contact problems with Coulomb friction
and a coefficient of friction represented by one real. Moreover, the latter result has
been obtained from the version of the implicit-function theorem dealing with Clarke’s
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gradient and one has to handle with generally infinite number of matrices included
in the respective generalized Jacobian to verify its assumptions.

At the end of this section, we shall analyse the cases when the assumption con-
cerning determinant signs in Theorem 2.6 is not satisfied.

1. There exists an index j ∈ {1, . . . , ns} such that

H
(j)(f 0,y0) = 0, (2.38)

rank
(

∇yH
(j)
)

= nu + 2nc − l, l ≥ 1. (2.39)

Here, we denote ∇yH
(j) := ∇yH

(j)(f 0,y0) because H
(j), j = 1, . . . , ns, are affine

functions.
From (2.27)–(2.29) and (2.31), it is readily seen that ∇yH

(j) satisfies

(∇y H(j)
i )T =

(

Ai, (−BT
ν )i, (−BT

τ F)i
)

, i = 1, . . . , nu,

(∇y H(j)
nu+i)

T ∈
{(

(rBν)i, 01,nc
, 01,nc

)

,
(

01,nu
, (Inc

)i, 01,nc

)}

, i = 1, . . . , nc,

(∇y H(j)
nu+nc+i)

T ∈
{(

(rBτ )i, 01,nc
, 01,nc

)

,
(

(−rBτ )i, 01,nc
, (2Inc

)i
)

,
(

01,nu
, (−Inc

)i, (Inc
)i
)

,
(

01,nu
, (Inc

)i, (Inc
)i
)}

, i = 1, . . . , nc.

Recall that Bi stands for the ith row vector of the matrix B.
Taking into account that H(j) is affine, (2.38) is equivalent to

∇yH
(j)y0 =





f 0

0nc,1

0nc,1



 .

Making use of (2.2), one can eliminate 2nc columns with the aid of the last 2nc rows
of the matrix ∇yH

(j) and one can arrive at an equivalent system of the type

Hy0 =





f 0

0nc,1

0nc,1



 , H =





Hu

Hν

Hτ



 ,
Hu ∈ M

nu,nu+2nc ,

Hν ,Hτ ∈ M
nc,nu+2nc ,

(2.40)

where the rows of the matrix
(

Hν

Hτ

)

are linearly independent not only to each other
but also to the rows ofHu. This and (2.39) yield that rank(Hu) = nu− l. Moreover,
the system in (2.40) is solvable if and only if f 0 is contained in the range of Hu.
Therefore, (2.38) and (2.39) restrict f 0 to some (nu − l)-dimensional subspace of
R

nu .
Since the number of all possible selection functions of H is finite, the considered

situation occurs generally only for (f 0,y0) such that f 0 is from a union of some
lower-dimensional subspaces of Rnu .
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2. Two or more selection functions with nonsingular Jacobians are active at
(f 0,y0) satisfying H(f 0,y0) = 0.

Taking one such selection function, say H
(j), it follows that H

(j)(f 0,y0) = 0,
that is,

∇yH
(j)y0 =





f 0

0nc,1

0nc,1



 . (2.41)

In addition to this, |Iwν (y0) ∪ Iw+
τ (y0) ∪ Iw−

τ (y0)| ≥ 1 (which means that at least
one contact node is in weak contact or weak stick) and the following (|Iwν (y0)| +
|Iw+

τ (y0)|+ |Iw−
τ (y0)|) conditions have to be satisfied:

(λ0
ν − rBνu

0)i = 0, ∀ i ∈ Iwν (y
0),

(λ0
τ − rBτu

0)i = λ0
ν,i, ∀ i ∈ Iw+

τ (y0),

(λ0
τ − rBτu

0)i = −λ0
ν,i, ∀ i ∈ Iw−

τ (y0).











(2.42)

Notice that if i1 ∈ I0ν (y
0) ∩ Iw+

τ (y0) ∩ Iw−
τ (y0) then the (nu + i1)th equation

in (2.41) is λ0
ν,i1

= 0, which together with the two conditions from the second and
the third line of (2.42) for i1 yields only two linearly independent equations with
respect to y0. Furthermore, if i1 ∈ Iwν (y

0) ∩ Iw+
τ (y0) ∩ Iw−

τ (y0) then the (n + i1)th
equation in (2.41) and the equation from the first line of (2.42) for i1 are equivalent
to λ0

ν,i1
= (Bνu

0)i1 = 0, which added to the two conditions from the second and the
third line of (2.42) for i1 leads only to three linearly independent equations. As a
consequence, we can leave out one of the equations in the second or the third line of
(2.42) for any such i1 and (2.42) reduces in this way to a system of l equations with

l := |Iwν (y0)|+ |Iw+
τ (y0)|+ |Iw−

τ (y0)| − |(I0ν (y0) ∪ Iwν (y
0)) ∩ Iw+

τ (y0) ∩ Iw−
τ (y0)| ≥ 1.

This system extended by (2.41) can be transformed similarly as in the previous case
into an equivalent system of the form

Hy0 =









f 0

0nc,1

0nc,1

0l,1









, H =









Hu

Hν

Hτ

Hs









,
Hu ∈ M

nu,nu+2nc , Hν ,Hτ ∈ M
nc,nu+2nc ,

Hs ∈ M
l,nu+2nc ,

in which the rows of the matrix
(

Hν

Hτ

Hs

)

are linearly independent to each other and

also to the rows of Hu.
Arguing in the same way as previously, one can show that (2.41) and (2.42)

confine f 0 to some subspace of Rnu of dimension (nu − l) and that the set of all
f 0 corresponding to this case forms a union of some lower-dimensional subspaces of
R

nu again.

We get the following remark.
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Remark 2.2. Let (2.2). All vectors (f 0,y0) ∈ R
nu × R

nu+2nc with H(f 0,y0) =
0 which do not satisfy the assumption on determinant sign of the Jacobians in
Theorem 2.6 are such that y0 ∈ S∗

FFF
(f 0) with f 0 being an element from a union of

subspaces of dimension strictly lower than nu.

2.4 An Elementary Example

This section presents an elementary contact problem involving a single linear trian-
gular finite element depicted in Fig. 2.3. This example is taken from [32] and it is
nothing else than a special case of the model studied in [35].

Denoting u := (uν , uτ ) and f := (fν , fτ ), an alternative of the projection formu-
lation (2.25) of the corresponding discrete problem reads as follows:

Find y := (uν , uτ , λν , λτ ) ∈ R
4 such that

H(y) :=









auν − buτ − λν − fν
−buν + auτ − λτ − fτ
λν − P(−∞,0](λν − ruν)

λτ − P[−F |λν |,F |λν |](λτ − ruτ )









=









0
0
0
0









,























(2.43)

where the constants a := (λ + 3µ)/2 and b := (λ + µ)/2 depend on the Lamé
coefficients λ, µ > 0 characterizing the considered homogeneous, isotropic material
of the body.

We shall derive exact solutions of this problem by considering all possible situ-
ations that may occur in the last two equations of (2.43). Note that each of these
situations will correspond to a particular contact mode.

(i) Let λν = 0, that is, let there be no contact forces between the body and the
rigid foundation. Then the fourth equation in (2.43) implies that λτ = 0.

f

rigid foundation

Dirichlet
condition

linear
finite
element

Figure 2.3: Geometry of the elementary example
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Substituting the values of λν and λτ into the first and the second equation in
(2.43), one obtains a system of two linear equations with the solution

uν =
afν + bfτ
a2 − b2

, uτ =
afτ + bfν
a2 − b2

.

In addition, taking into account that λν = 0, it is readily seen from the third
equation in (2.43) that uν ≤ 0 so that

afν + bfτ ≤ 0.

(ii) Suppose that λν < 0 and uτ = 0, that is, there is a strong contact with a stick
between the body and the rigid foundation. Consequently, uν = 0 by the third
equation in (2.43), and the first and the second equation in (2.43) yield

λν = −fν , λτ = −fτ .

Since λν < 0 and the fourth equation in (2.43) implies that Fλν ≤ λτ ≤
−Fλν , one has

fν > 0, −Ffν ≤ fτ ≤ Ffν .

(iii) Consider λν < 0, uτ > 0, that is, a strong contact with a positive slip. Then
uν = 0, λτ = Fλν from the third and the fourth equation in (2.43), and the
first and the second equation in (2.43) give

uτ =
fτ − Ffν
a+ bF

, λν = −afν + bfτ
a+ bF

.

From the conditions λν < 0 and uτ > 0, it follows that

afν + bfτ > 0, fτ − Ffν > 0.

(iv) If λν < 0 and uτ < 0, which corresponds to a strong contact with a negative slip,
then uν = 0, λτ = −Fλν and the first two equations in (2.43) are equivalent
to

−buτ − λν = fν ,

(a− bF )uτ = fτ + Ffν .

}

(2.44)

By assuming F 6= a/b, this system has a unique solution

uτ =
fτ + Ffν
a− bF

, λν = −afν + bfτ
a− bF

,
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whose constraints are
(

F <
a

b
& afν + bfτ ≥ 0 & fτ + Ffν < 0 & fν ≥ 0

)

∨
(

F >
a

b
& afν + bfτ ≤ 0 & fτ + Ffν > 0 & fν ≥ 0

)

.

If F = a/b then (2.44) is solvable if and only if

fτ + Ffν = 0

and its solutions form the set

{(uτ , λν) ∈ R
2 |λν = −buτ − fν , uτ ∈ R}.

Due to the conditions λν < 0 and uτ < 0, uτ has to satisfy

−fν
b

< uτ < 0.

From this,
fν > 0.

To summarize the results, introduce the linear functions S(i) : R2 × R+ → R
4,

i = 1, 2, 3, and the (generally) multi-valued function S(4) : R2 × R+ ⇉ R
4 by

S(1)(f ,F ) :=
(afν + bfτ

a2 − b2
,
bfν + afτ
a2 − b2

, 0, 0
)

, f ∈ R
2, F ∈ R+,

S(2)(f ,F ) := (0, 0, −fν , −fτ ), f ∈ R
2, F ∈ R+,

S(3)(f ,F ) :=
(

0,
fτ − Ffν
a+ bF

, −afν + bfτ
a+ bF

, −F
afν + bfτ
a+ bF

)

, f ∈ R
2, F ∈ R+,

S(4)(f ,F ) :=















































{(

0,
fτ + Ffν
a− bF

, −afν + bfτ
a− bF

, F
afν + bfτ
a− bF

)}

if f ∈ R
2, F ∈ R+ \

{a

b

}

,
{

(uν , uτ , λν , λτ ) ∈ R
4
∣

∣

∣

uν = 0, −fν
b

≤ uτ ≤ 0, λν = −(fν + buτ ), λτ = F (fν + buτ )
}

if f ∈ R
2, F =

a

b
.

Moreover, for F ∈ R+, define the sets

ρ(1)(F ) := {f ∈ R
2 | afν + bfτ ≤ 0},

ρ(2)(F ) := {f ∈ R
2 | fν ≥ 0, −Ffν ≤ fτ ≤ Ffν},

ρ(3)(F ) := {f ∈ R
2 | afν + bfτ ≥ 0, fτ − Ffν ≥ 0},

ρ(4)(F ) :=

{

{f ∈ R
2 | fν ≥ 0, afν + bfτ ≥ 0, fτ + Ffν ≤ 0} if F ∈ [0, a/b],

{f ∈ R
2 | fν ≥ 0, afν + bfτ ≤ 0, fτ + Ffν ≥ 0} if F ∈ (a/b,+∞).
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Observe that only ρ(1)(F ) does not depend on F . One can easily verify that
S(i)(f ,F ) solves (2.43) for f ∈ ρ(i)(F ), F ∈ R+, i = 1, 2, 3, and S(4)(f ,F ) is a set
of solutions to (2.43) for f ∈ ρ(4)(F ) and F ∈ R+, which is single-point whenever
F 6= a/b.

Denote by ρ̊
(i)
F

the interior of ρ
(i)
F
, i = 1, . . . , 4. It is readily seen that ρ̊(3)(F ) is

disjoint with ρ̊(i)(F ), i 6= 3, for any F ∈ R+. Hence, the structure of the whole
solution set to (2.43) is given by the mutual position of ρ(i)(F ), i = 1, 2, 4, which
depends on the magnitude of F . Three cases can be distinguished.

F ∈ [0, a/b)

Suppose first that F > 0. Then the system {ρ(1)(F ), ρ(2)(F ), ρ(3)(F ), ρ(4)(F )}
defines a partition of R2, that is,

R
2 =

4
⋃

i=1

ρ(i)(F ) and ρ̊(i)(F ) ∩ ρ̊(j)(F ) = ∅, ∀ i, j = 1, . . . , 4, i 6= j,

(see Fig. 2.4). Moreover,

S(i)(f ,F ) = S(j)(f ,F ), ∀f ∈ ∂ρ(i)(F ) ∩ ∂ρ(j)(F ), ∀ i, j = 1, . . . , 4.

Thus, (2.43) has a unique solution for any f ∈ R
2.

−2 −1 0 1 2
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

fν

fτ ρ(1)(F) ρ(2)(F)

ρ(3)(F)

ρ(4)(F)

Figure 2.4: Structure of the solutions for 0 < F < a/b with the corresponding
decomposition of R2 into the sets ρ(i)(F )
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Figure 2.5: Structure of the solutions for F > a/b
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Figure 2.6: Structure of the solutions for F = a/b
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If F = 0 then ρ(2)(F ) = ρ(3)(F )∩ ρ(4)(F ) and the partition of R2 is realized by
{ρ(1)(F ), ρ(3)(F )), ρ(4)(F ))}. The solution is again unique in R

2.
Consequently, if F ∈ [0, a/b) then (2.43) has a unique solution for any f ∈ R

2.

F > a/b

In this case, ρ(4)(F ) = ρ(1)(F ) ∩ ρ(2)(F ) and its interior is non-empty (see
Fig. 2.5). It is easy to verify that there exists a unique solution to (2.43) if f belongs
to (R2 \ρ(4)(F ))∪{0}, there are two solutions on ∂ρ(4)(F )\{0} and three solutions
in ρ̊(4)(F ).

F = a/b

This is the limit case, in which ρ(4)(F )) = ρ(1)(F )∩ρ(2)(F ) is the ray emanating
from the origin and separating ρ(1)(F ) and ρ(2)(F ) (see Fig. 2.6). If f ∈ (R2 \
ρ(4)(F ))∪ {0}, there exists a unique solution to (2.43). For f ∈ ρ(4)(F )) \ {0}, the
continuous branch S(4)(f ,F ) of solutions connects S(1)(f ,F ) and S(2)(f ,F ).

From this analysis, we see that the solution of (2.43) is a PC1-function of F ∈
[0, a/b) for an arbitrary f ∈ R

2 fixed. Therefore, it is Lipschitz continuous with
respect to F in [0, F̄max] for any F̄max ∈ [0, a/b). On the other hand, we have proved
the uniqueness as well as the Lipschitz continuity of the solutions with respect to
F for F in [0,Fmax] with Fmax ∈ [0, αβ/‖A‖) in Section 2.3. In this particular
example, one has αβ/‖A‖ = (a − b)/(a + b), which is strictly less than a/b. Since
the situation concerning the Lipschitz continuity with respect to f is analogous, one
can see that the general bounds derived before are pessimistic.

Nevertheless, this example shows that unicity of solutions depends not only on
F but also on f . Even if one takes F so large that there are non-unique solutions
for some f , for the same F there exist still such f that the corresponding solution
is unique. Furthermore, one can verify that in this example, Theorem 2.6 guarantees
local uniqueness of solutions precisely except the cases where it is actually lost.
Hence, the presented local approach seems to be better suited for studying behaviour
of solutions than the global one, which does not take into account the influence of
f ∈ R

2.
Finally, let us mention that if one introduces selection functionsH(1), . . . ,H(ns) of

the PC1-function H given by (2.43) in an analogous way as in (2.31), each mapping
(f ,F ) 7→ S(i)(f ,F ), i = 1, . . . , 4, defined above is nothing else than a mapping
associating (f ,F ) with the solution set (eventually single-point) of the equation
H

(j)(y) = 0 for some particular H
(j). Since H

(1), . . . ,H(ns) are piecewise linear
functions of the load vector f , the structure of solutions to (2.43) as a function of
f is quite simple. On the other hand, dependence of the solutions on the coefficient
F is substantially more complicated, as exhibited in [32]. This confirms the benefits
obtained by Theorem 2.4, which transforms the analysis of solutions with respect to
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F into the analysis of the solutions with respect to f .

Conclusion

Theoretical analysis of discrete 2D contact problems with Coulomb friction in which
the coefficient of friction FFF is assumed to be a vector has been presented in this
chapter. The existence result has been obtained for any coefficient FFF whereas to
get the (global) uniqueness one, one needs the norm of FFF to be sufficiently small.
Moreover, the unique solution has been shown to be a Lipschitz continuous function
ofFFF as well as of the load vector f . Local analysis of potentially non-unique solutions
has been based on two different but equivalent formulations of the problem – the
first one has consisted of generalized equations, the second one of piecewise smooth
equations. From the first formulation, we have seen that the study of local behaviour
of solutions as a function of FFF can be deduced from the study of local behaviour of
the solutions as a function of f . From the second one, we have concluded that the
solutions are locally unique and Lipschitz continuous with respect to f if particular
Jacobian matrices depending on the contact status of the solutions have the same
non-vanishing determinant sign. Results determining directional derivatives to these
local Lipschitz continuous branches have been also achieved. Further, it has been
proved that the set of f where the existence of such branches is not guaranteed is
“small”. In the end, benefits of the proposed local approach have been suggested on
a simple example.



3 Numerical Continuation of 2D Static

Problems

In the previous chapter, we have considered solutions of discrete 2D static problems
parametrized by the coefficient FFF and the load vector f and we have guaranteed
that there exist local Lipschitz continuous branches of solutions with respect to these
parameters. The aim of this chapter is twofold. Firstly, to develop a piecewise smooth
variant of the Moore-Penrose continuation algorithm for capturing such solution
branches numerically; secondly, to introduce quasi-static contact problems in finite
deformations and to apply our method for computing incremental solutions that
come from their discretization.

The chapter is organized as follows: In Section 3.1, the algorithm of our continu-
ation technique is described for discrete static contact problems parametrized by one
scalar parameter. More precisely, we consider these problems in the form of a sys-
tem of piecewise differentiable equations and we adapt the classical Moore-Penrose
numerical continuation for smooth functions to this case. In Section 3.2, we present
a model of quasi-static contact problems in nonlinear elasticity. After introducing
the classical formulation, we derive a weak one, taking into account the particular
constitutive law considered. Full discretization of the weak formulation leads to a se-
quence of algebraic incremental problems. We show that these are piecewise smooth
in vicinity of some appropriate points, which allows us to apply the proposed vari-
ant of numerical continuation for solving the problems. Finally, we present some
numerical results.

3.1 Description of the Method

In light of the previous chapter, a formulation of discrete 2D static problems can be
written as the following system of non-smooth equations (confer (2.25)):

Find y ∈ R
nu+2nc such that

H(y) = 0,

}

where H : Rnu+2nc → R
nu+2nc is defined by

H(y) :=





Au−BT
ν λν −BT

τ λτ − f
λν − PΛν

(λν − rBνu)
λτ − PΛτ (FFFλν)(λτ − rBτu)



 , y := (u,λν ,λτ ) ∈ R
nu+2nc .

59
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Here, r > 0 is a fixed parameter and the components of PΛν
: R

nc → Λν and
PΛτ (FFFλν) : R

nc → R
nc are introduced as follows:

(PΛν
)i(µ) := PR−(µi), i = 1, . . . , nc, µ ∈ R

nc , (3.1)

(PΛτ (FFFλν))i(µ) :=

{

P[Fiλν,i,−Fiλν,i](µi) if λν,i ≤ 0,

−P[−Fiλν,i,Fiλν,i](µi) if λν,i > 0,

i = 1, . . . , nc, µ ∈ R
nc , (3.2)

with PR− , P[−ζ,ζ] being the projections of R onto R− and [−ζ, ζ], ζ ≥ 0, respectively.
Recall that FFF ∈ R

nc
+ represents the coefficient of friction.

In what follows, we shall suppose that the mapping H depends on an additional
scalar parameter so that H : Rnu+2nc × I → R

nu+2nc , I ⊂ R. A natural candidate
for the parametrization is the load f when we are given a smooth loading path
γ ∈ I 7→ f(γ) ∈ R

nu . In this case, H becomes

H(y) :=





Au−BT
ν λν −BT

τ λτ − f(γ)
λν − PΛν

(λν − rBνu)
λτ − PΛτ (FFFλν)(λτ − rBτu)



 , y := (u,λν ,λτ , γ) ∈ R
nu+2nc × I.

We may take also a smooth path γ ∈ I 7→ FFF (γ) ∈ R
nc
+ and

H(y) :=





Au−BT
ν λν −BT

τ λτ − f
λν − PΛν

(λν − rBνu)
λτ − PΛτ (FFF (γ)λν)(λτ − rBτu)



 ,

y := (u,λν ,λτ , γ) ∈ R
nu+2nc × I. (3.3)

Another possibility might be parametrization of a non-homogeneous Dirichlet con-
dition (see the next section).

For definiteness, we shall consider the case (3.3), that is, the parametrization via
the coefficient of friction. (As we shall see, adaptation to the other cases will be
straightforward.) We are lead to the following problem:

Find y ∈ R
nu+2nc × I such that

H(y) = 0.

}

(3.4)

On the basis of Section 2.3, it is readily seen that H is a piecewise differentiable
function. Moreover, Theorem 2.2 and Corollary 2.3 establish the existence of (local)
Lipschitz continuous branches of solutions to (3.4). Our present objective is to trace
the solution curves numerically, using path-following (continuation) techniques.

Classical continuation techniques require H in (3.4) to be smooth. Next, we shall
show how such techniques can be adapted to our non-smooth case. In particular,
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b

b
b

yk−1

yk

ȳ

hktk

H(y) = 0

Figure 3.1: Necessity of a good prediction

we shall modify the Moore-Penrose continuation, which is presented, for instance, in
[14] (see also appendix). This procedure is a predictor-corrector type method.

In the Newton-like correction step, it suffices to use the piecewise smooth Newton
method (7.2.14 Algorithm in [18]) instead of the smooth one. In other words, the
gradient ∇H is replaced by the gradient of one of its active selection functions if
necessary.

On the other hand, a modification of the prediction step needs to be more so-
phisticated. Indeed, if one takes an initial approximation of a new point yk+1 of the
form

Y 0 := yk + hktk, (3.5)

where tk is determined from the directional derivative of H as

H
′(yk; tk) = 0,

the continuation may fail when approaching a point of non-differentiability on the
solution curve. It is caused by the fact that the Newton correction is only locally
convergent and one has to take a suitable initial approximation to reach its zone of
convergence (see Fig. 3.1 for illustration). In the sequel, we shall propose a special
approach for passing through such points.

Recall that the non-differentiability of H is caused by the functions

y 7→ λν − PΛν
(λν − rBνu), y 7→ λτ − P λτ (FFF (γ)λν)(λτ − rBtu),

to which selection functions with the following components can be associated (confer
(2.28) and (2.29)):

y 7→ r(Bνu)i, y 7→ λν,i

and

y 7→ r(Bτu)i, y 7→ (2λτ − rBτu)i, y 7→ λτ,i−Fi(γ)λν,i, y 7→ λτ,i+Fi(γ)λν,i,
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i = 1, . . . , nc, respectively. We define the so-called test functions θl = (θl,1, . . . , θl,nc
) :

R
nu+2nc × I → R

nc , l = 1, 2, 3, by

θ1,i(y) := (λν − rBνu)i,

θ2,i(y) := (λτ − rBτu)i − Fi(γ)λν,i,

θ3,i(y) := (λτ − rBτu)i + Fi(γ)λν,i

for any i = 1, . . . , nc, y = (u,λν ,λτ , γ) ∈ R
nu+2nc × I.

Clearly, there is a one-to-one correspondence between signs of the components
of θ1(y), θ2(y) and θ3(y) and the selection functions for H which are active at y.
(Possible zero components indicate that more than one selection function is active.)
Suppose for a moment that y ∈ R

nu+2nc × I is a point where only one selection
function is active, that is, all components of the test functions are nonzero there.
Assembling the signs of the test functions into a 3-by-nc array in such a way that
the lth row corresponds to θl(y), l = 1, 2, 3, we see that every selection function for
H can be represented by a 3-by-nc array and this representation is unique.

Let yk be a current point which is close to a point ȳ of non-differentiability of
H as illustrated in Fig. 3.1. Assume that exactly two selection functions H(i1) and
H

(i2) are active at ȳ and there exists a piecewise smooth curve of solutions passing
through ȳ which consists of two smooth branches belonging to the solution sets to
H

(i1)(y) = 0 and H
(i2)(y) = 0. Supposing that yk is a root of H(i1), we shall

describe how to reach the unknown smooth branch of the curve corresponding to
H

(i2)(y) = 0.
As explained before, one of the test functions, say θl, has a zero component at

ȳ, say the mth one, and this component changes its sign when passing through ȳ.
Continuity of θl ensures that θl,m(yk) is close to zero. If we consider the 3-by-nc

array representing H
(i1), then changing the sign corresponding to θl,m, we obtain the

representative of the selection function H
(i2), hence the form of H(i2) itself. This

leads us to the following choice of the vector tk for (3.5):

∇H
(i2)(yk)tk = 0, ‖tk‖ = 1.

In the end, direction of this vector is selected so that

θl,m(yk)
(

∇θl,m(yk), tk
)

≤ 0

as our aim is to traverse the set {y ∈ R
nu+2nc × I | θl,m(y) = 0} (see Fig. 3.2). Recall

that (., .) stands for the scalar product.
Let us note that the expounded procedure can be also applied when the point of

non-differentiability ȳ is met exactly, that is, yk = ȳ. Nevertheless, this situation is
highly improbable.

On the basis of the above considerations, we arrive at the following algorithm.
By IH(Y j) we denote the active index set at Y j.
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H
(i1)(y) = 0

H
(i2)(y) = 0

θl,m(y) = 0

b
yk

tk

Figure 3.2: Determination of the direction of the new “tangent” vector

Algorithm 3.1. (Piecewise smooth variant of the Moore-Penrose continuation)

Data: ε, ε′ > 0, ϑmin ≤ 1, hmax ≥ hinit ≥ hmin > 0, hinc > 1 > hdec > 0, jmax ≥
jthr > 0 and y0 ∈ R

nu+2nc × I, t0 ∈ R
nu+2nc+1 satisfying:

‖H(y0)‖ < ε, H
′(y0; t0) = 0, ‖t0‖ = 1.

Step 1: Set h0 := hinit, k := 0.

Step 2: Set ndec := 0.

Step 3 (prediction): Set Y 0 := yk + hktk, T0 := tk, j := 0.

Step 4 (correction): Select an index ij in IH(Y j) and set:

B :=

(

∇H
(ij)(Y j)

(Tj)
T

)

, R :=

(

0

1

)

, Q :=

(

H(Y j)
0

)

,

T̃ := B−1R, Tj+1 :=
T̃

‖T̃ ‖
,

Y j+1 := Y j −B−1Q.

Step 5: If ‖H(Y j+1)‖ < ε and ‖Y j+1 − Y j‖ < ε′, go to Step 7.

Step 6: If j < jmax, set j := j + 1 and go to Step 4. Otherwise, go to Step 8.

Step 7: If (Tj+1, tk) ≥ ϑmin, set yk+1 := Y j+1, tk+1 := Tj+1 and go to Step 10.

Step 8: If hk > hmin, set hk := max{hdechk, hmin}, ndec := ndec+1 and go to Step 3.

Step 9: According to a component θl,m(yk), l = 1, 2, 3, m = 1, . . . , nc, close to 0,
select a functionH

(i) which is likely to be active in a vicinity of yk and compute
the vector tk satisfying

∇H
(i)(yk)tk = 0, ‖tk‖ = 1
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and
θl,m(yk)

(

∇θl,m(yk), tk
)

≤ 0.

Set hk := hinit and go to Step 2.

Step 10: Set

hk+1 :=

{

min{hinchk, hmax} if j < jthr and ndec = 0,

hk otherwise

and k := k + 1, go to Step 2.

Here ε and ε′ are convergence tolerances, hmin, hmax and hinit is the minimal,
maximal and initial step length, respectively, and hinc, hdec are the scale factors
for adjustment of the step length. Further, jmax stands for the maximal number
of corrections allowed and ndec denotes the number of the step length reductions of
hk for the current value of k. The parameter ϑmin serves for controlling changes of
direction between the tangents at two consecutive points.

In Step 8, the current step length is shortened in the case of non-convergence
of the corrections or too large deviation between the newly computed tangent and
the previous one, which is tested in Step 7. Step 10 defines the step length for the
prediction in the next iteration. The new step length hk+1 can be larger than hk

only if the number of corrections (Step 4) does not exceed jthr given a priori and
ndec = 0. These parts of the routine together with the prediction and the corrections
are taken from the classical Moore-Penrose continuation. Step 9 is added for handling
the situations when the corrections do not lead to a new point even for h = hmin.
Making use of the test functions defined above, one determines a new “tangent”
vector for the prediction here and then returns to the classical part of the procedure.

Remark 3.1. (i) One can use this algorithm to pass through points where more than
two selection functions are active, as well. In this case, however, more components of
the test functions are close to zero and one has to decide between more possibilities
how to choose a new selection function when “switching” between different smooth
branches.

(ii) In a similar way as one tests changes of direction between any two consecutive
tangents tk and tk+1, one can also monitor changes of the signs of components of θl,
l = 1, 2, 3, in order to control transitions through points of non-differentiability.

3.2 Application to Quasi-Static Problems

Before we present an application of the numerical continuation described above for
solving quasi-static contact problems in large deformations, we shall formulate briefly
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Ω

ΓC

rigid foundationx1

x2

g g

Figure 3.3: Geometry of the problem

these problems. For a thorough introduction to nonlinear elasticity, we refer the
reader to [10].

3.2.1 Problem Formulation

We shall consider a contact problem between a 2D homogeneous elastic body and
a rigid foundation represented by the half-plane {x = (x1, x2) ∈ R

2, | x2 ≤ 0}. For
simplicity, we shall not deal with a self-contact of the body. Let us mention, however,
that this would be also possible (see, for instance, [10, Section 5.6]).

The classical formulation of our problem reads as follows:

Find u : [0, T ]× Ω → R
2 such that det(I +∇u) > 0 in [0, T ]× Ω and

−div[(I +∇u)ˆ̂σ(I +∇u)] = f in (0, T )× Ω,

u = uD on (0, T )× ΓD,

(I +∇u)ˆ̂σ(I +∇u)ν = h on (0, T )× ΓN ,

u2(t,x) + g(x) ≥ 0, T̂2(t,x,ν) ≥ 0,

(u2(t,x) + g(x))T̂2(t,x,ν) = 0 on (0, T )× ΓC ,

u̇1(t,x) = 0 =⇒ |T̂1(t,x,ν)| ≤ F T̂2(t,x,ν) on (0, T )× ΓC ,

u̇1(t,x) 6= 0 =⇒ T̂1(t,x,ν) = −F T̂2(t,x,ν)
u̇1(t,x)

|u̇1(t,x)|
on (0, T )× ΓC ,

u(0,x) = u0(x) in Ω.



















































































(3.6)

Besides the familiar notation, T > 0 determines the time interval of interest, I
denotes the identity matrix, and ˆ̂σ(I + ∇u) is the second Piola-Kirchhoff stress
tensor related to the Cauchy stress tensor σ(I +∇u) by

ˆ̂σ(F ) ≡ (detF )F−1σ(F )F−T , F ∈ M
2
>, (3.7)

where M
2
> stands for the set of all 2-by-2 matrices with a positive determinant.

Further, T̂ (t,x,ν) = (T̂1(t,x,ν), T̂2(t,x,ν)),

T̂ (t,x,ν) ≡ (I +∇u(t,x))ˆ̂σ(I +∇u(t,x))ν, (3.8)
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represents the first Piola-Kirchhoff stress vector, uD : (0, T )×ΓD → R
2, u0 : Ω → R

2

are known displacements and g denotes the vertical gap between the rigid foundation
and the body in the reference configuration (Fig. 3.3).

Here and in what follows, we assume that F ≥ 0 is constant and the applied
forces f and h are independent of the time t and of the particular deformation of the
body. Moreover, ˆ̂σ(I +∇u) = (ˆ̂σ(I +∇u))1≤i,j≤2 is given by the following planar
approximation of a 3D hyperelastic constitutive law with a stored energy function
W : M3

> → R:

(ˆ̂σ(F ))1≤i,j≤2 = (ˆ̂σ′(F ′))1≤i,j≤2, F ′ =

(

F 02,1

01,2 1

)

, F ∈ M
2
>,

where
ˆ̂σ′(F ′) = (ˆ̂σ′(F ′))1≤i,j≤3 = 2

∂W

∂C ′ (C
′), C ′ = F ′TF ′ ∈ M

3
>.

In particular, we consider the Ciarlet-Geymonat model:

W (C ′) = a trC ′ + b trCof C ′ + c detC ′ − d

2
log detC ′ + e,

a, b, c, d > 0, e ∈ R, C ′ ∈ M
3
>,

that is,

ˆ̂σ′(F ′) = (2a+ 2b trC ′)I − 2bC ′ + (2c detC ′ − d)C ′−1, C ′ = F ′TF ′, F ′ ∈ M
3
>,

with Cof C ′ being the cofactor matrix of the matrix C ′ (Cof C ′ = (detC ′)C ′−T if
C ′ is invertible). One can easily verify that in this case,

ˆ̂σ(F ) = (2a+2b(trC+1))I−2bC+2cCof C−dC−1, C = F TF , F ∈ M
2
>, (3.9)

with

Cof C =

(

C22 −C21

−C12 C11

)

, C =

(

C11 C12

C21 C22

)

∈ M
2
>.

To interpret the boundary conditions on ΓC in (3.6), we consider t ∈ (0, T ) fixed
and suppose that the deformation ϕ ≡ id + u, where id is the identity mapping,
is sufficiently smooth so that ϕ(t,Ω) ⊂ R

2 is a bounded domain with a Lipschitz
continuous boundary and ∂ϕ(t,Ω) = ϕ(t, ∂Ω) (for an example of sufficient regularity,
see Exercise 1.10 and Theorem 1.2-8 in [10]). Then a unit outward normal vector
νϕ can be defined almost everywhere along ∂ϕ(t,Ω) and one has

νϕ =
∇ϕ(t,x)−Tν

‖∇ϕ(t,x)−Tν‖ , x ∈ ΓC .
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ϕ(t,Ω)

ϕ(t,ΓC)
b
u̇

T

x1

x2

Figure 3.4: Contact with the rigid foundation

(Recall that ∇ϕ = I +∇u is required to be regular in [0, T ]× Ω in (3.6).)
Taking x ∈ ΓC such that both ν and νϕ are well defined and making use of

(3.7) and (3.8), one obtains the following expression for the Cauchy stress vector
T (t,x,νϕ):

T (t,x,νϕ) ≡ σ(∇ϕ(t,x))νϕ

=
1

det∇ϕ(t,x)‖∇ϕ(t,x)−Tν‖∇ϕ(t,x)
ˆ̂σ(∇ϕ(t,x))ν

=
1

det∇ϕ(t,x)‖∇ϕ(t,x)−Tν‖ T̂ (t,x,ν).

Hence, it is readily seen that the boundary conditions at x lead to the following two
mutually exclusive cases:
Case (i):

u2(t,x) + g(x) > 0, T (t,x,νϕ) = 0.

This means that there is no contact with the rigid foundation and no surface force
at the point.
Case (ii):

u2(t,x) + g(x) = 0, T2(t,x,ν
ϕ) ≥ 0,

u̇1(t,x) = 0 =⇒ |T1(t,x,ν
ϕ)| ≤ FT2(t,x,ν

ϕ),

u̇1(t,x) 6= 0 =⇒ T1(t,x,ν
ϕ) = −FT2(t,x,ν

ϕ)
u̇1(t,x)

|u̇1(t,x)|
.

This corresponds to a contact with the rigid foundation which obeys the Coulomb
law of friction in the deformed configuration (see Fig. 3.4).

Before we present a weak formulation of the problem, we shall establish some
properties of the mapping ˆ̂σ given by (3.9). We start with analysis of the mapping
Γ : M2

> → M
2 defined by

Γ(C) := C−1, C ∈ M
2
>.
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Let us recall that M2
> stands for the open set of all 2-by-2 matrices with a positive

determinant and the matrix norm ‖.‖ is induced by the Euclidean vector norm.

Lemma 3.1. The mapping Γ is continuously differentiable on M
2
> with

Γ′(C)E = −C−1EC−1, ∀C ∈ M
2
>, ∀E ∈ M

2. (3.10)

Moreover, for any R > 0, there exist c1(R), c2(R) > 0 such that

‖(C +D)−1 −C−1‖ ≤ c1(R)‖D‖,

∀C ∈ M
2
>, ‖C−1‖ ≤ R, ∀D ∈ M

2, ‖D‖ ≤ 1

2R
, (3.11)

‖(C +D)−1E(C +D)−1 −C−1DC−1‖ ≤ c2(R)‖D‖‖E‖,

∀C ∈ M
2
>, ‖C−1‖ ≤ R, ∀D ∈ M

2, ‖D‖ ≤ 1

2R
, ∀E ∈ M

2. (3.12)

Proof. For any C ∈ M
2
> and any D ∈ M

2 with ‖C−1‖‖D‖ < 1,

(I +C−1D)−1 = I −C−1D +
∑

i≥2

(−C−1D)i,

(C +D)−1 = (I +C−1D)−1C−1 = C−1 −C−1DC−1 +
∑

i≥2

(−C−1D)iC−1,

which yields (3.10). Furthermore, (3.11) follows from

‖(C +D)−1 −C−1‖ ≤
∑

i≥1

‖C−1‖i‖D‖i‖C−1‖ ≤ 2‖C−1‖2‖D‖,

∀C ∈ M
2
>, ∀D ∈ M

2, ‖C−1‖‖D‖ ≤ 1

2
,

and (3.12), ensuring the continuity of Γ′(.), is a direct consequence of (3.11).

Lemma 3.2. Let the mapping ˆ̂σ : M2
> → M

2 be given by (3.9) and R1, R2 > 0 be

arbitrary. Then ˆ̂σ is continuously differentiable on M
2
>, and there exist c3(R1, R2),

c4(R1, R2), c5(R1, R2), r(R1, R2) > 0 such that for any F ∈ M
2
> with ‖F ‖ ≤ R1,

‖F−1‖ ≤ R2,

∥

∥

∥

∂(F ˆ̂σ(F ))

∂F
H
∥

∥

∥ ≤ c3(R1, R2)‖H‖ ∀H ∈ M
2, (3.13)

∥

∥

∥

∂ ˆ̂σ(F +G)

∂(F +G)
H − ∂ ˆ̂σ(F )

∂F
H
∥

∥

∥
≤ c4(R1, R2)‖G‖‖H‖,

∀G ∈ M
2, ‖G‖ ≤ r(R1, R2), ∀H ∈ M

2,
∥

∥

∥

∂((F +G)ˆ̂σ(F +G))

∂(F +G)
H − ∂(F ˆ̂σ(F ))

∂F
H
∥

∥

∥ ≤ c5(R1, R2)‖G‖‖H‖,

∀G ∈ M
2, ‖G‖ ≤ r(R1, R2), ∀H ∈ M

2. (3.14)
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Proof. Let us define the mapping ˇ̌σ : M2
> → M

2 by

ˇ̌σ(C) := (2a+ 2b(trC + 1))I − 2bC + 2cCof C − dC−1, C ∈ M
2
>,

so that ˆ̂σ(F ) = ˇ̌σ(F TF ). In view of (3.10),

∂ ˇ̌σ(C)

∂C
E = 2b(trE)I − 2bE + 2cCof E + dC−1EC−1

and all the estimates result from the chain rule, (3.11) and (3.12).

We are now at the point of introducing the weak formulation. Let p ≥ 4, q ≥ 1
be such that 1/p+ 1/q ≤ 1. We set

V := W 1,p(Ω),

V := V × V,

XD := {ζ ∈ L2(ΓC) | ∃v ∈ V : ζ = v a.e. on ΓD},
XC := {ζ ∈ L2(ΓC) | ∃ v ∈ V : ζ = v a.e. on ΓC},

byX ′
D, X

′
C and 〈., .〉ΓD , 〈., .〉ΓC we denote the duals ofXD, XC and the corresponding

duality pairings, and we define

Λν := {µν ∈ X ′
C | 〈µν , v〉ΓC ≥ 0, ∀ v ∈ V, v ≤ 0 a.e. on ΓC},

Λτ (Fµν) := {µτ ∈ X ′
C | 〈µτ , v〉ΓC + 〈Fµν , |v|〉ΓC ≤ 0, ∀ v ∈ V }, µν ∈ Λν ,

A(w;v) :=

∫

Ω

(I +∇w)ˆ̂σ(I +∇w) : ∇v dx,

ℓ(v) :=

∫

Ω

f · v dx+

∫

ΓN

h · v dS,

where ˆ̂σ is given by (3.9).
We shall assume that f ∈ L1(Ω), h ∈ L1(ΓN), uD ∈ H1(0, T ;XD) and u

0 ∈ V
in what follows. If it is so, ℓ(v) is well defined for any v ∈ V as Ω is bounded and
the Sobolev imbedding theorem ensures that W 1,p(Ω) ⊂ C(Ω). Moreover, Hölder’s
inequality implies that

ζ1ζ2ζ3ζ4 ∈ L1(Ω), ∀ ζ1, ζ2, ζ3, ζ4 ∈ Lp(Ω),

ζ1ζ2 ∈ L1(Ω), ∀ ζ1 ∈ Lp(Ω), ∀ ζ2 ∈ Lq(Ω),

from which it can be easily deduced that A(w;v) is well defined for any v,w ∈ V
whenever (I +∇w)−1 ∈ Lq(Ω).
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The weak formulation of (3.6) can be written as follows:

Find u ∈ H1(0, T ;V ), λD ∈ H1(0, T ;X ′
D), λν , λτ ∈ H1(0, T ;X ′

C) with

(I +∇u(t))−1 ∈ Lq(Ω), λν(t) ∈ Λν , λτ (t) ∈ Λτ (Fλν(t)) a.e. in (0, T )

such that det(I +∇u(t)) > 0 a.e. in Ω for a.a. t ∈ (0, T ),

u(0) = u0 a.e. in Ω and

A(u(t);v) = ℓ(v) + 〈λD(t),v〉ΓD + 〈λν(t),−v2〉ΓC + 〈λτ (t), v1〉ΓC ,
∀v ∈ V a.e. in (0, T ),

〈µD,u(t)〉ΓD = 〈µD,uD(t)〉ΓD , ∀µD ∈X ′
D a.e. in (0, T ),

〈µν − λν(t),−u2(t)− g〉ΓC ≥ 0, ∀µν ∈ Λν a.e. in (0, T ),

〈µτ − λτ (t), u̇1(t)〉ΓC ≥ 0, ∀µτ ∈ Λτ (Fλν(t)) a.e. in (0, T ).
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(M )

Let us point out that if a solution u of (3.6) belongs to C1(0, T ;C2(Ω)) then
it solves (M ). Indeed, let t ∈ (0, T ) be fixed. Since (I + ∇u(t)) ∈ C1(Ω) and
(I + ∇u(t,x)) ∈ M

2
> for any x ∈ Ω according to (3.6), the continuous differ-

entiability of the mappings Γ and ˆ̂σ guaranteed by Lemmas 3.1 and 3.2 implies
(I+∇u(t))−1, ˆ̂σ(I+∇u(t)) ∈ C1(Ω). This allows us to use the Green formula and
to recover (M ) in the standard manner with λD being the restriction of the first
Piola-Kirchhoff stress vector T̂ to ΓD and λν , λτ being the restrictions of −T̂2 and
T̂1 to ΓC , respectively. As (I+∇u(t))−1 is in C1(Ω), it is a fortiori in Lq(Ω) for any
q ≥ 1.

Next, we present full discretization of the weak formulation. We start with semi-
discretization in space. Although computations will be performed on a non-polygonal
reference configuration with isoparametric finite elements in the next subsection, we
restrict ourselves to the case when Ω is a polygon for the ease of exposition here.

Let Th be a triangulation of Ω that is compatible with the decomposition of ∂Ω
into ΓD, ΓN and ΓC . In a similar way as in Section 2.2, we define

V h := {vh ∈ C(Ω) | vh T ∈ P2(T ), ∀ T ∈ Th},
V h := V h × V h,

Xh
D := {ζh ∈ C(ΓD) | ∃vh ∈ V h : ζh = vh on ΓD},

Xh
C := {ζh ∈ C(ΓC) | ∃ vh ∈ V h : ζh = vh on ΓC},

Λh
ν := {µh

ν ∈ Xh
C | (µh

ν , v
h)0,ΓC ≥ 0, ∀ vh ∈ V h, vh(yi) ≤ 0, ∀ i = 1, . . . , nc},

Λh
τ (Fµh

ν) := {µh
τ ∈ Xh

C | (µh
τ , v

h)0,ΓC + (Fµh
ν , rh|vh|)0,ΓC ≤ 0, ∀ vh ∈ V h}, µh

ν ∈ Λh
ν ,

where {yi}1≤i≤nc
is the set of nodes on ΓC corresponding to the degrees of freedom

of V h and rh denotes the Lagrange interpolation operator into Xh
C .
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We suppose that we have some approximation uh
D ∈ H1(0, T ;Xh

D), u
h,0 ∈ V h of

uD and u0, respectively, and set gh := rhg. Moreover, let us mention that we shall
consider below that ΓD ∩ ΓC = ∅. In this case, there exists a constant β > 0 such
that

sup
0 6=vh∈V h

(µh
D,v

h)0,ΓD + (µh
ν ,−vh2 )0,ΓC + (µh

τ , v
h
1 )0,ΓC

‖vh‖1,p,Ω
≥ β(‖µh

D‖∗,ΓD + ‖µh
ν‖∗,ΓC + ‖µh

τ‖∗,ΓC ), ∀µh
D ∈Xh

D, ∀µh
ν , µ

h
τ ∈ Xh

C ,

where ‖.‖∗,ΓD and ‖.‖∗,ΓC stand for the dual norms in X ′
D and X ′

C , respectively.
The spatial semi-discretization of (M ) can be introduced as follows:

Find uh ∈ H1(0, T ;V h), λh
D ∈ H1(0, T ;Xh

D), λ
h
ν , λ

h
τ ∈ H1(0, T ;Xh

C)

with λh
ν(t) ∈ Λν , λ

h
τ (t) ∈ Λτ (Fλh

ν(t)) a.e. in (0, T )

such that det(I +∇uh(t)) > 0 in Ω for a.a. t ∈ (0, T ),

uh(0) = uh,0 in Ω and

A(uh(t);vh) = ℓ(vh) + (λh
D(t),v

h)0,ΓD + (λh
ν(t),−vh2 )0,ΓC

+ (λh
τ (t), v

h
1 )0,ΓC , ∀vh ∈ V h a.e. in (0, T ),

(µh
D,u

h(t))0,ΓD = (µh
D,u

h
D(t))0,ΓD , ∀µh

D ∈Xh
D a.e. in (0, T ),

(µh
ν − λh

ν(t),−uh
2(t)− gh)0,ΓC ≥ 0, ∀µh

ν ∈ Λh
ν a.e. in (0, T ),

(µh
τ − λh

τ (t), u̇
h
1(t))0,ΓC ≥ 0, ∀µh

τ ∈ Λh
τ (Fλh

ν(t)) a.e. in (0, T ).











































































(Mh)

The condition det(I +∇uh(t)) > 0 in Ω means that det(I +∇uh(t)) > 0 in T for
any T ∈ Th. As we know, this ensures that (I +∇uh(t))−1

T ∈ C(T ) for any
T ∈ Th. Thus, (I +∇uh(t))−1 ∈ Lq(Ω) for any q ≥ 1 and the term A(uh(t);vh) is
well defined for any vh ∈ V h.

Let us mention, however, that we shall omit the orientation preserving condi-
tion det(I + ∇uh(t)) > 0 in Ω hereafter for it is verified a posteriori in practical
computations.

We shall derive algebraic formulation of (Mh), following Section 2.2. Still de-
noting the sets of the shape functions of V h and Xh

C by {φi}1≤i≤nu
and {ηi}1≤i≤nc

,
respectively, and the mapping linking the local and global numeration of the nodes
on ΓC by Θ, we shall denote the finite-element basis of Xh

D by {ξi}1≤i≤nD
, and in

addition to the algebraic representatives of vh ∈ V h and µh
C ∈ Xh

C defined by (2.5)
and (2.6), we introduce the representative µD ∈ R

nD of µh
D ∈Xh

D as

µD = (µD,i) such that µh
D =

∑

1≤i≤nD

µD,iξi.
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Further, we set

a(v) = (ai(v)) ∈ R
nu , ai(v) := A

(
∑

1≤j≤nu
vjφj;φi

)

,

BD = (BD,ij) ∈ M
nD,nu , BD,ij := (ξi,φj)0,ΓD ,

Bν = (Bν,ij) ∈ M
nc,nu , Bν,ij = −δ2Θ(i),j ,

Bτ = (Bτ,ij) ∈ M
nc,nu , Bτ,ij := δ2Θ(i)−1,j ,

f = (fi) ∈ R
nu , fi := ℓ(φi),

uD(t) = (uD,i(t)) ∈ R
nD , uD,i(t) := (uh

D(t), ξi)0,ΓD , t ∈ (0, T ),

g = (gi) ∈ R
nc , gi := gh(yi),

Λν := R
nc

− ,

Λτ (Fµν) := {µτ ∈ R
nc | |µτ,i| ≤ −Fµν,i, ∀i = 1, . . . , nc}, µν ∈ Λν .

We obtain the following problem:

Find u ∈ H1(0, T ;Rnu), λD ∈ H1(0, T ;RnD), λν ,λτ ∈ H1(0, T ;Rnc)

with λν(t) ∈ Λν , λτ (t) ∈ Λτ (Fλν(t)) a.e. in (0, T )

such that u(0) = u0 in Ω and

a(u(t)) = f +BT
DλD(t) +B

T
ν λν(t) +B

T
τ λτ (t) a.e. in (0, T ),

BDu(t) = uD(t) a.e. in (0, T ),

(µν − λν(t),Bνu(t)− g) ≥ 0, ∀µν ∈ Λν a.e. in (0, T ),

(µτ − λτ (t),Bτ u̇(t)) ≥ 0, ∀µτ ∈ Λτ (Fλν(t)) a.e. in (0, T ).
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












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
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
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

(M)

Time discretization of this problem is done by dividing the interval [0, T ] uni-
formly into nT subintervals, setting ∆t := T/nT , tk := k∆t, k = 0, 1, . . . , nT , and
approximating the derivative u̇ by the backward difference. We arrive at the se-
quence of the following incremental problems for k = 0, . . . , nT − 1:

Find uk+1 ∈ R
nu , λk+1

D ∈ R
nD , λk+1

ν ∈ Λν , λ
k+1
τ ∈ Λτ (Fλk+1

ν ) such that

a(uk+1) = f +BT
Dλ

k+1
D +BT

ν λ
k+1
ν +BT

τ λ
k+1
τ ,

BDu
k+1 = uD(tk+1),

(µν − λk+1
ν ,Bνu

k+1 − g) ≥ 0, ∀µν ∈ Λν ,
(

µτ − λk+1
τ ,

1

∆t
(Bτu

k+1 −Bτu
k)
)

≥ 0, ∀µτ ∈ Λτ (Fλk+1
ν )







































or equivalently

Find yk+1 := (uk+1,λk+1
D ,λk+1

ν ,λk+1
τ ) ∈ R

nu+nD+2nc such that

Hk+1(y
k+1) = 0,

}

(Mk+1)
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where Hk+1 : R
nu+nD+2nc → R

nu+nD+2nc is introduced by

Hk+1(y) :=









a(u)− f −BT
DλD −BT

ν λν −BT
τ λτ

BDu− uD(tk+1)
λν − PΛν

(λν − rα(Bνu− g))
λτ − PΛτ (Fλν)(λτ − r

∆t
(Bτu−Bτu

k))









,

y := (u,λD,λν ,λτ ) ∈ R
nu+nD+2nc , (3.15)

r, α > 0 are fixed parameters and PΛν
, PΛτ (Fλν) are defined by (3.1) and (3.2).

Let us recall that in fact, we are seeking such solutions yk+1 of (Mk+1) for which
the orientation preserving condition det

(

I+
∑

1≤j≤nu
uk+1
j ∇φj

)

> 0 is satisfied in Ω.
The following result establishes differentiability property of the nonlinear mapping
a : Rnu → R

nu at the corresponding vectors uk+1.

Proposition 3.1. For any w ∈ R
nu with

det
(

I +
∑

1≤j≤nu
wj∇φj

)

> 0 in Ω, (3.16)

there exists an open neighbourhood U ⊂ R
nu of w in which a is continuously differ-

entiable.

Proof. Let i ∈ {1, . . . , nu} andw ∈ R
nu satisfying (3.16) be arbitrarily chosen. With

regard to the equality

ai(w) =

∫

Ω

(

I +
∑

1≤j≤nu
wj∇φj

)

ˆ̂σ
(

I +
∑

1≤j≤nu
wj∇φj

)

: ∇φi dx,

a natural candidate for a′i(w) is the linear mapping L(w; .) defined by

L(w;v) :=

∫

Ω

∂
((

I +
∑

1≤j≤nu
wj∇φj

)

ˆ̂σ
(

I +
∑

1≤j≤nu
wj∇φj

))

∂
(

I +
∑

1≤j≤nu
wj∇φj

)

·
(
∑

1≤j≤nu
vj∇φj

)

: ∇φi dx.

We shall prove that L(w; .) is really a differential of ai at w first.
Since for any j ∈ {1, . . . , nu} and any T ∈ Th, the basis function φj restricted

to T is in C1(T ), the restrictions of ∇φj,
(

I +
∑

1≤j≤nu
wj∇φj

)

on T are in C(T ).

Moreover, in virtue of Lemma 3.1 and the assumption guaranteeing that det
(

I +
∑

1≤j≤nu
wj∇φj

)

> 0 in T ,
(

I +
∑

1≤j≤nu
wj∇φj

)−1

T
belongs to C(T ), as well.

Therefore, there exist constants c6, R1, R2 > 0 such that for any x ∈ Ω,

(
∑

1≤j≤nu
‖∇φj(x)‖2

)1/2 ≤ c6,
∥

∥

(

I +
∑

1≤j≤nu
wj∇φj(x)

)∥

∥ ≤ R1,
∥

∥

(

I +
∑

1≤j≤nu
wj∇φj(x)

)−1∥
∥ ≤ R2. (3.17)
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Obviously, there is also a constant c7 > 0 such that

|F : G| ≤ c7‖F ‖‖G‖, ∀F ,G ∈ M
2.

From (3.13), it then follows that

|L(w;v)| ≤ c3(R1, R2)c
2
6c7 meas(Ω)‖v‖, ∀v ∈ R

nu ,

that is, L(w; .) is continuous.
Furthermore, the Taylor-MacLaurin formula implies that for any v ∈ R

nu and
any x ∈ Ω there exists ϑv,x ∈ (0, 1) satisfying

(

I +
∑

1≤j≤nu
(wj + vj)∇φj(x)

)

ˆ̂σ
(

I +
∑

1≤j≤nu
(wj + vj)∇φj(x)

)

: ∇φi(x)

−
(

I +
∑

1≤j≤nu
wj∇φj(x)

)

ˆ̂σ
(

I +
∑

1≤j≤nu
wj∇φj(x)

)

: ∇φi(x)

=
∂
((

I +
∑

1≤j≤nu
(wj + ϑv,xvj)∇φj(x)

)

ˆ̂σ
(

I +
∑

1≤j≤nu
(wj + ϑv,xvj)∇φj(x)

))

∂
(

I +
∑

1≤j≤nu
(wj + ϑv,xvj)∇φj(x)

)

·
(
∑

1≤j≤nu
vj∇φj(x)

)

: ∇φi(x).

In light of (3.14),

|ai(w + v)− ai(w)− L(w;v)|

=

∣

∣

∣

∣

∫

Ω

(∂
((

I +
∑

1≤j≤nu
(wj + ϑv,xvj)∇φj

)

ˆ̂σ
(

I +
∑

1≤j≤nu
(wj + ϑv,xvj)∇φj

))

∂
(

I +
∑

1≤j≤nu
(wj + ϑv,xvj)∇φj

)

−
∂
((

I +
∑

1≤j≤nu
wj∇φj

)

ˆ̂σ
(

I +
∑

1≤j≤nu
wj∇φj

))

∂
(

I +
∑

1≤j≤nu
wj∇φj

)

)

·
(
∑

1≤j≤nu
vj∇φj

)

: ∇φi dx

∣

∣

∣

∣

≤ c5(R1, R2)c
3
6c7meas(Ω)‖v‖2, ∀v ∈ R

nu , ‖v‖ ≤ r(R1, R2)

c6
,

which verifies that a′i(w) = L(w; .).
Finally, we shall show that a′i(.) is continuous on the set

U := {w}+
{

z ∈ R
nu

∣

∣

∣
‖z‖ ≤ 1

2R2

}

.

Taking any z ∈ U − {w} and any x ∈ Ω, one has
∥

∥

(

I +
∑

1≤j≤nu
(wj + zj)∇φj(x)

)∥

∥

≤
∥

∥

(

I +
∑

1≤j≤nu
wj∇φj(x)

)∥

∥+
∥

∥

∑

1≤j≤nu
zj∇φj(x)

∥

∥ ≤ R1 +
c6
2R2

=: R̃1



3Numerical Continuation of 2D Static Problems 75

and from (3.11) one gets
∥

∥

(

I +
∑

1≤j≤nu
(wj + zj)∇φj(x)

)−1∥
∥

≤
∥

∥

(

I +
∑

1≤j≤nu
wj∇φj(x)

)−1∥
∥+ c1(R2)

∥

∥

∑

1≤j≤nu
zj∇φj(x)

∥

∥

≤ R2 +
c1(R2)c6
2R2

=: R̃2.

Another application of (3.14) yields

|a′i(w + z + s)v − a′i(w + z)v|

=

∣

∣

∣

∣

∫

Ω

(∂
((

I +
∑

1≤j≤nu
(wj + zj + sj)∇φj

)

ˆ̂σ
(

I +
∑

1≤j≤nu
(wj + zj + sj)∇φj

))

∂
(

I +
∑

1≤j≤nu
(wj + zj + sj)∇φj

)

−
∂
((

I +
∑

1≤j≤nu
(wj + zj)∇φj

)

ˆ̂σ
(

I +
∑

1≤j≤nu
(wj + zj)∇φj

))

∂
(

I +
∑

1≤j≤nu
(wj + zj)∇φj

)

)

·
(
∑

1≤j≤nu
vj∇φj

)

: ∇φi dx

∣

∣

∣

∣

≤ c5(R̃1, R̃2)c
3
6c7 meas(Ω)‖s‖‖v‖,

∀ z ∈ U − {w}, ∀ s ∈ R
nu , ‖s‖ ≤ r(R̃1, R̃2)

c6
, ∀v ∈ R

nu ,

and the proof is complete.

Combining this proposition together with the analysis in Section 2.3, one can see
that the mapping Hk+1 is piecewise differentiable on the open set

{

(u,λD,λν ,λτ ) ∈ R
nu+nD+2nc

∣

∣ det
(

I +
∑

1≤j≤nu
uj∇φj

)

> 0 in Ω
}

.

This justifies use of the piecewise smooth Newton method with a line search for
solving (Mk+1) (see [18, Chapter 7], [39]). Nevertheless, as we shall see in the next
subsection, one can encounter situations where this method is not able to find any so-
lution. For this reason, we propose here an adaptation of the numerical continuation
described in the previous section.

To this end, we take a linear path

γ ∈ R 7→ u
k,k+1
D (γ) := uD(tk) + γ(uD(tk+1)− uD(tk))

and define Hk,k+1 : R
nu+nD+2nc+1 → R

nu+nD+2nc by

Hk,k+1(y) :=









a(u)− f −BT
DλD −BT

ν λν −BT
τ λτ

BDu− uk,k+1
D (γ)

λν − PΛν
(λν − rα(Bνu− g))

λτ − PΛτ (Fλν)(λτ − r
∆t
(Bτu−Bτu

k))









,

y := (u,λD,λν ,λτ , γ) ∈ R
nu+nD+2nc+1.
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Observe that on the one hand, (uk+1,λk+1
D ,λk+1

ν ,λk+1
τ ) solves (Mk+1) if and only if

Hk,k+1(u
k+1,λk+1

D ,λk+1
ν ,λk+1

τ , 1) = 0. On the other hand, one can easily verify that
Hk,k+1(u

k,λk
D,λ

k
ν ,λ

k
τ , 0) = 0.

This leads us to the following possibility of numerical realization of (Mk+1): Tak-
ing (uk,λk

D,λ
k
ν ,λ

k
τ , 0) as a starting point, we shall apply the numerical continuation

for tracing the solution set of the system:

Find y ∈ R
nu+nD+2nc+1 such that

Hk,k+1(y) = 0,

}

until we reach a point from the set Rnu+nD+2nc × {1}.
An attentive reader has surely noticed that it may be not so easy to compute a

tangent tk+1
0 at the initial point yk+1

0 := (uk,λk
D,λ

k
ν ,λ

k
τ , 0) from the equation

H
′
k,k+1(y

k+1
0 ; tk+1

0 ) = 0

(confer the initialization of Algorithm 3.1). Indeed, more selection functions for
Hk,k+1 may be active at yk+1

0 . To see this, consider that uk is such that the jth
node is sliding. Then |λk

τ,j| = −Fλk
ν,j whereas the corresponding components of the

second and the third test function in the (k+1)th time step take the following form:

θk2,j(y) =
(

λτ −
r

∆t
(Bτu−Bτu

k)
)

j
− Fλν,j,

θk3,j(y) =
(

λτ −
r

∆t
(Bτu−Bτu

k)
)

j
+ Fλν,j.

Therefore, one of them vanishes necessarily at yk+1
0 .

To be precise, we determine the vector tk+1
0 in our computations simply as a

solution of the system
∇H

(i)
k,k+1(y

k+1
0 )tk+1

0 = 0,

where the selection function H
(i)
k,k+1 for Hk,k+1 is determined from the 3-by-nc array

obtained from the values of θk−1
2 (yk+1

0 ) and θk−1
3 (yk+1

0 ) instead of θk2(y
k+1
0 ) and

θk3(y
k+1
0 ), that is, from the values

θk−1
2,j (yk+1

0 ) =
(

λk
τ −

r

∆t
(Bτu

k −Bτu
k−1)

)

j
− Fλk

ν,j,

θk−1
3,j (yk+1

0 ) =
(

λk
τ −

r

∆t
(Bτu

k −Bτu
k−1)

)

j
+ Fλk

ν,j

for j = 1, . . . , nc.
Nevertheless, let us note that for the same reason, one may face difficulties also

when using the piecewise smooth Newton method and taking the solution from the
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previous time step as the initial approximation. Since the function Hk+1 defined by
(3.15) may not be smooth at this initial point, it is not clear at all due to rounding
errors which gradient will be selected in the first iteration of each time step. This may
cause the method not to converge in some cases although the initial approximation
is not far away from the actual solution.

3.2.2 Numerical Experiments

To illustrate usefulness of the proposed continuation technique, we present here an
example coming from a technical practise. First of all, we solved it with the piecewise
smooth Newton method with a line search, which showed to be, however, short in
some situations as we shall see later on.

The reference configuration of the elastic body is represented by a rectangle
with “rounded corners” whose length and height are 20mm and 10mm, respectively
(Fig. 3.5). The body is unilaterally supported from its lower side and loaded via the
following Dirichlet condition imposed on its upper side:

uD(t,x) =







(

0,
−0.4t

1.1 · 10−5

)

if t ≤ 1.1 · 10−5,
(

13800(t− 1.1 · 10−5),−0.4
)

if t > 1.1 · 10−5,
x ∈ ΓD.

The body and surface forces are neglected, that is, f = 0, h = 0. The coefficient of
friction F is chosen to be 1 and we set u0 = 0 in Ω. The coefficients a, b, c, d in
the constitutive law (3.9) are determined as follows:

a = µ+
δ

2
, b = −µ+ δ

2
, c =

λ

4
+

µ+ δ

2
, d =

λ

2
+ µ,

where
λ = 4000N/mm2, µ = 120N/mm2, δ = −180N/mm2.

Ω

ΓD

ΓN ΓN

ΓC ΓC
0 2 4 6 8 10 12 14 16 18 20

0

2

4

6

8

10

x1

x2

Figure 3.5: Reference configuration of the example with the unstructured finite-
element mesh of the body
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Isoparametric P2 finite elements are used for the spatial semi-discretization and ∆t =
10−5 s is taken for the discretization in time. The programme for performing the
tests employs the finite element library GetFEM++ [54].

If one solves the example on the uniform finite-element mesh depicted in Fig. 3.5,
one can compute a sequence of solutions by the piecewise smooth Newton method
with a line search till the time t = 0.00051 s (for the corresponding deformed body, see
Fig. 3.6 and its zoom in the lower right-hand corner on the left of Fig. 3.7). However,
this method does not converge in the next time step. Even if one diminishes the time
step length ∆t, there still exists some threshold where it stops converging. This is
why we used the numerical continuation here. The obtained solution curve of the
auxiliary problem is illustrated in Fig. 3.8(a) by the vertical displacement of a node
which rebounds from the rigid foundation in course of the continuation. Notice that
this curve explains the limited behaviour of the Newton method. Since it folds up,
there is always a discontinuity of the solutions in time whatever small the time step
is (Fig. 3.7)!

Further, we had to apply the continuation method once more for solving the
problem for the time t = 0.00061 s (Figs. 3.8(b) and 3.9). In this case, the con-

Figure 3.6: Deformed body in time t = 0.00051 s coloured by the values of the
corresponding Von Mises stress in N/mm2

Figure 3.7: Jump of the solution between t = 0.00051 s (on the left) and t = 0.00052 s
(on the right)
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(a) Auxiliary problem H51,52(y) = 0
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(b) Auxiliary problem H60,61(y) = 0

Figure 3.8: Vertical displacement of the node with the coordinates (18.9695mm,
0.250673mm) in the reference configuration in course of the continuations; the start-
ing points are denoted by crosses

Figure 3.9: Jump of the solution between t = 0.0006 s (on the left) and t = 0.00061 s
(on the right)

Figure 3.10: Deformed body in time t = 0.0007 s
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tinuation parameter γ was far below zero in course of the continuation, and the
resulting jump of the solution is larger than the previous one (there is even a small
self-interpenetration of the body in t = 0.00061 s). Besides, both turning points of
the solution curve are non-smooth. Despite it all, the method works well.

Let us mention that from t = 0 up to t = 0.00069 s, the body is stuck to the
foundation by its lower right-hand corner. It starts sliding with its entire volume by
t = 0.0007 s (Fig. 3.10).

Next, we repeated the same experiment with a mesh once locally refined in its
lower right-hand corner. In this case, we needed to continue two times – for t =
0.00053 s and t = 0.00056 s. It is a bit curious that in the first case, we were not able
to find any point with γ > 0 near the starting point of the continuation. Nevertheless,
we arrived at a wanted point with γ = 1 in the end (Figs. 3.11 and 3.12).

In the second case, we got a circular solution curve, for a change (Fig. 3.13(a)).
For this reason, we tried to continue between t = 0.00054 s and t = 0.00056 s in-

−2.5 −2 −1.5 −1 −0.5 0 0.5 1

−0.48

−0.47

−0.46

−0.45

−0.44

−0.43

−0.42

γ

u2

Figure 3.11: Vertical displacement of the node with the coordinates (19.4044mm,
0.576046mm) in the reference configuration in course of the continuation of the
auxiliary problem H52,53(y) = 0

Figure 3.12: Jump of the solution between t = 0.00052 s (on the left) and t =
0.00053 s (on the right)
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(a) Auxiliary problem H55,56(y) = 0
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(b) Auxiliary problem H54,56(y) = 0

Figure 3.13: Vertical displacement of the node with the coordinates (19.4044mm,
0.576046mm) in the reference configuration in course of the continuations

Figure 3.14: Jump of the solution between t = 0.00055 s (on the left) and t =
0.00056 s (on the right)

stead of t = 0.00055 s and t = 0.00056 s with the starting point chosen as y56
0 :=

(u55,λ55
D ,λ55

ν ,λ55
τ , 0.5). We arrived at a point with γ = 1 in this way and, fortunate-

ly, this point showed to give a good initial approximation for the Newton method in
t = 0.00056 s (Figs. 3.13(b) and 3.14).

We observed in this experiment that the Newton method itself had difficulties
several times since the body started to slide with its entire volume. Moreover, its
first iterations seemed to be unstable. This confirms the discussion at the end of
Subsection 3.2.1.

We resolved the same experiment also with a mesh two times locally refined in
its lower right-hand corner. The only remarkable change was that the structure of
solutions was a little more complicated and we had to use the continuation more
times. For an example, see Figs. 3.15 and 3.16.

The experiments presented so far were computed when refining the mesh while
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Figure 3.15: Vertical displacement of the node with the coordinates (19.4044mm,
0.576046mm) in the reference configuration in course of the continuation of the
auxiliary problem H58,59(y) = 0

Figure 3.16: Jump of the solution between t = 0.00058 s (on the left) and t =
0.00059 s (on the right)
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Figure 3.17: Vertical displacement of the node with the coordinates (19.4044mm,
0.576046mm) in the reference configuration for different time step lengths
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keeping the time step length ∆t fixed. It is worth mentioning that no significant
changes occur when, conversely, ∆t tends to zero and the mesh is fixed. In fact, the
solutions will converge as illustrated in Fig. 3.17 on the mesh once locally refined
(observe the two jumps in the interval (0.0005, 0.0006) described above).

Conclusion

Using standard numerical methods (the Newton method, the method of successive
approximations...), one is able to obtain some solution of contact problems with
friction without any further information on existence of other solutions. One may face
even situations when the standard solvers are not capable of finding any solution at
all. This is why we have developed a piecewise smooth variant of the Moore-Penrose
continuation, which allows us to follow branches of solutions parametrized by the
coefficient of friction FFF , the load vector f , etc. (Section 3.1). In comparison with
the classical Moore-Penrose continuation for smooth (differentiable) problems, we
have had to do some modifications in the prediction step to provide for transitions
through points of non-differentiability. In Section 3.2, we have introduced quasi-
static contact problems in large deformations and their discretization leading to a
sequence of incremental problems. We have explained a possible application of the
proposed continuation technique for solving these incremental problems and on one
example from technical practise, we have demonstrated advantages of this approach
in comparison with the Newton method.



4 Spatial Semi-Discretization of Dynamic

Problems

The purpose of this chapter is to present a well-posed spatial semi-discretization of
dynamic contact problems with isotropic Coulomb friction, making use of the so-
called mass redistribution method. This method was introduced in [38] for treating
a contact condition in numerical realization of dynamic contact problems without
friction. One might think that the strategy developed there is directly applicable
to a friction condition as well. However, we shall see hereafter that this does not
provide the well-posedness result and therefore a strategy adapted to the friction
condition is needed. Let us recall in this context that the main difficulty for the
unilateral contact condition is that the spatial semi-discretization by finite-element
method naturally adds a mass on the nodes of the contact boundary. On the other
hand, in [51] and [50], it was shown that adding a mass on the contact boundary
regularizes the tangential friction problem and prevents the occurrence of multiple
solutions in elastodynamics!

The method proposed here is to apply the mass redistribution method only on
the unilateral contact condition not on the friction one. We show that in this case,
the problem semi-discretized in space reduces to a differential inclusion with a unique
Lipschitz continuous solution (not to a measure differential inclusion as in the stan-
dard semi-discretization). For the sake of simplicity, we limit ourselves to the frame-
work of linearized elasticity. However, the same kind of difficulties exists for large
deformation problems and a similar strategy can be applied. The results have been
published in [46].

The outline of this chapter is the following: In Section 4.1, we present a classi-
cal finite-element spatial semi-discretization of elastodynamic contact problems with
friction. In Section 4.2, we propose an application of the mass redistribution method,
namely, to use it only on the normal component. The well-posedness of the obtained
semi-discrete problem is proved in Section 4.3. Finally, an elementary example de-
scribed in Section 4.4 shows that the well-posedness of the fully discrete problem
cannot be attained when the mass redistribution method is applied both to contact
and friction conditions.

84
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4.1 A Classical Spatial Semi-Discretization

Dynamic contact problems with Coulomb friction consist in finding the displacement
field u : [0, T ]× Ω → R

2 satisfying

ρü− divσ(u) = f in (0, T )× Ω,

σ(u) = Aε(u) in (0, T )× Ω,

u = 0 on (0, T )× ΓD,

σ(u)ν = h on (0, T )× ΓN ,

uν ≤ 0, σν(u) ≤ 0, uνσν(u) = 0 on (0, T )× ΓC ,

u̇τ (t,x) = 0 =⇒ |στ (x,u(t,x))| ≤ −Fσν(x,u(t,x)),

u̇τ (t,x) 6= 0 =⇒ στ (x,u(t,x)) = Fσν(x,u(t,x))
u̇τ (t,x)

|u̇τ (t,x)|







on (0, T )× ΓC ,

u(0,x) = u0(x), u̇(0,x) = v0(x) in Ω,

where T > 0 determines the time interval of interest, ρ is the mass density and
u̇, ü denote the first and the second time derivative of u, respectively. Further,
u0,v0 : Ω → R

2 are given initial displacement and velocity fields, respectively. For
simplicity, we confine ourselves to a 2D case where the loads f and h do not depend
on the time t and the coefficient of friction F is represented by a non-negative real.

Using the Green formula, this problem is formally equivalent to

Find u : [0, T ] → V with u̇, ü : [0, T ] → V , λν : [0, T ] → Λν ,

λτ : [0, T ] → X ′
τ with λτ (t) ∈ Λτ (Fλν(t)) a.e. in (0, T ) such that

(ρü(t),w)0,Ω + a(u(t),w) = ℓ(w) + 〈λν(t), wν〉ν + 〈λτ (t), wτ 〉τ ,
∀w ∈ V a.e. in (0, T ),

〈µν − λν(t), uν(t)〉ν ≥ 0, ∀µν ∈ Λν a.e. in (0, T ),

〈µτ − λτ (t), u̇τ (t)〉τ ≥ 0, ∀µτ ∈ Λτ (Fλν(t)) a.e. in (0, T ),

u(0) = u0, u̇(0) = v0,















































(M )

where

V := {w ∈H1(Ω) |w = 0 a.e. on ΓD},
Xν := {ϕ ∈ L2(ΓC) | ∃w ∈ V : ϕ = wν a.e. on ΓC},
Xτ := {ϕ ∈ L2(ΓC) | ∃w ∈ V : ϕ = wτ a.e. on ΓC},
Λν := {µν ∈ X ′

ν | 〈µν , wν〉ν ≥ 0, ∀w ∈ V , wν ≤ 0 a.e. on ΓC},
Λτ (Fµν) := {µτ ∈ X ′

τ | 〈µτ , wτ 〉τ + 〈Fµν , |wτ |〉ν ≤ 0, ∀w ∈ V }, µν ∈ Λν ,
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a(v,w) :=

∫

Ω

Aε(v) : ε(w) dx, v,w ∈ V ,

ℓ(w) :=

∫

Ω

f ·w dx+

∫

ΓN

h ·w dS, w ∈ V

and 〈., .〉ν , 〈., .〉τ stand for the duality pairings between Xν and X ′
ν , Xτ and X ′

τ ,
respectively.

A spatial finite-element semi-discretization of (M ) leads to the following problem
(for more details see Section 2.2):

Find u : [0, T ] → R
nu , λν : [0, T ] → Λν , λτ : [0, T ] → R

nc

with λτ (t) ∈ Λτ (Fλν(t)) a.e. in (0, T ) such that

Mü(t) +Au(t) = f +BT
ν λν(t) +B

T
τ λτ (t) a.e. in (0, T ),

(µν − λν(t),Bνu(t)) ≥ 0, ∀µν ∈ Λν a.e. in (0, T ),

(µτ − λτ (t),Bτ u̇(t)) ≥ 0, ∀µτ ∈ Λτ (Fλν(t)) a.e. in (0, T ),

u(0) = u0, u̇(0) = v0.







































(M)

As in the previous chapters, we use the same symbols for algebraic variables as for the
corresponding continuous functions. Besides the notation introduced in Section 2.1,
M ∈ M

nu stands for the mass matrix, u0 and v0 are the vectors of degrees of
freedom of the discretized initial displacement and velocity fields, respectively, and

Λν := R
nc

− ,

Λτ (Fµν) := {µτ ∈ R
nc | |µτ,i| ≤ −Fµν,i, ∀ i = 1, . . . , nc}, µν ∈ Λν .

We assume that both A and M are symmetric positive definite:

(i) A = AT ,

(ii) (Aw,w) > 0, ∀w ∈ R
nu \ {0},

}

(4.1)

(j) M =MT ,

(jj) (Mw,w) > 0, ∀w ∈ R
nu \ {0}

}

(4.2)

and the rows Bν,i, Bτ,i of Bν ,Bτ ∈ M
nc,nu are mutually orthonormal:

(Bν,i,Bν,j) = δij, (Bτ,i,Bτ,j) = δij, (Bν,i,Bτ,j) = 0, ∀ i, j = 1, . . . , nc. (4.3)

Note that from (4.3), it immediately follows that there exists β > 0 such that

sup
0 6=w∈Rnu

(µν ,Bνw) + (µτ ,Bτw)

‖w‖ ≥ β‖(µν ,µτ )‖, ∀ (µν ,µτ ) ∈ R
2nc . (4.4)

Problem (M) can be viewed as a measure differential inclusion (see [47, 49]). It
is ill-posed unless an impact law is added on each contact node. Even in this case,
the solutions have a very low regularity.
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4.2 The Mass Redistribution Method

The analysis presented in [38] highlights the fact that the main cause of ill-posedness
of (M) is due to the inertia of finite-element nodes on the contact boundary. It is
proposed a method that consists in the redistribution of the mass near the contact
boundary. This technique ensures well-posedness of the semi-discrete problem and
transforms the measure differential inclusion corresponding to (M) into a regular
Lipschitz continuous ordinary differential equation, which can be approximated by
any reasonable difference scheme.

It is worth mentioning that the singular dynamic method introduced in [53] for
unilateral conditions is more general than the mass redistribution method. However,
we use here the latter one. The reason is that we need a differentiated treatment of
unilateral and friction conditions, which would be more difficult to obtain with the
singular dynamic method.

Let N := span{Bν,1, . . . ,Bν,nc
} and N⊥ denote the subspace of Rnu spanned by

Bν,i and its orthogonal complement, respectively. We shall consider the redistributed
mass matrix M r ∈ M

nu satisfying (confer (4.2)):

(j) M r =M
T
r ,

(jj) KerM r = N ,

(jjj) (M rw,w) > 0, ∀w ∈ N⊥ \ {0},











(4.5)

that is, being symmetric positive semi-definite with the kernel equal to N . In [38], a
simple algorithm is proposed to build the redistributed mass matrix preserving the
main characteristics of the mass matrix (total mass, center of gravity and moments
of inertia).

Using the decomposition u(t) = uN⊥(t) + uN (t), uN⊥(t) ∈ N⊥, uN (t) ∈ N , of
the displacement vector for any time t and replacing M with M r, problem (M)
becomes

Find uN⊥ : [0, T ] → N⊥, uN : [0, T ] → N , λν : [0, T ] → Λν ,

λτ : [0, T ] → R
nc with λτ (t) ∈ Λτ (Fλν(t)) a.e. in (0, T ) such that

M rüN⊥(t) +A(uN⊥(t) + uN (t)) = f +BT
ν λν(t) +B

T
τ λτ (t)

a.e. in (0, T ),

(µν − λν(t),BνuN (t)) ≥ 0, ∀µν ∈ Λν a.e. in (0, T ),

(µτ − λτ (t),Bτ u̇N⊥(t)) ≥ 0, ∀µτ ∈ Λτ (Fλν(t)) a.e. in (0, T ),

uN⊥(0) = u0
N⊥ , u̇N⊥(0) = v0N⊥ ,


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
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












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

(Mr)

where u0
N⊥ , v

0
N⊥ are the projections of the initial values of the displacement and

velocity vectors into N⊥, respectively. Since the constraints in Λν as well as in
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Λτ (Fλν(t)) are separated, it is possible to express the unilateral contact and friction
conditions in an equivalent way (see [39], for instance) and rewrite the problem as
follows:

Find uN⊥ : [0, T ] → N⊥, uN : [0, T ] → N , λν ,λτ : [0, T ] → R
nc

such that

M rüN⊥(t) +A(uN⊥(t) + uN (t))

= f +
∑

1≤i≤nc

λν,i(t)Bν,i +
∑

1≤i≤nc

λτ,i(t)Bτ,i a.e. in (0, T ),

−λν,i(t) ∈ NR−(B
T
ν,iuN (t)), ∀ i = 1, . . . , nc a.e. in (0, T ),

λτ,i(t) ∈ Fλν,i(t) Sgn(B
T
τ,iu̇N⊥(t)), ∀ i = 1, . . . , nc a.e. in (0, T ),

uN⊥(0) = u0
N⊥ , u̇N⊥(0) = v0N⊥ ,


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










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


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
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(M′
r)

where NR− denotes the normal cone of R− and the multifunction Sgn : R ⇉ R is the
sub-differential of the function r 7→ |r|, that is,

Sgn(r) =

{

r
|r|

if r 6= 0,

[−1, 1] if r = 0.

4.3 Well-Posedness Result

In this section, we shall establish the well-posedness of problem (Mr). First, owing
to (4.3) and (4.5), the first three variables of any (uN⊥ ,uN ,λν ,λτ ) solving (Mr)
have to satisfy

uN⊥(t) ∈ N⊥, uN (t) ∈ N , λν(t) ∈ Λν ,
(

A(uN⊥(t) + uN (t)),w
)

= (f ,w) + (λν(t),Bνw), ∀w ∈ N ,

(µν − λν(t),BνuN (t)) ≥ 0, ∀µν ∈ Λν











(4.6)

for almost all t ∈ (0, T ). From here, uN and λν are uniquely determined by uN⊥ as
states the following assertion.

Lemma 4.1. Let (4.1) and (4.3) be satisfied and f ∈ R
nu be arbitrary. Then there

exist unique functions g1 : N⊥ → N and g2 : N⊥ → Λν such that the triplet
(uN⊥(t),uN (t),λν(t)) with uN (t) := g1(uN⊥(t)), λν := g2(uN⊥(t)), satisfies (4.6)
for any uN⊥(t) ∈ N⊥ and any t ∈ [0, T ]. Moreover, the functions g1 and g2 are
Lipschitz continuous:

∃L1, L2 > 0 : ‖gi(w)− gi(w̄)‖ ≤ Li‖w − w̄‖, ∀w, w̄ ∈ N⊥, i = 1, 2. (4.7)
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Proof. In fact, it suffices to analyze the static problem:

Find (ũN , λ̃ν) := (ũN (ũN⊥), λ̃ν(ũN⊥)) ∈ N ×Λν such that

(AũN ,w) = (f −AũN⊥ ,w) + (λ̃ν ,Bνw), ∀w ∈ N ,

(µν − λ̃ν ,BνũN ) ≥ 0, ∀µν ∈ Λν











(4.8)

for ũN⊥ ∈ N⊥ given. It is readily seen that this problem is equivalent to finding a
saddle-point (ũN , λ̃ν) of the Lagrangian

L (w,µν) :=
1

2
(Aw,w)− (f −AũN⊥ ,w)− (µν ,Bνw), (w,µν) ∈ R

nu × R
nc ,

on N ×Λν . Since A is supposed to be positive definite and

β‖µν‖ ≤ sup
0 6=w∈Rnu

(µν ,Bνw)

‖w‖ = sup
0 6=w∈N

(µν ,Bνw)

‖w‖ , ∀µν ∈ R
nc

due to (4.3), where β is the constant from (4.4), problem (4.8) possesses a unique
solution for any ũN⊥ ∈ N⊥, which depends Lipschitz continuously on the data ũN⊥

(see [17] and eventually the technique of the proof of Lemma 2.2). This yields the
existence, the uniqueness and the Lipschitz continuity of the functions g1 and g2.

From the other side, if (uN⊥ ,uN ,λν ,λτ ) solves (M′
r) then

(M rüN⊥(t),w) +
(

A(uN⊥(t) + uN (t)),w
)

= (f ,w) +
(

∑

1≤i≤nc

λτ,i(t)Bτ,i,w
)

, ∀w ∈ N⊥ a.e. in (0, T ),

λτ,i(t) ∈ Fλν,i(t) Sgn(B
T
τ,iu̇N⊥(t)), ∀ i = 1, . . . , nc a.e. in (0, T ),

uN⊥(0) = u0
N⊥ , u̇N⊥(0) = v0N⊥ .


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
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
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
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(4.9)

By substituting the inclusion for λτ,i(t) into the equality and taking uN (t) :=
g1(uN⊥(t)), λν,i(t) := g2,i(uN⊥(t)) according to Lemma 4.1, this becomes

(M rüN⊥(t),w) ∈
(

f −AuN⊥(t)−Ag1(uN⊥(t)),w
)

+
(

∑

1≤i≤nc

Fg2,i(uN⊥(t)) Sgn(BT
τ,iu̇N⊥(t))Bτ,i,w

)

,

∀w ∈ N⊥ a.e. in (0, T ),

uN⊥(0) = u0
N⊥ , u̇N⊥(0) = v0N⊥ .
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(4.10)

Lemma 4.2. Let (4.1), (4.3) and (4.5) be fulfilled and f ∈ R
nu, u0

N⊥ ,v
0
N⊥ ∈ N⊥ be

arbitrary. Then there exists a unique Lipschitz continuous function uN⊥ : [0, T ] →
N⊥ with üN⊥ ∈ L1(0, T ;Rnu) solving (4.10).
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Proof. Introducing the matrix P ∈ M
nu,n̄, n̄ := dimN⊥, columns of which form an

orthonormal basis of N⊥, any vector w ∈ N⊥ can be represented by w̄ ∈ R
n̄ with

w̄ = P Tw, w = PP Tw = Pw̄

and (4.10) is equivalent to

(M̄ r ¨̄u(t), w̄) ∈
(

f̄ − Āū(t)− ḡ1(ū(t)), w̄
)

+
(

∑

1≤i≤nc

F ḡ2,i(ū(t)) Sgn(B̄
T
τ,i
˙̄u(t))B̄τ,i, w̄

)

,

∀ w̄ ∈ R
n̄ a.e. in (0, T ),

ū(0) = ū0, ˙̄u(0) = P Tv0N⊥ ,































where

M̄ r = P
TM rP , Ā = P TAP , ḡ1(ū(t)) = P

TAg1(P ū(t)),

ḡ2(ū(t)) = (ḡ2,i(ū(t))) = g2(Pū(t)), ū = P TuN⊥ , ū0 = P Tu0
N⊥ , f̄ = P Tf ,

B̄τ,i = P
TBτ,i, i = 1, . . . , nc.

With regard to (4.5), this can be written as

¨̄u(t) ∈ M̄−1
r

[

f̄ − Āū(t)− ḡ1(ū(t)) +
∑

1≤i≤nc

F ḡ2,i(ū(t)) Sgn(B̄
T
τ,i
˙̄u(t))B̄τ,i

]

a.e. in (0, T ),

ū(0) = ū0, ˙̄u(0) = P Tv0N⊥ ,



















and by denoting v̄ := M̄
1/2
r

˙̄u, v̄0 := M̄
1/2
r P Tv0N⊥ , this leads to the following differ-

ential inclusion of the first order:

(

˙̄u(t)
˙̄v(t)

)

∈







M̄
−1/2
r v̄(t)

M̄
−1/2
r

[

f̄ − Āū(t)− ḡ1(ū(t))
+
∑

1≤i≤nc
F ḡ2,i(ū(t)) Sgn(B̄

T
τ,iM̄

−1/2
r v̄(t))B̄τ,i

]







a.e. in (0, T ),
(

ū(0)
v̄(0)

)

=

(

ū0

v̄0

)

.







































Thus, we have to solve

ẏ(t) ∈ F (y(t)) a.e. in (0, T ),

y(0) = y0

}

(4.11)
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with the multifunction F : R2n̄
⇉ R

2n̄ defined by

F (z) :=







M̄
−1/2
r z2

M̄
−1/2
r

[

f̄ − Āz1 − ḡ1(z1)
+
∑

1≤i≤nc
F ḡ2,i(z1) Sgn(B̄

T
τ,iM̄

−1/2
r z2)B̄τ,i

]






,

z = (z1, z2) ∈ R2n̄, (4.12)

and y0 := (ū0, v̄0).
Obviously, F is upper semi-continuous, that is, F−1(A ) is closed whenever A ⊂

R
2n̄ is closed, and F (z) is a closed convex set for each z ∈ R

2n̄. Furthermore, there
exists c > 0 such that

‖F (z)‖ ≡ sup{‖ω‖ |ω ∈ F (z)} ≤ c(1 + ‖z‖) ∀ z ∈ R
2n̄. (4.13)

Indeed,

‖F (z)‖ ≤ ‖M̄−1/2
r ‖

[

‖z2‖2 +
∥

∥f̄ − Āz1 − ḡ1(z1)

+
∑

1≤i≤nc

F ḡ2,i(z1) Sgn(B̄
T
τ,iM̄

−1/2
r z2)B̄τ,i

∥

∥

2
]1/2

≤ ‖M̄−1/2
r ‖

[

‖z2‖2 +
(

‖f̄‖+ ‖Ā‖‖z1‖+ ‖ḡ1(z1)‖

+
∥

∥

∑

1≤i≤nc

F ḡ2,i(z1) Sgn(B̄
T
τ,iM̄

−1/2
r z2)B̄τ,i

∥

∥

)2
]1/2

.

First,

∥

∥

∑

1≤i≤nc

F ḡ2,i(z1) Sgn(B̄
T
τ,iM̄

−1/2
r z2)B̄τ,i

∥

∥ ≤
(

∑

1≤i≤nc

(F ḡ2,i(z1))
2
)1/2

= F‖ḡ2(z1)‖

in virtue of the orthonormality of B̄τ,i and the definition of the mapping Sgn. Second,
making use of (4.7) and of the form of P , we have

‖ḡ1(z1)‖ = ‖P TAg1(Pz1)‖ ≤ ‖A‖‖g1(Pz1)‖,
‖g1(Pz1)‖ − ‖g1(P0)‖ ≤ L1‖P (z1 − 0)‖ = L1‖z1‖,

consequently
‖ḡ1(z1)‖ ≤ ‖A‖(‖g1(0)‖+ L1‖z1‖)

and in a similar way one can verify that

‖ḡ2(z1)‖ ≤ ‖g2(0)‖+ L2‖z1‖.
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Hence,

‖F (z)‖ ≤ ‖M̄−1/2
r ‖

[

‖z2‖2 +
(

‖f̄‖+ ‖Ā‖‖z1‖+ ‖A‖(‖g1(0)‖+ L1‖z1‖)
+ F (‖g2(0)‖+ L2‖z1‖)

)2]1/2
,

from which the expression for the constant c in (4.13) follows. Therefore, Theorem 5.1
in [13] guarantees that (4.11) has an absolutely continuous solution y in [0, T ] for
any y0 ∈ R

2n̄, that is, a function y : [0, T ] → R
2n̄ with ẏ ∈ L1(0, T ;R2n̄) satisfying

y(t) = y0 +

∫ t

0

ẏ(s) ds for all t ∈ [0, T ] and ẏ(t) ∈ F (y(t)) a.e. in (0, T ).

This gives the existence part of the assertion. To prove the uniqueness, it suffices
to show that F is one-sided Lipschitz (see for instance Theorem 10.4 in [13]), that
is,

∃K ∈ R : (F (z1)− F (z2), z1 − z2) ≤ K‖z1 − z2‖2, ∀ z1, z2 ∈ R
2n̄.

From the definition of F ,
(

F (z1)− F (z2), z1 − z2
)

=
(

M̄
−1/2
r (z12 − z22), z11 − z21

)

+
(

M̄
−1/2
r Ā(z21 − z11), z12 − z22

)

+
(

M̄
−1/2
r (ḡ1(z

2
1)− ḡ1(z11)), z12 − z22

)

+
(

M̄
−1/2
r

∑

1≤i≤nc

F
(

ḡ2,i(z
1
1) Sgn(B̄

T
τ,iM̄

−1/2
r z12)

−ḡ2,i(z
2
1) Sgn(B̄

T
τ,iM̄

−1/2
r z22)

)

B̄τ,i, z
1
2 − z22

)

=: s1 + s2 + s3 + s4.

Clearly,

s1 ≤ ‖M̄−1/2
r ‖‖z1 − z2‖2, s2 ≤ ‖M̄−1/2

r Ā‖‖z1 − z2‖2

and

s3 ≤ ‖M̄−1/2
r ‖‖ḡ1(z21)− ḡ1(z11)‖‖z1 − z2‖

≤ ‖M̄−1/2
r ‖‖A‖‖g1(Pz21)− g1(Pz11)‖‖z1 − z2‖ ≤ L1‖M̄−1/2

r ‖‖A‖‖z1 − z2‖2

by (4.7). Furthermore,

s4 =
∑

1≤i≤nc

F
(

ḡ2,i(z
1
1) Sgn(B̄

T
τ,iM̄

−1/2
r z12)− ḡ2,i(z

2
1) Sgn(B̄

T
τ,iM̄

−1/2
r z22)

)

·
(

(M̄
−1/2
r B̄τ,i, z

1
2)− (M̄

−1/2
r B̄τ,i, z

2
2)
)

.
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Hence, by fixing i and setting

p1 := ḡ2,i(z
1
1), p2 := ḡ2,i(z

2
1), q1 := B̄

T
τ,iM̄

−1/2
r z12, q2 := B̄

T
τ,iM̄

−1/2
r z22,

the ith summand of s4 takes the form

F (p1 Sgn(q1)− p2 Sgn(q2))(q1 − q2).

The definition of Λν implies p1, p2 ≤ 0. We claim that in this case

(p1 Sgn(q1)− p2 Sgn(q2))(q1 − q2) ≤ |p1 − p2||q1 − q2|. (4.14)

Indeed, for ζ ∈ Sgn(q1) and ξ ∈ Sgn(q2) we get

(p1ζ − p2ξ)(q1 − q2) = (p1ζ − p1ξ + p1ξ − p2ξ)(q1 − q2) ≤ (p1 − p2)ξ(q1 − q2)

due to monotonicity of the multifunction Sgn. And of course, (4.14) can be deduced
from

(p1 − p2)ξ(q1 − q2) ≤ |p1 − p2||q1 − q2|.
Applying this together with the Cauchy-Schwarz inequality and (4.7), we get

s4 ≤ F
∑

1≤i≤nc

∣

∣ḡ2,i(z
1
1)− ḡ2,i(z

2
1)
∣

∣

∣

∣B̄
T
τ,iM̄

−1/2
r z12 − B̄

T
τ,iM̄

−1/2
r z22

∣

∣

≤ F‖ḡ2(z11)− ḡ2(z21)‖‖BτM̄
−1/2
r (z12 − z22)‖ ≤ FL2‖M̄−1/2

r ‖‖z1 − z2‖2.

All in all, the one-sided Lipschitz property of F is verified.

On the basis of the previous two lemmas we arrive at the announced well-
posedness result.

Theorem 4.1. Let f ∈ R
nu, u0

N⊥ ,v
0
N⊥ ∈ N⊥ be arbitrary. If (4.1), (4.3) and (4.5)

are satisfied then there exist a unique Lipschitz continuous function uN⊥ : [0, T ] →
N⊥ with üN⊥ ∈ L1(0, T ;Rnu) and unique functions uN : [0, T ] → N , λν : [0, T ] →
Λν and λτ : [0, T ] → R

nc such that the quadruplet (uN⊥ ,uN ,λν ,λτ ) solves (Mr).
In addition, uN , λν are Lipschitz continuous in [0, T ] and λτ ∈ L∞(0, T ;Rnc).

Proof. The existence and uniqueness as well as the Lipschitz continuity of uN⊥ and
uN , λν are ensured by Lemmas 4.2 and 4.1, respectively. Consequently, the existence
of λτ is readily seen from the relation between (4.9) and (4.10). If (uN⊥ ,uN ,λν ,λ

1
τ )

and (uN⊥ ,uN ,λν ,λ
2
τ ) were two solutions to (Mr) then

(λ1
τ (t)− λ2

τ (t),Bτw) = 0, ∀w ∈ R
nu a.e. in (0, T )
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by the first equation in (Mr) and

β‖λ1
τ (t)− λ2

τ (t)‖ ≤ sup
0 6=w∈Rnu

(λ1
τ (t)− λ2

τ (t),Bτw)

‖w‖ = 0 a.e. in (0, T )

in virtue of (4.4). In a similar way, one also shows that λτ ∈ L∞(0, T ;Rnc) from the
Lipschitz continuity of λν and the second inclusion of (M′

r).

Remark 4.1. It is readily seen that this theorem remains valid when the coefficient of
friction is represented by an arbitrary vector from R

nc
+ as in Chapter 2. Invoking the

results from [13] for non-autonomous differential inclusions, one can generalize the
well-posedness result to problems with a load vector which is a Lipschitz continuous
function of time. Finally, the analysis can be extended to 3D problems since its key
point is the monotonicity of the multifunction Sgn. For the 3D problems, the friction
condition can be expressed by means of the sub-differential of the function r 7→ ‖r‖,
which is also monotonic. This allows to arrive at an analogous relation to (4.14).

At the end of this section, we shall take a closer look at a fully discrete problem.
First, we shall examine its well-posedness. For definiteness, we shall consider time
discretization by the midpoint rule, however, the analysis will be similar for other
standard difference methods.

Following Chapter 6 in [37], we divide the interval [0, T ] uniformly into nT subin-
tervals and set ∆t := T/nT and tk := k∆t, k = 1/2, 3/2, . . . , nT − 1/2. Adapting

the midpoint scheme to problem (Mr), we seek the approximations u
k+1/2

N⊥ , v
k+1/2

N⊥ ,

u
k+1/2
N , λk+1/2

ν and λk+1/2
τ of uN⊥(tk+1/2), u̇N⊥(tk+1/2), uN (tk+1/2), λν(tk+1/2) and

λτ (tk+1/2), respectively, for k = 0, . . . , nT − 1 such that

u
k+1/2

N⊥ , v
k+1/2

N⊥ ∈ N⊥, u
k+1/2
N ∈ N , λk+1/2

ν ∈ Λν , λ
k+1/2
τ ∈ Λτ (Fλk+1/2

ν ),

uk+1
N⊥ − uk

N⊥

∆t
= v

k+1/2

N⊥ ,

M r

vk+1
N⊥ − vkN⊥

∆t
+A(u

k+1/2

N⊥ + u
k+1/2
N ) = f +BT

ν λ
k+1/2
ν +BT

τ λ
k+1/2
τ ,

(µν − λk+1/2
ν ,Bνu

k+1/2
N ) ≥ 0, ∀µν ∈ Λν ,

(µτ − λk+1/2
τ ,Bτv

k+1/2

N⊥ ) ≥ 0, ∀µτ ∈ Λτ (Fλk+1/2
ν ),



















































where

u
k+1/2

N⊥ =
uk+1

N⊥ + uk
N⊥

2
, v

k+1/2

N⊥ =
vk+1
N⊥ + vkN⊥

2
.

Fixing k and arguing in the same way as in the study of the semi-discrete problem,
one can see that u

k+1/2
N = g1(u

k+1/2

N⊥ ) and λk+1/2
ν = g2(u

k+1/2

N⊥ ), where g1 and g2 are
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given by Lemma 4.1. Consequently, one arrives at the following discretization of
(4.11):

yk+1 − yk

∆t
∈ F (

yk+1 + yk

2

)

(4.15)

with F defined exactly by (4.12).
Let us introduce the multi-valued map G : R2n̄

⇉ R
2n̄ as G := G1 + G2, where

G1 : R
2n̄

⇉ R
2n̄ and G2 : R

2n̄ → R
2n̄ are the following:

G1(y) :=
1

2
y −∆tF

(y + yk

2

)

− yk, y ∈ R
2n̄

G2(y) :=
1

2
y, y ∈ R

2n̄.

Then (4.15) is nothing but
G(yk+1) ∋ 0. (4.16)

Now, take an arbitrarily fixed ∆t ≤ 1/K, where K > 0 is a constant from the
one-sided Lipschitz property of F . Clearly,

(G1(y)−G1(ȳ),y − ȳ)

=
1

2
(y − ȳ,y − ȳ)− 2∆t

(

F
(y + yk

2

)

− F
( ȳ + yk

2

)

,
y + yk

2
− ȳ + yk

2

)

≥
(1

2
− K

2
∆t
)

‖y − ȳ‖2 ≥ 0, ∀y, ȳ ∈ R
2n̄,

that is, G1 is monotone. Moreover, it is vaguely continuous and G1(y) is closed
convex for all y ∈ R

2n̄. Hence, G1 is maximal monotone according to [6]. Since G2

is obviously a continuous, coercive, monotone mapping which maps bounded sets of
R

2n̄ into bounded sets of R2n̄, Theorem 1 in [7] guarantees that there exists at least
one yk+1 solving (4.16). By the strict monotonicity of G, such yk+1 is unique.

From this and Lemma 4.1, the existence and uniqueness of u
k+1/2

N⊥ , v
k+1/2

N⊥ , u
k+1/2
N

and λk+1/2
ν follows. Finally, λk+1/2

τ can be treated in an analogous way as in the
proof of Theorem 4.1.

Moreover, convergence of a quite general class of difference methods can be es-
tablished (for a fixed mesh) in view of the results in [42], for instance. Indeed,
if one constructs a sequence of piecewise linear continuous interpolants of the grid
functions (y0, . . . ,ynT ) on the basis of an appropriate discretization of (4.11), all
the interpolants are Lipschitz continuous with the same Lipschitz constant and the
sequence is guaranteed to converge uniformly to the unique solution y of (4.11) for
nT → +∞. From here, uniform convergence of the corresponding approximations of
the components uN⊥ , uN and λν of the solution of (Mr) easily follows.
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Remark 4.2. For most of the classical difference schemes, the fully discrete problem
is also ensured to be well-posed provided that the time step is sufficiently small.
Moreover, the sequences of piecewise linear continuous interpolants of the grid func-
tions (u0

N⊥ , . . . ,u
nT

N⊥), (u
0
N , . . . ,unT

N ) and (λ0
ν , . . . ,λ

nT
ν ) converge uniformly to uN⊥ ,

uN and λν .

4.4 An Elementary Example

This section concerns the mass redistribution method for the dynamic case of the
elementary contact problem studied in Section 2.4. The aim is to show that an
undifferentiated treatment of the contact and friction conditions may lead to an
ill-posedness of the fully discrete problem whatever the length of the time step is.

Denoting the lengths of the sides of the considered triangle by l, l and
√
2l (confer

Fig. 2.3), we obtain the following formulation of the dynamic elementary problem in
inclusions:

Find u : [0, T ] → R
2, λν , λτ : [0, T ] → R such that

Mü(t) +Au(t) = f(t) +BT
ν λν(t) +B

T
τ λτ (t) a.e. in (0, T ),

−λν(t) ∈ NR−(Bνu(t)) a.e. in (0, T ),

λτ (t) ∈ Fλν(t) Sgn(Bτ u̇(t)) a.e. in (0, T ),

u(0) = u0, u̇(0) = v0,































where

M =

(

ρl2

12
0

0 ρl2

12

)

, A =

(

λ+3µ
2

−λ+µ
2

−λ+µ
2

λ+3µ
2

)

, Bν =
(

1 0
)

, Bτ =
(

0 1
)

.

Here ρ > 0 is constant, λ, µ > 0 are the Lamé coefficients and f is assumed to
depend on t.

Obviously, the mass redistribution method consists in replacing the matrix M
by M r :=

(

mν 0
0 mτ

)

with mν ,mτ ≥ 0. The time discretisation will be done by the
midpoint scheme considered already at the end of the previous section. In the case
of general mass redistribution, we seek uk+1/2, vk+1/2 ∈ R

2 and λν , λτ ∈ R for
k = 0, . . . , nT − 1 such that

uk+1 − uk

∆t
= vk+1/2,

M r
vk+1 − vk

∆t
+Auk+1/2 = f(tk+1/2) +B

T
ν λ

k+1/2
ν +BT

τ λ
k+1/2
τ ,

−λk+1/2
ν ∈ NR−(Bνu

k+1/2),

λk+1/2
τ ∈ Fλk+1/2

ν Sgn(Bτv
k+1/2),



































(4.17)
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where ∆t := T/nT , tk := k∆t, k = 1/2, 3/2, . . . , nT − 1/2, and

uk+1/2 =
uk+1 + uk

2
, vk+1/2 =

vk+1 + vk

2
. (4.18)

From the first equation in (4.17) and (4.18), one can express vk+1/2 and vk+1 as

vk+1/2 =
2

∆t
uk+1/2 − 2

∆t
uk, vk+1 =

4

∆t
uk+1/2 − 4

∆t
uk − vk, (4.19)

which inserted into (4.17) leads to

( 4

∆t2
M r +A

)

uk+1/2 = f̂
k+1/2

+BT
ν λ

k+1/2
ν +BT

τ λ
k+1/2
τ ,

−λk+1/2
ν ∈ NR−(Bνu

k+1/2),

λk+1/2
τ ∈ Fλk+1/2

ν Sgn
( 2

∆t
Bτ (u

k+1/2 − uk)
)























with

f̂
k+1/2

:= f(tk+1/2) +
4

∆t2
M ru

k +
2

∆t
M rv

k.

Finally, we consider the decomposition

ui = (ui
ν , u

i
τ ), f̂

i
= (f̂ i

ν , f̂
i
τ )

and denote

a :=
( 4

∆t2
mν +

λ+ 3µ

2

)

, b :=
λ+ µ

2
, c :=

( 4

∆t2
mτ +

λ+ 3µ

2

)

.

In each time step we obtain the following problem:

Find (uk+1/2
ν , uk+1/2

τ , λk+1/2
ν , λk+1/2

τ ) ∈ R
4 such that

auk+1/2
ν − buk+1/2

τ = f̂k+1/2
ν + λk+1/2

ν ,

−buk+1/2
ν + cuk+1/2

τ = f̂k+1/2
τ + λk+1/2

τ ,

−λk+1/2
ν ∈ NR−(u

k+1/2
ν ),

λk+1/2
τ ∈ Fλk+1/2

ν Sgn(uk+1/2
τ − uk

τ ),



































(4.20)

after resolution of which the values of uk+1, and vk+1 are determined by (4.18) and
(4.19).

Exact solutions of problem (4.20) for an arbitrary k ∈ {0, . . . , nT − 1} can be
derived in the same way as those of problem (2.43). In a similar way as in Section 2.4,
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we introduce the linear functions S(i)
k+1/2 : R2 × R+ → R

4, i = 1, 2, 3, and the set-

valued mapping S(4)
k+1/2 : R

2 × R+ ⇉ R
4 by

S(1)
k+1/2(f̂ ,F ) :=

(cf̂ν + bf̂τ
ac− b2

,
af̂τ + bf̂ν
ac− b2

, 0, 0
)

, f̂ ∈ R
2, F ∈ R+,

S(2)
k+1/2(f̂ ,F ) :=

(

0, uk
τ , −(f̂ν + buk

τ ), cu
k
τ − f̂τ

)

, f̂ ∈ R
2, F ∈ R+,

S(3)
k+1/2(f̂ ,F ) :=

(

0,
f̂τ − F f̂ν
c+ bF

, −cf̂ν + bf̂τ
c+ bF

, −F
cf̂ν + bf̂τ
c+ bF

)

, f̂ ∈ R
2, F ∈ R+,

S(4)
k+1/2(f̂ ,F ) :=



















































{(

0,
f̂τ + F f̂ν
c− bF

, −cf̂ν + bf̂τ
c− bF

, F
cf̂ν + bf̂τ
c− bF

)}

if f̂ ∈ R
2, F ∈ R+ \

{c

b

}

,
{

(uν , uτ , λν , λτ ) ∈ R
4
∣

∣

∣

uν = 0, − f̂ν
b

≤ uτ ≤ uk
τ , λν = −(f̂ν + buτ ), λτ = F (f̂ν + buτ )

}

if f̂ ∈ R
2, F =

c

b

and for F ∈ R+ define the sets

ρ
(1)
k+1/2(F ) := {f̂ ∈ R

2 | cf̂ν + bf̂τ ≤ 0},
ρ
(2)
k+1/2(F ) := {f̂ ∈ R

2 | f̂ν ≥ −buk
τ , (c− bF )uk

τ − F f̂ν ≤ f̂τ ≤ (c+ bF )uk
τ + F f̂ν},

ρ
(3)
k+1/2(F ) := {f̂ ∈ R

2 | cf̂ν + bf̂τ ≥ 0, f̂τ ≥ (c+ bF )uk
τ + F f̂ν},

ρ
(4)
k+1/2(F ) :=



















{f̂ ∈ R
2 | f̂ν ≥ −buk

τ , cf̂ν + bf̂τ ≥ 0, f̂τ ≤ (c− bF )uk
τ − F f̂ν}

if F ∈ [0, c/b],

{f̂ ∈ R
2 | f̂ν ≥ −buk

τ , cf̂ν + bf̂τ ≤ 0, f̂τ ≥ (c− bF )uk
τ − F f̂ν}

if F ∈ (c/b,+∞).

Again, S(i)
k+1/2(f̂

k+1/2
,F ) solves (4.20) for f̂

k+1/2 ∈ ρ
(i)
k+1/2(F ), F ∈ R+, i =

1, 2, 3, and S(4)
k+1/2(f̂

k+1/2
,F ) is the set of solutions of (4.20) for f̂

k+1/2 ∈ ρ
(4)
k+1/2(F ),

F ∈ R+. For this reason, the structure of the solution set to (4.20) depends on the

mutual position of ρ
(i)
k+1/2(F ), which depend on the magnitude of F .

If F ∈ [0, c/b) then the interiors ρ̊
(i)
k+1/2(F ) are mutually disjoint for all 1 ≤ i ≤ 4

and (4.20) has a unique solution for any f̂
k+1/2 ∈ R

2 (see Fig. 4.1; we visualize

here only the component λ
k+1/2
ν , which determines uniquely the other components

of the solution). If F > c/b then ρ
(4)
k+1/2(F ) = ρ

(1)
k+1/2(F ) ∩ ρ

(2)
k+1/2(F ) and its
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f̂ν

f̂τ

−buk
τ

cuk
τ

ρ
(1)
k+1/2

(F)

ρ
(2)
k+1/2

(F)

ρ
(3)
k+1/2

(F)

ρ
(4)
k+1/2

(F)

Figure 4.1: Structure of the solutions for F ∈ (0, c/b)

f̂ν

f̂τ

−buk
τ

cuk
τ
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k+1/2

(F)

ρ
(2)
k+1/2

(F)

ρ
(3)
k+1/2

(F)

ρ
(4)
k+1/2

(F)

Figure 4.2: Structure of the solutions for F ∈ (c/b,+∞)

f̂ν

f̂τ

−buk
τ

cuk
τ

ρ
(1)
k+1/2

(F)

ρ
(2)
k+1/2

(F)

ρ
(3)
k+1/2

(F)

ρ
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Figure 4.3: Structure of the solutions for F = c/b
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interior is non-empty. In this case, there exists a unique solution of the problem if

f̂
k+1/2 ∈ (R2 \ ρ(4)k+1/2(F )) ∪ {(−buk

τ , cu
k
τ )}, there are two solutions on ∂ρ

(4)
k+1/2(F ) \

{(−buk
τ , cu

k
τ )} and three solutions in ρ̊

(4)
k+1/2(F ) (Fig. 4.2). Finally, if F = c/b,

ρ
(4)
k+1/2(F ) = ρ

(1)
k+1/2(F ) ∩ ρ

(2)
k+1/2(F ) is a half-line and there exists a unique solution

of (4.20) for f̂
k+1/2 ∈ (R2\ρ(4)k+1/2(F ))∪{(−buk

τ , cu
k
τ )} whereas the continuous branch

S(4)
k+1/2(f̂

k+1/2
,F ) of solutions connects S(1)

k+1/2(f̂
k+1/2

,F ) and S(2)
k+1/2(f̂

k+1/2
,F ) for

f̂
k+1/2 ∈ ρ

(4)
k+1/2(F ) \ {(−buk

τ , cu
k
τ )} (Fig. 4.3).

Now take the redistributed mass matrixM r such that mν = 0 and mτ > 0, that
is, (4.5) is fulfilled. Then, for any F ≥ 0 given, one can find ∆t0 > 0 satisfying

c

b
=

4
∆t2

mτ +
λ+3µ

2
λ+µ
2

> F , ∀∆t ∈ (0,∆t0)

and the analysis above ensures the unique solvability of (4.20) for any f̂
k+1/2 ∈ R

2

and any ∆t ∈ (0,∆t0). (Of course, this follows directly from the well-posedness
result established in the previous section.)

On the contrary, consider M r with mν = mτ = 0, which corresponds to the
total elimination of the mass from the contact zone. If the coefficient F is larger

than (λ + 3µ)/(λ + µ) = c/b, one can always find f̂
k+1/2

such that (4.20) possesses
multiple solutions whatever small ∆t is. Hence, the well-posedness is not reached in
this case.

Conclusion

We have adapted the mass redistribution method for elastodynamic contact prob-
lems with friction in this chapter. The proposed strategy, which is to apply the mass
redistribution only on the normal component corresponding to the contact condition,
allows to transform the semi-discrete problem into a regular one-sided Lipschitz dif-
ferential inclusion. The advantage is that any reasonable time discretization scheme
is then convergent, at least for a fixed mesh. Moreover, the fully discrete problem
is also well-posed for a sufficiently small time step. The simple example described
in Section 4.4 has shown that this is not the case when the mass redistribution is
applied on both the contact and friction conditions. To add, let us note that in [46],
a numerical test has been performed for demonstrating that the proposed strategy
leads to stable time discretization schemes.



Conclusions

The aim of this thesis was to analyze discretizations of contact problems with
Coulomb friction theoretically and to propose algorithms for their numerical re-
alization, making use of the obtained theoretical results.

First, we have studied discretized 3D elastostatic contact problems with or-
thotropic and isotropic Coulomb friction and solution-dependent coefficients of fric-
tion (Chapter 1). We have guaranteed existence of at least one solution for a large
class of coefficients. In addition, we have ensured that the solution is unique pro-
vided that the coefficients are Lipschitz continuous and their upper bounds as well
as Lipschitz moduli are lower than some critical values. Unfortunately, these critical
values have been shown to vanish when norms of the corresponding finite-element
meshes tend to zero. As a consequence, the uniqueness result does not provide any
information for larger coefficients.

To understand better the structure of discrete solutions, we have analyzed condi-
tions guaranteeing the existence of local Lipschitz continuous branches of solutions
as functions of the coefficient of friction and the load vector in the case of 2D static
contact problems with isotropic Coulomb friction and a coefficient represented by
a vector independent of the solution. This has been done in Chapter 2 by using
variants of the implicit-function theorem for generalized equations and piecewise dif-
ferentiable equations. Moreover, we have described in details a structure of solutions
of an example with very small number of degrees of freedom, which can be solved
analitically “by hand”.

To trace the solution branches and eventually to capture multiple solutions of
problems studied in Chapter 2 numerically, we have considered these problems writ-
ten as a system of non-smooth equations parametrized by one scalar parameter and
we have proposed a variant of a path-following algorithm adapted to the piecewise
differentiable character of this system (Chapter 3). We have then successfully tested
the algorithm in large deformation problems.

In the last chapter, we have focused on approximation of elastodynamic contact
problems with isotropic Coulomb friction and a coefficient independent of the solu-
tion. Making use of the mass redistribution method, we have introduced a well-posed
semi-discretization of these problems, which shows to be essential for obtaining sta-
ble numerical schemes. We have restricted ourselves to 2D problems, nevertheless,
the extension to the 3D case is straightforward.
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A Piecewise Differentiable Functions

For the sake of completeness, we give here a brief introduction to the theory of
piecewise differentiable functions. The exposition is extracted from [56].

We start with some basic notions. Let π := {x ∈ R
n |Bx ≤ 0}, whereB ∈ M

m,n

and the inequality has to be understood componentwise, be a polyhedral cone with
vertex at 0 ∈ R

n. Recall that the dimension of π is defined as the dimension of its
linear hull and nonempty faces of π can be represented as the sets

{x ∈ R
n |Bix = 0, ∀ i ∈ I, Bjx ≤ 0, ∀ j ∈ {1, . . . ,m} \ I}

for some index set I ∈ I(B,0), where

I(B,0)

:= {I ⊂ {1, . . . ,m} | ∃x ∈ R
n : Bix = 0, ∀ i ∈ I, Bjx < 0, ∀ j ∈ {1, . . . ,m} \ I}

([56, Proposition 2.1.3]). Here Bi is the ith row vector of the matrix B. A nonempty
face of π which does not coincide with π is called a proper face. Further, the lineality
space of π is the linear subspace {x ∈ R

n |Bx = 0}.
A finite collection Π of convex polyhedral cones in R

n is called a conical subdivi-
sion of a polyhedral cone ρ ⊂ R

n if

1. all polyhedral cones in Π are subsets of ρ;

2. the dimension of the cones in Π coincides with the dimension of ρ;

3. the union of all cones in Π covers ρ;

4. the intersection of any two distinct cones in Π is either empty or a common
proper face of both cones.

It holds that if Π is a conical subdivision of a polyhedral cone then all polyhedral
cones π ∈ Π have the same lineality space ([56, Proposition 2.2.4]). Hence the
lineality space of Π is introduced as the common lineality space of the polyhedral
cones in Π.

The kth branching number of a conical subdivision Π of a polyhedral cone ρ is
defined as the maximal number of cones in Π containing a common face of dimension
(dim ρ − k), where k ∈ {1, . . . , dim ρ − nl} and nl is the dimension of the lineality
space of Π.

Finally, let U be a subset of Rn and let H
(j) : U → R

m, j = 1, . . . , ns, be a
collection of continuous functions. A functionH : U → R

m is said to be a continuous
selection of the functions H(1), . . . ,H(ns) on the set O ⊂ U if it is continuous on O
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and H(x) ∈ {H(1)(x), . . . ,H(ns)(x)} for every x ∈ O. A function H : U → R
m

defined on an open set U ⊂ R
n is called a PC r-function for some r ∈ {1, 2, . . . }∪∞ if

for every x0 ∈ U , there exist an open neighbourhood O ⊂ U of x0 and Cr-functions
H

(1), . . . ,H(ns) : O → R
m for some ns such that H is a continuous selection of

H
(1), . . . ,H(ns) on O. The functions H

(j) : O → R
m, j = 1, . . . , ns, are termed

selection functions for H at x0 in this case. The set

IH(x0) := {j ∈ {1, . . . , ns} |H(j)(x0) = H(x0)}

is known as the active index set and the selection functionsH(j), j ∈ IH(x0), are said
to be active selection functions at x0. PC1-functions are also called piecewise dif-
ferentiable functions. The directional derivative of H at the point x in the direction
ξ is denoted by H

′(x; ξ).

Theorem A.1 ([56, Theorem 4.2.2]). Let U ⊂ R
n × R

m be open, H : U → R
m be

a PCr-function and let (x0,y0) ∈ U be a point with H(x0,y0) = 0. Further, let
H

(1), . . . ,H(ns) : O → R
m be a collection of selection functions for H at (x0,y0) ∈

O ⊂ U and Π be a conical subdivision of Rn×R
m with a lineality space of dimension

nl. If

1. for every π ∈ Π, there exists an index jπ ∈ {1, . . . , ns} such that H(x,y) =
H

(jπ)(x,y) for every (x,y) ∈ O ∩ ({(x0,y0)}+ π);

2. either n +m − nl ≤ 1 or there exists a number k ∈ {2, . . . , n +m − nl} such
that the kth branching number of Π does not exceed 2k;

3. all matrices ∇yH
(jπ)(x0,y0), π ∈ Π, have the same non-vanishing determinant

sign

then

1. the equation H(x,y) = 0 determines an implicit PCr-function y(x) at the
point (x0,y0);

2. the implicit functions y(jπ)(x) determined by the equations H
(jπ)(x,y) = 0,

π ∈ Π, form a collection of selection functions for the PCr-function y(x) at
x0;

3. for every ζ ∈ R
n, the identity ξ = y′(x0; ζ) holds if and only if ξ satisfies the

piecewise linear equation H
′((x0,y0); (ζ, ξ)) = 0.

Theorem A.2 ([56, Proposition 4.2.2]). Suppose that the assumptions of the previ-
ous theorem are satisfied and ζ ∈ R

n is arbitrary.
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1. Then there exists a cone π ∈ Π such that
(

ζ

0m,1

)

∈
(

In 0n,m

∇xH
(jπ)(x0,y0) ∇yH

(jπ)(x0,y0)

)

π. (A.1)

2. The inclusion (A.1) holds if and only if

(

ζ

−
(

∇yH
(jπ)(x0,y0)

)−1
∇xH

(jπ)(x0,y0)ζ

)

∈ π.

3. If ζ satisfies (A.1), then

y′(x0; ζ) = −
(

∇yH
(jπ)(x0,y0)

)−1
∇xH

(jπ)(x0,y0)ζ.



B The Moore-Penrose Continuation

Referring to [14], we present here briefly the classical Moore-Penrose continuation
method.

Let H : Rn+1 → R
n, n a positive integer, be a smooth function. The aim of

numerical continuation is to approximate the solution set of the equation H(y) = 0.
More precisely, following a chosen branch of solutions, one computes a sequence of
consecutive points yk, k = 1, 2, . . . , satisfying ‖H(yk)‖ < ε for a given ε > 0.

To describe the Moore-Penrose continuation, we suppose that we have found a
point yk satisfying the chosen tolerance criterion. We also suppose that we have a
unit tangent vector tk at yk:

∇H(yk)tk = 0, ‖tk‖ = 1.

The next point is calculated in two steps – prediction and correction.
In the prediction, an initial approximation Y 0 of the new point is given by

Y 0 := yk + hktk,

where hk > 0 is a step size. Its choice will be discussed later on.
The correction consists of a Newton-like procedure, which leads not only to the

point yk+1 but also to the corresponding tangent vector tk+1. The algorithm is the
following.

Algorithm B.1. (Moore-Penrose continuation)

Step 1: Set T 0 := tk, j := 0.

Step 2: Set:

B :=

(

∇H(Y j)
(Tj)

T

)

, R :=

(

∇H(Y j)Tj

0

)

, Q :=

(

H(Y j)
0

)

,

T̃ := Tj −B−1R, Tj+1 :=
T̃

‖T̃ ‖
,

Y j+1 := Y j −B−1Q.

Step 3: If ‖H(Y j+1)‖ < ε and ‖Y j+1 − Y j‖ < ε′, set yk+1 := Y j+1, tk+1 := Tj+1,
else if j < jmax, set j := j + 1 and go to Step 2.

Here ε′ > 0 is a convergence tolerance and jmax > 0 is the maximal number of
corrections allowed.
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Finally, the step size hk+1 in the next prediction depends on convergence of this
Newton correction. Denoting the number of iterations needed by j, it is selected as

hk+1 =











hdechk if not converged,

hinchk if converged and j < jthr,

hk otherwise,

where 0 < hdec < 1 < hinc as well as 0 < jthr ≤ jmax are experimentally determined
constants. At the beginning, one sets h1 = hinit for some hinit > 0.

Remark B.1. More precisely, finding the couple (Y j+1, T̃ ) in the jth step of Algo-
rithm B.1 corresponds to computing one iteration of the Newton method applied to
the equation Hj(Y ,T ) = 0, where Hj : R

n+1 × R
n+1 → R

n+1 × R
n+1 is defined by

Hj(Y ,T ) =









H(Y )
(Tj)

T (Y − Y j)
∇H(Y j)T

(Tj)
TT − (Tj)

TTj









, (Y ,T ) ∈ R
n+1 × R

n+1.

Furthermore, one can easily verify that the auxiliary vector T̃ can be equivalently
calculated as

R :=

(

0

1

)

, T̃ := B−1R.
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[35] V. Janovský: Catastrophic features of Coulomb friction model, in: The Mathe-
matics of Finite Elements and Applications IV. Proceedings of MAFELAP IV
(J. R. Whiteman eds.). Academic Press, New York, 1982, pp. 259–264.

[36] V. Janovský and T. Ligurský: Computing non unique solutions of the Coulomb
friction problem, accepted to Math. Comput. Simul. (2010).



Bibliography 110
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