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Chapter 1

INTRODUCTION

We frequently have to speak in public in our everyday life, for instance, during pro-
fessional meetings or business presentations. Similarly, students have to talk in front of
audiences, whether for an oral exam or presentation. We practise a lot during our studies
and even beyond college. For example, the French baccalauréat now has a compulsory
Grand Oral, where the students must demonstrate their ability to speak in public, clearly
and convincingly. The jury values the solidity of the student’s knowledge, their ability
to argue and link knowledge, their critical mind, the precision of their expression, the
clarity of their speech, their commitment to their words, and their strength of conviction
[Ministere de l’Education Nationale et de la Jeunesse, 2020].

However, public speaking can be stressful. Students might fear judgement on their
personality. It is much more intrusive and engaging than written exams where the criticism
is deferred. The lawyer Bertrand Perrier explains in an interview how the exercise can
be an ordeal for students, paralysing depending on the context, and sometimes disabling
[Iribarnegaray, 2021]. In some extreme cases, these symptoms are due to a social disorder
directly related to public speaking. Social anxiety disorder is one of the most common
mental disorders. It represents about 4% of mental disorders cases in all countries and can
affect about 14% of people in Canada and Scandinavia [Kringlen et al., 2001; D. J. Stein
et al., 2017; M. B. Stein et al., 2000]. General social anxiety disorders have an onset in
adolescence with about 80% of untreated individuals, but can lead to further impairment
in adulthood and cause the development of generalised social anxiety [Wittchen and Fehm,
2003]. Public speaking anxiety (PSA) is a specific form of social disorder that can cause
a fear of negative evaluations of others and feelings of embarrassment or humiliation in
social situations [American Psychiatric Association, Association, et al., 2013]. Yet, when
treated for PSA, patients experience a reduction in their generalised social anxiety, which
might lead to fewer societal and personal costs of the disease [Hofmann, 2004].

As a result, a number of applications propose training or therapeutic services, whether
for academic, research or commercial uses. These commercial applications provide public
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speaking training sessions in virtual reality (VR) to improve users’ speaking skills or reduce
their anxiety [Straightlabs GmbH & Co.KG, 2023; VirtualSpeech, 2022; VRSpeaking,
LLC, 2022]. They let users face a simulated audience mimicking human behaviour and
reaction to the speech [VirtualSpeech, 2022]. Some applications dedicated to training
propose feedback features to help clients improve their speaking skills [VRSpeaking, LLC,
2022]. All these applications simulate audiences for the users to practise, and they all share
the same critical characteristics. Thus, this chapter will introduce the underlying concepts
of virtual audience simulation, the limitations VR technology brings, and the challenges
it remains to take on for audience simulation in VR.

1.1 Virtual Audience Simulation

To introduce the concept of a virtual audience, we use the definition from Pertaub
et al., 2002, outlining a virtual audience as a group of virtual characters situated in the
same environment that mimics a public speaking situation. The two main characteristics
of this definition are that multiple virtual characters populate the audience and replicate
human behaviour.

Creating such virtual humans requires some core capabilities, each with a different
level of significance [Swartout et al., 2006]. In our case, the ability to create communica-
tive characters with emotional behaviours or humanlike attitudes is the first feature to
build a plausible audience. Various research works use non-verbal behaviour and language
communication to emulate these behaviours and convey emotions [Wang and Ruiz, 2021],
e.g. with gestures, facial expressions or gaze. However, such complexity implies that groups
of virtual humans can process coherent collective behaviour to stay believable, especially
when users interact with the group [Prada and Paiva, 2005].

To sum up, in order to enact believable behaviours, virtual audiences rely on a complex
behaviour models and animation pipelines and thus depend on virtual reality technology
to render the virtual environment.

1.1.1 Audience Simulation Requirements

Many virtual reality applications use virtual audiences to treat PSA or to provide a
suitable environment for speech training. Indeed, multiple studies indicate that virtual
reality technology significantly contributes to reducing patient anxiety [P. L. Anderson
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et al., 2005; Rothbaum et al., 2000] or practising speaking skills [Chollet et al., 2015].
However, the ability of VR to provide a safe and effective environment depends on the
VR application’s efficiency and the simulation’s credibility.

Virtual reality Scalability

Simulating a virtual audience full of communicative virtual humans with rich social
signals has a cost on the VR performance. When poor, it can significantly decrease the
user’s experience quality. In some cases, when low efficacy reduces the latency and lowers
the number of frames per second, users can feel sick and experience cybersickness, which
can induce nausea, stomach consciousness, headache and associated symptoms. There are
multiple sources of performance drop in VR applications, like the rendering of a complex
3D environment and realistic virtual characters or the time to process behaviours requiring
heavy computation, e.g. compound non-verbal behaviours to express an emotion. As a
consequence, large crowds are not always feasible and need adapting content to maintain
high and constant performances.

Virtual Humans Design

The characters populating the virtual audience are of primary importance, and their
3d models do not necessarily require being photo-realistic. On the contrary, it does not
necessarily benefit VR users compared to cartoon-style characters. Realistic characters are
more demanding regarding VR performances than others which are simpler 3D models
and thus have a faster rendering time. Detailed virtual human models contain hundreds
of thousands of triangles, whilst VR-ready characters only comprise hundreds of triangles.
However, their communication capabilities are far more crucial than the appearance and
realism in VR applications to root the user in the simulation. Many studies indicate
that virtual environments populated by virtual characters which can interact with each
other or with the user improve the user experience. Several criteria greatly enhance the
audience’s believability, such as language, group behaviours, reactions to an event, and
any communicative signals using non-verbal behaviours. These communication abilities
amplify certain underlying VR concepts that we will further introduce in Chapter 2, such
as the feeling of presence, the audience’s credibility or the simulation’s acceptability.
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1.1.2 Virtual Human Behaviours

Therefore, it is necessary to consider performance and scalability constraints when
designing audiences in VR. But, the audience’s behaviour remains the most crucial element
in their simulation, notably for the audience to enact emotions on the user.

Characters’ Non-verbal Behaviours

The virtual humans composing the audience mimic spectators listening to a speech
or a presentation and show behaviours and reactions a real audience would display. Each
virtual spectator from the audience requires body signals to display their current attitude
toward the speech and the user. The resulting attitude arises from the association of
various non-verbal behaviours such as facial expressions, head movements, and postures
or gestures. Numerous studies investigate how these social signals influence our perception
and how they are associated with specific characteristics, e.g. emotions, moods, attention
or intentions. Consequently, virtual audience behaviours are modelled according to these
characteristics and their associated non-verbal behaviours. For instance, the two models
from Kang et al., 2016 and Chollet and Scherer, 2017 we used as foundations for this
work define a set of audience behaviour types ranging from very attentive and positive
to very negative and disengaged thanks to a list of non-verbal behaviours influencing our
perception of the overall audience behaviour.

Behaviour animation

Usually, animators use 3D software to design virtual characters’ animations. They are
sometimes extracted from motion tracking data and then post-treated. This complexity
makes the entire process very time-consuming and expensive, considering that multiple
characters populate virtual audiences, and they all need several animations. Because the
behaviour models are parametric, the virtual humans necessitate compound 3D anima-
tions, which display multiple non-verbal behaviours to make a more complex one carrying
the characters’ attitudes. Thus, the characters require a pipeline animation able to blend
the different non-verbal behaviour according to the given parameters from the virtual
audience behaviour model. Such a pipeline can also use procedural animations to adapt
the displayed animation, i.e. to build behaviours from various rules adapting the resulting
one to the simulation. For example, to create a bored spectator from procedures ruling
the agent’s facial expression, posture, gaze or leg position at runtime.
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The displayed behaviours must reflect the intended attitude and match the one users
perceived. It is even more critical for interactions and context-related behaviours. For
instance, Lugrin et al., 2016 use disruptive behaviours for classroom management ped-
agogical scenarios to let the trainees face specific situations. These events and reactions
to the user’s activities broaden the range of possible behaviours and complicate their
triggering.

1.2 Users’ Perception in Virtual Reality

1.2.1 User Perception

Studies indicate differences between VR head-mounted displays and traditional com-
puter screens. Technical differences may alter users’ perceptions. An egocentric point of
view, like in VR, defines the position, orientation, and movements of objects according
to the body representation, while an exocentric point of view, such as desktop screens, is
not affected by the body location [Bowman et al., 2005]. Thus, a VR environment where
the user’s position is dynamic might be different from a static exocentric one. Further-
more, including the user’s body representation in the environment may alter the virtual
audience perception compared to a third-person viewpoint.

The added value of VR is to benefit from a virtual environment that reproduces real
ones, e.g. by its visual field of view, the audio and the behaviours of the characters popu-
lating the simulation. Therefore, the following section introduces the underlying concepts
of users’ audience’s behaviour perception in VR in comparison to real life or videos.

1.2.2 Virtual Audience Behaviour Perception

Pertaub et al., 2002 studied whether the audience’s behaviour influences the users in
VR. Their work indicates that users negatively evaluated facial expressions like frowns
and positively evaluated smiles similarly as we would do in real life. These results suggest
that it is possible to reproduce non-verbal behaviours interpretation in virtual reality that
we usually have. Also, one may wonder how all the audience’s behaviours are perceived
together. Experiments aiming at building behaviour models to parameterise audiences
and control the user’s perceived attitude studied non-verbal behaviours perception. For
instance, Kang et al., 2016 studied audience non-verbal behaviours according to different
psycho-cognitive dimensions such as valence and arousal. Chollet and Scherer, 2017 in-
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vestigated the impact of each behaviour with respect to other spectators’ behaviour, but
also according to their location in the environment.

These studies are complex and challenging to conduct in virtual reality because they re-
quire plenty of participants to compare all conditions. Therefore, these model evaluations
often turn toward online studies to test different modalities and correlate user percep-
tion with specific behaviour. Alternatively, many VR systems rely on experts’ knowledge
of their application domain. For instance, Breaking Bad Behaviours manages the audi-
ence’s behaviour with the help of classroom management experts [Lugrin et al., 2016], and
Kahlon et al., 2019 ask secondary school students to validate the audience’s behaviour sim-
ulating a high school class. Accordingly, we distinguish in the literature the virtual reality
applications that rely on domain experts and those that depend on behaviour models. For
example, Fukuda et al., 2017 use Paul Ekman’s emotions to build five unique classroom
atmospheres [Ekman, 1999], whilst Kang et al., 2016 tend to automate behaviour changes
based on models.

These two approaches help simulate audiences capable of expressing several attitudes
by modifying their virtual spectators’ behaviours. Nevertheless, both of these approaches
produce behaviour models limited by the number of behaviours and the complexity to
create interaction between the virtual agents the users. Virtual reality applications re-
quiring different strategies to control the virtual audience are even more affected by these
limitations, e.g. to follow a scenario or display context-specific behaviours.

1.3 Virtual Audience Controls

Various VR applications emerge from these two approaches. We can distinguish Wizard
of Oz applications, which are manually controlled and require a human in the loop, from
the autonomous systems, which depend on behaviour models.

1.3.1 Wizard of Oz Applications

The Wizard of Oz VR applications benefit from context-specific behaviours and rely
on experts in the domain to trigger and supervise the simulation. It suits well VR training
systems because it lets the instructors personalise and adapt the ongoing session to the
pedagogical plan and the trainee’s actions. All the same for therapeutic application, which
in some situations needs to fine-tune the audience’s behaviour, especially if patients suffer
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from public speaking anxiety or a phobia. However, these applications require experts for
each session and cannot be used outside their supervision, e.g. it can’t be used to practise
with follow-up exercises. Wizard of Oz systems can also put a heavy workload on the
experts, who in a majority are not computer science experts and primarily focus on their
trainees and patients to personalise their session.

1.3.2 Autonomous Applications

Although, in autonomous applications, it is a program which changes the audience’s
behaviour. This program sometimes relies on behaviour models like in the training appli-
cations from Chollet et al., 2022 or on experts’ knowledge to build a dedicated model like
in Kahlon et al., 2019 with their therapeutic application for secondary school pupils.

When the application requires interactions or reactions to the user’s actions, it is
once again the model which decides when to intervene and what behaviour to display. For
example, the Cicero application uses a user performance analysis system with physiological
capture to adapt the virtual audience to the user’s presentation [Chollet et al., 2022].
Alternatively, Delamarre, 2020 rely on decision trees established by pedagogy experts via
UML diagrams to establish all possible interactions and actions during a training session.
However, unlike Wizard of Oz systems, these systems do not allow direct interaction with
the scenario in progress or with the virtual audience.

1.3.3 Usability and Acceptance

Consequently, Wizard of Oz systems’ usability might be lower than the autonomous
ones because of the elicited workload and the complexity of uses. Mouw et al., 2020
evaluated BBB’s usability and concluded that its control interface is a suitable tool for
establishing classroom strategies, yet it remains hard to get to know the interface and
to be able to use it. On the contrary, autonomous applications do not allow intervention
at run-time, which can lower to system’s acceptance for the users. Therapists may want
to intervene in the session to fix the audience’s behaviour and adapt the scenario to
the ongoing simulation. For instance, the IVT-T application lets the experts design their
scenario beforehand but does not allow them to alter it or adapt it during the training
session [Delamarre, 2020]. This lack of interactivity may be unattractive to instructors
and therapists who wish to fine-tune the simulation.
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1.4 Contributions

In this research work, we develop a behaviour model evaluated for VR and validate
its performance and deployment in professional applications. Thus, we tackled multiple
challenges regarding characteristics of audience simulation and VR technology, e.g. guar-
anteeing high performances in VR is restraining and complex to ensure with large agent
groups. Then, providing a parametric model is tough, especially when it can be extended
and when it requires high-level controls for non-experts users, for instance, instructors au-
thoring the system without programming knowledge. Therefore, proposing an adequate
user interface for the instructors is difficult if we plan to provide advanced features along
with the high usability of the tool.

The first challenge we took on to propose a new behaviour model for VR so that the
generated audience displays rich social signals to show various attitudes:

■ Since none of the parametric audience behaviour models we found in the litera-
ture was directly evaluated in VR, we wondered if user perception might change
depending on the media. Therefore, we built a behaviour model based on two
existing models providing non-verbal behaviours to display audience attitudes ac-
cording to a dimensional approach relying on valence and arousal [Chollet and
Scherer, 2017; Kang et al., 2016].

■ The models used as references are detailed enough to be reproduced. Moreover,
they obtained conclusive results with users differentiating various levels of arousal
and valence with videos. Thus, we implemented our model into a VR application,
to reproduce a similar evaluation in VR and compare the user perception to it.
Similarly, as in the studies with videos, our model triggers various non-verbal be-
haviours and blends them to create more complex ones, e.g. facial expressions, head
movements, postures, and gaze direction. In order to display different audience at-
titudes and compare our results we parameterise the model according to the two
same dimensions, i.e. valence and arousal.

■ Finally, we benchmarked the model’s characteristics in VR, such as the animation
pipeline, the audience’s size or the 3D characters’ style impact on the performances
to validate its ability to simulate an entire audience without breaking the VR
performances and lowering the user’s experience.

After developing our behaviour model and validating its performance in VR, we in-
vestigated its ability to create a believable audience that VR users could recognise the
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attitude. Following this perception study, we continued our evaluations in various appli-
cation contexts to study our system acceptance and usability in VR, which led us to work
on model control issues for users without programming skills.

■ First, we established a protocol to evaluate the user perception of the audience
behaviour in VR.

■ Then, we ran two user perception studies that confirmed the model’s capability to
generate different types of audience attitudes, e.g. bored, enthusiastic, interested
or indifferent.

■ We also included this model in a VR public speaking training application (STAGE)
at the University of Würzburg to confirm our results in an academic context with
lecturers and bachelor students.

■ The STAGE was the opportunity to evaluate the usability and acceptance of the
system to follow the training plan designed by lecturers for the students to face
specific presentation situations, e.g. a phone ringing in the audience or a spectator
coming in late. This last evaluation helped us to design a graphical user interface
to control the virtual application with scenarios and disruptive behaviours.

Finally, we deployed the STAGE application in a professional context to study the
feasibility of using such a model in a VR exposure therapy context.

1.5 Thesis Structure

This manuscript is structured as followed:

Chapter 1: This first chapter introduces the thesis motivations and the different chal-
lenges to take on to successfully simulate virtual audiences in VR. This section highlights
the limitations related to VR technologies and the issues for audience behaviour simulation
and scenario supervision for training and therapeutic applications.

Chapter 2: Chapter 2 provides a review of the concepts involved in virtual audience
simulation. It introduces the different audience behaviour models and approaches to eval-
uate the user perception and validate models. Finally, this section reviews the different
application domains for virtual audience simulations in VR, such as public speaking train-
ing or exposure therapy.
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Chapter 3: Accordingly, chapter 3 describes the techniques we adopted to create a
virtual audience able to display complex non-verbal behaviours based on a given attitude.
We first present the system architecture implemented to generate the virtual audience’s
behaviour. Then we outline the animation pipeline developed for the agents to display
compound animations that result in expressive behaviours. Finally, we provide a VR
scalability benchmark for our implementation to grasp the performance limitations. The
overall chapter documents the audience behaviour operating system and provides enough
information to reproduce the whole system.

Chapter 4: Then chapter 4 describes the methodology used to build our behaviour
model and reports the VR perception studies we ran to validate it. Then this section
provides a detailed explanation of our model evaluations. We first studied the perception
of non-verbal behaviour in VR and then explored how the resulting attitude is perceived.
Finally, we discuss the results and limitations and provide the guidelines extracted from
our statistical analysis.

Chapter 5: In chapter 5, we provide more insight into the issues related to virtual
audience controls. We picture these issues with the use case of VR public speaking train-
ing. Then, we provide an overview of the virtual reality training system developed and
evaluated at the University of Würzburg called STAGE. Furthermore, we designed this
educational application with user-centred development with an iterative method. Finally,
we describe the whole process and demonstrate the feasibility of integrating such a model
into a VR application.

Chapter 6: This ultimate chapter canvasses the model’s improvements as well as the
future STAGE’s architecture (see chapter 6). Thus, it depicts the future developments and
user studies already planned for improving the current system and issues all the limitations
pinpointed during our user studies. Finally, this chapter summarises the thesis findings,
publications, and contributions to virtual reality training, therapeutic applications and
audience behaviour simulation in VR.
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Chapter 2

STATE OF THE ART

2.1 Introduction

In this chapter, we will first describe critical concepts for virtual audiences and VR,
namely crucial notions related to immersive technologies involved in the users’ perception
and experience, such as Presence. These definitions illustrate the complexity of the chal-
lenges to take on. In the second section, we will focus on how VR users perceive virtual
human behaviour through different perception theories to highlight their significant role
in behaviour model implementation. We will use various studies to depict and analyse
the pros and cons of each method. Finally, after a review of the related VR applications
using virtual audiences, we will conclude the chapter by emphasising the limitation of ex-
isting techniques to generate and control the virtual audience to support our hypothesis
and stress that our suggestions can benefit VR applications for training and therapeutic
purposes.

2.2 Presence and Perception in Virtual Reality

2.2.1 Presence

The feeling of presence is known to be the moment when the virtual environment
replaces the real one or when we have the feeling of being in the virtual environment
through our senses [Minsky, 1980], which testify to the virtual environment’s efficacy
[Sheridan et al., 1992; Slater, Lotto, et al., 2009; Witmer and Singer, 1998]. The concept
comes from Minsky, 1980 with the idea of telepresence. It describes the feeling an operator
can experience when interacting through a remote system, i.e. the sense of being in another
location with a machine being the body of the user. The concept of presence requires the
virtual environment to include the users and their bodies provided with parallax from the
user’s viewpoint when rotating the head to maintain the illusion of being immersed in a
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3D space. On the psycho-cognitive level, the feeling of presence may lead to a paradoxical
construct where you consciously and unconsciously respond to a virtual environment as if
it was real, e.g., if one walks on a wooden plank on top of a skyscraper, his heart bit rate
may accelerate, and he could feel some fear of heights even if he is in a virtual environment
[Meehan et al., 2002]. Yet, the 3D rendering does not perfectly match reality. Thus the
feeling of presence does not only rely on the virtual environment’s visual fidelity. Some
body-centred approaches to the feeling of presence state it is grounded in the ability to
"do" in the virtual environment [Schubert et al., 2001; Slater et al., 1998], i.e. there is a
correspondence between kinaesthetic proprioception and sensory inputs.In other terms,
being able to move and interact with the virtual environment increases the feeling of
presence.

The body representation seem to play a role in the feeling of presence as well, man-
ifestly, a fully modelled body strengthens more the sensation of Presence than a simple
geometric representation [Biocca, 1997]. Including body representation when considering
the feeling of presence introduces the concept of self-presence as the perception of one’s
person in the virtual environment [K. M. Lee, 2004], but more importantly, it contributes
to the sense of being in the virtual location [Slater, Spanlang, and Corominas, 2010].

Visual realism is not the main factor responsible for the feeling of presence, and various
studies measuring it with questionnaires [Slater et al., 1999] cannot differentiate high-
fidelity environments from low ones [Lugrin et al., 2015; Zimmons and Panter, 2003]. On
the contrary, some sensory information like sound or touch cue a tremendous role in this
feeling [Hendrix and Barfield, 1996]. Experimental studies reported a stronger sense of
Presence on spatial sound [Poeschl et al., 2013], which can eventually compensate for
the lack of visual fidelity and help in the process of self-motion perception [Väljamäe
et al., 2004]. In some VR applications, when virtual objects’ location matches with real
ones, VR users experience haptic feedback, which increases the feeling of presence too,
e.g. with fear of height studies, where the user walks on wooden planks represented in
the virtual environment [Meehan et al., 2002]. The configuration of the matching objects
frequently induces static haptic feedback, unlike general haptic feedback, which requires
advanced third-party devices to reproduce the sensation. Moreover, the feeling of presence
can arise from a well-designed virtual environment with a high agency degree supplying
an immersive user experience [Jicol et al., 2021].
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2.2.2 Immersion

The notion of immersion should not be confused with Presence since it has multiple
definitions. According to Nilsson et al., 2016, it can refer to at least four characteristics. A
far-reaching one for VR technology is the "system immersion" as a measurable technology
characteristic intervening in the experience, i.e. the immersion level is more significant
when the body tracking and the display are of higher fidelity [Slater, 2003]. Unlike the
feeling of presence, immersion is related to the system’s ability to maintain an equivalent
fidelity to real-world sensations and not to the user’s reaction.

Some definitions classify immersion as a perceptual response. Witmer and Singer,
1998 associate it with the feeling of being enveloped by, included in, and interacting with
the virtual environment, considering that immersion can be pertinent to responses to
narratives or challenges. For instance, Arsenault, 2005 describe fictional immersion as the
process of being mentally gripped by characters, stories or entire worlds. This definition
echoes their definition of systemic immersion as the mental absorption experienced when
challenged by one’s capabilities, including those when spectating and not participating
directly. In the same fashion McMahan, 2013 link with engagement through the example
of games where immersion is the state of being engrossed by the game, for instance, by
winning and earning rewards or planning strategies. Yet, in our work, we refer to the
immersion as the "system immersion" and not as the fictional one to avoid confusion.

However, to successfully elicit a sense of Presence and provide a satisfactory immersive
VR experience, VR applications must fulfil multiple prerequisites.

2.3 Presence Prerequisites in virtual reality

2.3.1 Technical Constrains

The definitions used to introduce the concept of Presence in section 2.2.1 indicate that
it is a fundamental trait of VR applications. Though the feeling of presence is not always
straightforward, VR applications require to put some attention to technical prerequisites
and design characteristics to elicit this sensation. Different studies state that a low latency
with head tracking and a wide stereoscopic field of view enhances the feeling of presence
and performance for varied tasks in VR [Arthur et al., 1993; Hale and Stanney, 2006;
C. Lee et al., 2010; Lugrin et al., 2013]. With a VR head-mounted display (HMD), the
user has an egocentric point of view and is immersed in the virtual environment, thus
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being able to control a virtual body through good body tracking can increase the feeling
of presence too [Cummings and Bailenson, 2016].

However, VR technologies come with exposure side effects and various symptoms gath-
ered into what is commonly called cybersickness [Stanney et al., 1997] that can affect the
feeling of presence [Weech et al., 2019]. Unlike simulation sickness, which is also related
to motion sickness, disorientation seems to be prevalent compared to oculomotor symp-
toms and nausea, ranging from headache, sweating, and increased salivation to stomach
awareness and vomiting [LaViola Jr, 2000; Stone III, 2017]. Additionally, researchers have
extensively studied the causes of these effects, which some VR users seem to endure better.
For instance, the sensory mismatch theory [Oman, 1990; Reason and Brand, 1975; Stan-
ney et al., 1997] exposes the role of mismatches between observed and expected sensory
signals. But there are other theories to the cause of VR sickness, such as the poison theory,
which states that the illness would come from a biological defence to prevent us from being
in such a situation similar to when we digest toxic substances [Treisman, 1977]. There are
other popular theories, such as the postural instability theory, where the sickness comes
from our lack of natural strategy to comply and maintain stable postural stability [Riccio
and Stoffregen, 1991] or the rest frame theory, where the symptoms are due to response
to linear and angular acceleration detected by our ear and eyes [Virre, 1996]. Overall, cy-
bersickness depends on numerous requirements such as latency [McCauley and Sharkey,
1992], self-motion, visual display characteristics [Moss and Muth, 2011] and user expe-
rience [Gamito et al., 2008; Knight and Arns, 2006]. For instance, a larger field of view
can increase such symptoms when combined with motion or when heavy latency induces
a sensory mismatch. On the whole, Reben et al. refer to these factors of cybersickness as
design factors, displays and rendering modes.

In our work, we placed some attention to the system’s latency and the overall VR
performance to avoid any cybersickness and breaks in Presence. The reason for this focus
is that populating an audience with intelligent virtual characters can drastically reduce
VR performance. A drop in the frame rate due to a longer rendering time can lead to
cyber sickness. For this reason, the VR community provides guidelines to avoid such
drawbacks,e.g. HMD manufacturers recommend having an average frame rate above 60
frames per second (FPS) and a maximal 20 milliseconds motion-to-photon latency [Oculus
VR LLC, 2017].

Therefore, it is essential to design a VR application by considering the cost virtual
humans have on the system. The rendering time is longer because VR technology needs
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multiple view-ports. VR applications traditionally use a two-pass stereo rendering where
all virtual entities are rendered for one eye and then for the second one, or with a single-
pass stereo rendering where each entity is rendered on each eye one after the other. Thus,
drawing detailed virtual humans can be harmful to performance due to the approaches to
rendering a stereoscopic view. Unfortunately modern rendering techniques based on fovea
to reduce the pixel density and reduce the rendering time are not yet available [Matthews
et al., 2020]. The following section tackles the users’ representation, which is of primary
importance to elicit the feeling of presence as well.

2.3.2 Embodiment and Avatars

In section 2.2.1, we highlighted the importance of body representation for the feeling
of presence to root the user in the virtual environment. Therefore, this section introduces
the concept of embodiment and how VR users’ avatars play a role in the users’ perception
of themselves and increase the feeling of presence and immersion.

The term avatar refers to the virtual body representation of the user [Biocca, 1997],
and the role it has in VR applications is crucial for users. The avatar is the user’s alter-
ego in the virtual world one owns and controls. Avatars play a tremendous role in their
immersion into the virtual environment and are the medium through which they interact
with their surroundings. The concept of embodiment is of primary importance and refers
to notions from cognitive science questioning how the brain represents the body and
how it can be transformed under certain circumstances [Graziano and Botvinick, 2002;
Metzinger, 2009]. As for VR technology, Biocca, 1997 evidenced the relation embodiment
has with the users’ sensation of being located in the virtual environment to increase it. If
we look at the related literature, the embodiment is often associated with three notions:
the sense of self-location, agency and body ownership [Kilteni et al., 2012], which we detail
below.

Self-Location designates one’s spatial experience of being inside a body and does not
refer to the spatial experience of being inside a world from [Slater, Pérez Marcos, et
al., 2009]. It is a core aspect of bodily self-consciousness [Blanke, 2012], together with
self-identification [Serino et al., 2013] and first-person perspective [Blanke and Metzinger,
2009], which define the moment when one’s self matches with one’s body through a mental
construct in the same manner as in the rubber hand experimentation [Botvinick and
Cohen, 1998], where participants associate the rubber hand with their body schema. The
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self-location is more significant for an egocentric visual perspective than a third-person
point of view [K. M. Lee, 2004], especially when the virtual body matches the real one
and haptic or tactile interaction occur.

Agency refers to the sense of having precise global motor control, which includes the
subjective experience of action, control, intention, motor selection, and the conscious
experience of will [Blanke and Metzinger, 2009]. If the consequences of a movement do
not align with the user’s expectations (synchronous visuomotor correlation), it can disturb
the feeling of embodiment or the sense of being the cause of the action [Kilteni et al.,
2012]. Although when the virtual body differs from the real one, the embodied user can
tolerate a virtual space recalibration or motor learning [Clower and Boussaoud, 2000].
Moreover, it appears that high-quality tracking movements increase this feeling, therefore
to avoid the users feeling like passive observers, applications should provide avatars with
high interaction capabilities and good movement tracking [Argelaguet et al., 2016].

Body Ownership is associated with one’s self-attribution of a body [Tsakiris et al.,
2006]. Synchronous visuoproprioceptive correlations and morphological similarity condi-
tion this feeling, yet artificial bodies can elicit these feelings. The body representation
can alter the illusion of body ownership. Latoschik et al., 2017 studied avatar realism and
found that a realistic one evokes a greater virtual body ownership acceptance. Further-
more, in some applications, VR users conform to the behaviour they believe others would
expect them to have, depending on their avatar [Yee and Bailenson, 2007]. This construct
is called the Proteus effect and can lead to changes in the users’ behaviour when users
take over their avatar characteristics, e.g. altering the avatar’s gender [Slater, Spanlang,
Sanchez-Vives, et al., 2010] or skin colour [Peck et al., 2013] can modify users’ behaviour
and even temporarily change their body schema and self-image such as the body size
[Buche and Bigot, 2018].

Through these definitions, we can see the role of avatars in VR to root the users in
a virtual environment. These concepts define prerequisites for VR applications to let the
users thoroughly enjoy the VR experience. In the VR research field, the notions like the
feeling of presence characterise the user’s VR experience. They determine how great this
experience is for the user. Some of these concepts mainly rely on the user experience
with the virtual environment and the range of interactions with it, whilst some depend on
virtual characters’ behaviour and interactions with the user’s avatar to elicit other feelings,
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such as the feeling of co-presence. The following section will introduce this feeling and
develop its relationship with virtual humans.

2.3.3 Co-Presence

Co-presence depends on the others and the feeling of being with them. The term
"co-presence" refers to the feeling of presence when related to the perception of being
located with others in the same virtual environment. It was initially called social presence
and described as the sensation of being in the company of other people in the virtual
environment [Biocca et al., 2003]. The term "people" can refer to humans or artificial
intelligence embodying a virtual character. As with the feeling of presence, Social Presence
is a continuum in which others can be more or less present in the virtual environment
[Short et al., 1976].

Goffman, 1963 present co-presence as the consciousness of others conveyed by senses,
considering the body of others as a communication channel. Because the body can ex-
press rich communicative signals, co-presence occurs when people sense that they are close
enough to be perceived and aware of being perceived by others. Biocca, 1997 stresses the
importance of the sense of intelligence to increase this feeling when noticing behaviours
that suggest the presence of another intelligence, meaning that a behaviour showing a
human-like reaction increases this feeling. Similar definitions related to psychological in-
volvement refer to the concepts of intimacy, immediacy or mutual understanding. Where
immediacy is how intense and direct an interaction is between two persons [Mehrabian,
1972], and intimacy is a function of various parameters such as proximity, personal top-
ics of conversation, and nonverbal behaviour like eye contact and smiling [Argyle and
Dean, 1965]. Mutual understanding refers to the ability to make oneself understood in
an interaction lacking communicative signals [Savicki and Kelley, 2000], i.e. the perceived
similarity in emotions and attitudes, to measure social presence. A relatively recent defi-
nition from Palmer, 1995 of social presence involves behavioural engagement such as eye
contact, non-verbal behaviour or turn-taking. They emphasise interaction and interactiv-
ity through multichannel exchanges of behaviours that virtual humans can achieve from
within a VR environment.

Moreover, the technical prerequisites described in section 2.3.1, such as low latency
and a good head-tracking or a wide stereoscopic field of view, can significantly enhance
performances related to VR tasks [Steed et al., 2016] and communications between users
if added to a better sensation of immersion and natural interactions with the virtual
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environment or other users [Narayan et al., 2005]. Recent studies have explored how to
leverage rich social signals and behaviour in social VR applications to achieve feelings
of co-presence, immersion, and interaction by adding co-located characters and embodied
avatars for the user to interact with [Latoschik et al., 2019]. Their results indicate a positive
effect on the quality of user experience when the number of virtual characters increases.
These outcomes are decisive for virtual audience simulation applications populated with
virtual humans if provided with communicative capabilities.

2.4 Virtual Humans

When a program operates 3D-rendered characters, they are called virtual agents. In
some cases, virtual agents are able to simulate personalities or traits that users can recog-
nise [Cafaro et al., 2012]. Usually, they apply non-verbal behaviours like gaze direction or
facial expressions to display these emotions, but virtual agents can also gain from context-
related behaviours, the users’ interpersonal distance or natural language. Since cultural
background influences non-verbal behaviour, virtual agents can mimic certain non-verbal
traits [Ting-Toomey and Dorjee, 2018]. But there is more than just agents’ non-verbal
behaviour, e.g. some applications studying crowds use groups of virtual agents to simulate
navigation behaviours and social interactions in public spaces.

2.4.1 Crowd Simulation

Crowd simulation is distinguishable from virtual audiences by its focus on navigation
and the evaluation of a scenario [Ulicny and Thalmann, 2001], whilst virtual audiences
primarily focus on the communication and the emotions to display the reactions to the
user’s actions. Applications are often dedicated to a single crowd behaviour, and can
sometimes represent the crowd as a flow or a network [Chenney, 2004]. On the contrary,
systems simulating crowds’ individuals rely on rules-based and behavioural systems, like
in crowd behaviour simulation for training applications [S. Lee and Son, 2008; Pelechano
Gómez et al., 2005; Varner et al., 1998]. Thus, applications range from motion simulation
for architecture [Bouvier and Guilloteau, 1996], emergency evacuation conditions [Braun
et al., 2003; Thompson and Marchant, 1995] or even sociological simulations [Braun et al.,
2003].

In all of these applications, the main feature is the crowd’s motion, which is not of
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primary importance for virtual audiences. Yet there are critical characteristics that can
benefit audience simulation as well. Some systems examine how virtual humans should
respond to external events or other characters and what is the appropriate way to model
this perception for many characters [Niederberger and Gross, 2003; Ulicny and Thalmann,
2002]. Furthermore, a virtual audience simulation would focus on the characters’ expres-
siveness and would not refer to the same type of event or decision-making but rather to
emotional contagion and reactions to the user’s actions. There is another type of virtual
human, called embodied conversational agent, which has a high communication ability
and is very interesting for virtual audience simulation because they can express believable
emotions.

2.4.2 Embodied Conversational Agents

When equipped with language capabilities, these virtual agents form the subgroup
of embodied conversational agents (ECA). They blend natural language processing with
non-verbal behaviour simulation to mimic human-like communication. Unlike chatbots,
ECAs have a humanoid representation.

With natural language processing ability, ECAs can generate meaningful sentences. A
common way to proceed is to convert the user voice into text and then analyse its semantics
with a natural language processing service which feeds a second one able to generate a
sentence [Poggi et al., 2005]. Some ECA use context-based synthesis to generate dialogues
from past events, the agent’s future tasks, and the current state of the conversation
and to select the appropriate association of gesture and verbal answer [Morency et al.,
2005]. Niewiadomski et al., 2009 favour a planning system to anticipate the speaker and
listener’s intent based on audio and visual input from services detecting the speaker’s
facial expressions. But there are many approaches for language processing, e.g. Flipper
2.0 use a hierarchical tree-based structure to build conversation [van Waterschoot et al.,
2018], OpenDial uses probabilistic rules, and Pydial uses statistical networks to create
ontologies. Some others use machine learning techniques, such as Huang et al., 2019, who
use recurrent neural networks to generate conversations according to an annotated corpus.
These techniques can adapt the ECA’s behaviour, such as Dermouche and Pelachaud,
2019, who use Long Short-term Memory to adapt the agent’s behaviour regarding its
past actions and the user’s current behaviour. Various works implemented agents with
neural networks, e.g. to produce gestures from an input speech or from its semantics
[Kucherenko et al., 2019; Kucherenko et al., 2020].
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From these generated conversations, text-to-speech programs can read out loud the
answer with an appropriate turn-taking mechanism which a utility-based algorithm in-
spired by cognitive psychology models drives to avoid interrupting the speaker’s utterance
[Janowski and André, 2019]. For instance, Morency et al., 2006 preferred users’ eye ges-
tures during interaction to detect the moment when the user is waiting for the ECA to
take its turn.

Their 3D representation allows ECAs to convey more information by associating non-
verbal behaviours with text-to-speech. In a dialogue, the listener’s role is decisive in
bringing meaning to dynamic communications [Garrod and Pickering, 2004]. Moreover,
a conversation is not only a speech since multiple non-verbal behaviours come with the
interaction and are part of the communication process. Thus, nonverbal behaviour can
convey feelings, opinions or judgement representing the agent’s stance. Such behaviour is
studied to create a mutual posture for agents to share, for example, to display politeness or
agreement [Prepin et al., 2012]. At a lower scale, non-verbal behaviour or backchannels can
prevent virtual agents from freezing while listening to look more natural. These backchan-
nels can influence the user depending on the displayed behaviour [Bevacqua, Hyniewska,
et al., 2010] and convey a virtual agent’s interest in a conversation or its opinion towards
the speech [Bevacqua, Pammi, et al., 2010]. Yngve, 1970 defines backchannels as "non-
intrusive acoustic and visual signals provided during the speaker’s turn", e.g. a head nod
with a stressed "M-hm" to express the agent’s agreement. When voice and non-verbal
behaviours are associated with human-agent interactions, ECAs can simulate advanced
socioemotional behaviours, e.g. Potdevin et al., 2021 successfully built a tourism counsel-
lor with intimate behaviours, where others worked on empathy or the feeling of rapport
[Krämer et al., 2018; Lisetti et al., 2013].

Therefore, researchers use different approaches to model and implement the ECA’s
emotions. Ochs et al., 2008 provide a rule-based emotion model called SIP (Semantic-
Interpretation-Principal), inferring the user’s intention from dialogues and then inferring
the empathetic emotional attitude toward the user. With another method, K. Anderson
et al., 2013 used the Greta agent too but modelled its emotions with a multi-dimensional
emotional one to create the agent’s mood. It uses physiological signals from the users’
body language, such as their gestures or posture and measured stress, with Bayesian
networks to adapt the ECA’s signals to display.
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2.4.3 Virtual Agent Believability

A central concept for virtual human design and even more for ECA is believability.
A virtual human is not considered believable only due to a realistic physical appearance
but thanks to the emotions and personality they convey [Aylett, 2004; Lester et al.,
1997]. A shared definition is that "believable" means "to accept as real", i.e. that the
virtual human’s "actions and communication ought to appear similar enough to those
of real people" [Allbeck and Badler, 2001]. Thus, a virtual agent’s behaviour must be
consistent regarding its appearance, non-verbal behaviour and speech in the case of ECA
[De Rosis et al., 2003]. Moreover, De Rosis et al., 2003 state that in the context of ECA, a
believable agent must manage its behaviour according to the ongoing interaction. To echo
the appraisal theories, Becker et al., 2005 stress the importance of virtual agents to adapt
to the situation for the users to perceive them as more "human being-like". For instance,
Niewiadomski et al., 2010 evaluated a virtual assistant’s believability and evidenced that
its behaviour should be "socially adapted" regarding the socio-cognitive factors of warmth
and competence. These results testify to the complexity of evaluating virtual agents’
behaviour regarding the number of parameters involved in the perception mechanism.
Hence, most existing applications are tightened to a given domain and specialised for a
specific context.

For instance, ECAs’ complex abilities to display believable behaviours are applied
to healthcare applications to back medical decision support [DeVault et al., 2014] or to
coaching applications for job interview simulation [K. Anderson et al., 2013]. In a totally
different context, agents or bots populating video games must be believable to provide en-
gaging and human-like opponents to players, but the game characteristics define the bots’
believability and not their socioemotional behaviours. Even et al. highlighted the impor-
tance of the judge’s experience to evaluate the agent’s believability which in their case was
first-person shooter games. These results testify to the implication contextual behaviours
have on agent believability perception. However, in these applications, the users do not
share the virtual environment with the agents, unlike to virtual reality applications where
users embody their own virtual human and can interact with their environment and the
virtual agents. Yet, they convey rich social signals and express complex emotions through
verbal and non-verbal behaviour and can significantly improve the user experience and
performance, as explained in section 2.2.1. Therefore, the following section 2.5 introduces
the theories of emotion perception and their implementation in behaviour models are
discussed.
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2.5 Emotion Perception

In the section 2.2.1, we emphasised the role the feeling of presence and co-presence can
have on VR users. It is worth studying emotions perception and how rich social signals
and interactions between virtual humans reinforce the co-presence.

2.5.1 Perception Theories

There are multiple emotion models with various approaches for virtual agents to com-
municate emotions. Unlike research about embodied conversational agents, we do not
focus on verbal communication but only on non-verbal modalities since the audiences are
primarily silent when listening and not engaged in a conversation. A way to work with
these emotions is to use models that can be categorised into three groups: categorical,
dimensional and appraisal-based [Gunes et al., 2011].

A mainstream categorical one is from P. Ekman and his colleagues, in which they
gather a collection of facial expressions that can elicit basic emotions. It regroups fear,
anger, disgust, sadness, contempt for the negative emotions and amusement, pride in
achievement, satisfaction, relief and contentment for the positive ones [Ekman, 1999; Ek-
man and Friesen, 1975]. This model stresses the difference in the appraisal that might exist
between positive and negative emotions and distinguishes emotions from affective phe-
nomena, i.e. using the term "basic" with a list of characteristics to discriminate them, such
as the duration, the distinctive physiological signals or if it is present in other primates
[Ekman, 1999].

In contrast to categorical models, continuous models map an individual’s emotional
states along dimensions [Mehrabian, 1996]. It favours complex and multi-modal non-verbal
signals to reflect the complexity and subtlety of affective states. A central model is the
"Circomplex of Affect" from Mehrabian, 1972 presumes that each basic emotion represents
a bipolar entity being a part of the same emotional continuum. This model proposes a dyad
to describe emotions through the Valence and the Arousal, respectively opposing pleasant
against unpleasant and relaxed against aroused emotions. Hence, its representation places
emotions along these axes on a graph ranging from −1 to 1, as in Figure 2.1. Another
continuous model is the PAD for pleasure-arousal-dominance, which places emotion within
a 3D space adding the dominance – submissiveness axis, see Figure 2.2.

36



2.5. Emotion Perception

Figure 2.1 – The Circumplex of Affect from James A. Russel [Russell, 1980]
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Figure 2.2 – An example of a PAD representation where facial expressions are mapped
accordingly from Heudin, 2004

In the research for a complete description of affect and emotion perception, models
can add a fourth or even fifth dimension to include expectation [Fontaine et al., 2007]
and intensity [Grandjean et al., 2008]. Such a model uses appraisal theories that state the
importance of the evaluation and the interpretation of an event to explain an individual’s
emotions [Roseman, 1991], i.e. it takes into account internal and external states [Scherer
et al., 2001].One can say that the event’s subjective evaluation in relation to the agent’s
goals and needs is responsible for emotion. This approach remains complex to implement,
especially because emotional processes are elicited and dynamically patterned as people
continually and recursively appraise behaviours or events [Sander et al., 2005]. However,
it can be reduced to a dimensional model like virtual audience continuous models [Ortony
et al., 1988] and then implemented for ECA to display emotions from a low-dimensional
model [Ochs et al., 2005].
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2.5.2 Multi-modal Signals

Previous works provide various approaches to modelling emotional perception and
offer convergent proposals for the visual signals involved in these emotions. Facial ex-
pressions are the most shared non-verbal behaviours among these models. For example,
categorical models like Ekman, 1999 express feelings through discrete facial expressions,
whilst continuous models depict the relationship between emotional dimensions, e.g. va-
lence and arousal. Moreover, these models include head movements and posture to refine
their set of behaviours to display emotions [Lhommet and Marsella, 2015]. For instance,
studies consider posture as a static behaviour where the orientation is crucial to describe
openness or closeness [Mehrabian, 1972] and can be completed with the trunk lean [Har-
rigan, n.d.]. When a movement conveys communicative information, intentionally or not,
the term gesture describes such a movement. In the same fashion, studies evidenced the
role of each non-verbal behaviour, such as head movements which can be associated with
different emotions, whether with dominant or inferior emotions [Mignault and Chaudhuri,
2003] or with positive and negative ones [Gunes and Pantic, 2010].

It is worth mentioning the backchannels that are powerful multi-modal behaviours
conveying rich emotional signals. These behaviours are tremendous for ECA to "exhibit
appropriate behaviour while speaking and listening" [Bevacqua, Pammi, et al., 2010]. The
term backchannel has been introduced to describe "non-intrusive acoustic and visual sig-
nals provided during the speaker’s turn" [Yngve, 1970]. These signals provide primary
communicative functions during a conversation, such as attention, interest or attitude
toward the speaker [Allwood et al., 1992; Poggi, 2007]. Yet, there are massively used
with ECAs to increase their range of emotions during conversations. Still, since a vir-
tual audience is in a listening situation it is interesting to keep in mind backchannel
showing agreement, interest or understanding signals like a head nod associated with a
para-verbal "mmhmm" [Bevacqua, Pammi, et al., 2010]. Interestingly virtual audience be-
haviour models are extensively inspired by these models and perceptual studies and thus
strongly influence their implementation.

2.6 Virtual Audience Behaviour Models

Since virtual humans populate virtual audiences, the same models and approaches
condition their build, implementation and evaluation by nature. In the same way, as in
the previous section, the model depends on the perception theory employed. Hence, we can
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find the three same approaches inspired by categorical, dimensional and appraisal-based
models.

2.6.1 Knowledge Based Models

The most common approach regroups categorical models and those based on heuristics
built from the professionals’ expertise. Models tighten to a specific application domain
rely on experts’ knowledge of the given discipline, such as lecturers for a classroom simu-
lation [Lugrin et al., 2016] or therapists for public speaking anxiety [Kahlon et al., 2019;
Lindner et al., 2021]. This method is compatible with categorical theories and can be
used to design behaviour models [Fukuda et al., 2017]. Thus, the resulting models give
some space to domain-specific behaviours since they are dedicated to given situations,
e.g. students falling asleep to depict a bored audience. It is the case in the Breaking Bad
Behaviour application [Lugrin et al., 2016], where such disruptive behaviours are triggered
to display different level of discipline. Delamarre, 2020 proposes another classroom man-
agement training system to drive the virtual audience behaviour according to scenarios
designed by experts in classroom management. Education experts provided a list of sce-
narios from which they could extract non-verbal behaviours classified into three groups
(neutral, off-task and aggressive behaviours) subdivided into low and high intensity be-
haviours [Delamarre, 2020, page 65]. A slightly different method is asking the final users
to validate the behaviours. Kahlon et al., 2019 developed a scenario that inspired multiple
culturally and age-appropriate Norwegian classrooms and adjusted their behaviours after
feedback from testing by four Norwegian adolescents.

Nevertheless, all these applications require experts to validate the virtual audiences,
whether in educational applications [Delamarre et al., 2021; Lugrin et al., 2016], therapeu-
tic applications [Lindner et al., 2021], or when aiming for commercial use [Ovation 1 VR-
Speaking, LLC, 2022]. The resulting models are specialised, and only experts’ inputs can
extend them. Moreover, since this approach is categorical, it does not provide fine-tuning
of the audience. This method results in neglecting a wide range of non-verbal behaviours
and backchannels, e.g. behaviour frequency, phatic expressions, gesture and their blending.

Unlike the categorical approach, dimensional models offer to parameter the audience to
associate various non-verbal behaviours and build more complex ones to vary the perceived
audience’s attitude. Since no experts validate the model, they need to run perception

1. Ovation Application, https://www.ovationvr.com/, [Accessed March 29, 2022]
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studies to evaluate the resulting audience. The following sections provide insight into two
methods to build and assess dimensional virtual audience behaviour models.

2.6.2 Behavioural Styles

To start with, the works of Ni Kanga, Willem-Paul Brinkman, M.Birna van Riemsdijk,
and Mark Neerincx [Kang et al., 2016; Kang et al., 2013] provide a solid ground for
the configuration of virtual audience behaviours according to various styles and different
dimensions to model the users’ perception. These studies bring two interesting results
about the users: the first is their ability to differentiate audience attitudes and the second
is their ability to notice a different level of arousal and valence.

Background

The motivation for this research was to create a model which can generate a virtual
audience that is realistic, adaptable and expressive to display different attitudes [Kang
et al., 2013]. To do so, Ni Kang and her colleagues created a parameterised behaviour
model they implemented following the architecture introduced by Norvig and Russel,
2002, which divides it into three modules, the mind, the perception and the behaviour
module. Two approaches were available to design such a system: the first was to use the
existing theories on behaviour generation consisting of extracting the information from
the literature, and the second was the statistical approach where the behaviour model
relies on real-life observation information. Different studies used the theoretical approach
in which the literature, cognitive psychology theories, and expert knowledge about the
application contexts are used to establish the procedures to generate the appropriate
behaviours. This is the case in Bevacqua et al., 2012, where behaviour rules implement
an embodied conversational agent, or in Lugrin et al., 2016, where the virtual audience is
designed based on expert knowledge to simulate classroom behaviour. As for the statistical
analysis, models try to predict virtual agents’ behaviours [Chollet, Ochs, et al., 2014]. At
that time, Kang et al., 2013 built a statistical audience behaviour model based on real-life
observations.

Perception Studies

To build their nonverbal behaviours library, Kang et al., 2013 observed a real-life au-
dience and coded their non-verbal behaviour depending on four types of presentation and
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different questionnaires. The four types of attitudes were positive, neutral, bored and
critical. Each presentation had a different topic, ranging from software design to philoso-
phy. Only PhD students attempted the presentations, so the observed audience was only
based on students’ behaviours and no other socio-professional category. In the positive
condition, spectators had rewards to motivate them, whilst in the critical, the audience
received complaints about PhD work and behaviour. After annotating the videos, they
linked behaviours to moods or personalities with two standardised questionnaires. First,
they used the SAM questionnaire to correlate behaviours with three emotional dimensions,
valence, arousal and dominance and then the IPIP-NEO to measure the Big Five person-
ality traits (extroversion, agreeableness, conscientiousness and neuroticism). Finally, they
designed a statistical model that generates parameterised audiences to display various
attitudes based on the subjective data extracted from the questionnaires.

This model requires a perception evaluation to confirm the correlation between be-
haviours, mood and personality hence investigating if the participant can perceive different
attitudes and how to discern the model’s dimension, e.g. valence, arousal and neuroticism.
Kang and her colleagues generated different audiences to include all parameter variations
to know if changes in the nonverbal behaviours were significantly perceived and correctly
associated with these dimensions. The statistical analysis reveals that users can signifi-
cantly recognise different attitudes with free description, but results cannot confirm they
can still identify them when manipulating the model’s parameters. At this point, the lack
of facial expressions and the observed interaction between valence and arousal can explain
the study’s limits.

Therefore, they conducted a second study to investigate this specific point and further
detail how participants perceive five audience categories with a neutral attitude as a
baseline [Kang et al., 2016]. These audience settings were related to explicit contexts
such as lectures, business proposals, budget cuts, not-funny shows and more, clustered
through statistical analysis. As a result, different levels of attentiveness were significantly
perceived. Finally, thanks to these analyses the new statistical model was evaluated and
provided valuable results regarding the postures, the frequency of body movements and
reactions to disruptive events. The benefits are twofold: the studies provide insight into
the user perception of audience attitudes and a first parameterised audience behaviour
model. Even if this model is detailed enough to generate different attitudes it is still
unclear how they are perceived in VR.

42



2.6. Virtual Audience Behaviour Models

2.6.3 Crowd-sourced Model

To follow up with these perception studies, Chollet and Scherer, 2017 proposed another
model built on the literature and then evaluated it with a statistical approach. They also
submitted a valence arousal model since Kang et al., 2016 showed that it is possible to
recognise different attitudes according to these two dimensions. Their strategy was to use
a statistical approach to evaluate the model upon crowd-sourced data.

Background: This research aims at providing insight into the impact the audience’s
non-verbal behaviours have on the user perception and how spectators individually influ-
ence the overall attitude. Such understanding of the audience perception allows for de-
veloping a model with nonverbal behaviours fine-tuned to generate the desired attitude.
They decided to use a web interface to collect crowd-sourced data and let the participants
design the behaviours by manipulating different parameters, comparably as in Ochs et al.,
2013.

Methodology With this web interface, participants could design an agent’s behaviour
according to a paired value of valence and arousal through seven nonverbal parameters
extracted from the literature:

— Posture
— Facial Expression
— Face Frequency
— Head movements
— Head Frequency
— Gaze
— Gaze away Frequency
The valence and arousal dimensions were respectively described as the opinion and

the engagement toward the speech or the speaker. Each of these parameters had multiple
choices: rarely, sometimes and often for the behaviour frequencies and rarely, about half
the time, most of the time and always for the gaze away frequency. The facial expressions
and head movements included a "none" item to consider the absence of behaviour and
comprised the smile, frown, eyebrows raised for the facial expressions and nod and shake
for the head. As for the posture, they were composed of two elements to make six unique
ones. The first component is the agent’s relaxation, and the second is how lean the agent
was, which gives three possibilities, backward, upright and forward and six arms position,
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hands behind the head, arms crossed, hands-on lap, self-hold, chin on fist and hands
together. Hence, participants were able to design the behaviour of a single agent and thus
investigate the influence of these two dimensions and how these nonverbal behaviour are
associated with them.

They designed another web interface where users had to identify the audience’s state
by rating it through five-point scales, i.e. one for the valence and one for the arousal. The
motivation was to confirm their model’s correctness through a second crowd-sourcing
campaign. Besides, they investigated how the audiences were perceived, depending on the
number of virtual spectators that display a particular behaviour, and if they can predict
the engagement and arousal scores of a virtual audience from the displayed nonverbal
behaviours.

Crowd-sourcing Perception Study: Results provide rich details on how virtual au-
diences are perceived. It first reveals how a higher arousal value leads to more frequent
behaviour and closer postures, whilst valence is associated with nonverbal behaviours like
frowning for the negative valence and smiling for the positive one. For instance, the gaze
away frequency is the most influential behaviour regarding the perception of the audi-
ence’s engagement, while head movements seem to be the most influential behaviour for
the perception of the audience’s opinion. Mathieu Chollet and his colleagues evaluated
the model for an audience of 10 agents placed in two rows.

For this configuration, the location of individual agents had no significant effect on
the users’ identification rate. Finally, the perceived audience’s attitude varied depending
on the number of agents displaying a specific behaviour. For a given ten agents virtual
audience, three agents showing a negative behaviour will likely trigger the perception
of a negative audience, whereas the threshold goes up to 6 agents displaying a positive
behaviour for the perception of a positive audience. To perceive the audience’s engagement
from at least four virtual spectators displaying a given level of engagement among the ten
agents. Nonetheless, three different facial expressions, two types of head movements and
six different postures are sufficient to allow a user to perceive different audience attitudes.
These behaviours remain generic since they did not evaluate this model for a specific
context. On this account, the statistical analysis provides enough information to design
virtual audiences based on different levels of valence and arousal but also indicates how
changing one agent’s behaviour at a time can alter the attitude. With this study, they
also detailed how contradictory behaviours are perceived and how prominent behaviours

44



2.6. Virtual Audience Behaviour Models

affect the global perception of the audience. For instance, behaviour signals related to
negative valence seem to be twice as influential as positive ones. Finally, it appears that
agents’ location in the audience does not significantly influence the user perception, whilst
the proportion of agents with congruent behaviour with the intended generated attitude
seems to be related to the capacity to recognise the audience’s attitude. Table 2.1 and
Table 2.2 list the non-verbal behaviours of Chollet and Scherer, 2017 and Kang et al.,
2016 according to different levels of Valence and Arousal.

45



Part
,C

hapter
2

–
State

ofthe
A

rt

Table 2.1 – Summary of the non-verbal behaviours used in Kang et al., 2016’s model.

Posture Facial Expressions Gaze Away Direction

Valence
Negative

Hands open on desk;
one hand touching or holding the other hand;
standard position, both feet flat on the floor;
leg joggling or tapping on the floor;
with more frequent posture shifts

Lip Corners down; inner brows down

Neutral

Clenched hands resting on desk;
hands open on desk one hand touching the neck,
with the other resting on the front torso;
folded arms

No facial expression

Positive

Supporting the head;
one or two hands tap on the desk continuously;
crossed or twisted legs;
with less frequent posture shifts

Smile (mouse close) with lip corners up

Arousal
Low Torso forward Lowered head Upright, lowered head, tilted head
Medium Torso backward; Upright, tilted position, facing the front

High Torso upright; torso forward;
torso backward Upright

Table 2.2 – Summary of the non-verbal behaviours used in Chollet and Scherer, 2017’s model.

Posture Head Movement Facial Expressions Gaze Away Direction

Valence
Negative Closed postures Shakes Frowns
Neutral Upright Eyebrows raising
Positive Relaxed postures Nods Smiles

Arousal
Low Low postural proximity Low frequency Low frequency High gaze aversion frequency
Medium Medium postural proximity Medium frequency Medium frequency Medium gaze aversion frequency
High High postural proximity High frequency High frequency Low gaze aversion frequency
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With an overview of different theories (Section 2.5) and approaches to model virtual
audience it is also interesting to review how they are implemented for different virtual
reality applications. Therefore, the next section 2.7 will provide a non-exhaustive intro-
duction to the different application domains for virtual audience simulation in VR and
the limitations they bring.

2.7 Applications Domains

The simulation of virtual audiences remains complicated, generally speaking, for all
virtual humans. It is particularly true since their behaviour modelling implies considering
many socio-cognitive, cultural and contextual criteria. Hence, depending on the applica-
tion domain, studies focused on specific features for virtual audiences to fulfil particular
purposes.

2.7.1 Virtual Reality Exposure Therapy

The ability VR applications have to help and assist therapists in psychological dis-
orders treatment is now studied for nearly thirty years since the first controlled studies
in the early 90s [Williford et al., 1993], and the first study investigating VR effectiveness
with social phobia from North et al., 1998 VR seems to reproduce similar results as in
exposure therapy. This method consists of repeatedly exposing a patient to varying de-
grees of a feared stimulus to modify a behavioural or cognitive response [P. L. Anderson
et al., 2005; Rothbaum et al., 2000]. For this promise to hold for VR applications where
the social aspect is key such as public speaking anxiety treatment, fine control of stimulus
is paramount for rooting the user in the virtual scene and providing therapeutic virtual
environments. As such, the feeling of presence or telepresence was already recognised to
be a key factor of VR exposure therapy [North et al., 1998; Pertaub et al., 2002; Slater
et al., 2006]. Hence, it led to the study of VR therapeutic intervention for fear of public
speaking [Slater et al., 2006] where a particular focus was put on the patient’s response
to the virtual audience’s behaviour which evidenced that VR users are affected by the
different types of virtual audiences. This ’presence response’ refers to experienced anxiety
by a patient within the virtual environment when sufficiently similar to a real-life experi-
ence in a comparable situation [Slater et al., 2006]. Therefore, if virtual audiences provide
interpersonal interaction as well as a sensory awareness of the agents or other users the
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feeling co-presence can be elicited [Slater et al., 2000].

Moreover, one of the main advantages of using a virtual environment is its ability to
reproduce situations that are almost unfeasible or unsafe during in vivo simulation. A
VR application provides an ecological environment that empowers therapists with fine
control over the fear stimulus, like in acrophobia therapy where it is unfeasible and un-
safe to practise on top of a building. Such a virtual environment supplies the therapists
with stronger stimuli which can enhance the desensitisation due to their greater intensity
[Williford et al., 1993]. For instance, with the fear of public speaking, gathering a crowd in
an auditorium is barely feasible for successive therapy sessions, even if we do not consider
the fact that some patients are not willing to participate in group therapy as well as the
difficulty to control the crowd’s behaviour and feedback [P. Anderson et al., 2003], i.e. the
stimulus to which the patient is exposed.

Since then, various studies explored how different application domains could benefit
from the same effect. Slater, 2009 summarised it as if you feel that what is happening in
the simulation is happening to you, hence you are more likely to respond as if it were real.
Therefore, multiple studies investigated how this can be transferred to other applications
like training ones. In the context of this thesis, because the range of studies regarding
VR exposure therapy is widespread, we narrow down the focus on social simulation ap-
plications, such as those for public speaking training or public speaking anxiety (PSA)
therapy.

For instance, in cognitive-behavioural therapy, PSA is defined as a social anxiety
disorder expressed by the fear of negative evaluation of others in social situations and
feeling embarrassed or humiliated [American Psychiatric Association, Association, et al.,
2013]. The use of virtual agents as a media to mitigate PSA [P. L. Anderson et al., 2013;
Wallach et al., 2009] or to improve public speaking skills [Batrinca et al., 2013] became
commonly used with VR. The reason is that virtual audiences can elicit stress or anxiety
similar to a real audience and can be used in a training system [Kelly et al., 2007].

Hence, therapeutic or training systems require the VR environment to be populated
with groups of virtual spectators like in public speaking skills [Batrinca et al., 2013;
Chollet, Sratou, et al., 2014], audience management training [Delamarre et al., 2021;
Fukuda et al., 2017; Hayes et al., 2013; Lugrin et al., 2016; Shernoff et al., 2020], or forms
of social anxiety disorders treatment applications [P. L. Anderson et al., 2013; Kahlon
et al., 2019; Wallach et al., 2009].
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2.7.2 Virtual Reality Training Application

The key feature remains the virtual audience’s behaviour that is supposed to elicit the
user’s response, i.e. the stimulus. Hence, in these studies and applications, the behaviour of
the audience is manipulated so that virtual agents display various attitudes. For instance,
to elicit anxiety in public speaking training and therapeutic applications or to match a
specific situation for the user to face during a training session.

2.7.3 Virtual Audience Controls

Different techniques are used to represent and control the VA. One approach for rep-
resenting the virtual audience is to use videos that can be embedded into the virtual
environment or directly displayed as immersive content. In this configuration, the video
clips change to display a different agent behaviour [Gallego et al., 2011; Klinger et al.,
2005,Ovation 2]. It implies having video records for each behaviour a spectator can dis-
play, this is why this kind of representation will not be further described in this chapter
since it mainly relies on huge libraries of behaviours actors have played that are then
displayed on a screen. In fact, this might be very expensive and time-consuming to film
actors compared to software-generated animations. Thus, the second approach is to use
3D models animated by a script, e.g. within a game engine. Still, whether or not it relies
on 3D models or videos, both are meant to display virtual agents’ non-verbal behaviours.

There are several challenges in the design of social skills training or PSA treatment
systems including interactive virtual agents. A critical one is to control a virtual audience
to follow a training plan, whilst allowing it to react to the user’s behaviours and interac-
tions. As an example, behaviours models like those introduced in the previous section 2.6
provide exhaustive tools but require to be compatible with instructors requirements.

Wizard Of Oz Applications

A significant limitation of existing systems is their tendency to rely on a Wizard of
Oz (WoZ) approach to drive the audience in reaction to the user’s performance [Fukuda
et al., 2017; Harris et al., 2002; Pertaub et al., 2002]. For instance, Chollet et al., 2015
used a WoZ method to provide the speaker’s performance input to the system and adapt
the virtual audience behaviour according to such data. In Breaking Bad Behaviours, an
instructor drives each virtual agent’s behaviour to tailor it to the trainee’s actions at

2. Ovation Application, https://www.ovationvr.com/, [Accessed March 29, 2022]
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run-time [Lugrin et al., 2016]. Such systems seem to elicit a heavy cognitive load for the
instructors when it comes to following a classroom strategy and manually authoring each
virtual agent [Mouw et al., 2020]. These applications always face the same limitation: they
require a human in the loop or an expert to feed the application with relevant data to
adapt the ongoing simulation, i.e. the audience’s behaviour.

Autonomous Applications

On the opposite, Delamarre et al., 2021 provide another classroom management train-
ing system to drive virtual audiences’ behaviour according to scenarios designed by experts
in classroom management. As a result, because the virtual audience is scripted, it has no
scenario flexibility and might suffer from simulation repetitiveness, but it provides a high-
level authoring tool for users without knowledge of scripting languages. Models analysing
the VR users’ behaviour and actions can drive such a fully autonomous system to adapt it
to the virtual audience [Chollet et al., 2022]. Both designs commit to the system’s ability
to successfully adapt the VA’s behaviour to the users’ actions. Applications like CICERO
continuously adapt the VA’s attitude and perfectly suit training applications that aim at
completing traditional teaching or personal training. But it comes at a price [Batrinca
et al., 2013]: first, it relies on physiological data and audio or video recording, which can
be invasive, expensive and complex to manipulate. Then, it removes the experts from the
training supervision. Therefore, such a system does not suit the therapeutic applications
we are aiming for, where replacing tutor expertise with an autonomous component is not
desirable, e.g. VR therapy and training could need real-time adjustments and tempo-
rary fine control of the environment. As far as we know, there is not yet an application
that successfully combines AI-driven applications with therapeutic scenarios and experts’
direct intervention.

2.7.4 Synthesis

The sections 2.7 above highlight the potential VR applications have for therapeutic
and training systems with an interest in social applications.We have seen that the sim-
ulation of virtual audiences is a key feature and that various solutions already exist to
simulate complex audience behaviours. We focused on the behaviour models, which offer
several behaviours and interactions modelled via dimensions and representative variables.
These models generate immersive virtual environments populated with believable virtual
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agents. However, they do not necessarily have VR evaluations, which could lead to differ-
ent perceptual results. Their implementations are not available, and none of the mentioned
applications provides a generic architecture for the design of therapeutic or training ap-
plications. We featured two types of approaches, which both have issues regarding virtual
audience behaviour control. WoZ and autonomous systems are complementary, but appli-
cations like the IVT-T provide high-level controls with autonomous scenarios [Delamarre
et al., 2021], whilst WoZ applications benefit from live interactions and modification of
the virtual environment from the experts like in Breaking Bad Behaviours [Lugrin et al.,
2016].

This research project faces common issues related to VR applications’ scalability,
model implementation and technical requirement for end users. Consequently, this project
has mandatory challenges to solve. Thus, our research focuses on designing an efficient
behaviour model with rich communicative capacities evaluated in VR and its validation
within VR applications by professionals regarding its acceptance and usability.

2.8 Conclusion

In this chapter, we set forth the research problem this thesis tackles regarding the
design of a virtual audience, notably by its non-verbal behaviour and how it is perceived.
We first introduced the concept of a virtual audience by providing a wide definition
of all the notions related to virtual humans simulation and VR such as the feeling of
presence. From this section, we expressed the challenges and key features to simulate
virtual audiences in VR.

Another challenge studied in the second part is the simulation of expressive agents and
how the VR users perceive their behaviour. We had a specific interest in virtual audience
models and the different methods used to model non-verbal behaviour and how they are
evaluated. Thus, we highlighted the need for further VR perception studies to confirm
prior works.

Finally, in the last section, we pictured all these issues through multiple training and
therapeutic systems implementing virtual audiences in VR that all suffer from limitations
due to the audience controls. Therefore, the following chapter will present the technical
approach used to design a virtual audience and provide an efficient animation pipeline
which was the foundation for our research to build and study our behaviour model in VR.
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Chapter 3

AMBIANCE BEHAVIOUR MODEL

3.1 Introduction

In chapter 2, we listed the requirements and features for virtual audience simulation
in VR. We particularly focused on two virtual audience behaviour models from Chollet
and Scherer, 2017 and Kang et al., 2016, which provide rich social signals according to a
dimensional approach to emotion perception. We also described performance requirements
for VR applications to simulate audiences without decreasing the user experience.

These models use valence and arousal as dimensions, which respectively represent the
opinion and the engagement towards the speech and the user. Various user evaluations
provide nonverbal behaviours according to valence or arousal. For instance, the spectators’
gaze away frequency is linked with the arousal and the type of head movements and facial
expressions to the valence. Together with these behaviours, the models provide more
insight into the audience design and perception, e.g. the significance of each behaviour for
user perception or the proportion of spectators with a congruent behaviour for the user
to recognise the attitude.

In this chapter, we describe how we used these models to build ours. It relies on the
same two dimensions but with the specificity that it models the audience’s behaviour
from a given attitude. The resulting model called AMBIANCE (Attitude Model defining
the Behaviour of Individual AgeNts for Constructing audienCEs) aggregates VR user
perception studies’ results to match with a set of five attitudes, i.e. bored, indifferent,
critical, interested and enthusiastic. This model’s novelty lies in regrouping nonverbal
behaviours under attitudes to ease the AMBIANCE integration and control in various VR
applications. Finally, this chapter ends with a section describing the model implementation
in a game engine and providing more insight into its operating principle.
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3.2 The AMBIANCE Model

The work from Chollet and Scherer, 2017; Kang et al., 2016 evidenced that people can
tell apart different audience attitudes, how to generate these attitudes and how the non-
verbal behaviours are associated with them. Both models use the Valence and Arousal
dimensions to associate diverse behaviours with a paired value of opinion and engagement.
While the approach and the methodologies used differ from one study to another, they
provide similar or complementary results. Thus, we decided to use a slightly different
method and build a model by formalising the results from both Kang et al., 2016 and
Chollet and Scherer, 2017.

3.2.1 Valence-Arousal Model

The AMBIANCE is a continuous two-dimensional Valence-Arousal model, which groups
non-verbal behaviours related to the same attitude. We built behaviour rules to generate
audience attitudes from valence-arousal pair values ranging from low (bored, impatient)
to high (interested, enthusiastic). These rules use probabilities to gather a behaviour with
an attitude from Kang et al., 2016’s studies. Then by formalising the results and guidelines
from Chollet and Scherer, 2017’s statistical analysis, we linked the previous behaviours
and attitudes to the corresponding rules. Thus, we designed the AMBIANCE’s rules to
be compatible with the most detailed results, i.e. to take into consideration all kinds of
behaviours and their variations. Chollet and Scherer, 2017 online studies’ results provide
different parameters to model the generated attitude and measure the perceived opinion
and engagement. They also give insight into how users perceive the entire audience, such
as the proportion of agents needed to display an attitude and how frequently agents should
display their behaviours. Thus, we grouped the behaviours for a given pair of valence and
arousal, which results in a minimal and maximal frequency for each behaviour (arousal)
and a condition on the proportion of agents displaying the same type of behaviour (va-
lence). As in both models, we clustered the non-verbal behaviour in types which merge
into four: firstly, postures which include the torso, the legs and the arms movements,
secondly head movements which are non-verbal backchannels like nodding or shaking the
head, thirdly the facial expressions and fourthly the gaze to determine whether or not
virtual spectators look at the speaker.

Then, these clustered behaviours are expressed in the form of a set of user-customisable
rules. A rule is a series of parameters describing a nonverbal behaviour that can be applied
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to the audience’s virtual agents. An audience’s attitude is therefore specified through rules.
Rules are divided into categories corresponding to model’s nonverbal behaviours (posture,
gaze, head movement and facial expression). A rule follows the following format:

rulex(Type, Frequency, Proportion) (3.1)

where x is the nonverbal behaviour category of the rule (eg. posture, gaze), Type a pre-
defined parameter characterising the nonverbal behaviour in the category, Frequency

how often the behaviour is displayed for each active agent, and Proportion the number
of agents in the audience which will be actively displaying the behaviour. An example of
a rule for the facial expression category would be:

ruleF acialExpression(Smile, 0.5, 0.7) (3.2)

This can be read as 70% of the agents smile 50% of a given period. Hence, the overall
virtual audience’s attitude is an aggregate of each nonverbal behaviour which are allocated
to the virtual agents. The rest of the virtual audience’s agents which are not affected by
any of the rules can either keep their current nonverbal behaviours or can be assigned any.
However, the model should prevent contradictory nonverbal behaviours to be associated.
It can lead to ambiguous agent behaviour, e.g. to prevent agents to smile and shake their
heads at the same time or to nod while gazing away from the user. These sets of rules can
also include more than one rule per category and can for instance trigger three different
rules for the posture which would allow more complexity and variations in the agents’
behaviours.

3.2.2 The AMBIANCE as a Sum of Behaviours

In a nutshell, an attitude is the sum of applied behaviour rules, which when imple-
mented combine any set of given rules into audience animations. Thus, the attitude is
composed of two types of rules, the ones regarding the nonverbal behaviours (see Equa-
tion 3.3) and those to keep the audience’s behaviour coherent with respect to the attitude
to display (see Equation 3.4).
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ruleF acialExpression(FacialExpressionTypes, Frequency, Proportion)

ruleHeadMovement(HeadMovementType, Frequency, Proportion)

ruleP osture(PostureType, Frequency(∗), P roportion)

ruleGaze(GazeDirection, Frequency, Proportion)

(3.3)

(*) At first, we considered the postures’ frequency as fixed to simplify the model.

ruleCongruence(Dimension, Level, Proportion)

ruleUncanniness([Type; ID], [Type; ID])
(3.4)

This second type of rule specifies the condition for an attitude to be valid and thus
correctly perceived by the users. For instance, behaviours associated with a negative va-
lence seem to be more vivid cues than positive ones. In consequence, the proportion of
agents displaying negative or positive behaviour requires a check so that the user’s per-
ception is congruent with the intended one. Thus, in the equation, Dimension, Level, and
Proportion respectively correspond to the valence or arousal dimensions, the dimension’s
intensity level ranging from very low to very high and the proportion of virtual agent
in per cent displaying a congruent behaviour, i.e. corresponding to the given attitude.
Another subtype of rules we called the "uncanniness rules" is responsible for preventing
two behaviours from blending because they can lead to a weird or uncanny movement,
e.g. nodding while rotating the neck to look at the window instead of the speaker. An
uncanniness rule simply takes a type of non-verbal behaviour and a unique ID to single
it out (see Equation 3.5).

ruleUncanniness([HeadMovement; Nod], [Gaze; Downward]) (3.5)

Some other parameters are available to design behaviour rules, such as the influence
virtual agents’ position or multi-modal backchannels have on user perception. These ad-
ditional parameters were not included in the original model because they are either not
significant or not included in past studies on audience perception, such as the multi-modal
backchannel. The AMBIANCE did not contain sound in its rules as well, because none
of the works studied evaluated it. As for the agents’ reactions to other behaviours, Kang
et al., 2016 provide some insight into how the agents should behave when a disruptive
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event happens depending on the audience’s attitude. However, we did not consider results
for disruptive events since participants were given a context during the study, which might
have influenced their answers to the questionnaires. Also, we developed the AMBIANCE
to be a context-free model. Consequently, we decided not to include domain specific reac-
tion behaviours in the model. For example, a training application for pre-service teacher
such as Breaking bad behaviour requires students reactions such as laugh when a phone
rings in the classroom. Nonetheless, Chapter 4 introduces our proposition for such interac-
tions to be played out in our VR training application for instructors to trigger disruptive
events.

In its final form, the model is expressed as follows (Equation 3.6):

Attitude =
∑

rulex(Type, Frequency, Proportion)

∧
∑

ruleCongruence(Dimension, Level, Proportion)

∧
∑

ruleUncanniness([Type; ID], [Type; ID])

(3.6)

Where X is the type of behaviour rule.

3.3 The AMBIANCE Implementation

The AMBIANCE model is implemented as an Unreal Engine Plugin. This game en-
gine developed by Epic Games provides tons of development-ready assets and advanced
features, such as a dynamic animation pipeline with inverse kinematic, facial expressions
and skeleton controls. We chose to embed the AMBIANCE into a plugin to ease its in-
tegration in different projects so that only the plugin is needed to start using the model
independently of the application. Hence, this plugin only contains the critical features
to start simulating audiences with our model. In a nutshell, it regroups three modules:
first, the AMBIANCE contains a Manager to drive the entire virtual audience and expose
the main features to developers, then a character module that executes the behaviours’
logic and finally, an Animation module responsible for displaying the behaviours when the
Character module orders it. The Manager module is a unique instance in the simulation,
whilst each agent populating the virtual audience has a Character and an Animation mod-
ule. Additionally, to speed up the prototyping process, we designed the plugin to remain
compatible with the engine’s visual scripting tool called Blueprint. Appendix C provides
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some examples of blueprint functions.

3.3.1 Plugin’s Architecture

The plugin takes advantage of existing classes within the Unreal Engine 4 (UE4)
to speed up the process of adding new virtual agents. The Character and the Anima-
tion Instance Class from the UE4 respectively provide basic movement controls, physics
interactions, a skeleton component and a set of animation features to display complex an-
imations. The skeleton is a hierarchy of bones and joints used to mimic humans’ natural
movements. Additionally, the plugin includes an example set-up for the UE4’s mannequin,
which is the reference for the controls and the animations. When animations are imported
from external animations tools and designed for another character, they often need to be
re-targeted to the UE4’s mannequin first, i.e. to adapt the animation to the mannequin’s
skeleton. In doing so, it avoids dedicating the plugin to a specific character type.

3.3.2 Audience Manager

The Audience Manager explicitly provides methods with the same signature as in
the aforementioned rules. For each behaviour, the Manager needs an animation type, a
proportion of virtual agents which play it and a display frequency. Otherwise, the Manager
can directly apply a behaviour to a single agent. Thus, the Manager can quickly change
the audience’s attitude by using a set of rules or adjusting a single agent’s behaviour.
Moreover, the Manager provides complementary features to target a specific population.
Sometimes it is preferable to target a subgroup of agents with a distinct behaviour, for
instance, when only the virtual agents gazing toward the speaker need to change their
behaviour. The plugin is compatible with networked applications as well. It is compatible
with a classical client-server architecture commonly used in multiplayer games. The plugin
provides a simple host and joins services working on local networks, which lets the plugin
work for multi-user applications. Hence this manager is meant to be connected with
other modules to expose the model’s parameters and to provide controls over the virtual
audience, e.g. by clustering the rules into attitudes.

3.3.3 Character Module

Each virtual spectator in the audience receives the rules allocated by the Audience
Manager and then computes and triggers the animations’ blending for the targeted agent.
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This module inherits from the UE4’s character, which allows the combination of our
system with all the advanced features available in the game engine, e.g. state machines,
navigation, and character’s senses modules. The character module manages the behaviour
logically and computes the timing aspects of the various behaviours to trigger and blend
them according to the rules. This module is responsible for the model’s logic and regroups
all parameters needed to apply the rules. Section 3.3.5 describes this logic in detail.
Besides the model’s logic, the character module provides the components to link the
agent’s skeleton to the model. These components can be combined with behaviour trees
and state machines to extend the model, e.g. pathfinding, field of view simulation, or
spatialized audio.

3.3.4 Animation Module

The animation module achieves the animation blending and computes the agent’s
movements according to the nonverbal behaviours the character module asks to display.
The animation played out by an agent is dynamically constructed from one to several
animations and may use rotations on characters’ bones, each corresponding to a specific
behaviour type. There are at least three animation layers to fully display an agent’s
behaviour: the posture, head, and gaze layers. The posture and head layers handle the
body and head movements and mix these two layers to simultaneously display a blended
animation, e.g., leaning backwards, arms crossed and shaking the head. The gaze layer is
responsible for moving the neck in various directions. There is an optional layer which can
control eye movements. Also, the head and gaze layers never blend to avoid incoherent
head movements. Finally, facial expressions are handled separately through morph targets
(shape keys) which warp the face of the virtual spectator so that it can display the desired
facial expression.

Existing features from the game engines operate these blending animations by ap-
plying animations on specific sections of the skeleton’s hierarchy. Additionally, it inter-
polates movements when transitioning between animations. Therefore, the animations
blend according to the model’s parameters, e.g. if a spectator’s head parameter is valid,
the animation module moves it.

The plugin can handle 3D models and animations from various free 3D character
modelling tools such as Mixamo, or Autodesk Character Generator. The system can be
easily enriched by adding new animations and head movements. It can also include new
facial expressions by adding morph targets to characters’ 3D models.
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Therefore, each agent has an animation loop and a state machine, which handles the
animation blending and the postures. Because each posture has a unique ID, the state
machine associates one state with a posture. In doing so, transitions are applied to some
postures to increase the movements’ realism, e.g. with sitting animations when the agent
stops walking, or animations avoiding limbs crossing each other.

As for the networking features, the animation module is the only one that should not
replicate over the network because animation data would be excessively detrimental for
the network bandwidth. Thus, each application’s instance computes its animations, and
the server replicates the model’s parameters.

3.3.5 Operating principle

The system relies on a loop alternatively showing or hiding the animation-building
process result.

Base animation loop: The animation phase has two parts (Figure 3.1), one awaiting
and another playing the animation. Two independent timers handle these two states and
the transitions between each one. An internal timer manager from the game engines
computes the time elapsed for each timer. The base loop starts with a timer and waits
for the period the agent is idling before showing any behaviour. When it reaches its end,
it triggers the call to the next timer in the loop and so forth until the agent plays out
all behaviours. Finally, the loop returns to its await state when this last timer completes
itself. Appendices D.1 and D.2 provide UML sequence diagrams depicting this animation
loop.

Every timer duration relies on a fixed value called the reference period. Each wait-
and-play timer computation uses this parameter with the corresponding display frequency
parameter’s value provided in the manager module, i.e. the frequency from the behaviour
rule. A fixed period can represent the pace at which we want to display an agent’s given
behaviour, e.g. gazing away from the user for 60% of the period.

To avoid the behaviours synchronising, we randomly delay the first execution loop.
This time desynchronises the agent’s behaviour starts and breaks a negative effect induced
when every agent in the audience begins to display at the same time their respective
animations.

The system does not rely on the update function UE4 provides since all animations
are not continuously displayed. This update function is internally called every frame
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and constantly evaluates animations. Consequently, it severely decreases the application’s
performance. Instead, we decided to concatenate function calls to avoid updating every
frame and awake timer only when needed.

AMBIANCE Animation

Hide/Display
Animation[else]

AMBIANCE Manager

Behaviour
Change

Functions Call

Requested
Behaviour

[Looping]

AMBIANCE Character

Stop behaviour

Waiting With
No Animation

Ask To Display
An Animation

Or to hide depending on 
its state

Behaviour To
Display

De-
synchronisation

Function

Figure 3.1 – Animation loop’s execution flow. From the AMBIANCE manager to the
different stages needed to follow the behaviour model and finally to the animation process.

Animation prioritisation: During this module’s components development, we noticed
that the generated animations do not blend well in some cases. When performed, ani-
mations could lead to physical oddities and overlapping behaviours that can break the
immersion for the user, creating uncanny situations. As a solution, we decided to avoid
the blending of certain animation types, e.g. the gaze direction and the head movement.
Yet, the system allows the activation of incompatible animation but one at a time, e.g.
one is triggered when the agent does not show any animation.

The solution to avoid incompatible movement is simple. The manager calls the first
animation and becomes the prioritised one, i.e. it also signifies to other animations the
priority order. In case of conflict between two incompatible animations, we cancel the
activation of the lower-priority one. Due to asynchrony between timers, the module might
never play out some behaviours. Therefore, to address this issue, a time threshold inter-
rupts the prioritised animation, e.g. if an agent is gazing toward the window all the time,
the threshold will stop this behaviour, letting the head node animation run.
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3.4 Complementary Behaviours

The AMBIANCE model has been incrementally built and designed all along our re-
search work. Thus, we extended the model according to the experiments carried out and
included the remarks concerning the lack of sound, interactions between the user and
the agents or the lack of posture variations which were too repetitious. This section re-
ports complementary rules we built from our statistical analysis and users’ feedback (see
section 2.5). Since none of the models from Chollet and Scherer, 2017 and Kang et al.,
2016 integrated backchannels and sound, we based our complementary behaviours on
studies evaluating backchannels for ECA. Bevacqua, Pammi, et al., 2010 provide a list of
backchannels together with the emotion they are related to when displayed in a conver-
sation between human and ECA, e.g. a head nod and a vocal "mmhmm" are related to
the agreement.

3.4.1 Multimodal Backchannels

Even if backchannels are often related to dyadic conversations, such interactions can
still occur or at least increase the agents’ engagement cue. We added rules that include
the different elements defining a backchannel by extending the head movement rule. The
rules for multimodal-backchannels follow this format:

rulebackchannel(HeadMovement, AudioCue, Delay) (3.7)

where the HeadMovement is the behaviour displayed by the agent, the AudioCue is
the sound corresponding to displayed head movement (nod, shake) and the Delay is the
time between the head movement displayed and the audio cue start.

3.4.2 Interactions

So far, we have not mentioned user-agent interactions, even if Kang et al., 2016 provide
insight into reactions to disruptive events. As we designed the first model’s version to be
free of context or any domain application, it does not contain such interaction. Therefore,
the only user-agent interaction is the spectators’ gaze toward the speaker. This behaviour
is the only interaction which does not need to consider the application domain but still
conveys a strong engagement signal for the speaker. By default, virtual agents’ behaviours
are continuously staring at the speaker and moving their necks accordingly, i.e. so that
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if the speaker moves, all agents follow. Thus, the animation module updates the speaker
location through time and computes the desired neck rotation. However, we anticipated
the agent reaction feature and the possibility of using customised rules to create domain-
specific behaviours and design scenarios. Because an agent’s reaction depends on the
situation appraisal, we integrated this type of behaviour in the custom rules to let domain
experts decide which reaction better suits a given situation. To integrate this feature into
the model, we used a rule formalism like the ones introduced in section 2. Thus, these
custom rules depend on a given behaviour that can be application-specific, e.g. a student
behaviour in the case of pre-service teacher training. It then takes a second behaviour
as a reaction and finally to which spectators this reaction must be applied and in which
delay. For instance, if a disruptive event occurs, the system will trigger after n seconds a
reaction to it for a given number of agents depending on the current attitude or scenario.

ruleCustom(CustomBehaviourDelegate,

ReactionDelegate,

TargetedSpectators,

reactionDelay)

(3.8)

We only used these customised rule in our main application described in Chapter 5.

3.5 Scalability Benchmark

Once we implemented the model, we were interested in the system’s performance
because low latency is critical for VR systems. It is a negative factor in simulator sickness,
and it also considerably affects interaction [Lugrin et al., 2013]. Low latencies and jitter
are also critical requirements for enabling collaborative applications with VR systems
using virtual agents and embodied avatars [Latoschik et al., 2016]. Consequently, the
evaluation focuses on measuring our system’s impact on the frame rate and identifying
the maximum threshold number of simultaneous agents in VR we can support without
any animation and mesh optimisations. Consequently, we measured the system’s impact
on the frame rate and identified the maximum threshold number of simultaneous agents in
VR we can support without any animation and mesh optimisations. This section presents
our benchmarking method and the results and conclusions we draw from them.
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The following results are divided in two parts. The first part shows the performances
with low detailed agents (Figure 3.2) and the second with a more detailed agents (Fig-
ure 3.3), approximately four times more complex in terms of polygons count.

Figure 3.2 – Desktop and virtual reality screenshots of the first scalability benchmark.
From left to right: 2 agents with a desktop GUI example, 28 agents in a VR overview,
1000 agents with desktop GUI.

Figure 3.3 – Benchmark environment view. Close view of 60 Mixamo’s Remy agent.

3.5.1 Device

To perform the evaluation we used a laptop running with Windows 10 64 bits, In-
tel®Core i7-7700HQ processor (Quad core, 2.80 GHz, 8MB cache,8 GT/s) and NVIDIA®GeForce
GTX 1070 Graphics Processing Unit (GPU) 8GB GDDR5. A HTC®Vive was used to carry
out the VR evaluation. We choose to carry out the evaluation with a VR ready laptop we
are commonly using to run our evaluations.

3.5.2 Environment Configuration

A simple VR scene was built without any superfluous post-processing or shadows.
Thereby, it makes it easier to detect the bottleneck of our plugin. Thus, only a plane,
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the agents and a default sky-box was rendered (Figures 3.2, 3.3). Several settings were
selected, for instance VSync and UE4’s frame smoothing were disabled because they can
interfere with the frame rate in order to fit with the monitor’s refresh rate. With regards
to the VR head mounted display, it was at a fixed position in order to avoid rotations
and thus fluctuations in the processor’s draw calls. All measures are medians done on a
fixed amount of time, i.e. 100 frames.

3.5.3 Results

Our results with the low detailed agents are visible on Figure 3.4 (blue curve). From the
performances data we distinguish three thresholds : i) Up to 30 agents the average frame
rate is high (> 90 Hz) ii) Up to 100 the frame rate decreases while remaining acceptable
for VR usage (]80, 90] Hz), iii ) Above 200 agents, the system is no more suitable for
VR use (< 30 Hz). We noticed that our system was CPU bounded. This is why we
investigated which process was the most consuming for the CPU between the draw time
and the time needed to update the audience, i.e. the time to update behaviours, meshes,
and animations. It appears that the render time is not the bottleneck of our system but
the cumulative time to update each agents in the audience.

The second evaluation does not face the same problem. In fact, while the agents’
triangles are increasing fast, the number of agent does not (Figure 3.4 red curve). We are
here facing the opposite problem with a draw time which is reducing the frame rate. With
complex agents the system can handle around 60 agents before the draw time reduces the
frame rate which is causing less fluidity in agents’ movements for instance.

For ease of reading we are only displaying the frames per second count while the sys-
tem is not yet bounded by the rendering. The step with 100 agents is also displayed in
the second evaluation even if the system is already bounded by the rendering in order to
compare the different impacts of the audience’s update time and the draw time mainly
affected by the number of characters to render. The details of the draw time and the
update time are not displayed because they correspond to the frame rate given in the
figure, depending on which one is the bottleneck. Additionally, the draw time is approxi-
mately half of the update time in our first evaluation before the draw time becomes more
important, i.e. between 300 and 400 agents.
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Figure 3.4 – Frame rate depending on the number of agent. In red the complex agent
scalability data. In blue the lightweight agent scalability data.

3.6 Conclusion

In this chapter, we introduced the AMBIANCE model and its operating system. Pre-
vious works provide various statistical approaches which describe how users perceive au-
dience non-verbal behaviours in different contexts. Previous works used to build the AM-
BIANCE draw their inspiration from cognitive psychology theories that model the user
perception onto two continuous dimensions, arousal and valence. We have seen in chapter 2
that both have different approaches to evaluate their model, whether from video-recorded
audiences and VR evaluation or the literature and crowdsourced evaluations. Therefore,
the works from Chollet et al. and Kang et al. manipulate various nonverbal behaviours
to enact different audience attitudes, such as postures, facial expressions and gaze. Their
behaviour models also issue various audience simulation aspects, e.g. if agents should re-
act to a disruptive event, how many agents must display the same attitude for the user
to recognise it or how nonverbal behaviours interact together. However, these two models
only provide a limited nonverbal behaviour roster and thus reduce the number of possible
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attitudes to display. It is also necessary to add variability, some contrast between agents,
and interactions to preserve the audience’s believability if creating a broader range of
attitudes. Besides these limitations, we proposed a formalisation expressed in a set of
behaviour rules that vary depending on the targeted attitude to display, based on their
perception studies’ results and guidelines. The resulting model regroups three types of
rules, one for the nonverbal behaviours, one for the overall behaviours congruence and
one for the behaviour believability to avoid uncanny behaviours. The sum of all these
rules gives rise to an audience attitude corresponding to what the users perceive.

Finally, we present the model implementation with insight into the different modules
composing the AMBIANCE and its VR performances. Section 2 portrays the three main
modules with their operating principle: the management modules drive the entire system
and expose to the external system the model’s parameter, and the character module
and its animation module handle the model’s logic for each agent and animates them
with various animation techniques. The results from our scalability benchmark testify to
the system’s good VR performance allowing the simulation of virtual audiences ranging
from 30 to 100 agents. Audiences of this size would suit VR applications which simulate
professional meetings, classrooms or small conferences for public speaking training and
even wider audiences like theatres. Therefore, this model and its implementation seem to
yield a powerful tool for developing a system using virtual audiences. Nevertheless, the
AMBIANCE is our interpretation and formalisation of two different behaviour models not
yet evaluated in VR. Thus it requires a perception study to confirm VR users recognise
the generated attitudes. The next chapter depicts the different user perception studies we
ran to evaluate the model.

67





Chapter 4

AMBIANCE PERCEPTION STUDIES

4.1 Introduction

In the previous chapter, we introduced the AMBIANCE behaviour model and bench-
marked the system in VR. Thus we demonstrated the model’s ability to sustain at least
30 agents without decreasing the VR performances. The AMBIANCE relies on two user
perception studies formalisation. These two studies came up with different approaches to
evaluate user perception but offer complementary results regarding non-verbal behaviours
perception according to the Valence and Arousal dimensions and the overall audience per-
ception. This chapter will further detail the methods selected to evaluate the model and
introduce our methodology and protocol for the AMBIANCE’s evaluation. Finally, we
present the results and propose guidelines for the design of virtual audiences in virtual
reality applications.

Two questions arise when evaluating a new behaviour model in VR: one regarding non-
verbal behaviour perception and the other regarding the generated attitudes perception.
Even though we built the model from the literature, we interpreted statistical analysis
and guidelines from two studies. Moreover, the model is domain-specific, so we should not
evaluate the AMBIANCE for a given context. The perception study from Kang et al.,
2016 does not provide enough information to create a model that would be consistent
across multiple simulation contexts, e.g. for a classroom, a business meeting or for a play.

Thus, we chose to adhere to the protocol used by Chollet and Scherer, 2017: during
the first phase, users had to design nonverbal behaviours according to the given pair value
of valence and arousal. In the second experiment phase, another set of participants had to
rate audiences’ behaviours according to a pair value of valence and arousal. A dissimilarity
in methodology has arisen from a shift in technology: Chollet and Scherer, 2017 used a
crowd-sourced study, which was difficult to achieve in VR, so we have run a VR user
perception study instead. In doing so, we can compare nonverbal behaviour perception and
audiences’ perceived attitudes to those obtained in the original crowd-sourced evaluation.
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Comparisons can highlight dissimilarities in users’ perceptions and allow users to provide
guidelines for designing virtual audiences in VR. However, our hypotheses are slightly
different, especially regarding facial expressions, for which we decided to change how we
evaluate an agent’s face at rest, whilst Chollet and Scherer, 2017 did not consider the
absence of facial expressions.

4.2 First User Study: Nonverbal Behaviour Percep-
tion of Individual virtual Spectators

In this study, we investigated how nonverbal behaviours of individual agents are asso-
ciated with the valence and arousal dimensions. We aimed to confirm whether the use of
these behaviours for different audience attitudes corresponded with a valence-arousal pair.
Hence we asked participants to design a virtual spectator’s behaviour according to a given
pair value of opinions and engagement toward the speech, e.g. a very low engagement and
a negative opinion towards a speech.

4.2.1 Hypothesis

During this study, we aimed to confirm the following hypotheses, which have been
validated for desktop-based simulation by earlier work by Chollet and Scherer, 2017. The
aim was to provide a set of validated nonverbal behaviour for individual agents to build
the audience model. In the following hypotheses, the independent variables (IV) are the
levels of valence or arousal, and the dependent variables (DV) are the different nonverbal
behaviours the users can select from a GUI (Figure 4.1). Both IVs can take 5 valence
or arousal levels ranging from very low to very high. As for the DVs, we considered the
same nonverbal behaviours as from the desktop study from Chollet and Scherer, 2017
Accordingly, we evaluated postures in terms of proximity (leaning forward or backward)
and openness (arms crossed or hand behind the head). For the rest of the behaviours
visible in Figure 4.1, we used the same behaviours as Chollet and Scherer, 2017.

Hypothesis 1 (H1.1), arousal and expressions: Higher arousal leads to more feedback,
more facial expressions, more head movements, and more gaze directed at the speaker.

Hypothesis 2 (H1.2), valence and expressions: Smiles and nods are associated with
positive valence, frowns and head shakes with negative valence, and eyebrow raises and a
face at rest with neutral valence.
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Figure 4.1 – Participant’s view during the design of a spectator’s attitude

Hypothesis 3 (H1.3), arousal and postures: Postures chosen for high arousal involve
leaning closer to the speaker than postures chosen for lower arousal.

Hypothesis 4 (H1.4), valence and postures: Relaxed postures lead to a more positive
valence compared with more closed postures.

4.2.2 Method

For this study, 20 people participated, 4 women and 16 men, aged from 18 to 28,
13 of which are students and 7 are in the workforce (see appendix F.1 for the consent
form provided). Participants had to select behaviours for all the possible pairs of valence
and arousal. Each value of valence and arousal has 5 levels: respectively very negative,
negative, neutral, positive and very positive for the valence and very low, low, medium,
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high and very high for the arousal. Participants had to select the different behaviours on
a GUI directly in VR (Figure 4.1). In doing so, the users could directly see the changes
in behaviour without taking or removing the head-mounted display. When satisfied by
the resulting behaviour, the participants could validate the answer and continue to the
next pair of valence and arousal values. These pair values were randomised to avoid any
order effect. The agents used were either male or female. The agent’s gender was balanced
in between each answer to avoid effects. The virtual environment was a simple room
with chairs for the agent and a desk behind the user. Once the participant had finished
specifying an agent’s behaviour, they were asked to rate how satisfied they were with the
result using a 7-point satisfaction scale. A poor rating would have led to the behaviour
being discarded from the model. However, none of the participants gave a rating under 4
for any of the agents. Each session started with a short training phase where the users were
able to become familiar with the virtual environment and the GUI. There was no time
limit set for designing each agent. At the end of the session, participants were interviewed
about their overall experience. During a semi-guided interview participant were questioned
regarding the behaviour believability, if they were able to design agent behaviours for each
pair and were also asked to give some feedback about the VR setup usability and their
feeling in terms of VR sickness.

To carry out this study we used an HTC®Vive Pro running on a stationary com-
puter running with Windows 10 64 bits, Intel®Core i7-7700k processor (8 cores, 4.20GHz,
11MB cache,11 GT/s) and NVIDIA®GeForce GTX 1080Ti Graphics Processing Unit
(GPU) 16GB GDDR5. The simulation runs on average with 90 frames per second on this
computer.

4.2.3 Results

For H1.1, H1.3 and H1.4 we use non-binary factors and ordinal numerical variables.
The postures which were described by openness and the proximity transformed into nu-
merical variables where a high proximity value represents a forward posture and low
represents a backward posture (backward is 1 and forward is 3), and a high openness
value represents open and a low value represents closed (arms crossed and self-hold: 1,
arms behind the head: 3, the rest: 2). We used the exact same transformation as in Chollet
and Scherer, 2017. We also transformed the frequencies into an ordinal variable similarly
to the model. Where no behaviour is 0, rarely is 0.25, sometimes and about half the time
are 0.5, often and most of the time are 0.75, and Always is 1. In doing so, we can easily
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Table 4.1 – Wilcoxon’s Pairwise Tests, numbers are p-values from each tests, the levels of
arousal are on both sides of the table with the Spearman’s effect size for the arousal and
the four variables.

Gaze Away Frequency
Arousal High Low Medium Very High Spearman’s effect size (ρ)
Low <0.01 - - -
Medium <0.01 <0.01 - - -0.6
Very High 0.462 <0.01 <0.01 -
Very Low <0.01 0.054 <0.01 <0.01
Facial Expressions Frequency
Arousal High Low Medium Very High Spearman’s effect size (ρ)
Low 0.012 - - -
Medium 0.345 1.0 - - 0.2
Very High 1.0 0.003 0.689 -
Very Low 0.040 1.0 1.0 0.016
Head Movements Frequency
Arousal High Low Medium Very High Spearman’s effect size (ρ)
Low <0.01 - - -
Medium 0.042 1.0 - - 0.3
Very High 1.0 <0.01 <0.01 -
Very Low <0.01 1.0 0.560 <0.01
Proximity
Arousal High Low Medium Very High Spearman’s effect size (ρ)
Low <0.01 - - -
Medium <0.01 <0.01 - - 0.7
Very High 1.0 <0.01 <0.01 -
Very Low <0.01 0.079 <0.01 <0.01

compare our results to those obtained from the literature. It is also necessary because
we used a within-subjects design and non-binary nominal factors which prevent us from
using Pearson’s Chi-squared test or non-parametric Cohen’s test for independence. Hence,
because the distribution is not normal, we ran a non-parametric Friedman test instead of
a repeated-measures ANOVA test.

4.2.4 Arousal and Expressions

For H1.1, we set the arousal as the IV and conducted tests with the face, head and gaze-
away frequencies as DV. Pairwise Wilcoxon’s tests using Bonferroni’s adjustment method
have been used on each feature of the IV. For all three DVs, the arousal has a significant
effect on the behaviours’ frequencies (gaze: χ2 = 192, df = 4, p-value < 0.05, facial
expressions: χ2 = 17.7, df = 4, p-value < 0.05), head movements: χ2 = 47.6, df = 4, p-
value < 0.05). The pairwise tests (Table 4.1) show which levels are significant compared to
the others. With regard to the facial expressions, low arousal leads to less frequent facial
expressions and high arousal to more frequent facial expressions. The participants could
not significantly differentiate two levels of arousal which were not markedly different, for
instance, Very Low and Low. The Figure 4.2 gives a representation of these differences
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while showing which levels are significant to each other. However, it is important to
underline that the effect size for the facial expression frequency and the arousal is small
(Spearman’s ρ = 0.2). Thus we can only slightly agree with these conclusions.

Figure 4.2 – Distribution plots of the facial expressions and head movements frequency
depending on the engagement (Arousal) levels. Significant results with the Medium En-
gagement level was removed for clarity purpose, see Table 4.1 for details.

The results for the head movement frequency are much alike. Low arousal leads to
less frequent head movements, and high arousal leads to more frequent head movements.
The compared frequencies are only significant for opposed levels of arousal, e.g. Low and
High arousal (see Figure 4.2). For these two first results, the behaviour frequency for
medium arousal is not significantly different from all other levels. These mild results were
probably due to the size of the frequency scale, which only had three levels. The following
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tests had 4 levels, which allowed the users to design behaviour with significantly different
behaviour frequencies. Therefore, the gaze-away frequency is significant for all levels of
arousal except between a High and a Very High level and a Low and a Very Low level of
arousal. This means that a higher arousal level leads to a less frequent gaze away while
a low level of arousal leads to a more frequent gaze away from the user (see Figure 4.3).
Overall, lower arousal leads to less frequent expressions and high arousal leads to more
frequent expressions.

Figure 4.3 – Distribution plot of the gaze away frequency and the posture proximity
depending on the engagement (Arousal) levels. Significant results with the Medium En-
gagement level was removed for clarity purpose. Main significant results from the pairwise
tests related to the gaze are shown in blue above the bar charts, see Table 4.1 for details.
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Arousal and Postures

For H1.3, we set the arousal as the IV and the proximity as the ordinal DV. Results
are significant as well (χ2 = 221, df = 4, p − value < 0.05); higher arousal leads to closer
posture proximity, while lower arousal leads to a further posture. The pairwise tests
show that the proximity is mainly significant for markedly different levels of arousal: for
instance for a High and a Low level of arousal. The Table 4.1 and the Figure 4.3 resume
these results.

Valence and Postures

For H1.4, we set the valence as the IV and relaxation as the DV. Surprisingly, this test
is not significant so we failed to reject the null hypothesis. In our case, the relaxation or
the openness of the proposed postures does not seem to be related to the valence. This
result differs from the findings in the desktop-based audience research by Chollet and
Scherer, 2017.

Valence and Expressions

Finally, for H1.2, we set the valence as the IV and conducted tests with the facial
expression and head movement categories as the nominal DVs. Here, both the IV and
DVs have more than two levels and the study was a within-subjects design, so we used
a multinomial logistic regression. If we do not transform our DV into ordinal data, it
is because we are interested in getting the influence of each behaviour type per level
of valence, unlike the previous tests in which we were comparing mean frequencies per
subject or the average proximity values for the posture. Hence we used a face without
facial expressions for the agent as the reference event to determine all odds ratios for the
IV. The regression model is expressed as:

gj = β0 + βj ∗ xi (4.1)

where xi represents the different levels of valence, j is the behaviour parameter selected
by the participants, and β0 is the intercept parameter. Results regarding the head move-
ments indicate that shaking the head is associated with a negative valence, and nodding
with positive valence (with an odds ratio within the confidence interval CI95%). Head
shake is significantly negative and head nod is significantly positive. Details on the tested
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Table 4.2 – Multinomial Logistic Regression significance table.

H1.2 Head Mov. coeff. std. error zvalue Pr(> |z|)
Nod:(Intercept) -1.9 0.3 -6.3 < 0.05
Opinion Positive 2.9 0.4 7.7 < 0.01

Opinion Very Positive 3.4 0.4 8.5 < 0.01
Shake:(Intercept) -4.5 1.0 -4.4 < 0.05
Opinion Negative 5.7 1.0 5.5 < 0.01

Opinion Very Negative 5.9 1.0 5.6 < 0.01
H1.2 Facial Exp. coeff. std. error zvalue Pr(> |z|)
Frown:(Intercept) -1.9 0.3 -6.0 < 0.01
Opinion Negative 3.7 0.4 8.5 < 0.01

Opinion Very Negative 3.8 0.4 8.6 < 0.01
Smile:(Intercept) -2.2 0.4 -6.1 < 0.01
Opinion Positive 4.8 0.5 8.8 < 0.01

Opinion Very Positive 6.0 0.8 7.5 < 0.01

features are visible in Table 4.2 and Figure 4.4 shows the distribution for each behaviours
depending on the levels of valence.

gshaking = −4.5 + 5.7 ∗ xnegative − 9.8 ∗ xpositive + 5.9 ∗ xveryNegative − 9.6 ∗ xveryP ositive (4.2)

gnodding = −1.9 + 0.9 ∗ xnegative + 2.9 ∗ xpositive + 0.8 ∗ xveryNegative + 3.3 ∗ xveryP ositive (4.3)

To study the relationship between the different facial expressions and the valence, we
used the same formula (Equation 4.1) where j represents the facial expression selected
by the participants. Results indicate that smiling is significantly associated with positive
valence, and frowning with negative valence (with an odds ratio within the confidence
interval CI95%). Almost none of the participants chose eyebrows raised, and this is why
we do not propose an analysis for it. The Figure 4.4 highlights the lack of selections of
eyebrows raised.

gsmile = −2.8 − 0.4 ∗ xnegative + 4.8 ∗ xpositive + 0.9 ∗ xveryNegative + 6.0 ∗ xveryP ositive (4.4)

gfrown = −1.9 + 3.6 ∗ xnegative + 2.0 ∗ xpositive + 3.84 ∗ xveryNegative + 2.2 ∗ xveryP ositive (4.5)

These results partially confirm the findings from Chollet and Scherer, 2017 with an
exception to the eyebrows raised behaviour with which we have no available data. We can
also add that the default face displayed by the virtual agents was significantly preferred
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Figure 4.4 – Distribution of behaviours per state levels for the investigated hypotheses. The
five bars in each sub-figure correspond to the five possible values of valence, very negative,
negative, neutral, positive and very positive. (A) is related to the head movements types
and (B) to the facial expressions types.

to the other facial expressions; this confirms our hypothesis on the association between a
neutral valence and a face at rest.

4.3 Second User Study: Virtual Audience Attitudes
Perception Evaluation

This study consisted of an evaluation aimed to validate the perceived audience atti-
tudes generated by our model. Based on the nonverbal behaviour rules using values of
valence and arousal and the results from our first user evaluation, we designed different
virtual audiences. We investigated whether the audience attitudes generated with these
rules could be identified by the users in terms of valence and arousal. The relationships
between the nonverbal behaviours and the valence or the arousal are mainly from Chollet
and Scherer, 2017’s studies in which they provide the proportion of agents with a certain
behaviour needed to let the users recognize the audience’s attitude. The section below
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describes how we used the literature and our first study to build the virtual audiences
used in this study.

4.3.1 Hypothesis:

Our hypotheses for this study are that VR users can significantly perceive different
attitudes generated with our system in terms of valence and arousal in VR. This means
the model we use to generate the VA attitudes can be used to create the virtual agents’
behaviours which allow the users to perceive the targeted attitude.

Hypothesis 1 (H2.1): The higher the positive valence, the higher the positive perceived
opinion is for the participant (respectively for negative valence and opinion).

Hypothesis 2 (H2.2): The lower the arousal, the lower the perceived engagement is
for the participant (respectively for high arousal and perceived engagement).

In the above two hypotheses, the terms high valence and low arousal express the
intensity of the displayed audience’s attitude. Therefore, in this study, a higher proportion
of virtual spectators displaying behaviours matching the targeted attitude populate the
virtual audience. For instance, an attitude with very positive valence and very low arousal
corresponds to an audience where more than 60% of the agents display positive behaviour
and where more than 30% of them are highly engaged [Chollet and Scherer, 2017]. The
behaviours from the first study are then used to generate the virtual audience. For this
example, what we call an agent exhibiting a positive behaviour is an agent displaying
the nonverbal behaviours corresponding to a positive valence (head nod and smile). The
engagement for this same agent is also based on the behaviour frequencies previously
shown in our first study where a highly engaged agent would frequently nod and smile
while leaning forward. We designed the audience bearing in mind that, according to
Chollet and Scherer, 2017, the more frequent a behaviour is, the stronger it is perceived.
Table 4.3 gives an example of what parameters we use to populate our virtual audiences
for different attitudes. Finally, for the attitude displaying a neutral valence and medium
arousal, we used a mix of positive, negative and neutral agents as well as a mix of agents
with a low, medium or high engagement like in Chollet and Scherer, 2017.
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Table 4.3 – Example of a rules set for an Enthusiastic and critical attitudes. The frequency parameter used are the same
as in our user study.

Enthusiastic
Arousal Very High
Valence Very Positive

Rules set Type Frequency Proportion

RuleP osture
Lean Forward
chin on fist Always (1.0) 20%

RuleP osture Upright hands on laps Always (1.0) 20%
RuleP osture Forward hands together Always (1.0) 20%
RuleF acialExpression Smile Most of the time (0.75) 60%
RuleHeadMovement Nod Most of the time (0.75) 50%
Rulegaze Sideways Rarely (0.25) 10%

Critical
Arousal Medium/High
Valence Negative

RuleP osture
Backward
arms crossed Always (1.0) 20%

RuleP osture Upright self hold Always (1.0) 20%
RuleF acialExpression Frown Often (0.75) 60%
RuleHeadMovement Shake Sometimes (0.5) 40%
Rulegaze Downward Sometimes (0.5) 20%
Rulegaze Sideways Sometimes (0.5) 20%
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4.3.2 Method

For this study, we kept the same virtual environment as that we had for the first
evaluation. We used 10 different characters from Adobe®Mixamo, 5 females and 5 males
(Figure 4.5). All these virtual spectators provided implementation of facial expressions.
They were driven by our system according to the nonverbal behaviours previously identi-
fied during the individual agent nonverbal behaviour study. Figure 4.6 provides examples
of both a critical and an interested audience.

Figure 4.5 – Participant’s view during the audience perception evaluation.

Figure 4.6 – Example of an annoyed (A) and an interested (B) virtual audiences.
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38 people participated in the evaluation: 9 women and 29 men aged from 19 to 28.
None of them participated in the first study and all were students. Participants had to rate
their perceived audience’s opinion and engagement on two 5-point scales representing the
value of valence and the level of arousal (i.e. from 1 to 5: very negative, negative, neutral,
positive and very positive valence and very low, low, medium, high and very high for the
arousal). The same audiences were shown to participants but in randomised orders to
avoid any order effects. We designed these audiences to correspond to 5 different types of
attitudes:

Attitude 1, (A1): very negative valence and very low arousal;
Attitude 2, (A2): very negative valence and very high arousal;
Attitude 3, (A3): neutral valence and medium arousal;
Attitude 4, (A4): very positive valence and very low arousal;
Attitude 5, (A5): very positive valence and very high arousal.
Each session started with a short training phase where the users were able to become

familiar with the virtual environment and the GUI. There was no time limit set for
answering. At the end of the session, users were interviewed about their overall experience.
The same hardware was used in this evaluation.

4.3.3 Results

The evaluation followed a within-subjects design, and the distribution was not normal,
so we ran a non-parametric Friedman test for H2.1 and H2.2. Concerning H2.1, we set the
generated attitudes defined above (Ai) as the IV and conducted a test with the perceived
opinion value as the DV. For H2.2, we also set the generated attitudes defined above
(Ai) as the IV and conducted a test with the perceived engagement value as the DV.
Pairwise Wilcoxon’s tests using the Bonferroni adjustment method have been used for
each modality (Table 4.4).

For both the valence and the arousal values, we found a significant effect on the
perceived attitudes (valence: χ2 = 43.7, df = 4, p-value < 0.01, arousal: χ2 = 26.4, df = 4,

p-value < 0.01). In the pairwise test for H2.1, the 3 different values of valence are correctly
associated with the audience attitudes of the participants (negative, neutral and positive).
Moreover, the perceived values of valence are only significant when comparing attitudes
from markedly different levels of valence: there are no differences between attitudes with
the same value of valence (See Figure 4.7). However, the neutral audience (A3) is not
significantly perceived as neutral by the participants but slightly positive. We believe this
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Table 4.4 – Wilcoxon’s Pairwise Tests, numbers are p-values from each tests, the attitudes
are on both sides of the table with the Spearman’s effect size for the valence and then the
arousal.

Valence
Attitudes Very Low & Very High & Medium & Very Low & Spearman’s

Very Negative Very Negative Neutral Very Positive effect size (ρ)
Very High & Very Negative 1.0 - - -
Medium and Neutral <0.01 <0.01 - - 0.5
Very Low and Very Positive <0.01 <0.01 1.0 -
Very High and Very Positive <0.01 <0.01 1.0 1.0
Arousal
Attitudes Very Low & Very High & Medium & Very Low & Spearman’s

Very Negative Very Negative Neutral Very Positive effect size (ρ)
Very High & Very Negative 1.0 - - -
Medium and Neutral 1.0 1.0 - - 0.2
Very Low and Very Positive <0.01 <0.01 <0.01 -
Very High and Very Positive 1.0 1.0 1.0 <0.01

is because we mixed different types of nonverbal behaviours which were not only neutral.
For H2.2, the pairwise test shows that participants cannot significantly identify all lev-

els of arousal. The results exhibit a significant difference in the users’ perception between
low and high arousal when the valence is positive (A4 and A5, Figure 4.7). However, in
A1, A2 and A3, there are no significant differences in terms of perceived arousal. Partic-
ipants cannot significantly differentiate two different levels of arousal when the valence
is negative. The same for A3 which is supposed to be perceived as moderately engaged
was perceived as highly engaged. We believe it is also due to the use of negative non-
verbal behaviours to generate the attitude. All three attitudes we designed with negative
nonverbal behaviours were perceived with the same high level of arousal (Figure 4.7).
Further investigations can be done to test if negative nonverbal behaviours also influ-
ence perceived arousal. Thus, H2.2 is only partially validated, and we cannot completely
reject the null hypothesis. Figure 4.8 reports an example of attitudes the users cannot
significantly recognise.
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Figure 4.7 – Distribution plot of the selected valence and arousal depending on the at-
titudes. Main significant results from the pairwise tests for our hypotheses are shown in
blue above the bars charts.

4.4 Recommendations for Audience Simulation in Vir-
tual Reality

Concerning our results and considering the existing literature, we can propose rec-
ommendations and guidelines for virtual audience design and attitude generation. These
guidelines focus on nonverbal behaviours, but the following section 4.5 tackles other as-
pects, such as sound or backchannels.
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+ Valence- Valence

Low Arousal

High  Arousal

Enthusiastic

Critical

Neutral

Indifferent

Anxious

Bored

Difficult to recognize

Figure 4.8 – Mapping of virtual audiences’ attitudes on the models’ dimensions using
the categorisation from Kang et al., 2016. On the horizontal axes the valence and on the
vertical one the arousal.

Engagement towards the speech (Arousal): the audience’s engagement is signifi-
cantly related to the gaze, the frequency of movements and the posture’s proximity. As for
facial expressions, we would advise alternating between the targeted facial expression and
a face at rest to let the users perceive and compare those differences instead of displaying
them continuously. Kang et al., 2016 already offered such guidelines for facial expressions.

Opinion towards the speech (Valence): The opinion is significantly related to the
nonverbal behaviour type. Consequently, we would advise using distinct head movements
and facial expressions to help users differentiate them. Moreover, if VR users are close to
the audience, they might be able to perceive subtle facial expressions and head movements
but significantly less if users are distant from it.
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Recommendation for negative opinion and engagement: according to our results,
users may have difficulties differentiating levels of engagement (Arousal) when the virtual
audience has a negative opinion (Valence). Consequently, we would recommend using
a lower proportion of negative nonverbal behaviours with regard to the percentage of
positive nonverbal behaviour, such as frowning or shaking the head and crossing the
arms. Chollet and Scherer, 2017 also reported that fewer negative behaviours are required
to let the users correctly recognise a negative attitude compared to positive ones.

4.5 Limitations

Our evaluations have shown that despite not being domain-specific, we can successfully
create different audience attitudes significantly identified by VR users, such as indifferent,
critical, and enthusiastic (Figure 4.9). We mostly validated our hypotheses on virtual
audiences’ attitude perception and confirmed its efficiency in virtual reality, except for
virtual audiences displaying low engagement and negative opinions as per the model.
Audiences with low engagement and negative opinions are not identified correctly by VR
users, which might prevent the perception of bored or anxious attitudes. The reasons for
this shift in perception are probably due to the greater intensity of negative signals and, as
reported by Kang et al., 2016, the interaction between negative valence and low arousal.

Our results also raise questions about some behaviours from the model and their
perceptions. Posture relaxation, deemed significant for the perception of valence in the
model, has not been confirmed as such in our first study. However, users still significantly
distinguish a positive audience from a negative one in our second study when we used
posture relaxation. It probably comes from the fact that VR users recognise more easily
negative behaviour than those related to arousal.

The interviews with the participants gave us more insight into their understanding and
perception of the audience’s attitudes. Some of them mentioned that facial expressions
were strong signals, which corresponds to the results from our first evaluation. Participants
also mentioned they use a known context to make their decision, e.g. a lecture or a
professional meeting. We gave no context before the experiment, but a precise context
might help the users to associate nonverbal behaviours with a known audience attitude.
Lastly, the most recurrent comment was the lack of sounds from the audience when it was
playing some behaviour. None of the studies we used to build our model defined sound
or backchannels for the virtual audience. Therefore, we chose not to add sound to our
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Figure 4.9 – Example of nonverbal behaviours used to display 4 different attitudes, (A)
shows this behaviours on one agent and (B) for the entire virtual audience.

evaluations. However, other studies concerning virtual agent behaviour, such as research
on conversational agents may fill in the gap between the nonverbal behaviours and the
associated multi-modal backchannels [Barmaki and Hughes, 2018; Kistler et al., 2012;
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Laslett and Smith, 2002; Poppe et al., 2010].
Based on this feedback, we can see that some of the limitations in the audience’s

attitude perception may be solved when using the system in a specific context. Because
more behaviour diversity and sound may also help to improve perception, the features
introduced in Chapter 3.4 can improve the model. These behaviours were not part of
the evaluations we present here to preserve the integrity of the relationships we tested.
However, behaviours such as chatting or leaving the room warrant exploration in future
perception studies.

4.6 Conclusion

In this chapter, we presented our perception studies aiming for evaluating the users’
perceived attitudes generated with our model. The first evaluation provides insight into
non-verbal behaviour perception according to the model’s dimensions, valence and arousal.
This study partially reproduces the result from Chollet and Scherer, 2017 in VR, except
for the eyebrows, for which we could not run a test and the posture’s openness. In our
second perception study, we evaluated audience attitude user perception and confirmed
the users’ ability to distinguish opposed levels of valence and arousal except for the low
arousal perception, which might interact with negative valence appraisal. Kang et al.,
2016 already reported a potential interaction between low arousal and negative valence.
However, adding some audio to the environment and domain-specific behaviour to root
the users in a given context could solve this issue.

From our point of view, the solution to extend the model was to deploy the AM-
BIANCE in a domain specific application to evaluate it with experts. Thus the following
Chapter 5 introduces a public speaking training application for the university curriculum
deployed for bachelor students from the University of Würzburg. This new application
helps us study new context-specific behaviours and backchannels with lecturers and stu-
dents and evaluate the system’s acceptance and usability. In fact, as explained in Chap-
ter 2, virtual audience control can be difficult and can produce a workload for instructors
depending on the method used, i.e. Wizard of Oz or fully autonomous. This public speak-
ing system helps us investigate how a hybrid approach can ease audience control and
still suit the instructors’ needs. VR GUIs, similar to Figure 4.1, offer the possibility to
fine-tune the audience or to provide high-level controls directly influencing the audience’s
attitude.
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MODEL DEPLOYMENT AND EVALUATIONS

5.1 Introduction

We have seen in the previous chapter that the AMBIANCE can generate different au-
dience attitudes. Yet, these user evaluations do not investigate how to control such virtual
audiences. In existing systems, audience control is an issue when experts drive a simula-
tion whilst they supervise a training or therapeutic session. The Breaking Bad Behaviour
application we took as a reference for our work relies on experts in classroom manage-
ment to manage a training simulation and author the classroom’s behaviour to follow a
pedagogical plan. In this application, instructors drive each virtual agent’s behaviour and
adapt it at runtime accordingly to the trainee’s actions. In this system, the supervisor
has to adapt each virtual agent’s behaviour to fit with the ongoing pedagogical scenario
while listening to the trainee teacher and taking notes for the post-training briefing. In
this case, the experts can be overwhelmed by the controls and the pre-service teacher su-
pervision, which significantly increases the workload. Moreover, preparing a pedagogical
plan or a therapeutic strategy with such a system might be complex for computer science
neophytes Mouw et al., 2020.

Delamarre et al., 2021 propose another classroom management training system to
drive the virtual audience behaviour according to scenarios designed by domain experts.
As a result, experts script the virtual audience’s behaviour, and thus it has no scenario
flexibility and might suffer from simulation repetitiveness. Still, it provides a high-level
authoring tool for users without knowledge of scripting languages. However, virtual audi-
ence systems such as Breaking Bad Behaviour relying on a tutor-in-the-loop could benefit
from higher-level user control to manipulate the audiences. Such autonomous features
could profit VR training systems, regarding the trade-off between a fully autonomous
simulation and a Wizard of Oz system where each spectator is individually controlled.
For instance, when replacing tutor expertise with a self-sufficient component is not desir-
able, e.g. VR therapy and training could need real-time adjustments and temporary fine
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control of the environment.

In Chapter 3, we evidenced how virtual audiences’ ability to modify their behaviour
is beneficial to convey emotions VR users can perceive. These emotions emerge from non-
verbal behaviours and multiple social signals, such as backchannels or interactions between
agents and users [Chollet and Scherer, 2017; Kang et al., 2013; Pertaub et al., 2002].
Therefore, VR social applications can benefit from attitude control to become suitable for
teaching and therapeutic environments. Additionally, VR exposure therapy applications
use virtual audience as fear stimulus due to the ability system have to fine-tune the
audience’s behaviour to elicit various fear response [Owens and Beidel, 2015]. However,
as explained in section 2.7, a dynamically controlled environment is mostly unfeasible or
unsafe during an in vivo simulation and virtual training simulations require controllable
environments to supply instructors with training scenarios and plausible environments.
Therefore, fine control of the audience behaviour is paramount for rooting the user in the
virtual scene and providing training and therapeutic adaptive environments.

Our proposal consists of a novel scenario control tool that aims at solving specific
requirements for training or therapeutic VR systems. Our approach is to use a behaviour
model to create pedagogical scenarios relying on the affect it arouses in the users. Unlike
regular training scenarios, this approach does not rely on a sequence of actions and choices
that makes the scenario branch but instead focuses on the affective experience. Thus,
during the presentation, the audience’s attitude changes modulate the students’ affects.
This section presents two contributions: we first describe how we used a user-centred
development process to develop a VR training system for bachelor students and then
how we solved the trade-off between a fully autonomous and a Wizard of Oz system. In
doing so, we extended the AMBIANCE with non-verbal behaviours, backchannel, and
affective cues based on the instructor’s feedback. Finally, we present a high-level control
interface helping instructors to design pedagogical narratives via a high-level application
programming interface (API). Our system and its development process provide insights
into the successful integration of VR-based formative educational tools into a university
curriculum training application.

We introduce and discuss the STAGE system (Speaking To an Audience in a digGital
Environment), a high-level control system built around a state-of-the-art virtual audience
simulation. The STAGE allows leveraging the potential of co-presence in finely controlled
and tutor-led training for public speaking through the creation of pedagogical scenarios.
These scenarios rely on events that encompass affective phenomena rather than organising
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events changing the course of a training scenario.

5.2 Public Speaking VR Training Application

5.2.1 Development Context

We developed the STAGE for Scientific Writing and Presentation seminars for post-
graduate and undergraduates at the University of Würzburg in Germany. We used the
system for two semesters: during the first semester, volunteers participated in a prelim-
inary study that helped us develop the first STAGE prototype, and in the second one,
all students practised in VR to prepare for their final presentation. The application was
designed for the ATMCS module (actual trend in mensch und computer), an HCI course
in which students learn how to prepare a scientific presentation and review a paper. Stu-
dents have to choose an article from the last CHI conference, present it, and provide a
review. During the exam, they have 10 minutes of presentation, then a 5-minute long re-
view and finally 10 minutes of questions from the audience. Before the oral presentation,
students have a series of lectures on public speaking skills, slides preparation for scientific
presentations and scientific paper review.

Before we deployed the STAGE into the seminar, the students had no compulsory
training and were mainly preparing for their exams with the lectures. According to the
lecturers, only a minority of students contacted the professors to get feedback on their
presentations. Therefore, we proposed the STAGE as a VR training tool to let the students
practise their public speaking skills, especially those which can be challenging to learn
with online presentations, e.g. how to react to the audience’s behaviours or how to use
the space on stage. Thus the STAGE provides a learning tool that can expose students
to situations they may experience during real-life presentations.

The STAGE was then designed to fit this seminar and provides a safe learning environ-
ment for the students and a flexible educational tool. We designed the training sessions to
supply the students with a practise session in front of a virtual audience with the profes-
sors supervising them. On the one hand, to help during the presentation and on the other
hand, to give a personalised review of the student’s slides and presentation quality. Thus,
we used the seminar marking to provide a virtual environment that lets the supervisors
evaluate the students with the different criteria that are usually used for the seminar (see
appendix E.1).
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In a desire to focus the system’s development on the needs of the different users (i.e. the
instructors and students), we first targeted the critical functionalities making it possible
to provide a functional virtual training environment. Then we iteratively added different
software improvements providing better control of the environment and the best user
experience.

5.2.2 Development Methodology

To provide the most suitable system to the instructors, we followed a user-centred
development driven by the lecturers in charge of the seminar. Figure 5.1 shows the devel-
opment process we followed.
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Figure 5.1 – The methodology used for the design of the system.

Our first milestone was the critical feature identification required by the instructors ac-
cording to their pedagogical needs. Thus, after analysing the instructor’s and the student’s
tasks, we listed the features required for the seminar to happen in VR. The instructors
needed to be able to listen to the presentation while watching the slides and the stu-
dent’s movements. As for the students, they needed to be able to display their slides
in VR, control them with a remote controller, and have feedback on the current state
of their presentation, i.e. current slide shown and remaining time. On top of these fea-
tures, the system requires a plausible and believable virtual environment populated with
a controllable virtual audience to expose the user to various public speaking situations.
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Moreover, the system had to allow the application to be used in mixed reality (MR) with
a projected virtual audience with Kinect-based speaker tracking to accommodate students
uncomfortable in VR and provide a more natural conference-like situation.

With these key features in mind, we developed a prototype with an iterative process
where instructors test and validate each implemented feature. After the prototype was
functional and validated, we ran an eight-week-long preliminary study in which under-
graduate student volunteers participated in training sessions. The training session was
structured as follows: the students sent their slides beforehand for test purposes, and then
on the training day, they had a training session in which they could test their slides in
both VR and MR. After this training, the students had to choose between VR and MR
and stand ready for the presentation (Figure 5.2). The presentation was 10 minutes long,
with questions from the instructor at the end. Additionally, a semi-structured interview
and a briefing between the students and the instructor were following it. In this discussion,
the instructor gives feedback about the slides’ quality, the presentation content, and the
public speaking skills.

Figure 5.2 – The three possible roles during the seminar: (a) Embodied Teacher with
controls, (b) the virtual reality speaker, and (c) the mixed reality speaker.

Thanks to this preliminary study, we gathered the first students’ impressions of the
system. Instructors also provided a list of additional requirements from their system uses
during this seminar, namely regarding the controls and the cognitive load when it comes
to following the presentation and handling the virtual audience. Thus, a second iterative
process started with PhD student volunteers and instructors to test each improvement
requested. Students were rehearsing their presentations for incoming research meetings
and were able to provide further feedback for each iteration. Some others experimented
with specific system features, such as the slide controls or the training instructions. PhD
students also participated in Monkey testing to anticipate and avoid usability issues during
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the presentations. As for the improvements made to the AMBIANCE, instructors asked
for new attitudes and behaviours and a new control interface to widen the possibilities
for designing pedagogical scenarios.

After the instructors validated the second prototype, a second seminar used the train-
ing system to let students practise VR before their final exam. In parallel, we organised
a workshop with lecturers to get more insight into its possible use in subsequent lectures
and seminars.

5.3 Application Architecture

The prototype relies on the instructors’ pedagogical needs, which were namely: listen-
ing to the student’s presentation, watching the slides and seeing the students’ movements
provided that the simulation takes place in a believable conference environment.

We developed the prototype with Unreal Engine 4 1 [Epic Games, 2022b] as a VR
application for students and as a desktop application for the instructors (Figure 5.3).
This application follows a client-server architecture where the client side is responsible for
the student’s controls and the server for the virtual audience attitude and the instructor’s
controls. This network architecture allows instructors to attend the presentation remotely,
e.g. during the first seminar, students and instructors were in two different rooms but
connected via the university network.

1. Unreal Engine, https://www.unrealengine.com/en-US/, [Accessed March 29, 2022]
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Figure 5.3 – Speaking To an Audience in a diGital virtual Environment (STAGE) system
architecture.

To meet the student’s requirements, we created a virtual environment allowing them
to control their slides. Thus, we used Decker 2 [Latoschik & Team (Uni Wuerzburg) et al.,
2022], an open-source slide creation tool based on the Markdown language, interpreted in
HTML by a web browser. Seven German universities and lecturers at the University of
Würzburg already use this tool. Lecturers were already using Decker for the seminar, and
students had presentation templates to become familiar with the system. Thus, we created
a natural VR interaction metaphor with the slides. As in Figure 5.2, we implemented a
virtual remote slide presenter with a laser pointer, appearing in the user’s virtual hands
and controlled with the VR controller buttons or thumb-sticks.

Therefore, students can use the controllers to interact with slides by clicking on the
virtual screen and highlighting elements of their slides with the laser. Also, the presenter

2. Decker sources repository, University of Würzburg https://gitlab2.informatik.uni-wuerzburg.de/
decker/decker,[Accessed March 29, 2022]
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can press the controllers’ buttons to move to the next or previous slides. Two web browsers
display the slides on a large panel representing the projected slides and on a laptop, which
allows the user to have feedback on the current slide while facing the virtual audience.
A timer displays the remaining time as soon as they start the presentation by pressing a
button next to the virtual laptop (Figure 5.4) to keep track of the time spent during the
presentation. Finally, a panel can show presentation-quality metrics that were possible
to visualise and export for the students, such as the percentage of time looking at the
audience, the time on each slide, which agents the user looks at the most, or the time
talking. Besides the slides and laser pointer interactions, the user can embody an avatar
composed of two virtual hands holding the laser controllers, a head-mounted display, and
transparent footprints on the ground to locate the user. The head-mounted display is not
visible from the student presenter’s point of view. The hands are animated and move
according to the capacitive sensors of the VR controllers, which provide the student’s
thumb and index location.

Figure 5.4 – System Overview, from a top-down perspective: With (a) the virtual audience,
(b) the virtual stage with the laptop and the student menu, (c) the virtual conference
room from a top-down perspective.

To improve the menu buttons’ usability, we created a press interaction with the user’s
hands, which triggers a visual cue and a hand animation when the student’s hand gets
closer to a button to encourage the user to press it with the index. Then when the student
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interacts with the button, it triggers a visual effect and a smooth vibration in the controller
to notify the student of the ongoing interaction. Finally, to increase the interactivity with
the environment, the user can grab some objects in the virtual environment.

The STAGE can also use scanned avatars (Figure 5.5), allowing the users to embody
their photo-scanned avatar using inverse kinematics to partially track the body movements
based on the head and the controllers’ location. This feature has not been used during the
seminars for multiple reasons, the scanning pipeline takes time and might require redoing
the process in case of a malfunction, and we were not sure all the students would agree to
be scanned. So to keep the same protocol inbetween students, we avoided using scanned
avatars.

Figure 5.5 – Example of scanned avatar embodiment for the speaker (a) with the point
of view from virtual spectators (b) and (c).

The audience was also a critical prerequisite for the instructors. As stated in section 5.1,
VR training simulation’s usefulness lies in their ability to expose users to particular sit-
uations while controlling the degree of exposure, in our case, the virtual audience and
the virtual spectators’ behaviour populating it. In the prototype, the AMBIANCE plugin
described in Chapter 3 generated the virtual audience, which made it possible to display
four audience attitudes, i.e. bored, enthusiastic, indifferent, and critical. Then, through
our iterative development process, we extended the model with new audience attitudes,
context-related behaviours and social interactions such as backchannels. Lecturers also
added a small set of behavioural cues to support the pedagogical plans, e.g. spectator
leaving or coming into the room.

Finally, we added a GUI to extend the instructor desktop application to let lecturers
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have high-level control of the virtual audience’s attitude (Figure 5.6). This GUI also
allows the instructors to use a live question system with which they can embody a virtual
spectator to raise a hand and talk through a microphone. It also shows the slides and has
a camera system to get different points of view of the virtual environment, e.g. from the
back of the room, from the front row or from the stage. After compiling the instructors’
feedback for the preliminary study, we extended the desktop application with a web
graphical user interface providing a high-level control API to control the virtual audience
at run-time and pre-scripting pedagogical scenarios. A visualisation tool accompanies this
second web GUI to keep track of the ongoing narrative.

Figure 5.6 – Instructor Graphical User Interface with controls and slides preview (a) and
embodied virtual spectator by the instructor for the end questions (b).

A training session was structured as follows: first, the students sent their slides made
with Decker a bit in advance to test them beforehand, and then they had a training session
in which they could test their slides in VR and MR. After this training, the student had
to choose between VR and MR and stand for the presentation. The presentation was 10
minutes long, with questions from the instructor at the end. A semi-structured qualitative
interview and a briefing between the student and the instructor followed the presentation
to give feedback about the slides’ quality, the presentation content, and the public speaking
skills.

The first preliminary results led us to develop better interaction techniques, extend
the VAS, and add a high-level GUI allowing us to launch previously established scenarios
while providing graphical feedback on the audience’s state. Consequently, all the devel-
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opments described in the following sections were made based on successive iterations.
Following these developments, a second seminar took place as well as a workshop with
university professors and lecturers who tried out the system. Thus, the following sections
introduce the AMBIANCE’s extensions added to compensate for the limitations identi-
fied during the user study and the behavioural cues requested by the instructors to let
them create more suitable audiences for the scenarios (section 5.4.1). Then we describe
the instructor interface allowing the design of pedagogical plans with a high-level API. It
aims at granting fine control of the virtual audience. This GUI provides a scenario and
the current audience’s state visualisation (see section 5.6). Finally, all the feedback from
students and lecturers who participated in the second seminar and workshop are given
and discussed to provide guidelines on the development of a similar training system for
the university curriculum (see section 5.7.2).

5.4 The STAGE System Implementation

From the instructor’s point of view, the STAGE is a teaching aid by which the student
can experience simulated scientific talk. Such a simulation implies a believable virtual
audience in terms of reactions toward the presentation. The challenge is to provide an
audience whose behaviour communicates a perceptible attitude toward the speaker. This
phenomenon has the effect of arousing positive or negative affects. The aim is to supply the
student with an environment that will provide the best possible experience of a scientific
talk.

5.4.1 Virtual Audience Implementation

As introduced in section 5.3, we integrated the AMBIANCE plugin into the stage
architecture. Thus, the rule-based model helped us adjust the virtual agents’ behaviours
to the desired audience attitude.

We modelled the attitudes into objects containing the rules and triggering them when
needed. These attitude objects encapsulate the associated behaviours and expose straight-
forward controls to the experts. It avoids directly using the behaviour rules whilst they
can change the proportions of agents displaying the targeted attitude. Moreover, we in-
tegrated the reactions to disruptive events described in Chapter 3.3.5 and the custom
behaviours needed by the lecturers. As for the posture modifications, the rules were not
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Figure 5.7 – Sequence diagram describing an attitude change into a critical one, with an
example behavioural cue triggered with its reaction.

changing the displayed animations, but the instructor had to request a new posture to see
changes. Alternatively, we decided to consider different posture types to cluster anima-
tions and assemble them into posture pools responsible for changing the postures through
time, in a random order, in a pre-establish order or based on a probabilistic basis. Overall
the new operating principle is very similar to the previous one but provides higher-level
controls, Figure 5.7.

5.4.2 Behavioural Cues

The AMBIANCE does not include backchannels or behavioural cues because it was
not evaluated in a specific context and is only relying on non-verbal behaviours. Thus, the
STAGE had to extend the first implementation with context-specific behaviours. Based
on the feedback from the first seminar, the instructors gave us a list of behaviours they
needed in their pedagogical scenarios to design the audience’s attitudes. They created two
scenarios using multiple attitudes to let the students experiment with different types of
audiences and various presentation phases they could encounter in real life. For instance,
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the audience is interested at the beginning of the talk but then gets bored and indifferent
to the speech, and finally, the audience becomes critical because the spectators do not
appreciate the presentation. Instructors punctuated these scenarios with contextual affec-
tive cues used as disruptive or supportive events during presentations, such as a spectator
coming into the room during the speech, someone yawning loudly, or playing a supportive
backchannel. The two scenarios were very different, the first was meant to be supportive
and less stressful as possible, whilst the second one was meant to be challenging, includ-
ing frequent disruptive behaviours and a majority of negative attitudes displayed. The
purpose of such scenarios is to let the students face the different situations they cannot
experience training individually and provide personalized feedback from the lecturers.

Therefore, to provide plausible scenarios to students and let them face these public
speaking situations, we added to the model several behaviours. In a nutshell, we first
extended the number of postures and variations of the existing model implementation
to discard the looping behaviours. Students often mentioned these looping animations to
be noticeable during the development phase and interviews. These posture variations are
changes in some body parts, like crossing the legs differently or resting on the opposite
hand. Then, because the instructors felt limited by the four original attitudes from the
model, we created new ones with the same rule-based system. One guideline for build-
ing new attitudes was to use attitude-related behaviours to let the users distinguish the
difference when two attitudes are close in terms of perceived valence and arousal, e.g. to
differentiate a bored audience from an indifferent one. Thus, we extended the new model
with two new attitudes, interested and disrespectful. The model defines the interested one
with a high level of arousal and positive valence, i.e. equivalent to positive opinion and
engagement toward the speaker. Thus, based on the model’s rules, this attitude triggers
frequent nodding and smiles with virtual agents leaning forward and mostly staring at
the speaker or the slides. As for the specific behaviours related to the interested atti-
tudes, we added two evocative behaviours according to the instructor. The supplemental
behaviours were "taking notes" and "leaning sideways" to look at the slides when someone
obstructs the agent’s sight. By contrast, the disrespectful attitude displays less frequent
head movements and facial expressions while the virtual agents lean backwards. In this
case, the specific behaviours were agents texting, chatting together, or putting their arms
behind the head. The new set of attitudes now includes around seventy postures, four
different head movements, and four facial expressions. The STAGE also includes specific
behaviours such as yawning for the bored attitude, texting for the disrespectful attitude,
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or taking notes for the interested one. We made these new animations from motion capture
data which were then applied to the different virtual agents.

Besides these new behaviours, to support the scenarios and improve the overall audi-
ence believability, we added some affective cues and social interactions made with motion
capture as well, e.g. a phone ringing. Along with the domain-specific behaviours like yawn-
ing or texting, we added contextual behaviours such as spectators asking to repeat with
German voice lines depending on the virtual agent’s gender or a phone ringing followed
by apologies from the virtual agents. As for the social interactions, we added reactions to
these events and behaviours based on a proxemic awareness of what is happening around
them. For instance, when a phone rings, the surrounding agents will look at the virtual
spectator trying to switch off its phone. It works the same with spectators coming in late,
virtual agents close to the newcomer stare at it because they are distracted. Thus, to
create these reactions, we added new features, such as pathfinding from the game engine
and audio components to play 3D sounds.

The affective cues are periodic, either triggered manually by the instructor or automat-
ically by the narrative. These reactions are conditioned and can rely on pre-established
rules such as the distance between virtual agents, the current attitude displayed, or some
user metrics. We implemented these utility-based rules from audiences’ accounts in which
the instructors precisely described what type of behaviour happens when they occur and
in which circumstances. Consequently, all reactions rely on heuristics from the instructors’
experience of public speaking but change according to the current audience’s attitude. For
instance, when the virtual spectator’s phone rings, some agents can look at it and frown
if there are interested but might not react if bored or disrespectful (see Figure 5.8).

To improve the interactions between the student presenting and the virtual audience,
we added backchannels to increase the virtual audience’s engagement toward the talk.
However, in this situation, the audience is not involved in a conversation but only in a lis-
tening situation. Consequently, we added supportive and negative multimodal backchan-
nels that do not involve analyzing the talk. The supportive ones notify the user that the
spectator better understands what she or she is saying, i.e. the agent nods and emits
a long "mmh". As for the negative ones, spectators were notifying a misunderstanding,
with the spectator frowning and emitting a specific negative or even rude multimodal
backchannel. The students who recorded the voice lines recorded a specific one from the
German language that can be compared to the long "what" in English. Also, we based
the moment when to trigger these backchannels on advice from the lecturers. A utility-
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Figure 5.8 – Example of audience reaction: when a new virtual spectator enters the con-
ference room.

based function uses the user metrics gathered during the presentation to decide when the
backchannel should be supportive or not. So, for instance, when the speaker has a regular
pace, and the student is often looking at the audience, it is more likely that the audience
will trigger a supportive backchannel, while if the student always looks at the notes and
needs to go back to previous slides, it is even more likely that a negative backchannel is
triggered. Finally, to avoid long absences of noise coming from the virtual audience, we
added some noisy behaviours which do not affect any pedagogical plan or attitudes, e.g. a
virtual spectator picking up a pen or others who cough. PhD students evaluated each of
these modifications during their training through structured interviews, before instructors
approved them.

5.5 Performances and Scalability

In the STAGE the virtual audience is composed of 13 different virtual characters
from Adobe Mixamo 3 [Adobe Systems, 2022]. During the seminar, the students were
given an Oculus®Rift S with a constant 80 Hz refresh rate bound to the hardware.
However, to provide the most plausible environment, such a virtual conference room
should be able to issue larger crowds. Thus, we evaluated the STAGE performances and

3. Mixamo character and animation library, https://www.mixamo.com/#/ Accessed February 12 2022
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Figure 5.9 – The three virtual audiences were used to run the scalability performance
evaluation: (a) the 13 agents used during the seminar, (b) 26 agents, and (c) 36 agents
which correspond to a full conference room.

ran a scalability benchmark. We first measured the AMBIANCE performances within
the seminar setup over 5 minutes, and as expected, the behaviour model implementation
does not considerably impact the performance (µ = 1.68 ms, σ = 0.2). To perform the
evaluation we used a computer running with Windows 10 64 bits, Intel®Core™i7-9700K
central processing unit (CPU) at 3.60GHz, and NVIDIA®GeForce RTX 2080 SUPER
Graphics Processing Unit (GPU) 8GB GDDR5. An Oculus®Rift S was used to carry out
the VR evaluation.

Nonetheless, a load test shows that the STAGE is quickly GPU-bounded due to the
virtual agent rendering (Table 5.1). Further investigations have shown that shaders used
to render some agents’ hair had a significant impact on the frame rate. Translucency
is a common issue for VR rendering and is detrimental to performance. Concerning the
number of agents and the resulting frame rate, the system can handle 19 virtual agents
from Mixamo. Although, if we double the number of virtual agents, the system runs
already under 45 frames per second which is not suitable enough for VR uses (Figure 5.9).

Table 5.1 – STAGE Scalability Performances measured over a 2-minute long period.

Number of
Virtual Agents

Number of frames
per seconds (FPS)

Game Thread
(ms)

Rendering Thread
(ms)

GPU Thread
(ms)

13 83 µ = 11, σ = 0, 2 µ = 6.8, σ = 0.3 µ = 12, σ = 0.2
26 41 µ = 24, σ = 1.1 µ = 12, σ = 0.9 µ = 25, σ = 0.3
36 (full room) 23 µ = 32, σ = 3.4 µ = 24, σ = 1.4 µ = 42, σ = 5.0

Even if our system already uses different levels of detail for the virtual agents’ meshes
and props in the environment, these measures testify to a need for a virtual audience
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Figure 5.10 – Three different types of virtual agents used within the STAGE: (a) the char-
acters used during the seminar from Mixamo®, (b) the Meta-Humans from Epic®Games,
and (c) Photo-scanned avatars from the University of Würzburg.

with a mix of highly detailed characters and less detailed ones. For instance, blending
photo-scanned avatars, Meta-Humans from Epic®Games, Mixamo characters, and others
with simplified mesh structures could solve such limitations. The most detailed virtual
agents should be close to the speaker for the facial expressions to be visible so that the
further the agent is, the less it is. But the STAGE system can already use these different
virtual agents on the condition that the animations are compatible with all agents’ builds
(Figure 5.10).

5.6 STAGE Control Interface

After we evaluated the first prototype, instructors reported limitations due to the
complexity of manually and continuously controlling the virtual audience, even though the
instructor only had to change the overall attitude or trigger specific behaviour accordingly
to the presentation. Therefore, we proposed to design a web interface in which they could
monitor pedagogical narratives. In doing so, they only have to listen to the presentation
and monitor the ongoing pedagogical scenario or eventually adopt the virtual audience’s
attitude if the current training session does not fit with the pre-established narrative.
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Therefore, we designed a graphical user interface to enable us to control the virtual
audience by changing the attitude and triggering specific behaviour like backchannel or
context-related behaviours and by controlling and monitoring the ongoing narrative. Thus,
we created a web GUI based on the REACT framework using a REST API to communicate
with the STAGE application. Concerning the scenario design, we implemented a high-level
control API to directly control the STAGE and change the audience’s attitude or trigger
disruptive events.

5.6.1 Audience Controls

The instructors required a high-level control interface and to keep fine control over the
audience to adapt it. The application has a central component responsible for providing a
simple control interface with the behaviour model and the different rules. Thanks to the
attitude model, instructors can directly change the attitudes in percentages without taking
care of each agent individually. This component provides direct access to the AMBIANCE
manager. Thus, we developed a high-level API to drive the virtual audience with simple
instructions. Figure 5.11 shows how these instructions can quickly adapt the audience
to the presentation. However, the system cannot always follow the instructions and tries
to get as close as possible to it. For instance, two agents speaking together can only be
displayed under certain conditions, they have to be next to each other and close enough.

Such controls can elicit a heavy workload, so the GUI had to ease its use. Conse-
quently, based on the instructor’s audience feedback, we linked the different behavioural
cues to each attitude. It enables us to dynamically adapt the displayed buttons of each
domain-specific behaviour to activate behaviours associated with the current attitude.
These dynamic buttons nudge the instructors to only manipulate attitude-related be-
haviours. Aside from the audience controls, the interface provides controls over the vir-
tual environment, such as the student’s timer, a reset of the slide, or a logging system for
the instructor to add information within the visualisation tool, e.g. the speaker perceived
stress.

5.6.2 Virtual Audience Control API

The aforementioned high-level API also provides the instructors with a simple sce-
nario editing tool. In addition to these controls, a state machine lets the instructors use
successive states containing the high-level instructions adapting the VA attitude and be-
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Figure 5.11 – Example of manual change of the virtual audience attitude: with (a) the
initially bored audience, (b) the instructor web interface with the controls, and (c) the
resulting interested audience obtained with a high-level instruction.
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havioural cues. In doing so, the audience’s attitude can be timed or conditioned to events,
user metrics, or even external tools which can communicate through the REST API, such
as physiological sensors.

Instructors have tested physiological-driven scenarios in which the virtual audience’s
attitude changes according to the student’s data obtained through an Empatica E4 4

wristband [Empatica, 2022]. However, we never used this pedagogical scenario during the
seminar to avoid unfairness between students since none of these scenarios has been eval-
uated. Moreover, the stress classifier was a prototype as well. For the same reason, all
the scenarios were linear during the seminar and were not branching to create alternative
ones, so all the students had the same pedagogical scenario. Nonetheless, such features
could provide significant pedagogical help in terms of stress monitoring. Some students
might suffer from fear of public speaking and could benefit from training sessions taking
into account their stress where the audience can change its attitude to lower the students’
stress. Moreover, branching scenarios could lead to adaptive narratives and personalised
sessions. We could already use such narratives with the control API we provide by condi-
tioning the audience behaviour on user behaviours or physiological data (Snippet 5.1).

1 OnStartNarrative(){
2 this.Audience.Interested(60);
3 this.Audience.Enthusiastic(40);
4 }
5

6 NarrativeLoop(float deltatime){
7 if(this.Intructor.SpeakerEstimatedStressLevel>75){
8 {
9 // try to calm down speaker if too stressed

10 this.Audience.Interested(60);
11 this.Audience.Enthusiastic(40);
12 }else{
13 if(this.Speaker.TimeLookingAtSlides>50){
14 this.Audience.Bored(60);
15 this.Audience.Indifferent(30);
16 }

4. Empatica E4 wristband technical page, https://www.empatica.com/en-eu/research/e4/ Accessed
February 12, 2022
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17 else {
18 this.Audience.Interested(70);
19 this.Audience.Indifferent(30);
20 }
21 }
22

23 void OnEndNarrative(){
24 if(this.Speacker.TimeLookingAtSlides>50) {
25 this.Audience.Applaude(90);
26 }
27 else {
28 this.Audience.Leave(90); // delay in seconds
29 }
30 }

Listing 5.1 – Example of a simple training plan using the Virtual Audience Control API
in Javascript for training on maintaining the visual contact with the audience.

Once more, to ease the use of the STAGE, the virtual audience affective modulation
automatically begins when the student press the Start button on the virtual laptop menu.
Thus, it helps the instructors to focus on the starting presentation without over-monitoring
the training settings.

5.6.3 Visualisation Module

Despite being autonomous, the scenarios and the audience’s affective modulations still
need to be monitored by the instructor to be adapted to the presentation. To do so, we
used the control API to log each attitude and behavioural cue change in the ongoing
scenario and draw it on a continuously updated graph. This graph draws the attitudes
with different curves based on the percentage of affected agents. The visual representation
illustrates the behavioural cues or events by coloured circles (Figure 5.11). Finally, a CSV
file saves these data for further analysis or replay purposes.

Instructors could use such training data for post-training briefing or replay the pre-
sentation with the students to provide a formative evaluation. Moreover, it could feed
a performance analysis system supplied with the simulation data, the user metrics or
physiological data to provide a qualitative report about the presentation. For example,
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students could see when they were stressed and on what slide they were at that time, but
they could also know how much time they spent per slide or when they needed to look at
their notes.

5.7 Preliminary User Study

In this section, we provide feedback from the 16 students who participated in the
seminars gathered from questionnaires and semi-structured interviews (see appendix F.2
for the consent form used and appendix G for the questionnaire). We exclude the PhD
students who participated in the iterative tests. We also report a review of the STAGE
made by the lecturers in charge of the seminar and three researchers in computer science.

5.7.1 Methods

During the two seminars, we had the opportunity to gather the students’ feedback
about different aspects of the STAGE, namely, the system acceptance, its usability and
the virtual audience believability.

The first seminar was exploratory. Thus, we mainly focused on semi-structured in-
terviews since we needed specific details that can be harder to get with a questionnaire.
For instance, the slide interactions system or the simulation controls with the instruc-
tors were brand new and required multiple iterations. The second seminar focused on
the system’s usability and acceptance evaluation rather than its development. Thus, we
put the main items from the first set of interviews into questionnaires. Hence, we added
questionnaires focusing on the acceptance and usability of the system. On top of these
questionnaires, we added a public speaking anxiety scale (see appendix H for the PSAS
questionnaire’s items) [Bartholomay and Houlihan, 2016] to measure the students’ public
speaking anxiety (PSA) and compare it to their self-estimated stress and performances.
In both seminars, students had a short training in VR to get used to the controls and the
virtual environment, then they had the presentation, followed by the debriefing with the
instructor, and finally, they had the questionnaires and a semi-structured interview. We
chose not to give any questionnaires before the presentation to let the students keep their
focus on the training since it was part of a lecture and not only a user study.

Regarding the workshop, all participants had the opportunity to play both roles, i.e.
the student role in VR and the instructor role. They were first doing a presentation of
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their own, for instance, a lecture or a scientific presentation, and then evaluating their
colleague’s presentation. They provided feedback on all the different aspects of the sys-
tem. The discussion following the trial was two-part, with a conversation between the
participants and smaller guided discussions based on various aspects we wanted to ex-
plore, such as the controls usability, the virtual audience behaviour believability, or the
system acceptance for further uses in other seminars.

5.7.2 Results

Regarding these three lines of research, we got promising results. All students agreed
in our questionnaires and interview that the STAGE could help improve their presentation
skills and also agreed on the usefulness of such a VR training system at the university,
e.g. "[it could help] to get more confident with the presentation itself", "I noticed where I
had problems in finding words", "Especially in times of Covid, it makes practising easy".
Regarding the feeling of engagement during the presentation the results are mixed and 50%
of them still believe a real audience is much more engaging for a training session. However,
they all agreed that using the STAGE for a practise session is "funnier" compare to what
they usually do. In fact, 50% of the students declared practising their presentation alone,
the others prepare notes or ask other students to help them. Some comments highlight
the reason why students agreed on it and it is probably due to the narratives instructors
designed, e.g. "I feel like it can be helpful to practise with distraction sounds, although I
was very surprised when I first noticed", "It felt almost like a real experience and it helped
me a lot during the presentation because I could notice how the audience was behaving and
I could adapt a bit the way of presenting.". Concerning the system usability, a frequent
comment is a difficulty to read some figures or slides on the small laptop’s screen especially
when the colour contrast is weak.

For the PSA scores we obtained with a questionnaire, we were able to first identify
students who stressed about their presentation and who might also suffer from PSA while
we were interested to know if there was a possible correlation. These preliminary results
seem to show a correlation between the public speaking anxiety score and the reported
stress during the presentation. We ran a correlation test on the students’ PSA and the
self-estimated stress from the second seminar, but we removed the students who had issues
with their slides or with the VR application which might have induced some additional
stress, e.g. video not playing in the slides or tracking issues that implied a restart of
the VR device. Since we have a small sample with ties and a distribution which does
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not follow a normal one we used Kendall’s Tau correlation test and adjusted the p-value
when ties occurred. Thus, the PSA and the self-estimated stress seem positively correlated
(Kendall’s τc = 0.796, p−value = 0.048). However, these results are preliminary and only
include 8 students from the second seminar. Moreover, it is worth mentioning that none of
the students declared being stressed but at least stressed "as normal" which corresponds to
the middle value in the provided scale. Moreover, it does not seem that the self-estimated
performance is linked to the anxiety level measured with the questionnaire.

Finally, regarding the virtual environment, all students agreed it was a believable
environment. Concerning the virtual audience, the behaviours and the virtual agents’
reactions were considered believable for a conference, e.g. "In comparison to a real audience
at a conference or a similar event the virtual audience was probably very realistic", "Looked
a little bored at the end, I think this could also be in reality". As for the impact on the
presentation, 70% stated the audience behaviour impacted their own behaviour, e.g. "I felt
shortly distracted when a phone in the audience rang", "I looked more towards the audience
and pointed out details.", "It made me feel a bit unsure about how my presentation was
going when people were leaving the room. A ringing phone also made me lose focus for
a bit.". However, only 50% declared adapting their presentation to the virtual audience,
e.g "I tried to refer to them directly for example as "all of you", which I probably would
not have done if I was talking to just one person". Eventually, almost all students could
recognise the audience attitude displayed and remember after the presentation when a
specific attitude was displayed according to our questionnaires. They all remembered
that the audience started interested and then became bored, only one student did not
remember any specific attitudes.

We believe it is worth mentioning that a student got a very high score of public
speaking anxiety (75/85) and stated not having paid attention to the virtual audience
at all. Moreover, the student declared being stressed by the fact that real persons were
listening to the presentation, i.e. the instructor. This student also stated to be disturbed
by all the noises coming from the virtual audience. Knowing that the PSA seems to be
considered a subgroup of social anxiety disorders in the literature [Blöte et al., 2009], it
might be interesting when using such systems to detect students who might suffer from it.
Adapting the scenario to them and thus providing a less stressful training session could
be a solution, either with specific scenarios or with dynamic ones adjusting the virtual
audience’s attitude while measuring the anxiety with physiological sensors. Yet, such a
hypothesis would need further investigation.
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5.7.3 Virtual Audience Believability

The comments from the workshop’s participants regarding the virtual audience be-
lievability seem similar to the students: the different attitudes are noticeable, and the
different behavioural cues are even more noticeable. However, the virtual audience needs
a better audio system with more sounds. It seems to have a lack of "ambient noise". For
instance, when a virtual agent changes its posture, its chair should sometimes creak. The
room in which the seminar was running might also play a role. The experimentation room
produces an echo when the students talk whilst the computer’s fans were covering the
sounds from the environment played out by the HMD’s speakers. Students reported this
issue as well, despite the sounds being spatialised, "One noise, I could not identify what it
was supposed to be. The noise being directly in your ear makes it seem a bit unrealistic".
A solution for this would be to use headphones that do not cover the student’s voice
or speakers in the seminar room which would play the sound coming from the virtual
audience.

A proposition from a lecturer was to improve the scenarios with agents displaying a
certain "personality", meaning that instead of letting the model freely change the virtual
agent’s behaviour, it would take into account its past behaviours. The virtual agents could
avoid displaying an opposite attitude or only display specific behaviour, e.g. an agent with
a disrespectful attitude would not suddenly become interested.

Concerning the feeling of social presence, participants from the workshop proposed
to add some VR interaction with a human embodying an avatar before the beginning of
the presentation. For instance, the training session in VR could be held with the student
and instructors embodying their avatars, who explain the controls and directly show how
to use them in the virtual environment. Such rich interaction between co-located agents
and embodied avatars seems to increase the feeling of co-presence and the possibility of
interaction with the virtual environment [Latoschik et al., 2019].

5.7.4 Scenario Controller

As for the control interface, the visualisation graph and the user metrics logs seem to
be of great interest when looking at the students’ performances afterwards or using it as
a replay tool. Hence, instructors could cross the narrative and the metrics to provide even
more personalised feedback. Such metrics visualisation would also be a first step for the
system to be used alone by the students without the instructors. For instance, it would
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allow the students to watch their presentation with a quantitative assessment of their
performance, like the time spent per slide and how long they looked at their notes.

Nonetheless, there are some areas of improvement in terms of usability: reading the
graph while trying to stay focused on the presentation is too complicated as well as reading
the current percentage of agents displaying a specific attitude, e.g. a pie chart might have
been more suitable to read the audience attitude. Also, we automated almost all the GUI
so the instructors could focus on the presentation and not on starting the scenario or
manually changing the attitude.

Concerning the scenarios, the high-level API seems promising. It provides high-level
instructions to design simple pedagogical scenarios by modulating the virtual audience’s
affective cues. Still, a graphical representation of the state machine would ease the design
of scenarios, at least to see the following state and the transition. Moreover, instructors
could use this scenario controller to author the virtual audience without being bound to a
specific system with high-level controls and direct behaviour changes, provided they have
some knowledge of computer science.

5.7.5 Integration in University Curriculum

Participant all agreed on the potential the STAGE represent for an ecological envi-
ronment for a formative evaluation. Such VR training systems like the Breaking Bad
Behaviour system are used to practise classroom management skills through successive
training sessions either by using the system or by watching peers practising [Lugrin et al.,
2016]. Lecturer participants in the workshop recommended letting the students practise
more than once in VR. For instance, according to the lecturers, students who do not
remember their slides keep reading them and look less at the audience. Thus, having mul-
tiple training sessions with a specific focus could improve the training process, e.g. a first
session could just be dedicated to the slides without VR, while the following could use the
STAGE to focus on public speaking skills. In addition to repeated training sessions, peer
review sessions where students help each other improve their presentations might help.

Instructors could also use the STAGE during hybrid sessions in which other students
could join the presentation and embody a virtual spectator. This feature already exists in
the STAGE but would need further controls allowing the spectators to have partial control
over the avatar behaviour or at least to participate in the overall audience attitude, similar
to online conferences in which attendees can use emojis to interact or share their mood.
Such features echo the aforementioned recommendation for adding social interactions with
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humans to increase the feeling of co-presence.

5.8 Deployment in a Therapeutic Practise

Following our user study at the University of Würzburg, we had the opportunity to
collaborate with a speech therapy practise in the city of Augsburg. We were able to offer
the STAGE as a therapeutic tool for public speaking exercises in virtual reality. The ther-
apists from Logopädie-Plus wanted to conduct a user study with patients suffering from
fear of public speaking to test the effectiveness of virtual reality audience simulations for
therapy exercises. Thus, after testing the application to grasp its potential, the therapists
provided us with a typical therapy scenario in the form of a list of events with a timeline.
Then we implemented it in the Scenario-Controller so that our tool could trigger all the
exercise’s steps while respecting the given timeline. Particular attention was given to the
design of the virtual environment so that patients would start the session in a replica of
the practise (Figure 5.12). Patients began the sessions by receiving instructions on the
study and the use of the headset and then moved into a booth to be isolated when they
started the simulation, they were in a virtual replica of the booth to acclimatise to the
tool.

Figure 5.12 – Silent booth from the Logopedic-Plus practise (A) and the STAGE’s virtual
environment (B).

For this study, the scenario’s timeline was seven minutes long. It begins with an inter-
ested audience which progressively becomes disrespectful and bored until all spectators
talk to each other without giving any attention to the speaker, i.e. the patient who is
practising. The scenario is scattered with disruptive events to disturb the patient, e.g. a
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spectator comes in late, another leaves, a phone rings, and at the scenario’s end a group
of agents stop next to the virtual door’s room and speak loudly.

This collaboration allows us to test the acceptance and usability of our application for
expert users and patients. Since we embedded the entire starting process in a batch file
and automated the scenario start, therapists had no difficulties using the STAGE when
conducting an exercise. If the starting process was straightforward, therapists reported
having issues with the hardware twice, which seems to be a critical limitation since it
takes a lot of time to start over. A crucial advantage for the therapists was that we
especially designed the scenarios for them, thus easy to use and suit their needs. From a
speech therapist’s perspective, the STAGE is a suitable element of therapy for the future.
However, such an application must be stable. Moreover, if therapists could adapt and
design scenarios themselves to better adapt the session to their patients, they would use
it spontaneously and individually.

5.9 Conclusion and Guidelines

This chapter describes how we used user-centred developments for the STAGE, a sci-
entific presentation VR training application. Then we introduced the scenarios driving
the system relying on users’ affects aroused by the virtual audience’s attitude. The sce-
nario controller provides a high-level API for controlling the audience’s attitude and the
behavioural cues required to design such scenarios. Thus, we insisted on this method to
manage the application because it could partially solve the compromise to find between a
fully autonomous system, where instructors cannot adapt their scenario during the train-
ing session, and a Wizard-of-Oz system in which the instructors have to manually author
each virtual agent.

The results from the preliminary user study we ran during two seminars seem promis-
ing. All participants agreed on the potential pedagogical interest the STAGE has for
university seminars and concurred on the audience behaviour believability. Yet, the sys-
tem may benefit from more sounds and audio feedback from the VA to improve the users’
feeling of immersion.

Concerning the STAGE’s control interface, the workshop we held with professors and
lecturers from the university highlighted possible improvements. The visualisation tool
can improve and ease the monitoring of the training, whilst the current visualisation tool
already has some value for post-training feedback and the high-level controls it provides.
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The current audience’s attitude has to be easy to read, and the interface should only
display relevant information. All the same for the current scenario’s state, which is hidden
in the main graph, whilst a simple state machine graph could solve this issue.

The seminar could provide repeated training sessions and become a hybrid system
for formative evaluation where other students could join the session to embody virtual
spectators and participate in the presentation with non-verbal behaviour controls for the
embodied avatars. Such modification could lead to peer review training sessions where
students assist each other on the condition the STAGE provides a qualitative data visual-
isation tool from the user metrics in case an instructor would not attend the presentation.

The STAGE could now profit from a longitudinal study regarding the learning out-
comes it provides. Previous studies underlined the need for further research regarding
what contributes to the success of VR public speaking training systems [Poeschl, 2017],
even though recent studies show good user acceptance of such training systems [Palmas
et al., 2019]. The new AMBIANCE model should also be evaluated in terms of perceived
attitudes even though the instructors validated the audience behaviours and students
seem able to recognise the current attitude. Otherwise, the resulting attitude might be
biased, and the students’ and instructors’ perceptions might differ. Though the pedagog-
ical scenarios seem to impact students, it would be interesting to further test adaptive
narratives based on user metrics or physiological data. Such interactions may better suit
students suffering from PSA by adjusting the audience’s attitude to elicit a positive affect
and decrease the anxiety induced by the virtual audience.

With these preliminary results in mind, we can provide guidelines regarding the control
of virtual audiences in the context of a VR training system.

Firstly, audience behaviour controls have an essential role to play in the system us-
ability for the instructors. Use high-level behaviour controls along with an evaluated
behaviour model to guarantee the users would distinguish the displayed behaviour and
avoid the instructors focusing on editing the virtual agents’ behaviour.

Secondly, we identify the scenarios as a great tool to improve the training sessions.
The design of plausible storytelling is essential to root the users in the training context.
Like in role-playing games, instructors can author the ongoing narrative. In our case, it
can even be based on users’ metrics to provide specific interest exercises.

Thirdly instructors should use such training systems multiple times to let users get
used to it and the VR devices. Then they can let trainees face exercises focusing on
specific skills. In doing so, the trainee can improve from one session to another, similar to
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therapeutic systems.
The following chapter 6 discusses the aforementioned limitations and potential im-

provements for the STAGE and the AMBIANCE. Finally, we will develop our ongoing
work regarding how we use these two applications in other application domains and how
we plan to push further the design of hybrid authoring tools for the STAGE.
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Chapter 6

CONCLUSION

6.1 Summary of Contributions

The goal of this research was to propose a new virtual audience behaviour model eval-
uated for VR applications. Existing models and applications provide different approaches
to creating virtual audiences and evaluating the user perception, but they barely evaluate
it directly in VR, e.g. they rely on experts’ knowledge instead or emotion models. In our
case, we based our model on two-dimensional behaviour models which rely on valence and
arousal. These two models from Chollet and Scherer, 2017 and Kang et al., 2016 provide
various non-verbal behaviours to create multiple types of audiences. From these works,
we developed the AMBIANCE model, which also relies on the valence and the arousal di-
mensions. In order to confirm the model’s ability to generate different audience attitudes,
we first implemented the model in a popular game engine plugin that we benchmarked to
validate the system’s performances, and then we ran perception studies in VR.

At first, we studied the relationship between non-verbal behaviours and the model’s
dimensions. Our strategy was to study behaviours associated with the model’s dimensions
by construction. Thus, we asked participants to build an agent’s behaviour according to a
given pair of valence and arousal by associating non-verbal behaviours in VR. The results
confirmed our hypotheses and partially reproduce those from Chollet et al. regarding the
non-verbal behaviours’ relationship with opinion and the frequency with engagement, e.g.
head nod is significantly perceived as a positive behaviour, whilst the more an agent gazes
away, the more likely it will be perceived as disengaged. Afterwards, we evaluated the user
perception of the audiences in VR by exposing the participant to audiences with different
attitudes. This perception study allowed us to determine whether VR users recognise the
different attitudes. The study’s results confirmed the AMBIANCE’s ability to generate
multiple attitudes, such as enthusiastic, indifferent or critical.

Once the model was evaluated, we integrated AMBIANCE into a new VR application
for the students from the University of Wurzburg to prepare their scientific presentations.
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The application called STAGE provides a virtual environment where students can present
their slides in front of a virtual audience controlled by the model. The STAGE was the
opportunity to evaluate the audience behaviour model in an academic context and testify
to its potential usage in VR training applications. We successfully used the STAGE for
two semesters while we iteratively developed and improved the system to fit the users’
needs. During this iterative process, we assessed the system’s usability and acceptance, as
well as the students’ PSA induced by the virtual audiences. We also developed a GUI for
the lecturers to control the audience’s behaviour and the simulation’s scenarios through
high-level controls, which does not require expertise in programming. Similar applications
providing controls seem to struggle with it, since a too-detailed model can overwhelm the
instructor and hinder the session supervision.

Finally, after using the STAGE for a year, we gathered valuable feedback from VR users
and instructors regarding the system’s acceptance, usability and potential improvements.
For instance, the model would benefit from domain-specific behaviours to reproduce real-
life situations. Moreover, the control interface seems useful for the instructors but needs
to be simple and would need an editing tool for the scenarios, e.g. a graphical editor with
a library of nodes could be used to create timelines without programming knowledge.
Additionally, we collaborated with therapists and ran a preliminary study which confirmed
the STAGE potential for therapeutic uses.

6.2 Future Works And Open Research Questions

The following paragraphs describe the future works for the AMBIANCE and the
STAGE. We also present our new lines of research regarding our work on audience be-
haviour modelling and high-level scenario controls development.

6.2.1 AMBIANCE model’s Responsiveness and Believability

In our last study (Chapter 5), we used the AMBIANCE model with high-level controls
and custom rules to support training scenarios, but the simulation was mainly relying
on scripted scenarios to lower the instructors’ workload and avoid unfairness between
students. The controls allowed the lecturers to directly adapt user-agent interactions to
the simulation, but in doing so, they reported that they sometimes lost focus on the
student’s presentation.
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Therefore, a series of developments are planned for the model to become responsive.
Adding new authoring features to the manual controls to improve the model’s autonomy
would ease the audience supervision. Using physiological and environmental data could
enhance the model to display more adaptive behaviours and spontaneous reactions to
the user’s actions. Some public speaking training systems already integrate behavioural
metrics and physiological data in their behaviour model to drive the virtual audience ac-
cordingly [Chollet et al., 2022; Palmas et al., 2021]. In these works authors used such data
to evaluate the user’s presentation quality, e.g. the system can collect different behavioural
metrics such as the user’s gaze direction, voice or position.

The audience should be more believable and responsive to the VR user’s actions if
we integrate this new kind of autonomous reaction into the model. Ultimately, it should
reduce the supervisor’s workload. For instance, disruptive events from the existing scenar-
ios could trigger autonomous reactions in the audience according to specific criteria, such
as the current audience’s attitude, agents’ personalities or the current scenario’s state.
Therefore, It would be crucial to consult application domain experts to establish these
new evaluation criteria. This approach is very close to appraisal theories, which rely on
such criteria to evaluate events and elicit emotions accordingly. Consequently, a new series
of perception studies would be necessary to validate the new behaviours and reactions.

6.2.2 STAGE Instructors’ Scenarios and Controls

The STAGE has been proven usable for research purposes and can be the groundwork
for further investigation regarding audience behaviour models, innovative pedagogical
tools and simulation controls. Therefore, we are currently working on an open-source
version of the model and a free demo version of the STAGE. However, the application
requires a few modifications to meet expectations, such as those identified during our user
studies. For instance, improving the scenario controller to ease the creation of new ones
by adding a graphical tool and providing a collection of actions for the supervisors to
create their scenario timelines are critical features to becoming a commercial tool.

Besides its potential to become a commercial application, the STAGE’s virtual au-
dience is easy to modify thanks to the model parameters and the number of features it
already provides, e.g. multi-user, VR interactions, eye-tracking and a simple control API.
Therefore, we are able to study various assumptions on audience user perception, such as
gender bias, gaze avoidance, and environmental influence.

Additionally, we have the opportunity to evaluate the STAGE efficiency as a training or
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therapeutic application. During our work with the bachelor students from the University
of Würzburg, we reported a significant PSA for a majority of students. Thus, we are
able to evaluate the STAGE’s ability to lower this anxiety level through repeated practise
sessions as well as the students’ presentation skills. Such a study would require consecutive
training sessions and a long-term follow-up to detect a significant reduction in PSA in
the participating students. For instance, Premkumar et al., 2021 reported a significant
decrease in PSA with two VR exposure sessions with a one-month follow-up with their
VR public speaking application. In a similar fashion, our collaboration with therapists is
the occasion to study if the STAGE is a suitable platform for professionals by evaluating
the application with patients.

Nonetheless, designing social skill training or therapeutic systems, including interactive
virtual agents, presents several challenges. An important challenge the STAGE partially
addresses is the control of a virtual audience to follow a training plan whilst allowing it
to react to the user’s behaviours and interactions. Even if the STAGE can simulate an
audience without a human-in-the-loop, it still requires someone to script the timelines
and scenarios. Interactive storytelling methods are good candidates to mitigate this issue.
For this reason, we plan to investigate how these techniques can benefit the STAGE to
obtain more realistic and variable scenarios and audiences.

Search-based algorithms can be used to search the space of possible behaviours and
reactions to be applied to the current event. For example, in Lugrin and Cavazza, 2006, the
Death Kitchen application relies on an ontology of possible actions for objects. In our case,
the ontology could be based on the audience’s attitude and the agents’ current behaviour.
The attitude can be represented by different dimensions like the levels of Valence and
Arousal and the behaviours by different states. Such an ontology could condition the
triggered interactions or reactions, e.g. is holding an object, is standing, or gazing toward
the user. Alternatively, providing causally coherent narrative experiences can be issued
by logic and rule-based perspectives [Bosser et al., 2010; Martens et al., 2013] or more
classical plan-based perspectives [Cavazza et al., 2002; Young, 1999]. Existing rule-based
systems like Ceptre [Martens, 2015] or Celf [Schack-Nielsen and Schürmann, 2008] can
be used for the emergence of system behaviours in interactive storytelling. For instance,
linear logic seems promising to design interactive narrative scenarios due to the benefit it
provides regarding the findings of deadlocks and flows in the scenario when accompanied
by a proof tool [Dang et al., 2011]. As such, various systems have provided interactive
experiences where virtual agents are controlled by a narrative engine seeking to balance
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authorial intent, the impact of user intervention, and narrative coherence. Previous work
has, for instance, investigated how causally coherent stories can unfold from virtual agent
interactions [Cavazza et al., 2002], how to control the unfolding of the story based on
high-level narrative goals [Cheong and Young, 2014, Lindsay et al., 2017,Porteous et al.,
2010], means to take into account user intervention, including affective input [Gilroy et al.,
2013], or how to patch up the narratives in systems where user intervention may break
the causal coherence [Riedl and Stern, 2006]. Another benefit of using an interactive
storytelling approach for educational systems lies in the fact that stories have the ability
to influence attitudes and behavioural intentions of people [Dettori and Paiva, 2009].

6.3 Concluding Remarks

This thesis has extensively investigated the issues related to the simulation of audiences
in virtual reality (VR) and validated the audience behaviour model developed during
this research work through multiple evaluations and benchmarks. The behaviour model
development process led us across all aspects of audience simulation, from the animation
pipeline, the performances in virtual reality, the attitude generation, the user perception,
and the audience controls for instructors to finally end with the model deployment in
a professional application. This research explores the limitations reported by previous
studies to provide a novel method for the design of virtual audiences in virtual reality.
Thus, we conducted two perception studies which showed the model’s ability to display
various attitudes in VR. Then, we conducted a series of experiments with lecturers and
bachelor students to evaluate the system’s controls, usability and acceptance, leading
to the development of our scenario controller for instructors and model improvements
regarding the instructions to create context-specific rules. Finally, we concluded from
our research that virtual audience behaviour models should be directly evaluated in VR
because user perception seems to be slightly different compared to less immersive systems
and that hybrid applications blending high-level controls and autonomous features seem
to be a good compromise for instructors.
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PUBLICATIONS

This research project resulted in 6 peer-reviewed publications from journals and con-
ferences. The exhaustive list below contains two journals in Frontiers in VR, a full paper
at a national conference (Mensch und computer) and three posters or short papers. A
Late-Breaking Work at CHI (2019) depicts the initial project idea. The model’s devel-
opment and the VR benchmark have been presented to VRST in a first poster, which
supported a paper published at a national conference (MUC 2020) summarising our de-
velopment process and the model’s operating principle. The perception studies led to a
publication in the Frontiers in VR journal (2021). Finally, we published a short paper and
a journal regarding the STAGE application, its implementation and evaluation. The short
paper (VRST) recounts the first semester we used the STAGE, whilst the journal paper
summarises the entire year of development, the method used, and the evaluations from
the students and lecturers who used the VR side and the instructor side with its control
application. This last publication highlights the benefit of using high-level controls to au-
thor the audience’s behaviour and thus generate behaviours that support a pedagogical
plan.

1. Glemarec Y, Lugrin J-L, Bosser A-G, Buche C and Latoschik ME(2022) Controlling
the Stage: A High-Level Control System for Virtual Audiences in Virtual Reality.
Front. Virtual Real. 3:876433. doi: 10.3389/frvir.2022.876433

2. Glemarec, Y., Lugrin, J. L., Bosser, A. G., Buche, C., & Latoschik, M. E. (2021,
December). Conference Talk Training With a Virtual Audience System. In Proceed-
ings of the 27th ACM Symposium on Virtual Reality Software and Technology (pp.
1-3).

3. Glemarec Y, Lugrin J-L, Bosser A-G, Collins Jackson A, Buche C and Latoschik
ME (2021) Indifferent or Enthusiastic ? Virtual Audiences Animation and Percep-
tion in Virtual Reality. Front. Virtual Real. 2:666232. doi:10.3389/frvir.2021.666232

4. Glemarec, Y., Lugrin, J. L., Bosser, A. G., Cagniat, P., Buche, C., & Latoschik, M.
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(2020, September). Pushing Out the Classroom Walls: A Scalability Benchmark for
a Virtual Audience Behaviour Model in Virtual Reality. In Mensch und Computer.

5. Glemarec, Y., Bosser, A. G., Buche, C., Lugrin, J. L., Landeck, M., Latoschik,
M. E., & Chollet, M. (2019, November). A Scalability Benchmark for a Virtual
Audience Perception Model in Virtual Reality. In 25th ACM Symposium on Virtual
Reality Software and Technology (pp. 1-1).

6. Lugrin, J. L., Bosser, A. G., Latoschik, M. E., Chollet, M., Glemarec, Y., & Lugrin,
B. (2019, May). Towards narrative-driven atmosphere for virtual classrooms. In
Extended abstracts of the 2019 CHI conference on human factors in computing
systems (pp. 1-6).

Open-source model : in addition to this research work, we also published the AM-
BIANCE model as an open-source plugin compatible with Unreal Engine. The plugin
supports the blueprint system provided by the engine, which is a graphical programming
language. This tool allows users unfamiliar with programming to use all the audience
generation features we provide in the AMBIANCE. Moreover, the plugin contains various
demos, one for each model feature and multiple blueprint examples for setting up a vir-
tual agent with the plugin and its animations using the Unreal Engine retargeting system.
We also plan to make the STAGE system available as a free-to-download binary appli-
cation containing the VR student presentation application and the instructors’ scenario
controller.

To obtain access to the sources, you can ask one of the project’s members to grant you
access to the repository. When registered, you can receive a dedicated fork of the project on
the HCI Group’s GitLab. Visit https://hci.uni-wuerzburg.de/projects/virtual-audiences/
to contact the project team.
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Appendix B

ACRONYMS

— AMBIANCE Attitude Model defining the Behaviour of Individual AgeNts for
Constructing audienCEs

API Application Programming Interface

ATMCS Aktual Trend in Mensch und Computer

CHI Conference on Human Factors in Computing Systems

COMMEDIA COgnition, Models and Machines for Engaging Digital Interac-
tive Applications

CPU Central Processing Unit

CSV Comma-Separated values

DV Dependent Variable

ECA Embodied Conversational Agent

ENIB École Nationale d’Ingénieurs de Brest

FPS Frame Per Second

GPU Graphics Processing Unit

GUI Graphical User Interface

HCI Human Computer Interaction

HMD Head Mounted Display

IPIP-NEO International Personality Item Pool - Neuroticism Extraversion
Openness to experience

IV Independent Variable

IVA Intelligent Virtual Agent

MR Mixed Reality

PSA Public Speaking Anxiety
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PSAS Public Speaking Anxiety Scale

SAM Self-Assessment Manikin

SIP Semantic Interpretation Principal

STAGE Speaking To an Audience in a digGital Environment

UE4 Unreal Engine 4

VR Virtual Reality

WOZ Wizard of OZ
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BLUEPRINTS

The AMBIANCE plugin provides all the features as Unreal Engine’s Blueprints. The
engine introduces the blueprints in its documentation as such: "The Blueprint Visual
Scripting system in Unreal Engine is a complete gameplay scripting system based on the
concept of using a node-based interface to create gameplay elements from within Unreal
Editor. As with many common scripting languages, it is used to define object-oriented
classes or objects in the engine." [Epic Games, 2022a]. Figure C.1 presents a few methods
and parameters from the AMBIANCE manager the user can call, overload or override
with blueprints without modifying the plugin’s scripts. For instance, the user can access
the list of character instances compatible with the model, and change their behaviour or
trigger a specific reaction to an event.

Figure C.1 – Example of blueprint methods accessible from the plugin’s manager.
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UML DIAGRAMS

Figure D.1 – Sequence Diagram : AMBIANCE manager changing the audience’s head
movements.
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Figure D.2 – Sequence Diagram : Subsequence Character Head Movement logic



Appendix E

SEMINAR MARKING

E.1 Marking that was used to design the system
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CONSENT FORMS

F.1 Consent Form Perception Study

141



Part , Chapter F – Consent Forms

F.2 Consent Form STAGE Evaluation

Yann  Glémarec
Versuchsleiter

Julius-Maximilians-Universität Würzburg
Lehrstuhl für Mensch-Computer-Interaktion

Am Hubland
D-97074 Würzburg

Raum 01.005, Gebäude M1, Campus Süd

Telefon: +336 72 62 79 59
E-Mail: yann.glemarec@uni-wuerzburg.de

Internet: www.hci.uni-wuerzburg.de

Würzburg, 11, January 2022

Virtual audience system, user study for learning outcome and stress mitigation.

1. Ablauf der Studie

2. Freiwilligkeit und Anonymität

Das folgende Experiment findet in einer virtuellen Umgebung statt. Die Versuchsleitung wird Ihnen 
helfen, das dafür benötigte Head-Mounted Display (HMD) aufzusetzen. Anschließend haben Sie 10 
Minuten Zeit um ein CHI-Paper Ihrer Wahl zu präsentieren. Die Präsentationsfolien, die vorab im 
Decker Format erstellt worden sein müssen, werden im Rahmen der Virtual Reality (VR) Simulation 
genutzt. Im Anschluss an die Präsentation gibt es eine ca. 10-minütige Frage- und Antwortrunde 
bezüglich Ihrer Wahrnehmung des Systems. Am Ende des Experiments erhalten Sie Feedback von Dr. 
Jean-Luc Lugrin zur Qualität der Präsentation. Das gesamte Experiment wird ca. 45 Minuten dauern.

Folgende Daten werden im Rahmen des Experiments gesammelt: Geschlecht, Alter, Vorerfahrung mit 
VR Systemen, objektive Messungen während der Präsentation (z. B. die Zeit, die pro Präsentationsfolie 
benötigt wird) und bestimmte physiologische Daten wie den elektrodermalen Leitwert oder Ihre 
Temperatur. 

Es werden geeignete Vorkehrungen getroffen, damit Unbefugte keinen Zugriff auf die Aufzeichnungen 
erhalten, Die Aufzeichnungen werden ausschließlich von projektbezogenen Mitarbeitern für die 
Auswertung des Experiments verwendet. Bei Fragen wenden Sie sich bitte an den Experimentator.

Die  Teilnahme  an  der  Studie  ist  freiwillig.  Sie  können  jederzeit  und  ohne  Angabe  von  Gründen 
 die Teilnahme an dieser Studie beenden, ohne dass Ihnen daraus Nachteile entstehen. Die im 
Rahmen dieser Studie erhobenen, oben beschriebenen Daten und persönlichen Mitteilungen werden 
vertraulich behandelt. So unterliegen diejenigen ProjektmitarbeiterInnen, die durch direkten Kontakt mit 
Ihnen über personenbezogene Daten verfügen, der Schweigepflicht. Des Weiteren wird die 
Veröffentlichung der Ergebnisse  der  Studie  in  anonymisierter  Form  erfolgen,  d.  h.  ohne  dass  
Ihre  Daten  Ihrer  Person zugeordnet werden können.
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4. Datenschutz

Die Erhebung und Verarbeitung Ihrer oben beschriebenen persönlichen Daten erfolgt pseudonymisiert 
am Lehrstuhl für Informatik 9 unter Verwendung einer Nummer und ohne Angabe Ihres Namens. Es 
existiert eine Kodierliste auf Papier, die Ihren Namen mit der Nummer verbindet. Die Kodierliste ist nur 
den  Versuchsleitern  und  dem  Projektleiter  zugänglich;  das  heißt,  nur  diese  Personen  können  die 
erhobenen Daten mit meinem Namen in Verbindung bringen. Die Kodierliste wird in einem 
abschließbaren Schrank aufbewahrt und nach Abschluss der Datenerhebung, spätestens aber am 9. 
August 2021, vernichtet. Ihre Daten sind dann anonymisiert. Damit ist es niemandem mehr möglich, 
die erhobenen Daten mit Ihrem Namen in Verbindung zu bringen. Die anonymisierten Daten werden 
mindestens 10 Jahre gespeichert. Solange die Kodierliste existiert, können Sie die Löschung aller von 
Ihnen  erhobenen  Daten  verlangen.  Ist  die  Kodierliste  aber  erst  einmal  gelöscht,  können  wir  Ihren 
Datensatz nicht mehr identifizieren. Deshalb können wir Ihrem Verlangen nach Löschung Ihrer Daten 
nur solange nachkommen, wie die Kodierliste existiert.

4. Sicherheitshinweise

● Sie leiden an einer Herzkrankheit oder anderen schweren Krankheiten.

● Sie leiden unter Gleichgewichtsstörungen.

Bitte beachten Sie zusätzlich folgende Punkte.

● Suchen Sie einen Arzt auf, wenn Sie schwere oder anhaltende Symptome aufweisen.

Folgende Vorerkrankungen stellen Ausschlusskriterien für das folgende Experiment dar. Bitte wenden 
Sie sich an den Versuchsleiter sollte einer oder mehrere der Punkte auf Sie zutreffen (ohne den 
konkreten Punkt zu nennen).

● Brechen  Sie  den  Versuch  sofort  ab  wenn  Sie  eines  der  folgenden  Symptome  feststellen: 
Müdigkeit,  Benommenheit,  überstarker  Speichelfluss,  exzessives  Schwitzen,  Schwindel, 
Übelkeit, Desorientierung, beeinträchtigte Auge-Hand Koordination, beeinträchtigte Balance, 
überstrapazierte Augen, verschwommenes Sehen, Doppelsehen oder andere visuelle 
Anomalitäten,  Beschwerden  oder  Schmerzen  im  Kopf  oder  den  Augen,  unabsichtliche 
Bewegungen, Augen- oder Muskelzucken oder Krämpfe.

● Diese Symptome können bis Stunden nach der Erfahrung in der virtuellen Realität bestehen 
bleiben  oder  sich  noch  verstärken.  Im  Falle,  dass  eines  oder  mehrere  der  genannten 
Symptome auftreten, fahren Sie kein Auto, bedienen Sie keine Maschinen oder führen Sie 
keine visuell oder physisch anspruchsvollen Aufgaben, die einen funktionierenden 
Gleichgewichtssinn  oder  eine  funktionierende  Auge-Hand  Koordination  voraussetzen  (z.B. 
Sport oder Fahrradfahren), bis Sie sich vollständig von den Symptomen erholt haben.

● Sie  haben  Abnormitäten  in  Bezug  auf  Ihre  binokularen  Sehfähigkeiten  (extrem  starkes 
Schielen, extrem starke Sehschwäche, Einschränkungen in der räumlichen Wahrnehmung 
oder andere).

● Sie leiden an starkem Schwindel, Krämpfen, epileptischen Krämpfen oder Blackouts, die durch 
Blitzlichter oder Muster ausgelöst werden können, z.B. wenn Sie Fernsehen schauen, 
Videospiele spielen oder bei Aufenthalt in einer virtuellen Realität.

● Sie hatten in der Vergangenheit ein oder mehrmals starke oder epileptische Krämpfe, 
Bewusstseinsverlust oder ein anderes Symptom welches mit einem epileptischen Zustand in 
Verbindung gebracht werden könnte.

● Sie leiden unter sozialer Phobie oder pathologischer Angst vor öffentlichen Auftritten
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5. Einwilligungserklärung

Ich (Name des Teilnehmers /der Teilnehmerin in Blockschrift)

Name des Teilnehmers in Druckschrift:

Ort, Datum & Unterschrift des Teilnehmers:

Name des Versuchsleiters in Druckschrift:

Ort, Datum & Unterschrift des Versuchsleiters:

bin schriftlich über die Studie und den Versuchsablauf aufgeklärt worden. Ich willige ein, an der Studie 
„Virtual audience system, user study for learning outcome and stress mitigation.” 
teilzunehmen.  Ich  bin  über  den  Ablauf  der  Studie  informiert  worden.  Sofern  ich  Fragen  zu  dieser 
vorgesehenen  Studie  hatte,  wurden  sie  vom/von  der  VersuchsleiterIn  vollständig  und  zu  meiner 
Zufriedenheit beantwortet.

Mit der beschriebenen Erhebung und Verarbeitung der Daten bin ich einverstanden. Die Aufzeichnung 
und Auswertung dieser Daten erfolgt pseudonymisiert im Lehrstuhl für Informatik 9, unter Verwendung 
einer Nummer und ohne Angabe meines Namens. Es existiert eine Kodierliste auf Papier, die meinen 
Namen mit dieser Nummer verbindet. Diese Kodierliste ist nur den Versuchsleitern und dem 
Projektleiter  zugänglich,  das  heißt,  nur  diese  Personen  können  die  erhobenen  Daten  mit  meinem 
Namen in Verbindung bringen. Nach Abschluss der Datenerhebung, spätestens am 9. August 2021, 
wird  die  Kodierliste  gelöscht.  Meine  Daten  sind  dann  anonymisiert.  Damit  ist  es  niemandem  mehr 
möglich, die erhobenen Daten mit meinem Namen in Verbindung zu bringen. Mir ist bekannt, dass ich 
mein  Einverständnis  zur  Aufbewahrung  bzw.  Speicherung  dieser  Daten  widerrufen  kann,  ohne  dass 
mir daraus Nachteile entstehen. Ich bin darüber informiert worden, dass ich jederzeit eine Löschung all 
meiner Daten verlangen kann. Wenn allerdings die Kodierliste bereits gelöscht ist, kann mein 
Datensatz nicht mehr identifiziert und also auch nicht mehr gelöscht werden. Meine Daten sind dann 
anonymisiert. Ich bin einverstanden, dass meine anonymisierten Daten zu Forschungszwecken weiter 
verwendet werden können und mindestens 10 Jahre gespeichert bleiben.

Des weiteren versichere ich, dass ich die Sicherheitshinweise gelesen habe und dass kein 
Ausschlusskriterium auf mich zutrifft.

Sollten  behandlungsbedürftige  Auffälligkeiten  in  der  Testdiagnostik  erkannt  werden,  bin  ich  damit 
einverstanden, dass mir diese mitgeteilt werden, so dass ich diese ggf. weiter abklären lassen kann. 
Ich wurde darüber informiert, dass die Information über auffällige Befunde u.U. mit 
versicherungsrechtlichen Konsequenzen verbunden sein kann.

Ich  hatte  genügend  Zeit  für  eine  Entscheidung  und  bin  bereit,  an  der  o.g.  Studie  teilzunehmen.  Ich 
weiß, dass die Teilnahme an der Studie freiwillig ist und ich die Teilnahme jederzeit ohne Angaben von 
Gründen beenden kann. Ich weiß, dass ich in diesem Fall Anspruch auf Versuchspersonenstunden für 
die bis dahin erbrachten Stunden habe. Eine Ausfertigung der Teilnehmerinformation über die 
Untersuchung und eine Ausfertigung der Einwilligungserklärung habe ich erhalten. Die 
Teilnehmerinformation ist Teil dieser Einwilligungserklärung.
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QUESTIONNAIRE

G.1 Demographic Questions

■ Please fill in the following text boxes:
- First Name
- Last Name
- Age
- Occupation
■ Please select your gender:
- Female
- Male
■ What is your prevailing hand?
- Right Hand
- Left Hand

G.2 Performance

■ How would you rate the quality of your presentation ?
- Very Bad -Bad - Neither Good nor Bad -Good -Very Good
■ How do you think the virtual audience would rate your presentation quality?
- Very Bad -Bad - Neither Good nor Bad -Good -Very Good
(This question is mandatory)
■ Would you say the audience was reacting to your presentation?
- Yes, they were reacting to my presentation or my behaviour,
- No, they were not reacting to my presentation or my behaviour,
- Other: (free answer)
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Part , Chapter G – Questionnaire

→ For the following three questions, participants had to place their answers on a
timeline or to select never on a radio button.

■ During your presentation when was the audience looking interested ?
- At the beginning
- At the end
- All the time
- Never
- Other:
(This question is mandatory)
■ During your presentation, when was the audience looking bored?
- At the beginning
- At the end
- All the time
- Never
- Other:
■ During your presentation, when was the audience looking enthusiastic?
- At the beginning
- At the end
- All the time
- Never
- Other:
(This question is mandatory)
■ During your presentation, when was the audience looking critical?
- At the beginning
- At the end
- All the time
- Never
- Other:
■ Did you adapt your presentation to make the virtual audience more interested? If

yes, why and how? You can add more details into the comment section.
- Yes I did adapted my presentation or my behaviour,
- No I did not adapted my presentation or my behaviour,
- I have not seen any specific audience behaviours,
Please enter your comment here:
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G.3. Presentation

(This question is mandatory)
■ Would you say that the audience’s behaviour impacted your behaviour, feeling or

emotion? If yes, what impact and when?
- Yes, I changed my behaviour during the presentation
- No, I did not changed my behaviour during the presentation
- I did not put much attention to the audience
Please enter your comment here:

G.3 Presentation

■ How many times did you practiced your presentation before the study ?
(free answer)
■ Do you consider yourself as having experience doing public presentations ?
- yes
- no
■ Using one of the five propositions below, how would you describe your stress before

the presentation?
- Not stressed at all
- As normal
- Slightly stressed
- Very Stressed
- Extremely Stressed
■ Would you say that the simulation is less stressful than a real audience to practice

a presentation?
- It was less stressful than practicing in front of a real audience
- It was more stressful than practicing in front of a real audience
- There is no difference, it is as stressful as usual
Other:
■ How do you practice for a presentation? Please select one of the propositions bellow

and if none is fitting you, please add your answer to ’other’
- I do not practice
- I prepare notes before
- I practice alone
- I ask friends to listen to me
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Part , Chapter G – Questionnaire

Other:

G.4 The Simulation

■ Based on your own experience, would you say this simulator could be used as a
practice system for public presentations at the university?

- Yes, it could be useful
- No, it won’t be useful
Please enter your comment here:
■ Would you say this simulator could improve your presentation skills?
- Yes, it could help me to improve my presentation skills
- No, it won’t help me to improve my presentation skills
Please enter your comment here:
■ Would you say this simulator is more or less engaging than a normal practice session

without virtual reality?
- Yes, it is more engaging
- No, it is less engaging
■ Would you say that using this simulator for a practice session is funnier than for a

practice session without virtual reality?
- Yes, it is funnier to practice with this system
- No, it is not funnier to practice with this system
- It is even less fun to practice with it
Please enter your comment here:

G.5 The Audience behaviour

■ Would you say the reaction from the virtual audience and the virtual spectators
was believable compared to a real audience?

- Yes
- No, please add some details in the comment box:
Please enter your comment here:
■ Would you say the behaviours of the virtual audience and the virtual spectators

were believable compared to a real audience?
- Yes
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G.5. The Audience behaviour

- No, please add some details in the comment box:
Please enter your comment here:
■ Would you say the sounds from the virtual environment were believable compared

to a lecture room or meeting room?
- Yes
- No, please add some details in the comment box:
Please enter your comment here:
■ If you have any remarks and comment to do about the system or the study please

write them down into the frame below:
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Appendix H

PUBLIC SPEAKING ANXIETY SCALE

The PSAS is a 17-item self-report measure with responses measured in a Likert-format
with score ranging from 1 “not at all” to 5 “extremely.” Scores on this scale can range
from 17 to 85. There are five items on this scale that are reverse coded.

1. Giving a speech is terrifying

2. I am afraid that I will be at a loss for words while speaking

3. I am nervous that I will embarrass myself in front of the audience

4. If I make a mistake in my speech, I am unable to re-focus

5. I am worried that my audience will think I am a bad speaker

6. I am focused on what I am saying during my speech*

7. I am confident when I give a speech*

8. I feel satisfied after giving a speech*

9. My hands shake when I give a speech

10. I feel sick before speaking in front of a group

11. I feel tense before giving a speech

12. I fidget before speaking

13. My heart pounds when I give a speech

14. I sweat during my speech

15. My voice trembles when I give a speech

16. I feel relaxed while giving a speech*

17. I do not have problems making eye contact with my audience*

Note. 1 = not at all, 2 = slightly, 3 = moderately, 4 = very, 5 = extremely.

∗ Reverse-coded.
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Titre : Simulation et perception d’audiences en réalité virtuelle.

Mot clés : Réalité virtuelle, Agent Virtuel, Audience virtuelle, Comportement non-verbal

Résumé :
De nombreuses applications d’entraîne-

ment ou de thérapie simulent des audiences
en réalité virtuelle (RV) pour fournir des en-
vironnements sûrs et écologiques. Cepen-
dant, la simulation d’audience en RV présente
de nombreux défis liés à la création d’atti-
tudes à partir du comportement non-verbal
des personnages qui la composent. De plus,
en RV le nombre de personnages, aussi ap-
pelé agents, leurs animations ou leur réalisme
peuvent aussi créer des problèmes de perfor-
mances. Les modèles de comportement uti-
lisés dans ces systèmes ne sont pas direc-
tement évalués en RV et se basent sur des
études en ligne ou l’avis d’experts du do-
maine d’application. Aussi, la différence de
technologie et la subjectivité de la percep-
tion utilisateur pourraient influencer les résul-
tats de ces évaluations. Nous proposons donc

un modèle de comportement d’audience éva-
lué en RV qui génère les comportements non-
verbaux de ses membres à partir d’une atti-
tude donnée, cela dans le but d’améliorer la
qualité des audiences et faciliter leur utilisation
dans des scénarios pédagogiques et théra-
peutiques. Nous présentons une série d’éva-
luations des performances et de la percep-
tion utilisateur en RV visant à valider la ca-
pacité du système à simuler différents types
d’attitudes (ennuyé, intéressé ou critique) tout
en préservant une expérience de RV optimale
et en offrant une application de contrôle de
haut niveau facilitant le changement d’attitude
en temps réel, notamment pour la création de
scénarios de formation. Enfin nous validons la
faisabilité du déploiement de ce modèle dans
des applications d’entraînement et de thérapie
par l’exposition utilisées par des profession-
nels.

Title: Audience simulation and perception in virtual reality.

Keywords: Virtual reality, Virtual Agent,Virtual audience, non-verbal behaviour

Abstract: Many training or exposure therapy
applications simulate audiences in virtual re-
ality (VR) to provide safe and ecological en-
vironments. However, audience simulation in
VR presents many challenges related to cre-
ating attitudes from the agents’ non-verbal be-
haviour. Furthermore, in VR, the animations
and the realism of the characters, also called
agents, can also create performance prob-
lems. The behaviour models used in these
systems are not directly evaluated in VR and
rely on online studies or the application do-
main experts’ knowledge. Thus, the difference
in technology and the user perception sub-
jectivity could influence evaluations’ results.
Therefore, we propose an audience behaviour

model evaluated in VR that generates the non-
verbal behaviours of its members from a given
attitude to improve the audiences’ quality and
facilitate their use in educational and thera-
peutic scenarios. We present a series of per-
formance and user perception evaluations in
VR aiming at validating the system’s ability to
simulate different types of attitudes (bored, in-
terested or critical) while preserving an opti-
mal VR experience and providing a high-level
control application facilitating seamless atti-
tude change in real-time, notably for the cre-
ation of training scenarios. Finally, we vali-
date the deployment feasibility of this model
in training and exposure therapy applications
used by professionals.
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