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Garant:
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General introduction

A wide variety of natural and engineering systems can be modeled by ordinary differential
equations (ODEs). The dynamic of microorganisms in bioreactors, the progression of chemical
reactions, the propagation of signals along neural axons, and many other physical and biolog-
ical phenomena can be represented by ODEs [168]. However, in order to take into account
some complex characters encountered in the behavior of these systems, more suitable classes
of dynamical systems are needed. This can be encountered, for example, when dealing with
multi-modal systems where their behaviors are the result of commutation between different
dynamics [33]. In the literature, these systems are called switching systems [117]. Switching
systems consist an interesting class of dynamical systems which are intensively studied in the
literature. For example, switching systems can be used to model the dynamics of microorgan-
isms in bioreactors which are subject to fluctuating environment [196]. In the steel production
framework, switching systems are used to describe the change of dynamics in the last phase
of the rolling process in a hot strip mill [127]. The switching system approach has also been
applied to the control system design for some physical systems for which switching control
method can achieve a better control performance rather than that of a single controller [175].
Systems relating the instantaneous derivative of the state to the history of the current state
called time-delay systems [88] is another complexity which is usually needed in order to be more
realistic. For example, in the study of some neurological disease like Parkinson’s disease, the
delay of electrical connections between neurons cannot be neglected to describe some patholog-
ical oscillations [147]. Many other processes include delays in their inner dynamics (see, e.g.,
[112, 150, 163] for different examples from biology, chemistry, population dynamics, as well as
in engineering sciences). In addition, actuators, sensors, field networks that are involved in
feedback loops usually introduce delays (see, e.g., [193]).

A typical problem when dealing with a switching system concerns its uniform stability. In
fact, the question is whether such a dynamical system, whose evolution is influenced by a time-
dependent signal, is uniformly stable with respect to all signals in a given fixed class. This
problem has motivated an interesting branch in the literature of control theory (see, e.g., [3, 15,
117, 118, 174, 180] and references therein). The existence of a common Lyapunov function, i.e., a
Lyapunov function which decays uniformly along the trajectories of each individual subsystem,
consists a sufficient condition for various uniform stability notions [117]. The necessity question
about the existence of common Lyapunov functions which are uniformly stable has been also
studied by means of the so called converse Lyapunov theorems. Converse Lyapunov theorems
for the global asymptotic stability are given in [32, 129, 192] for finite-dimensional systems,
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in [71, 91, 140] for infinite-dimensional systems, and in [76, 77, 84] for switching retarded
systems. These converse like theorems are of special interest in the literature of control theory.
For example, they can be helpful for the stability analysis of interconnected systems [77]. They
are also a key for characterising an important stability notion called input-to-state stability
(ISS), introduced by E. Sontag in [185] for systems described by finite-dimensional ODEs. The
ISS notion is further generalised for switching systems in [128]. In the absence of a common
Lyapunov function, other interesting issues concerning the stability of switching systems rely
on the multiple Lyapunov functions approach [19]. Instead of considering arbitrary switchings,
one restricts the class of admissible signals, by imposing, for instance, a dwell time or average
dwell time constraint [94, 102, 165] or persistent excitation [26]. Also the concept of switched
Lyapunov function has been introduced in the literature (see, e.g., [28] for switching discret-time
systems).

Time-delay systems belong to the class of functional differential equations which are infinite-
dimensional. Problems concerning stability properties of such systems have received a sig-
nificant interest since the fifties (see, e.g., [20, 41, 106, 134, 158, 166, 173]). Two principal
approaches, allowing to give sufficient conditions for the stability of such systems, have been
developed in the literature (see e.g. [112, 88, 150, 52]): the Lyapunov–Krasovskii approach
which consists in finding a positive functional on the Banach space of the history state that
decays along the trajectories of the considered systems [113] and the Lyapunov–Razumikhin
approach which employs Lyapunov functions instead of Lyapunov functionals [172]. Based on
these two approaches, various stability notions, originally built for finite-dimensional systems,
have been extended to time-delay systems. For example, the ISS notion has been generalised to
time-delay systems using the Lyapunov–Razumikhin approach in [186] and using the Lyapunov–
Krasovskii approach in [160] (for more details, see the recent survey [23] on ISS framework for
time-delay systems). This ISS framework has been also extended to general infinite dimensional
systems as reviewed in [136]. Time-varying delay systems constitute an intriguing class of func-
tional differential equations for which some non-intuitive properties are discussed and analysed
in the literature (see, e.g., [74, 116]). For example, in [74] we have studied the Markus-Yamabe
instability property [130] in the framework of linear time-varying delay systems: even if for
each constant delay τ ∈ [0, τ̄ ], τ̄ > 0, the system is exponentially stable, the stability of the
time-varying one is not guaranteed when the delay varies in [0, τ̄ ]. This result highlights the
influence of the time-varying delay on system’s stability or instability. Time-varying delay sys-
tems with uncertain delay can be seen as a special class of switching systems. This paradigm has
been proposed in [95] where discrete-time delay systems have been transformed into discrete-
time delay-free switching systems evolving in a higher-dimensional space. Thus, looking for
a delay-dependent (respectively, delay-independent) Lyapunov–Krasovskii functional for the
initial system, is equivalent to applying the multiple Lyapunov functions (respectively, com-
mon Lyapunov function) approach to the switched systems representation. Continuous-time
retarded equations can be similarly interpreted as switching systems in infinite-dimensional
Banach spaces, as shown in [76].

This memoir is organised into three chapters and a perspectives chapter:

In Chapter 1 we present the main contributions concerning the stability of switching infinite-
dimensional systems. These contributions are briefly represented as follows. We start by con-
sidering abstract forward complete dynamical systems evolving in a Banach space, subject to
a shift-invariant set of uncertainties. A set of converse theorems characterising different types
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of uniform local, semi-global, and global exponential stability, through the existence of non-
coercive and coercive Lyapunov functionals proved in [71, 76, 77] is recalled. The importance
of the obtained results is underlined through some applications like sampled data control de-
sign and some robustness stability properties. These results are also useful to characterise
the stability of time-delay systems with uncertain piecewise-constant delay. Indeed, as under-
lined above, delay systems with uncertain time-varying delay can be transformed to delay-free
switching systems evolving in an infinite-dimensional Banach space; then the stability results
developed in general Banach space can be used for this class of systems. After that, we focus
on systems described by retarded functional differential equations with relaxed regularities on
the vector field defining the dynamics as well on the class of switching signals. We charac-
terise various stability notions (input-to-state, asymptotic and exponential stability) by the
existence of a common Lyapunov–Krasovskii functional with suitable conditions [84, 85]. An
equivalence property showing that uniform input-to-state stability can be equivalently studied
through the class of piecewise-constant inputs and piecewise-constant switching signals is also
recalled. Thanks to this equivalence property we show how the regularity assumption required
on a Lyapunov-Krasovskii functional can be relaxed. The relevancy of the obtained results is
shown through different examples and theoretical applications like a first order approximation
theorem for nonlinear switching retarded systems. Thanks to these converse theorems, a link
between the exponential stability of an unforced switching retarded system and the input-to-
state stability property, in the case of measurable switching signals, is also obtained in [85].

In Chapter 2, motivated by problems deriving from population dynamics, we focus on more
elaborated properties concerning time-delay systems. The first property concerns the input-
output linearisation problem of time-varying delay control systems with affine control. The
input-output linearisation approach is an important tool in nonlinear control theory which
consists, after the application of a suitable feedback transformation, in finding a direct linear
relation between the input and the output of the system. The problem of input-output lineari-
sation is well know for nonlinear control systems without delays. For constant-delay systems,
a well constructive algebraic approach is developed in the literature to deal with the input-
output linearisation problem as well as with more sophisticated properties like input-to-state
and flatness problems (see, e.g., [21]). However, in the case of time-varying delay the problem of
input-output linearisation is very hard to deal with for different reasons. The fundamental rea-
son is that the algebraic approach is specific to constant-delay systems and it is not so evident
how we can extend it to cover the time-varying delay system’s class. Some recent results aim
to propose a suitable algebraic approach (see [167]) but the problem is far from being solved.
In [79, 78, 80], by adopting the geometric approach developed for finite-dimensional systems,
we give some sufficient conditions guarantying the solvability of the input-output linearisation
of time-varying delay systems. These conditions, in the case of single-input single-output, are
recalled in this chapter. The case of multi-input multi-output case is treated in [148, 149].
The second part of this chapter is devoted around the existence of viable trajectories for non-
convex delay differential inclusions under state constraints. The viability theory [7] provides
adequate mathematical tools to study the condition of existence of solutions for convex differen-
tial inclusions which satisfy a predefined state constraint set. When they exist these trajectories
are called viable trajectories. When the viability condition fails to be fulfilled on the boundary
of the constraint set, viability algorithms providing constructive methods for the computation
of viability kernels have been developed in the literature (see, e.g., [48, 178]). These algorithms
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are developed for convex and delay-free inclusions. Two steps are needed to extended these
numerical methods to delay differential inclusions: adapt the viability algorithms to the case of
delay differential inclusions and obtain relaxation theorems under state constraints. The latter
point is solved in [43, 44] and exposed in the second part of Chapter 2.

In Chapter 3 we present contributions in mathematical modelling and analysis in three dif-
ferent domain of population dynamics. The first is about microbial dynamics in bioreactors,
where the chemostat based model is used. The chemostat is the most famous model describ-
ing the microbial dynamics in a continuous culture [151, 184]. The importance of this model
comes from the fact that with a simple system of finite-dimensional ODEs we can model many
interesting phenomena from different fields of applications like pharmaceutic industry, water
purification, anaerobic digestion, bioelectricity, and other renewable energy systems [168]. This
model has been also used in [63] to model the microbial dynamics of saturated soil by ap-
proaching a porous saturated soil by a network of interconnected chemostats with different
type of physical interconnections. In this context, some nonintuitive results have been obtained
in [87, 170] concerning the role of spatialization in chemostat. These results are briefly re-
called in this chapter. A contribution in the domain of observability of microbial dynamics in
bioreactors is also shown. The problem of controllability and observability of bioprocesses has
attracted many interesting researches (see, e.g., [183, 18, 182, 36, 55, 93, 169, 171]. As for the
observability problem, an interesting point concerns the case where microbial dynamics can be
inhibited by large concentrations of nutrient, which is the case of many microbial biomasses.
In this case, a singular observability problem appears in the chemostat. The problem of ob-
servation of singularly observable systems has been widely investigated in the literature with
different constructive methods (see, e.g., [12]). Particularly, in the case of the chemostat model,
a solution has been proposed in [171]. These methods are very hard to set up in practice.
Recently, in [66, 67, 68], we have solved this problem by proposing a simpler approach for
planar systems. Another contribution concerns the use of the chemostat to model and analyse
an electro-fermentation process. A fermentation metabolism refers to anaerobic biochemical
reactions performed by microorganisms. This metabolism, which is held with a balanced elec-
tron exchange, gives rise to products with given proportionality. Perturbing these electron
balances (through the implementation of electrodes in the bioprocess) provokes a switching
between different metabolic pathways and therefore to different product’s proportionality. The
electro-fermentation process consists then to electrochemically control a microbial fermentative
metabolism with electrodes [143]. In order to describe this electro-chemical phenomenon, a
first mathematical model has been proposed in [72] in collaboration with INRAE (MISTEA
and LBE labs). The main objective of the developed model is to supervise the dynamical in-
terplay between the biological and the power electrical part of the electro-fermentation process
in order to maintain a maximal productivity for a long duration. By productivity we mean a
high-value fermentative product. Based on this model an optimal control problem is formulated
in order to maximise the production of one of the fermentative products. The second part of
this chapter concerns the analysis of a neural population dynamics describing the evolution of
the Parkinson’s disease. The Parkinson’s disease is a long-term degenerative disorder within
the basal ganglia that mainly affects the motor system. This disorder is highly correlated to a
pathological synchronisation between two principal neural nuclei, namely the substantia nigra
(STN) and the globus pallidus externe (GPe). The deep brain stimulation (DBS) is an efficient
surgical technique with positive therapeutic effects which consists in electrically stimulating the
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STN [11]. In order to optimise and improve the efficiency of DBS, a closed-loop DBS technique
has been proposed in the literature [176]. Starting from a firing rate model [147] which describe
the STN-GPe dynamics, in [81] we develop a theoretical closed-loop DBS strategy. Additional
analysis concerning the influence of external neural nuclei on the STN-GPe system has been
done in [83]. The third contribution presented in this chapter concerns the problem of manag-
ing of urban pigeon populations. Urban pigeon populations can reach high densities in cities
and cause cohabitation problems with urban citizens. Using some regulation strategies, it is
possible to make it reach a density target with respect to given socio-ecological constraints.
The mathematical viability theory, which provides a framework to study compatibility between
dynamics and state constraints, has been employed in [65] to study the efficiency of certain
regulation strategies.
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� Elie DESMOND-LE QUÉMÉNER, Junior Researcher at INRAE (LBE, Narbonne),
with whom we have developed the results concerning the use of the chemostat model to
describe and analyse an electro-fermentation process (Section 3.3.3).

13



14 CONTENTS

� Hélène FRANKOWSKA, Senior Researcher at CNRS (Sorbonne University, IMJ-
PRG lab), with whom we have developed the results concerning the existence of viable
trajectories for state constrained non-convex delay differential inclusions (Section 2.4).

� Jérôme HARMAND, Senior Researcher at INRAE (LBE, Narbonne), with whom we
have developed the results concerning the dynamics of the buffered chemostat presented
in Section 3.3.1, and the results concerning the use of the chemostat model to describe
and analyse an electro-fermentation process (Section 3.3.3).

� Paolo MASON, Junior Researcher at CNRS (L2S lab), with whom we have devel-
oped the theoretical results concerning the Lyapunov stability characterisation of infinite-
dimensional switched systems presented in Section 1.4, and the results concerning the
stability of uncertain delay systems (Section 1.5).

� Florentina NICOLAU, Associate Professor at ENSEA (QUARTZ lab), with whom we
have developed the results concerning the input-output linearisation and decoupling of
time-varying delay systems (Section 2.3).

� Pierdomenico PEPE, Professor at University of L’Aquila (Department of Information
Engineering, Computer Science, and Mathematics), with whom we have developed the
results concerning the Lyapunov-Krasovskii characterisation of various type of stabilities
for switching retarded systems (Section 1.6).

� Elena PANTELEY, Senior Researcher at CNRS (L2S lab), with whom we have de-
veloped the results concerning the analysis and feedback control of time-delay systems
describing the Parkinson’s disease (Section 3.4).
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Chapter 1

Lyapunov stability characterisation
for infinite-dimensional switching
systems

1.1 Abstract

The results presented in this chapter concern the stability of infinite-dimensional switching
systems. Stability results which are uniform with respect to switching signals are obtained.
Two classes of systems are considered: the class of abstract forward complet dynamical systems
and the class of retarded functional differential equations. The applicability of the obtained
results is shown through some academic examples. These results are obtained in collaboration
with Yacine CHITOUR, Paolo MASON, Pierdomenico PEPE and Mario SIGALOTTI [70, 71,
75, 76, 77, 84, 85, 86].
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1.2 Introduction

Many complex systems encountered in practice result from switching phenomenon between
different individual subsystems. Mathematically, a switching system can be defined by an
indexed family of dynamical subsystems and a rule that orchestrates the switching between
them. The problem of stability of such class of systems has motivated an interesting branch
in the literature of control theory (see, e.g., [3, 15, 28, 32, 95, 117, 118, 129, 180, 192] and
references therein). Various works have been then devoted to the characterisation of the stability
of infinite-dimensional systems in Banach spaces and, more specifically, of switching retarded
systems through coercive and non-coercive Lyapunov functionals (see, e.g., [91, 139, 140]). By
non-coercive Lyapunov functional, we mean a positive definite functional decaying along the
trajectories of the system and satisfies

0 < V (x) ≤ α(‖x‖), ∀ x ∈ X\{0}, (1.1)

where X is the ambient Banach space and α belongs to the class of K∞ functions. Such a
function V would be coercive if there existed α0 ∈ K∞ such that V (x) ≥ α0(‖x‖) for every
x ∈ X. In the literature, Lyapunov functionals satisfying (1.1) are equivalently called weakly-
degenerate (see, e.g., [76]). In [140] it has been proved that the existence of a coercive Lyapunov
functional V represents a necessary and sufficient condition for the global asymptotic stability
for a general class of infinite-dimensional forward complete dynamical systems. However, a
non-coercive Lyapunov functional does not guarantee global asymptotic stability and some
additional regularity assumption on the dynamics is needed (see, e.g., [91, 140]). Stability
results based on non-coercive Lyapunov functionals may be more easily applied in practice,
while the existence of a coercive Lyapunov functional may be exploited to infer additional
information on a stable nonlinear system. Converse Lyapunov theorems can be helpful for
many applications, such as robustness and stability analysis of interconnected systems [77],
the characterisation of the ISS property (see, e.g., [98, 162, 185]), and stability of sampled
systems [159].

Throughout this section the word uniform will refer to uniformity with respect to switching
signals.

1.3 Notations and definitions

Recall the following definition of an abstract forward complete dynamical system evolving in a
Banach space X.

Definition 1 ([140]) Let Q be a nonempty set. Denote by S a set of signals σ : R+ → Q
satisfying the following conditions:

a) S is closed by time-shift, i.e., for all σ ∈ S and all τ ≥ 0, the τ -shifted signal Tτσ given
by Tτσ : s 7→ σ(τ + s) belongs to S;

b) S is closed by concatenation, i.e., for all σ1, σ2 ∈ S and all τ > 0 the signal σ defined by
σ ≡ σ1 over [0, τ ] and by σ(τ + t) = σ2(t) for all t > 0, belongs to S.

Let φ : R+ ×X × S → X be a map. The triple Σ = (X,S, φ) is said to be a forward complete
dynamical system if the following properties hold:
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i) For every (x, σ) ∈ X × S and ∀ t ≥ 0, the value φ(t, x, σ) is well-defined in X;

ii) For every (x, σ) ∈ X × S, it holds that φ(0, x, σ) = x;

iii) For every (x, σ) ∈ X × S, t ≥ 0, and σ̃ ∈ S such that σ̃ = σ over [0, t], it holds that
φ(t, x, σ̃) = φ(t, x, σ);

iv) For every (x, σ) ∈ X × S, the map t 7→ φ(t, x, σ) is continuous;

v) For every t, τ ≥ 0 and (x, σ) ∈ X × S, it holds that φ(τ, φ(t, x, σ),Ttσ) = φ(t+ τ, x, σ).

We will refer to φ as the transition map of Σ. We denote by SPC the set of piecewise-constant
signals in S.

Various notions of uniform asymptotic stability of system Σ are given by the following
definition.

Definition 2 Consider the forward complete dynamical system Σ = (X,S, φ).

1. We say that system Σ is uniformly globally asymptotically stable at the origin (UGAS,
for short), if there exist a function β ∈ KL such that the transition map φ satisfies the
inequality

‖φ(t, x, σ)‖ ≤ β(‖x‖, t), ∀ t ≥ 0, ∀ x ∈ X, ∀ σ ∈ S.

2. We say that Σ is uniformly globally exponentially stable at the origin (UGES, for short)
if there exist M > 0 and λ > 0 such that the transition map φ satisfies the inequality

‖φ(t, x, σ)‖ ≤Me−λt‖x‖, ∀ t ≥ 0, ∀ x ∈ X, ∀ σ ∈ S.

3. We say that Σ is uniformly locally exponentially stable at the origin (ULES, for short) if
there exist r > 0, M > 0, and λ > 0 such that the transition map φ satisfies the inequality

‖φ(t, x, σ)‖ ≤Me−λt‖x‖, ∀ t ≥ 0, ∀ x ∈ BX(0, r), ∀ σ ∈ S. (1.2)

If inequality (1.2) holds true for a given r > 0 then we say that Σ is uniformly exponen-
tially stable at the origin in BX(0, r) (UES in BX(0, r), for short).

4. We say that Σ is uniformly semi-globally exponentially stable at the origin (USGES, for
short) if, for every r > 0 there exist M(r) > 0 and λ(r) > 0 such that the transition map
φ satisfies the inequality

‖φ(t, x, σ)‖ ≤M(r)e−λ(r)t‖x‖, ∀ t ≥ 0, ∀ x ∈ BX(0, r), ∀ σ ∈ S. (1.3)

Observe that if Σ is a forward complete dynamical system and S contains a constant function
σ then (φ(t, ·, σ))t≥0 is a strongly continuous nonlinear semigroup, whose definition is recalled
below.

Definition 3 [141] Let T (t) : X → X, t ≥ 0, be a family of nonlinear maps. We say that
(T (t))t≥0 is a strongly continuous nonlinear semigroup if the following properties hold:
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i) For every x ∈ X, it holds that T (0)x = x;

ii) For every t1, t2 ≥ 0, it holds that T (t1)T (t2)x = T (t1 + t2)x;

iii) For every x ∈ X, the map t 7→ T (t)x is continuous.

An example of forward complete dynamical system is given next.

Example 4 (Piecewise-constant switching systems) Consider a family of strongly con-
tinuous nonlinear semigroups (Tq(t))t≥0 in a Banach space X, parametrised by q ∈ Q. Let
σ ∈ SPC be constantly equal to σk over [tk, tk+1), with 0 = t0 < t1 < · · · < tk < t < tk+1, for
k ≥ 0. By concatenating the flows (Tσk(t))t≥0, one can associate with σ the family of nonlinear
evolution operators

Tσ(t) := Tσk(t− tk)Tσk−1
(tk − tk−1) · · ·Tσ1(t1),

t ∈ [tk, tk+1). Then, the triple Σ = (X,SPC, φ), with the transition map φ defined as

φ(t, x0, σ) = Tσ(t)x0, x0 ∈ X, σ ∈ SPC, (1.4)

is a forward complete dynamical system.

Example 5 (Semilinear switching systems) Let X,U be two Banach spaces. Consider the
semilinear switching control system{

ẋ(t) = Ax(t) + fσ(t)(x(t), u(t)), t ≥ 0,

x(0) = x0 ∈ X,
(1.5)

where A is the infinitesimal generator of a C0-semigroup (T (t))t∈R of bounded linear operators
on X, σ ∈ SPC is constantly equal to σk over [tk, tk+1), with 0 = t0 < t1 < · · · < tk < t < tk+1,
for k ≥ 0; fσk : X × U → X is a Lipschitz continuous nonlinear operator, with Lipschitz
constant Lf > 0 independent of σk, such that fσk(0, 0) = 0, for k ≥ 0; u ∈ C(R+, U) is the
control input. For every k ≥ 0 and x0 ∈ X there exists a unique mild solution of (1.5) over
[0,+∞), with σ ≡ σk, i.e., a continuous function x(·) satisfying

x(t) = T (t)x0 +

∫ t

0
T (t− s)fσk (x(τ), u(s))) ds,

for every t ≥ 0. This defines a family (Tσk(t))t≥0 of nonlinear maps by setting Tσk(t)x0 = x(t),
for t ≥ 0. As in Example 4, by concatenating the flows (Tσk(t))t≥0, one can associate with σ
the family of nonlinear evolution operators given by (1.4). Then the triple Σ = (X,SPC, φu)
with the transition map φu is defined as in (1.4) is a forward complete dynamical system

The S-uniform continuity of φ is defined as follows.

Definition 6 We say that the transition map φ of Σ = (X,S, φ) is S-uniformly continuous if,
for every t̄ > 0, x ∈ X, and ε > 0, there exists R > 0 such that

‖φ(t, x, σ)− φ(t, y, σ)‖ ≤ ε, ∀ t ∈ [0, t̄], ∀ y ∈ BX(x,R), ∀ σ ∈ S.

Similarly, the notion of S-uniform Lipschitz continuity of the transition map is given by the
following definition.
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Definition 7 We say that the transition map φ of Σ = (X,S, φ) is S-uniformly Lipschitz
continuous (respectively, S-uniformly Lipschitz continuous on bounded sets) if, for every t̄ > 0
(respectively, t̄ > 0 and R > 0), there exists l(t̄) > 0 (respectively, l(t̄, R) > 0) such that

‖φ(t, x, σ)− φ(t, y, σ)‖ ≤ l(t̄)‖x− y‖, ∀ t ∈ [0, t̄], ∀x, y ∈ X, ∀ σ ∈ S

(respectively,

‖φ(t, x, σ)− φ(t, y, σ)‖ ≤ l(t̄, R)‖x− y‖, ∀ t ∈ [0, t̄], ∀x, y ∈ BX(0, R), ∀ σ ∈ S).

Let us recall the definition of Dini derivative of a functional V : X → R+.

Definition 8 Consider a forward complete dynamical system Σ = (X,S, φ). Given σ ∈ S,
the upper- and lower-right Dini derivatives DσV : X → R and DσV : X → R of a functional
V : X → R+ are defined, respectively, as

DσV (x) = lim sup
h↓0

1

h
(V (φ(h, x, σ))− V (x)) , ∀ x ∈ X,

and

DσV (x) = lim inf
h↓0

1

h
(V (φ(h, x, σ))− V (x)) , ∀ x ∈ X.

Remark 9 When S contains piecewise-constant signals, we can associate with every q ∈ Q the
upper and lower Dini derivatives DqV and DqV corresponding to σ ≡ q. By consequence, we

have DσV (ϕ) = DqV (ϕ) and DσV (ϕ) = DqV (ϕ). In this case, we denote by DV and DV the
following quantities

DV (x) = sup
q∈Q

lim sup
h↓0

1

h
(V (φ(h, x, q))− V (x)) , ∀ x ∈ X,

and

DV (x) = sup
q∈Q

lim inf
h↓0

1

h
(V (φ(h, x, q))− V (x)) , ∀ x ∈ X.

1.4 Converse Lyapunov theorems for infinite-dimensional switch-
ing systems

In this section we present the different converse theorems that we have obtained for an abstract
forward complet dynamical system Σ = (X,S, φ) and show some direct applications of the ob-
tained results. Before, let us discuss the difference between coercive and non-coercive Lyapunov
functionals.

1.4.1 Coercive vs non-coercive Lyapunov functionals

Recall, from [31], that the exponential stability of a linear C0-semigroup (T (t))t≥0 on a complex
Hilbert space H is equivalent to the existence of a positive Hermitian endomorphism B on
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H such that the relation 2<(BAx, x) = −‖x‖2 holds for every x in the domain of A, the
infinitesimal generator of the semigroup (T (t))t≥0. In this case, we have

(Bx, x) =

∫ +∞

0
‖T (t)x‖2dt, ∀x ∈ H, (1.6)

and, as reported in [156], the functional V : X → R+ defined by V (x) = (Bx, x) is in general a
non-coercive Lyapunov functional since there does not exist in general a positive real number
c such that ∫ +∞

0
‖T (t)x‖2dt ≥ c‖x‖2, ∀x ∈ H. (1.7)

Of course, in the case of finite-dimensional spaces, an exponential stable linear semigroup
(T (t))t≥0 is given by (etA)t≥0 with A Hurwitz and hence inequality (1.7) holds true.

Unlike autonomous linear systems in Banach spaces, the existence of non-coercive Lyapunov
functional is not sufficient for the uniform exponential stability of switching linear systems.
More precisely, even if there exists a functional V : X → R+ which satisfies inequality (1.1) for
some quadratic function α and decrease uniformly along each individual mode, an additional
regularity condition is needed in order to get the UGES property of the system under consider-
ation. This condition, given in [91], is as follows: there exist constants M ≥ 1 and λ > 0 such
that

‖Tσ(t)‖L(X) ≤Meλt, ∀ t ≥ 0, ∀ σ ∈ S. (1.8)

Observe that, in the case of autonomous linear systems, condition (1.8) holds as a property of
strongly continuous semigroup (see, e.g., [157]).

In the case of a forward complete nonlinear system, additional regularity conditions like (1.8)
are required for the UGAS and UGES properties when dealing with non-coercive Lyapunov
functionals. These conditions are given in [140] and recalled in the sequel. Let us first recall
the following two definitions:

Definition 10 ([140]) The forward complete dynamical system Σ = (X,S, φ) is said to be
robustly forward complete (RFC, for short) if for any C > 0 and any τ > 0 it holds that

sup
‖x‖≤C,t∈[0,τ ],σ∈S

‖φ(t, x, σ)‖ <∞.

Definition 11 ([140]) We say that 0 ∈ X is a robust equilibrium point (REP, for short)
of the forward complete dynamical system Σ = (X,S, φ) if for every ε, h > 0, there exists
δ = δ(ε, h) > 0, so that

‖x‖ ≤ δ =⇒ ‖φ(t, x, σ)‖ ≤ ε, ∀ t ∈ [0, h], ∀ σ ∈ S.

The existence of a non-coercive Lyapunov functional V , as shown in [140, Example 6.1],
does not imply either the RFC or REP property, hence the necessity of both assumptions.
One of the main results obtained in [140] relates the UGAS property with the existence of a
non-coercive Lyapunov functional. This is formulated by the following theorem.

Theorem 12 [140, Theorem 3.5] Consider a forward complete dynamical system Σ = (X,S, φ)
and assume that Σ is RFC and that 0 is a REP of Σ. If Σ admits a non-coercive Lyapunov
functional, then it is UGAS.
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Stronger regularity conditions for ULES, USGES and UGES properties are given in [71]
and recalled in the next section.

Example 13 (Example of non-coercive Lyapunov functional) Consider the time-delay
system

ẋ(t) = −x(t−∆), t ≥ 0 ,
x0 = φ,

(1.9)

where ∆ ≥ 0 and φ ∈ C([−∆, 0],R). It is well known (see, e.g., [88]) that system (1.9) is
exponentially stable if and only if ∆ < π/2. In this case, a Lyapunov functional V can be
defined by

V (ψ) =

∫ +∞

0
‖T (t)ψ‖2∞dt,

where T (t) : C([−∆, 0],R)→ C([−∆, 0],R) is the C0-semigroup associated with (1.9) and defined
by

T (t)φ = xt, (1.10)

where xt : [−∆, 0]→ Rn is the standard notation for the history function defined by

xt(θ) = x(t+ θ), −∆ ≤ θ ≤ 0. (1.11)

In the case of system (1.9), the Lyapunov functional V is non-coercive. In order to see this,
we first recall that the spectrum of the infinitesimal generator A of T (·) is discrete and given by
(see, e.g., [88])

Λ = {λ ∈ C : λ+ e−λ∆ = 0} = (λk)k∈N.

In addition, we have that limk→+∞<(λk) = −∞. For each k ∈ N, let vk(θ) = eλk(∆+θ), θ ∈
[−∆, 0] be an eigenvector of A corresponding to λk. Remark that λ ∈ Λ if and only if λ̄ ∈ Λ.
Associate with λ̄k its eigenvector v̄k(θ) = eλ̄k(∆+θ), θ ∈ [−∆, 0], and let νk = (vk + v̄k)/2 =
<(vk) ∈ C([−∆, 0],R). Then

T (t)νk(θ) =
eλk(t+∆+θ) + eλ̄k(t+∆+θ)

2
. (1.12)

Hence,

V (νk) =

∫ +∞

0

‖eλk(t+∆+θ) + eλ̄k(t+∆+θ)‖2∞
4

dt ≤
∫ +∞

0
‖e<(λk)(t+∆+θ)‖2∞dt

=

∫ +∞

0
e2<(λk)tdt = − 1

2<(λk)
.

Knowing that limk→+∞<(λk) = −∞, it follows that V (νk) → 0 as k → +∞. On the other
hand, we have ‖νk‖∞ ≥ νk(−∆) = 1. Then the Lyapunov function V does not have a strictly
positive ‖ ·‖∞-norm-dependent lower bound like in (1.7), and by consequence V is non-coercive.

Another choice of the Lyapunov functional is

V̂ (ψ) =

∫ +∞

0
|(T (t)ψ)(0)|2dt.

In this case, by choosing ν̂k(θ) = <(eλkθ) we can easily verify that V̂ (ν̂k)→ 0 as k → +∞ while
ν̂k(0) = 1 for every k ≥ 0. Hence V̂ does not have a strictly positive | · |-norm-dependent lower
bound.



32 Lyapunov stability characterisation for infinite-dimensional switching systems

1.4.2 Lyapunov functional for exponential stability characterisations

The following theorems show that the existence of a non-coercive Lyapunov functional is suffi-
cient for the uniform exponential stability of the forward complete dynamical system Σ, provided
that inequalities like the RFC property given by Definition 10 hold true.

Theorem 14 Consider a forward complete dynamical system Σ = (X,S, φ). Let R > 0, t1 > 0

and γ be a function of class K∞ such that lim supr↓0
γ(r)
r is finite and

‖φ(t, x, σ)‖ ≤ γ(‖x‖), ∀ t ∈ [0, t1], ∀ x ∈ BX(0, R), ∀ σ ∈ S. (1.13)

If there exist a functional V : BX(0, R)→ R+ and p, c > 0 such that

V (x) ≤ c‖x‖p, ∀x ∈ BX(0, R),

DσV (x) ≤ −‖x‖p, ∀x ∈ BX(0, R), ∀σ ∈ S,

and V (φ(·, x, σ)) is continuous from the left at every t > 0 for which φ(t, x, σ) ∈ BX(0, R), then
system Σ is ULES.

Notice that RFC property of Σ is equivalent to inequality (1.13), although it does not

necessarily imply that lim supr↓0
β(r)
r is finite.

Theorem 15 Consider a forward complete dynamical system Σ = (X,S, φ). Let t1 > 0 and γ

be a function of class K∞ such that lim supr↓0
γ(r)
r is finite and

‖φ(t, x, σ)‖ ≤ γ(‖x‖), ∀ t ∈ [0, t1], ∀ x ∈ X, ∀ σ ∈ S. (1.14)

If, for every R > 0, there exist a functional VR : BX(0, R)→ R+ and pR, cR > 0 such that

VR(x) ≤ c‖x‖p, ∀x ∈ BX(0, R),

DσVR(x) ≤ −‖x‖p, ∀x ∈ BX(0, R),∀σ ∈ S,

and VR(φ(·, x, σ)) is continuous from the left at every t > 0 for which φ(t, x, σ) ∈ BX(0, R),
and, moreover,

lim sup
R→+∞

γ−1(R) min

{
1,

(
t1
cR

) 1
pR

}
= +∞, (1.15)

then system Σ is USGES.

Theorem 16 Consider a forward complete dynamical system Σ = (X,S, φ). Let t1 > 0 such
that

‖φ(t, x, σ)‖ ≤ G0‖x‖, ∀ t ∈ [0, t1], ∀ x ∈ X, ∀ σ ∈ S. (1.16)

with G0 ≥ 1 and there exist a functional V : X → R+ and p, c > 0 such that

V (x) ≤ c‖x‖p, ∀x ∈ X,
DσV (x) ≤ −‖x‖p, ∀x ∈ X,∀σ ∈ S,

and the map t 7→ V (φ(t, x, σ)) is continuous from the left, then system Σ is UGES.



1.4 Converse Lyapunov theorems for infinite-dimensional switching systems 33

Remark 17 By the shift-invariance properties given by items a) and iv) of Definition 1, it is
easy to see that (1.16) implies

‖φ(t, x, σ)‖ ≤Meλt‖x‖, ∀ t ≥ 0, ∀ x ∈ X, ∀ σ ∈ S, (1.17)

where M = G0 and λ = log(G0)
t1

. Notice that inequality (1.17) is a nontrivial requirement on
system Σ. Even in the linear case, with (1.17) satisfied for each constant σ ≡ q, uniformly with
respect to q ∈ Q, it does not follow that a similar exponential bound holds for the corresponding
system Σ (see [91, Example 1]).

The following theorem states that the existence of a coercive Lyapunov functional is neces-
sary for the uniform exponential stability of a forward complete dynamical system.

Theorem 18 Consider a forward complete dynamical system Σ = (X,S, φ) and assume that
the transition map φ is S-uniformly continuous. If Σ is USGES then, for every r > 0 there
exist cr, cr > 0 and a continuous functional Vr : X → R+, such that

cr‖x‖ ≤ Vr(x) ≤ cr‖x‖, ∀ x ∈ BX(0, r),

DσVr(x) ≤ −‖x‖, ∀ x ∈ BX(0, r), ∀ σ ∈ S,
Vr = VR on X, ∀ R > 0 such that λ(r) = λ(R) and M(r) = M(R),

where λ(·),M(·) are as in (1.3). Moreover, in the case where the transition map φ is S-uniformly
Lipschitz continuous (respectively, S-uniformly Lipschitz continuous on bounded sets), Vr can
be taken Lipschitz continuous (respectively, Lipschitz continuous on bounded sets).

The following corollary characterises the uniform global exponential stability of a forward com-
plete dynamical system, completing Theorem 16.

Corollary 19 Consider a forward complete dynamical system Σ = (X,S, φ). Assume that
the transition map φ is S-uniformly continuous. If there exist t1 > 0 and G0 ≥ 1 such that
condition (1.16) holds then the following statements are equivalent:

i) System Σ is UGES;

ii) there exists a continuous functional V : X → R+ and positive reals p, c, and c such that

c‖x‖p ≤ V (x) ≤ c‖x‖p, ∀ x ∈ X,

and

DσV (x) ≤ −‖x‖p, ∀ x ∈ X, ∀ σ ∈ S; (1.18)

iii) there exist a functional V : X → R+ and positive reals p and c such that, for every x ∈ X
and σ ∈ S, the map t 7→ V (φ(t, x, σ)) is continuous from the left, inequality (1.18) is
satisfied and the following inequality holds

V (x) ≤ c‖x‖p, ∀ x ∈ X.
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1.4.3 Application: a link between exponential and input-to-state stability

The ISS property has been widely studied in the framework of complex systems such as gen-
eral interconnected systems (see, e.g. [29, 30, 108]), switching finite-dimensional systems (see,
e.g.,[128] and references therein), time-delay systems (see, e.g., [23, 160, 187, 194] and ref-
erences therein), and abstract infinite-dimensional systems (see, e.g., [136, 137, 138]). For
example, in [138] a converse Lyapunov theorem characterising the ISS of a locally Lipschitz
dynamics through the existence of a locally Lipschitz continuous coercive Lyapunov functional
is given. Recently in [98] it has been shown that, under suitable regularity assumptions on
the dynamics, the existence of non-coercive Lyapunov functionals implies ISS. In [71] we have
provided a result of ISS type, proving that the input-to-state map has finite gain, under the
assumption that the unforced system corresponding to (1.5) (i.e., with u ≡ 0) is uniformly
globally exponentially stable. This result is not really original comparing to what is already
developed in [98, 137, 138], but this is given as a direct application of the converse theorems
given in Section 1.4.2.

Let X and U be two Banach spaces and consider the control system (1.5). Assume that the
set of admissible controls is Lp(U) := Lp(R+, U) with 1 ≤ p ≤ +∞. As in Example 5, we can
define for every x0 ∈ X, σ ∈ SPC, and u ∈ Lp(U), the corresponding trajectory φu(t, x0, σ) on
R+, which is continuous with respect to (t, x0, u) ∈ R+ × X × Lp(U). We have the following
theorem.

Theorem 20 Assume that the forward complete dynamical system (X,SPC, φ0) is UGES.
Then for every 1 ≤ p ≤ +∞ and σ ∈ SPC, the input-to-state map u 7→ φu(·, 0, σ) is well
defined as a map from Lp(U) to Lp(X) and has a finite Lp-gain independent of σ, i.e., there
exists cp > 0 such that

‖φu(·, 0, σ)‖Lp(X) ≤ cp‖u‖Lp(U), ∀ u ∈ Lp(U), ∀ σ ∈ SPC. (1.19)

Theorem 20 in the same spirit as those obtained in [98, 137, 138]. In our particular context
(UGES and global Lipschitz assumption) Theorem 20 proves that the input-to-state map u 7→
φu(·, 0, σ) has finite gain.

1.4.4 Application: predictor-based sampled data exponential stabilization

An interesting problem when dealing with a continuous-time model is the practical implemen-
tation of a designed feedback control. Indeed, in practice, due to numerical and technological
limitations (sensors, actuators, and digital interfaces), a continuous measurement of the output
and a continuous implementation of a feedback control are impossible. This means that the im-
plemented input is, for almost every time, different from the designed controller. Several meth-
ods have been developed in the literature of ordinary differential equations for sampled-data
observer design under discrete-time measurements (see, e.g., [6, 103, 133]), for sampled-data con-
trol design guaranteeing a globally stable closed-loop system (see, e.g., [2, 96]), and for optimal
sampled-data control (see, e.g., [17]). Apart from time-delays systems (see, e.g., [51, 104, 159]
for sampled-data control and [133, 134] for sampled-data observer design), few results exist for
infinite-dimensional systems. The difficulties come from the fact that the developed methods
do not directly apply to the infinite-dimensional case, for which even the well-posedness of
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sampled-data control dynamics is not obvious (see, e.g., [105] for more details). Some interest-
ing results have been obtained for infinite-dimensional linear systems [105, 119, 190]. In the
nonlinear case no standard methods have been developed and the problem is treated case by
case [110].

Let us focus on the particular problem of feedback stabilization under sampled output
measurements of the abstract semilinear infinite-dimensional system (1.5). Assume that only
discrete output measurements are available

y(t) = x(tk), ∀ t ∈ [tk, tk+1), ∀ k ≥ 0, (1.20)

where (tk)k≥0 denotes the increasing sequence of sampling times. Suppose that system (1.5) in
closed-loop with

u(t) = K(x(t)), ∀ t ≥ 0, (1.21)

where K : X → U is a Lipschitz continuous function satisfying K(0) = 0, is uniformly semi-
globally exponentially stable. Assume also that A is the infinitesimal generator of a C0-group,
i.e., there exist Γ, ω > 0 such that

‖T (t)‖ ≤ Γeω|t|, ∀ t ∈ R. (1.22)

Le us give the following definition.

Definition 21 Let 0 < s1 < · · · < sk < · · · be an increasing sequence of times such that
limk→+∞ sk = +∞. The instants sk are called sampling instants and the quantity

δ = sup
k≥0

(sk+1 − sk)

is called the maximal sampling time. By predictor-based sampled data controller we mean a
feedback u(·) of the type

u(t) = K(T (t− sk)x(sk)), ∀ t ∈ [sk, sk+1), ∀ k ≥ 0. (1.23)

We denote by Σ0 = (X,SPC, φΣ0) and Σ = (X,SPC, φΣ) the forward complete dynamical
systems corresponding to (1.5)–(1.21) and (1.5)–(1.23), respectively. The following theorem,
proved in [71], gives sufficient condition for the exponential stability preservation of system Σ
provided that Σ0 is uniformly semi-globally exponentially stable.

Theorem 22 If system Σ0 is USGES and

lim
r→∞

r

M(r)
= +∞, (1.24)

where M(r) is as in (1.3), then for every r > 0 there exists δ?(r) > 0 such that Σ is UES in
BX(0, r), provided that the maximal sampling time of (sk)k∈N is smaller than δ?(r). In addition,
if infr≥0 δ

?(r) > 0 then Σ is USGES.

When Σ0 is uniformly globally exponentially stable, we have the following result.

Corollary 23 Suppose that system Σ0 is UGES. Then there exists δ? > 0 such that system Σ
is UGES provided that the maximal sampling time of (sk)k∈N is smaller than δ?.
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The following example shows the applicability of Corollary 23 on the exponential stabilisa-
tion of a switching damped wave equation with sampled data feedback.

Example 24 (Sample-data exponential stabilisation of a switching wave equation)
Let Ω be a bounded open domain of class C2 in Rn, n ≥ 1, and consider the switching damped
wave equation 

∂2ψ
∂t2
−∆ψ + ρσ(t)(

∂ψ
∂t ) = 0 in Ω× R+,

ψ = 0 on ∂Ω× R+,
ψ(0) = ψ0, ψ

′(0) = ψ1 on Ω,

(1.25)

where σ : R+ → Q is a piecewise-constant function and ρq : R → R, for q ∈ Q, is a uniformly
Lipschitz continuous function satisfying

ρq(0) = 0, α|v| ≤ |ρq(v)| ≤ |v|
α
, ∀ v ∈ R, ∀ q ∈ Q,

for some α > 0. In the case where ρ̃(t, v) := ρσ(t)(v) is sufficiently regular, namely a continuous
function differentiable on R+× (−∞, 0) and R+× (0,∞), and v 7→ ρ̃(t, v) is nondecreasing, for
each initial condition (ψ0, ψ1) taken in H2(Ω) ∩ H1

0 (Ω) × H1
0 (Ω) there exists a unique strong

solution for (1.25) in a suitable space H (see [131] for more details). For the switching damped
wave equation (1.25) the existence and uniqueness of a strong solution (in H) is given by
concatenation. Defining the energy of the solution of (1.25) by

E(t) =
1

2

∫
Ω

(
∂ψ

∂t

2

+ |∇ψ|2
)
dx,

we can prove, following the same lines of the proof of [131, Theorem 1], that the energy of the
solutions in H decays uniformly (with respect to the initial condition) exponentially to zero as

E(t) ≤ e1−µtE(0), ∀ t ≥ 0,

for some µ > 0 that depends only on α. Let X be the Banach space H1
0 (Ω) × L2(Ω) endowed

with the norm
‖x‖ = ‖∇x1‖2L2(Ω) + ‖x2‖2L2(Ω),

and let A be the linear operator defined on X by

A =

(
0 I
∆ 0

)
, D(A) =

{
x =

(
x1

x2

)
∈ X | x1 ∈ H2(Ω) ∩H1

0 (Ω), x2 ∈ H1
0 (Ω)

}
,

where I is the identity operator and ∆ denotes the Laplace operator. It is well known that
D(A) is dense in X and that A is the infinitesimal generator of a C0-group of bounded linear
operators (Tt)t∈R on X satisfying

‖T (t)‖ = 1, ∀ t ∈ R.

With this formulation, equation (1.25) can be rewritten as the initial value problem (1.5) with
feedback

u(t) = x2(t) and fq(x, u) =

(
0

ρs(u)

)
.
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The associated transition map satisfies the inequality

‖φ(t, x, σ)‖ ≤ e1−µt‖x‖, ∀ t ≥ 0. (1.26)

Note that the constant µ does not depend on the solution. Using the density of D(A) in X,
inequality (1.26) holds true for weak solutions. Thus system (1.5) corresponding to (1.25)
is UGES. The assumptions of Corollary 23 being satisfied, we deduce that for a sufficiently
small maximal sampling time the predictor-based sampled data feedback (1.23) preserves the
exponential decay to zero of the energy of the solutions of (1.5).

1.4.5 Application: retarded systems with uncertain delay

After representing a nonlinear retarded functional differential equation as an abstract forward
complete dynamical system, all the characterisations of uniform exponential stability provided
in Section 1.4.2 can be applied to this particular class of infinite-dimensional systems. In
particular, we can characterise the uniform global exponential stability of a retarded functional
differential equation in terms of the existence of coercive and non-coercive Lyapunov functionals.

Consider the nonlinear retarded system{
ẋ(t) = fσ(t)(xt), t ≥ 0,

x(θ) = ϕ(θ), θ ∈ [−∆, 0],
(1.27)

where x(t) ∈ Rn, ϕ ∈ C([−∆, 0],Rn), xt is the history state defined by (1.11), σ ∈ SPC and
fq : C([−∆, 0),Rn)→ Rn is a continuous functional such that fq(0) = 0 for all q ∈ Q.

For every q ∈ Q and ϕ ∈ C([−∆, 0],Rn), we assume that system (1.27), with σ(t) ≡ q,
admits a unique solution over [0,+∞). This defines a family (Tq(t))t≥0 of nonlinear maps from
C([−∆, 0],Rn) into itself by setting

Tq(t)ϕ = xt, ∀ t ≥ 0.

According to [191], (Tq(t))t≥0 is a strongly continuous semigroup of nonlinear operators on
C([−∆, 0],Rn).

We denote by (C([−∆, 0],Rn),SPC, φ∆
0 ), where φ∆

0 is the transition map constructed as in
Example 4, the forward complete dynamical system corresponding to (1.27). As a consequence
of the switching representation of the nonlinear time-varying delay system (1.27), the results of
the previous section (in particular Theorem 16 and Corollary 19) apply to system (1.27). Let
us explicitly provide an application of Corollary 19.

Theorem 25 Let L > 0 be such that

|fq(ψ1)− fq(ψ2)| ≤ L‖ψ1 − ψ2‖∞, ∀ ψ1, ψ2 ∈ C([−∆, 0],Rn), ∀ q ∈ Q. (1.28)

The following statements are equivalent:

i) System (C([−∆, 0],Rn),SPC, φ∆
0 ) is UGES;

ii) there exists a continuous functional V : C([−∆, 0],Rn)→ R+ and positive reals p, c, and
c such that

c‖ψ‖p∞ ≤ V (ψ) ≤ c‖ψ‖p∞, ∀ ψ ∈ C([−∆, 0],Rn),

and
DV (ψ) ≤ −‖ψ‖p∞, ∀ ψ ∈ C([−∆, 0],Rn); (1.29)
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iii) there exist a functional V : C([−∆, 0],Rn) → R+ and positive reals p and c such that,
for every ψ ∈ C and q ∈ Q, the map t 7→ V (Tq(·)ψ) is continuous from the left, inequal-
ity (1.29) is satisfied, and

V (ψ) ≤ c‖ψ‖p∞, ∀ ψ ∈ C([−∆, 0],Rn).

1.5 Converse Lyapunov theorems for switching retarded linear
systems

Consider the following switching retarded linear system{
ẋ(t) = Γσ(t)xt, t ≥ 0,

x(θ) = ϕ(θ), θ ∈ [−∆, 0],
(1.30)

where x(t) ∈ Rn, ϕ is the initial condition and σ ∈ S be such that the operator Γσ(·) takes
values in a bounded subset Q of L(C([−∆, 0],Rn),Rn).

In the case of linear retarded systems of type (1.30), more elaborated results than The-
orem 25 have been obtained in [76]. More precisely, two phase spaces have been considered
X = C([−∆, 0],Rn) and X = H1([−∆, 0],Rn). In addition, more general class of switching
signals like Lebesgue measurable ones have been considered. Let us denote by SM the subset
of Lebesgue Measurable signals, i.e., the set of signals such that Γσ(·) : R+ → Q is Lebesgue
Measurable.

Before giving these results, let us first recall the definition of Fréchet derivative of a func-
tional V : X → R+.

Definition 26 V is said to be directionally differentiable in the sense of Fréchet at ψ ∈ X if
there exists a positively one-homogeneous functional V ′(ψ, ·) : X → R such that

V (ψ + ξ)− V (ψ)− V ′(ψ, ξ)
‖ξ‖X

−→ 0 as ξ → 0.

In particular, for every ξ ∈ X, the directional derivative of V at ψ in the direction ξ is well
defined and it is equal to V ′(ψ, ξ).

One can easily verify the existence and uniqueness of solutions for (1.30) in X. Let φΓ

be the transition map relative to system (1.30). We denote by (X,SY, φΓ), with Y = PC
or Y = M, the forward complete dynamical system corresponding to (1.30). The following
theorem is proved in [76].

Theorem 27 The following statements are equivalent:

(i) System (C([−∆, 0],Rn),SPC, φΓ) is UGES.

(ii) System (H1([−∆, 0],Rn),SPC, φΓ) is UGES.

(iii) System (C([−∆, 0],Rn),SM, φΓ) is UGES.

(iv) System (H1([−∆, 0],Rn),SM, φΓ) is UGES.
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(v) There exists a functional V : C([−∆, 0],Rn) → R+ such that
√
V (·) is a norm on

C([−∆, 0],Rn),
c‖ψ‖2∞ ≤ V (ψ) ≤ c‖ψ‖2∞, ∀ψ ∈ C([−∆, 0],Rn),

for some constants c, c > 0 and

DV (ψ) ≤ −‖ψ‖2∞, ∀ψ ∈ C([−∆, 0],Rn).

(vi) There exists a directionally Fréchet differentiable functional V : H1([−∆, 0],Rn) → R+

such that
√
V (·) is a norm on H1([−∆, 0],Rn),

c‖ψ‖2H1 ≤ V (ψ) ≤ c‖ψ‖2H1 , ∀ψ ∈ H1([−∆, 0],Rn)

|V ′(ψ, ξ)| ≤ c‖ψ‖H1‖ξ‖H1 , ∀ψ, ξ ∈ H1([−∆, 0],Rn)

V ′(ψ, ξ1 + ξ2) ≤ V ′(ψ, ξ1) + V ′(ψ, ξ2), ∀ψ, ξ1, ξ2 ∈ H1([−∆, 0],Rn)

for some constants c, c > 0 and

DV (ψ) ≤ −‖ψ‖2H1 , ∀ψ ∈ H1([−∆, 0],Rn).

If ψ ∈ D(Aq), where Aq is the infinitesimal generator associated to (1.30) for σ ≡ q, then
DV (ψ) = supq∈Q V

′(ψ,Aqψ).

(vii) There exists a continuous functional V : C([−∆, 0],Rn)→ R+ such that

V (ψ) ≤ c‖ψ‖2∞, ∀ψ ∈ C([−∆, 0],Rn),

for some constant c > 0 and

DV (ψ) ≤ −|ψ(0)|2, ∀ψ ∈ C([−∆, 0],Rn).

(viii) There exists a continuous functional V : H1([−∆, 0],Rn)→ R+ such that

V (ψ) ≤ c‖ψ‖2H1 , ∀ψ ∈ H1([−∆, 0],Rn),

for some constant c > 0 and

DV (ψ) ≤ −|ψ(0)|2, ∀ψ ∈ H1([−∆, 0],Rn).

1.5.1 Application: robustness with respect to perturbations

In this section we give a result which shows the effects of small perturbations on the stability
of linear systems of type (1.30). The idea is to exploit the converse Lyapunov theorem 27.

Let P be a bounded subset of L (C([−∆, 0],Rn),Rn). Here P has to be regarded as a set
of bounded perturbations of the operators in Q. In the case where system (1.30) is UGES, the
stability of the perturbed system

ẋ(t) = (Γσ(t) + Λσ(t))xt, (1.31)

where σ ∈ S is such that Γσ(t) ∈ Q and Λσ(t) ∈ P can be studied using the following proposition.
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Figure 1.1: A solution of (1.32) (solid line) and a perturbation of it, solution of (1.33) (dotted
line)

Proposition 28 Let V be as in item v) of Theorem 27. Let ` = supΛ∈P ‖Λ‖L(C([−∆,0],Rn),Rn).
Then

DΓ+ΛV (ψ) ≤ DΓV (ψ) + 2`c‖ψ‖2∞ ∀ψ ∈ C([−∆, 0],Rn),

where DΓV and DΓ+ΛV are the upper right-hand Dini derivatives of V along systems (1.30)
and (1.31), respectively.

We provide here an exemple of application of the previous result. This example may be
found in [77].

Example 29 Consider the scalar time-varying delay system

ẋ(t) = −x(t− τ(t)), (1.32)

where τ(·) is piecewise-constant and takes values in [0,∆]. It is known that (1.32) is uniformly
exponentially stable in C([−∆, 0],R) if and only if ∆ < 3/2 [88].
Fix ∆ < 3/2 and consider the perturbed system

ẋ(t) = −x(t− τ(t)) +

∫ 0

−∆̄
a(s)x(t+ s)ds, (1.33)

where a ∈ L1([−∆̄, 0],R) and ∆̄ ≥ ∆ (notice that ∆̄ may be larger than 3/2). Let Λ :
C([−∆̄, 0],R)→ R be defined by

Λψ =

∫ 0

−∆̄
a(s)ψ(s)ds

and notice that |Λψ| ≤ ‖a‖L1‖ψ‖∞. Hence,

DΓ+ΛV (ψ) ≤ DΓV (ψ) + 2c‖a‖L1‖ψ‖2∞ ≤ (−1 + 2c‖a‖L1)‖ψ‖2∞,

where V is as in Theorem 27, Item v). If ‖a‖L1 < 1/(2c) then (1.33) is uniformly exponentially
stable in C([−∆̄, 0],R).
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1.5.2 Application: stability of interconnected switching retarded linear sys-
tems

Theorem 27 and Proposition dini-perturbation-bound can be used to study the stability of
interconnected uncertain piecewise-constant delay systems.

For i ∈ {1, 2}, let Qi be a bounded subset of L (C([−∆, 0],Rn1)× C([−∆, 0],Rn2),Rni) and
consider the linear delay systems{

ẋ(t) = Γ1,σ(t)(xt, 0),

x0 = ϕ1

{
ẏ(t) = Γ2,σ(t)(0, yt),

y0 = ϕ2,
(1.34)

and the interconnected system {
ż(t) = Γσ(t)zt,

z0 = ϕ,
(1.35)

where σ ∈ S is such that Γ1,σ(t) ∈ Q1, Γ2,σ(t) ∈ Q2, Γσ(t) ∈ Q1 ×Q2, for all t ≥ 0, z = (x, y) ∈
Rn1 × Rn2 and ϕ = (ϕ1, ϕ2) ∈ C([−∆, 0],Rn1)× C([−∆, 0],Rn2).

Let φΓ1 , φΓ2 and φΓ be the transition maps associated to (1.34)-left, (1.34)-right and (1.35),
respectively.

We have the following theorem from [77].

Theorem 30 Let X = X1×X2 with X1 = C([−∆, 0],Rn1) and X2 = C([−∆, 0],Rn2). Assume
that (X1,SM, φΓ1) and (X2,SM, φΓ2) are UGES in X1 and X2, respectively. Let Vi : Xi →
[0,∞), i ∈ {1, 2}, be the Lyapunov functionals whose existence is guaranteed by Item v) of
Theorem 27. Let c1, c2 be the upper-bound constants for V1 and V2, respectively. Let

µ = sup{‖(L1(0, ψ2), L2(ψ1, 0))‖/‖ψ‖X | L1 ∈ Q1, L2 ∈ Q2, ψ ∈ X, ψ 6= 0}.

If 2 max(c1, c2)µ < 1 then the interconnected system (X,SM, φΓ) is UGES in X.

In the case of systems in cascade form, there is no need of imposing conditions on the
non-diagonal block of the operator Γ, as stated below.

Corollary 31 Assume that system (1.35) is in cascade form, namely L1(φ1, φ2) = L1(φ1, 0)
for any L1 ∈ Q1 and (φ1, φ2) ∈ X. Then (X,SM, φΓ) is UGES in X if and only if (X1,SM, φΓ1)
and (X2,SM, φΓ2) are UGES in X1 and X2, respectively.

1.6 Converse Lyapunov theorems for nonlinear switching re-
tarded systems

In this section we focus on the switching control system described by the following retarded
functional differential equation{

ẋ(t) = fσ(t)(xt, u(t)), a.e. t ≥ 0,

x(θ) = x0(θ), θ ∈ [−∆, 0],
(1.36)

where x(t) ∈ Rn; x0 ∈ C([−∆, 0],Rn) is the initial state; u ∈ UM, the set of Lebesgue measurable
locally essentially bounded inputs from R+ to Rm, m positive integer; σ ∈ SM the subset of
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Lebesgue measurable signals, i.e., t 7→ fσ(t)(ϕ, u(t)) is Lebesgue measurable for each fixed

ϕ ∈ C([−∆, 0],Rn) and u ∈ UM.
Comparing to the result obtained by Theorem 25, here we show more elaborated results for

switching retarded systems with the following relaxed regularity assumption.

Assumption 32 For each q ∈ Q, fq(0, 0) = 0. Moreover, fq(·, ·) is uniformly (with respect
to q ∈ Q) Lipschitz on bounded subsets of C([−∆, 0],Rn) × Rm, i.e., for any H > 0 there
exists LH > 0 such that for every ψ1, ψ2 ∈ CH([−∆, 0],Rn) and u1, u2 ∈ B(0, H), the following
inequality holds

|fq(ψ1, u1)− fq(ψ2, u2)| ≤ LH (‖ψ1 − ψ2‖∞ + |u1 − u2|) , ∀ q ∈ Q.

Under Assumption 32, the existence and uniqueness of a solution for system (1.36) over a
maximal time interval [0, b), with 0 < b ≤ +∞, as well as its continuous dependence on the
initial state is guaranteed by the theory of systems described by retarded functional differential
equations (see, e.g., [88, 112]). This can be reformulated by the following lemma.

Lemma 33 For any ϕ ∈ C([−∆, 0],Rn), u ∈ UM and σ ∈ SM, there exists, uniquely, a locally
absolutely continuous solution x(·, ϕ, u, σ) of (1.36) in a maximal time interval [0, b), with
0 < b ≤ +∞. If b < +∞, then the solution is unbounded in [0, b). Moreover, for any ε > 0,
for any c ∈ (0, b), there exists δ > 0 such that, for any ς ∈ Cδ(ϕ)([−∆, 0],Rn), the solution
x(·, ς, u, σ) exists in [0, c] and, furthermore, the following inequality holds

|x(t, ϕ, u, σ)− x(t, ς, u, σ)| ≤ ε, ∀ t ∈ [0, c].

For each ϕ ∈ C([−∆, 0],Rn), u ∈ U (UM or UPC) and σ ∈ S (SM or SPC), we define the
transition map φ∆

u corresponding to (1.36) over [0, b). In the case where b = +∞ we denote by
Σ = (C([−∆, 0],Rn),S, φ∆

u ) the corresponding forward complet dynamical system.

Let us recall the following definition about Driver’s form derivative of a continuous functional
V : C([−∆, 0],Rn) → R+. This definition is a variation of the one given in [37, 158, 160] for
retarded functional differential equations without switching.

Definition 34 For a continuous functional V : C([−∆, 0],Rn)→ R+, its Driver’s form deriva-
tive, D+V : C([−∆, 0],Rn) × Rm → R, is defined, for the switching system (1.36), for ϕ ∈
C([−∆, 0],Rn) and u ∈ Rm, as follows,

D+V (ϕ, u) = sup
q∈Q

lim sup
h→0+

V
(
ϕΣ,q
h,u

)
− V (ϕ)

h
, (1.37)

where ϕΣ,q
h,u ∈ C([−∆, 0],Rn) is defined, for h ∈ [0,∆) and θ ∈ [−∆, 0], as follows

ϕΣ,q
h,u(θ) =

{
ϕ(θ + h), θ ∈ [−∆,−h)
ϕ(0) + (θ + h)fq(ϕ, u), θ ∈ [−h, 0].

Driver’s type derivative, by contrast to Dini’s one, is an appropriate definition of the deriva-
tive of a Lyapunov–Krasovskii functional that does not involve the solution.
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Remark 35 Let us denote by UPC the subset of right-continuous piecewise-constant inputs.
Fix ϕ ∈ C([−∆, 0],Rn), σ ∈ SPC and u ∈ UPC and let x(·) be the locally absolutely continuous
solution of (1.36) in a maximal interval [0, b). One can verify (see [84, 64] ) that

D+V (xt, u(t)) = DV (xt), ∀ t ∈ [0, b), (1.38)

and that equality (1.38) becomes almost everywhere in [0, b) in the case where σ ∈ SM and/or
u ∈ UM.

1.6.1 Input-to-state stability characterisation theorems

The proof of the results given in this section may be found in [84, 85].

Definition 36 We say that system (C([−∆, 0],Rn),S, φ∆
u ) with S = SM (SPC, respectively) is

M-ISS (PC-ISS, respectively) if there exist a function β ∈ KL and a class K function γ such
that, for any x0 ∈ C([−∆, 0],Rn), u ∈ UM (UPC, respectively) and σ ∈ SM (SPC, respectively),
the corresponding solution exists in R+ and, furthermore, satisfies the inequality

‖φ∆
u (t, x0, σ)‖∞ ≤ β(‖x0‖∞, t) + γ(‖u[0,t)‖∞), ∀ t ≥ 0.

Two different characterisations of the input-to-state stability property of system (1.36) have
been done in [85]. The first one is based on the following theorem which shows that the ISS
property with measurable inputs and measurable switching signals can be equivalently studied
through the class of piecewise-constant inputs and piecewise-constant switching signals.

Theorem 37 (C([−∆, 0],Rn),SM, φ∆
u ) is M-ISS ⇐⇒ (C([−∆, 0],Rn),SPC, φ∆

u ) is PC-ISS.

Remark 38 The equivalence property given by Theorem 37 has a significant interest in the
context of retarded systems. In fact, an important problem when dealing with retarded system
concerns the regularity of Lyapunov–Krasovskii functionals. This is related to he map describing
the evolution of the state which is simply continuous (instead of absolutely continuous) with
respect to time (see, e.g., [88, Lemma 2.1]). Thus a continuous, or even Lipschitz on bounded
sets, Lyapunov–Krasovskii functional evaluated on the solutions of such a system will be in
general continuous and not absolutely continuous with respect to time. By consequence, when
we deal with a retarded equation which holds almost everywhere (this is, for example, the case
of systems with Lebesgue measurable inputs), the nonpositivity, almost everywhere, of the upper
right-hand Dini derivative of a Lyapunov–Krasovskii functional is not sufficient to conclude
about its monotonicity. Thanks to the equivalence property given by Theorem 37, this problem
can be overcome by restricting the class of inputs and switching signals to the class of piecewise-
constant ones. Indeed, in this case, the nonpositivity of the upper right-hand Dini derivative of
a Lyapunov–Krasovskii functional evaluated on the solutions of a switching retarded system will
hold everywhere instead of almost everywhere permitting to conclude about the monotonicity
question (see [62]).

The second characterisation of the input-to-state stability property of system (1.36) is given
through the existence of a common Lyapunov–Krasovskii functional. This theorem is given
in [85]; it is in the spirit of the converse Lyapunov–Krasovskii theorems developed in [106, 107,
162] for systems described by retarded and neutral functional differential equations.
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Theorem 39 System (C([−∆, 0],Rn),SM, φ∆
u ) is M-ISS if and only if there exist a functional

V : C([−∆, 0],Rn)→ R+, Lipschitz on bounded subsets of C([−∆, 0],Rn), functions α1, α2, α3 ∈
K∞, and α4 ∈ K such that the following inequalities hold:

(i) α1(|ϕ(0)|) ≤ V (ϕ) ≤ α2(‖ϕ‖∞), ∀ϕ ∈ C([−∆, 0],Rn),

(ii) D+V (ϕ, u) ≤ −α3(‖ϕ‖∞) + α4(|u|), ∀ϕ ∈ C([−∆, 0],Rn),∀u ∈ Rm.

Recently, in [86], we obtain the following relaxed converse theorem characterising the ISS
property of system (1.36) through the existence of continuous (instead of locally Lipschitz)
Lyapunov-Krasovskii functional whose upper right-hand Dini derivative satisfies a dissipation
inequality almost everywhere (instead of everywhere).

Theorem 40 The following statements are equivalent:

1) System (C([−∆, 0],Rn),SM, φ∆
u ) is M-ISS;

2) there exist a Lipschitz on bounded sets functional V : C([−∆, 0],Rn) → R+, functions
α1, α2, α3 ∈ K∞, and α4 ∈ K such that the following inequalities hold:

(i) α1(|ϕ(0)|) ≤ V (ϕ) ≤ α2(‖ϕ‖∞), ∀ϕ ∈ C([−∆, 0],Rn),

(ii) D+V (ϕ, u) ≤ −α3(‖ϕ‖∞) + α4(|u|), ∀ϕ ∈ C([−∆, 0],Rn),∀u ∈ Rm;

3) there exist a continuous functional V : C([−∆, 0],Rn) → R+, functions α1, α2, α3 ∈ K∞,
and α4 ∈ K such that for any u ∈ UM the following inequalities hold:

(i) α1(|ϕ(0)|) ≤ V (ϕ) ≤ α2(‖ϕ‖∞), ∀ϕ ∈ C([−∆, 0],Rn),

(ii) DV (xt, u(t)) ≤ −α3(‖xt‖∞) + α4(|u(t)|), a.e. t ∈ [0, b),

where x(·) is the solution of (1.36) starting from ϕ and associated with u and σ over the
maximal interval of definition [0, b).

At the best of our knowledge, the ISS characterisation of system (1.36) by the existence
of continuous (instead of locally Lipschitz) Lyapunov-Krasovskii functional whose upper right-
hand Dini derivative satisfies the dissipation inequality in item 3) of Theorem 40 is new in
the literature of retarded systems where at least locally Lipschitz regularity is needed for the
Lyapunov-Krasovskii functional.

1.6.2 Asymptotic and exponential stability characterisation theorems

The following theorems provide necessary and sufficient conditions for the asymptotic and
exponential stability properties of system (1.36) through the existence of a common Lyapunov–
Krasovskii functional. We prove these results first in [84] in the case of piecewise-constant inputs
and piecewise-constant switching signals, then these are extended to the case of measurable
inputs and switching signals in [85].

Theorem 41 System (C([−∆, 0],Rn),SM, φ∆
0 ) is UGAS if and only if there exist a functional

V : C([−∆, 0],Rn) → R+, Lipschitz on bounded subsets of C([−∆, 0],Rn), functions α1, α2 ∈
K∞, and α3 ∈ K such that
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(i) α1(|ϕ(0)|) ≤ V (ϕ) ≤ α2(‖ϕ‖∞), ∀ϕ ∈ C([−∆, 0],Rn),

(ii) D+V (ϕ) ≤ −α3(|ϕ(0)|), ∀ϕ ∈ C([−∆, 0],Rn).

Theorem 42 System (C([−∆, 0],Rn),SM, φ∆
0 ) is UGES if and only if there exist a functional

V : C([−∆, 0],Rn)→ R+, Lipschitz on bounded subsets of C([−∆, 0],Rn), positive reals α1, α2, α3

and p such that

(i) α1‖ϕ‖p∞ ≤ V (ϕ) ≤ α2‖ϕ‖p∞, ∀ϕ ∈ C([−∆, 0],Rn),

(ii) D+V (ϕ) ≤ −α3‖ϕ‖p∞, ∀ϕ ∈ C([−∆, 0],Rn).

The following theorem gives necessary and sufficient conditions for the ULES property of
system (1.36).

Theorem 43 System (C([−∆, 0],Rn),SM, φ∆
0 ) is ULES if and only if there exist positive reals

H, p, α1, α2, α3 and Lipschitz functional V : CH([−∆, 0],Rn)→ R+ such that

(i) α1‖ϕ‖p∞ ≤ V (ϕ) ≤ α2‖ϕ‖p∞, ∀ϕ ∈ CH([−∆, 0],Rn),

(ii) D+V (ϕ) ≤ −α3‖ϕ‖p∞, ∀ϕ ∈ CH([−∆, 0],Rn).

1.6.3 Application: a link between exponential and input-to-state stability

Thanks to the previous converse theorems, a link between the exponential stability of an un-
forced switching retarded system and the input-to-state stability is given by the following the-
orem proven in [85].

Theorem 44 Suppose that system (C([−∆, 0],Rn),SPC, φ∆
0 ) is UGES. If there exist positive

reals L and l and a nonnegative real p < 1 such that

1) ∀ϕ,ψ ∈ C([−∆, 0],Rn),∀u ∈ Rm,∀ q ∈ Q, the following inequality holds

|fq(ϕ, u)− fq(ψ, u)| ≤ L‖ϕ− ψ‖∞; (1.39)

2) ∀ϕ ∈ C([−∆, 0],Rn),∀u ∈ Rm,∀ q ∈ Q, the following inequality holds

|fq(ϕ, u)− fq(ϕ, 0)| ≤ lmax{‖ϕ‖p∞, 1}|u|; (1.40)

then system (C([−∆, 0],Rn),SM, φ∆
u ) is M-ISS.

Example 45 (Robust stability of neural network with time-delays) Consider the neu-
ral network with constant delays

ẋ(t) = Ax(t) + gσ(t)(xt, u(t)), (1.41)

where A = diag(a1, · · · , an), with ai < 0 for i ∈ {1, · · · , n}, σ : R+ → Q is a switching
signal, u : R+ → Rm is an external input and, for each fixed mode q ∈ Q, the nonlineartiy
gq : C([−∆, 0],Rn)× Rm → Rn is given, for (ϕ, u) ∈ C([−∆, 0],Rn)× Rm, by

gi,q(ϕ, u) =
n∑
j=1

bijfj,q(ϕj(−τij,q)) + ui, (1.42)
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where fj,q ∈ {f1, · · · , fn} and τij,q ∈ [0,∆], for all i, j ∈ {1, · · · , n}. For each i ∈ {1, · · · , n}
and q ∈ Q the function fi,q is uniformly globally Lipschitz with Lipschitz constant µi > 0.

System (1.41) is useful in many applications such as signal processing, robotics and neu-
roscience, where, in general, the delays and even the vector field g may depend on different
uncertain parameters and it is more suitable to consider a perturbed switching neural network
with uncertain time-varying delays.

If the following condition is satisfied

ai +
n∑
j=1

µj |bij | < 0, for i = 1, · · · , n, (1.43)

it has been proven in [22] that each individual system is globally exponentially stable. Therefore,
by [161, Theorem 2.5], there exists a globally Lipschitz functional V : C([−∆, 0],Rn)→ R+ with
Lipschitz constant α4 > 0 such that the inequalities (i) and (ii) of Theorem 42 hold with p = 1.
Computing the Driver’s derivative of V for the switching system (1.41), in the case when u ≡ 0,
gives

D+V (ϕ) = sup
q∈Q

lim sup
h→0+

V (ϕΣ,q
h,0 )− V (ϕ)

h
≤ −α3‖ϕ‖∞ + 2µ̄α4

√√√√√ n∑
i=1

 n∑
j=1

|bij |

2

‖ϕ‖∞,

where µ̄ = max{µ1, · · · , µn}. By consequence, by Theorem 42, in addition to condition (1.43), if
the Lipschitz constants µi, for i ∈ {1, · · · , n}, are sufficiently small, then the global exponential
stability of the non-perturbed system (1.41), i.e. with u ≡ 0, is preserved. In particular, if α4 is
known, sufficient condition for the global exponential stability of the non-perturbed system (1.41)
is given by condition (1.43) together with the following inequality

µ̄

√√√√√ n∑
i=1

 n∑
j=1

|bij |

2

<
α3

2α4
. (1.44)

In this case, thanks to Theorem 44, we have that the perturbed switching uncertain delay sys-
tem (1.41) is input-to-state stable.

1.6.4 Application: stability by first order approximation

Another application of the developed converse theorems is the extension of the very well known
first order approximation theorem to nonlinear switching retarded systems. In [85] we show
that a nonlinear switching retarded system is uniformly locally exponentially stable if and only
if its linearised one is uniformly globally exponentially stable, provided that, for each mode,
the nonlinear map describing the related dynamics is Fréchet differentiable at the origin.

Assumption 46 Let, for q ∈ Q, the map fq be Fréchet differentiable at 0, and let Lq be the
Fréchet derivative at 0. Suppose that Lq is uniformly (with respect to q ∈ Q) bounded, i.e.,
there exists m > 0, such that

|Lqϕ| ≤ m‖ϕ‖∞, ∀ϕ ∈ C([−∆, 0],Rn),∀ q ∈ Q.
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Figure 1.2: Simulation relative to Example 45 with a1 = a2 = −2, b11 = b22 = 0.3, b12 =
−b21 = 0.1, τ11 = τ12 = τ21 = τ22 = 5 and the nonlinearities are f1(x) = |x+1|−|x−1|

2 and

f2(x) = |x+1|−|x−1|
3 (doted lines, without switching). In the case of this simulation fj,q switches

in {f1, f2} and the delay switches between 3 and 5 (solide lines, with switching).

Theorem 47 Suppose that Assumption 46 holds. Then system (C([−∆, 0],Rn),SM, φ∆
0 ) is

ULES if and only if the system (C([−∆, 0],Rn),SPC, φL), where φL is the transition map asso-
ciated to the linear switching system

ξ̇(t) = Lσ(t)ξt, a.e. t ≥ 0,

ξ(θ) = ξ0(θ), θ ∈ [−∆, 0],

with ξ0 ∈ C([−∆, 0],Rn), is UGES.

Theorem 47 is very useful in practice. In fact, thanks to this theorem the local stability
analysis of a nonlinear switching retarded system can be then reduced to the stability analysis
of a switching linear one, for which many useful methods exist in the literature (see, e.g., [132]).

Example 48 Consider a system described by the following equation

ẋ(t) = Ax(t) +Bx(t− τ0) + C(τ1(t)) (x(t− τ2(t))⊗ x(t− τ3(t))) , a.e. t ≥ 0,
x(θ) = x0(θ), θ ∈ [−∆, 0],

(1.45)

where: x(t) ∈ Rn; τ0 ∈ [0,∆]; τ1, τ2, τ3 : R+ → [0,∆] are measurable uncertain functions; A
and B are n × n real matrices; the matrix function C : [0,∆] → Rn×n2

is continuous. Let
Q = [0,∆]3 and let τ : R→ Q be the measurable function, which is defined, for each t ∈ R+, by
τ(t) = (τ1(t), τ2(t), τ3(t)). For each q = (q1, q2, q3) ∈ Q, let the function fq : C([−∆, 0],Rn) →
Rn be defined, for ϕ ∈ C([−∆, 0],Rn), as

fq(ϕ) = Aϕ(0) +Bϕ(−τ0) + C(q1) (ϕ(−q2)⊗ ϕ(−q3)) .
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System (1.45) can be equivalently written as system (1.36). By Theorem 47, system (1.45)
is ULES if and only if the linear, time-invariant system described by

ξ̇(t) = Aξ(t) +Bξ(t− τ0), t ≥ 0,
ξ(θ) = x0(θ), θ ∈ [−∆, 0],

(1.46)

is UGES. Many methods, such as the ones based on LMIs, are available in the literature
which permit to examine the exponential stability of systems like (1.46) (see, e.g., [52, 150] and
references therein). If, in the case of system (1.46), these LMIs are verified, then the ULES
property of system (1.45) follows from Theorem 47.



Chapter 2

Input-output linearisation and
relaxation results for time-delay
control systems

2.1 Abstract

The results presented in this chapter concern time-delay systems. The first part is devoted
around the property of input-output linearisation of nonlinear time-varying delay systems. The
second part presents some relaxation theorems for state constrained delay differential inclusions.
These results are obtained in collaboration with Woihida AGGOUNE, Jean-Pierre BARBOT,
Hélène FRANKOWSKA and Florentina NICOLAU [43, 44, 78, 79, 80, 149, 148].

49
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2.2 Introduction

Other interesting mathematical properties concerning time-delay systems are considered in
this chapter. The first section is devoted around the input-output linearisation of nonlinear
time-varying delay systems. The input-output linearisation approach is an important tool in
nonlinear control theory which consists, after the application of a suitable feedback transfor-
mation, in finding a direct linear relation between the input and the output of the system.
The problem of input-output linearisation is well know for nonlinear control systems without
delays (see, e.g., [100], for input-state linearisation, and [34, 97], for input-output decoupling
and linearisation). Various aspects of those problems have been studied in the literature using
different approaches and some of those approaches have been extended to encompass nonlinear
control systems with constant delays (see, e.g., [9, 21], for the algebraic approach, and [57, 152],
for the geometric one). However, for time-varying delay systems the problem of input-output
linearisation is particularly different and this for two fundamental reasons: 1) the lack of an
algebraic representation like the case of constant-delay systems and 2) the inadequacy of the
geometric approach to perfectly cover infinite-dimensional systems. In [79, 78, 80], by adopt-
ing the geometric approach developed for finite-dimensional systems, we give some sufficient
conditions guarantying the solvability of the input-output linearisation of time-varying delay
systems. These conditions, in the case of single-input single-output, are recalled in this chapter.
The case of multi-input multi-output case is treated in [148, 149].

The second section of this chapter is about a relaxation result obtained in [43] for state
constrained delay differential inclusions. Differential inclusions is a convenient tool to work
with various types of control systems (see, e.g., [7]). For instance, a closed loop system can be
written as a differential inclusion where, at each state, the set-valued map is defined by the set
of all possible feedback controls at this state. Also, differential inclusions are helpful to study
control systems with uncertainties, where the set-valued map incorporates model errors. In
the presence of state constraints, the investigation of such differential inclusions becomes very
difficult and the analysis of existence of viable trajectories has occupied a considerable attention
in the literature (see, e.g., [7, 45, 47]). The existence of viable trajectories is closely related to
the convexity of the values of the set-valued map defining the differential inclusion [7]. When the
set-valued map fails to be convex many works were devoted to give regularity conditions allowing
to approximate relaxed feasible trajectories by feasible trajectories and provide estimates on
the distance of a given trajectory of unconstrained control system from the set of its feasible
trajectories, see for instance [42, 45, 47, 49, 50]. In this chapter we present the results obtained
in [43] aiming to extend these relaxation theorems to delay differential inclusions.

2.3 Input-output linearisation of time-varying delay systems

Consider the following single-input single-output time-varying delay control system

ẋ(t) = f(t, xt) + g0(t, xt)u(t) + g1(t, xt)u(t− τ(t)), ∀t ≥ 0,

y(t) = h(t, xt),

x(θ) = x0(θ), ∀ θ ∈ [−∆, 0],

u(θ) = u0(θ), ∀ θ ∈ [−∆, 0],

(2.1)
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where x(t) ∈ Rn, the vector fields f, g0, g1 : R+ × C([−∆, 0],Rn) → Rn and the function
h : R+ × C([−∆, 0],Rn) → R are sufficiently smooth. The initial condition x0 belongs to
C([−∆, 0],Rn) and the input u : [−∆,+∞) → R is a Lebesgue measurable function. We also
assume that system (2.1) is forward complete.

Unlike for systems without delay, even if a full input-output linearisation has been achieved
(i.e., the relative degree equals the state dimension), the internal stability is not guaranteed
after output stabilization, as we point out by the following example.

Example 49 Consider the following input-output time-delay control system

ẋ1(t) = x2(t)− 2u(t− 1)
ẋ2(t) = x1 + u(t)
y(t) = x1(t) + 2x2(t− 1),

(2.2)

with x(0) = (−2, 1) and u(t) = 1, for t ≤ 0. The successive derivates of the output y(t) give

ẏ(t) = x2(t) + 2x1(t− 1), and ÿ(t) = x1(t) + 2x2(t− 1) + u(t)− 4u(t− 2), ∀ t ≥ 0.

Notice that in this example the relative degree is equal to the dimension of the space. Suppose
that we want to stay at y(t) = 0 for all t ≥ 0. Hence u has to verify

u(t)− 4u(t− 2) = 0, ∀ t ≥ 0. (2.3)

It follows from (2.3) that, over [0, 2], the control u should be equal to 4. Similarly, we should
have u(t) = 42 over [2, 4]. By repeating this reasoning, we find recursively that over the interval
[2n, 2n+ 2], the control u should be equal to 4n+1. Then, there is no bounded u satisfying (2.3).
In parallel, in this case the internal dynamics of (2.2) is clearly diverging as a linear dynamics
generated by an unstable matrix (eigenvalues λ1 = 1, λ2 = −1) with piecewise-constant input.

In [80], we propose a solution for the problem of input-output linearisation for single-input
single-output nonlinear time-varying delay systems. We develop sufficient conditions ensuring
the internal stability in both cases: complete and partial input-output linearisation. The multi-
input multi-output case is studied in [148] for the case of two-input two-output time-varying
delay systems. Preliminary results leading to this result appeared in [78, 79]. We next describe
the obtained results in the single-input single-output case.

2.3.1 Notations, definitions and problem statement

Definition 50 Let ∆ > 0 and τ : R 7→ (0,∆] be a sufficiently smooth function which is supposed
to be known and satisfying τ̇ < 1 over R+. Consider the recursive relation

τi+1(t) = τi(t)− τ ◦ τi(t), for i ≥ 0,

where τ0(t) = t. We denote by δi the time-delay operator that shifts the time from t to τi(t) and
which is defined as

δ0α(t) = α(t) and δiα(t) = α(τi(t)), for i ≥ 0,
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where α is a function defined on an interval containing [t− i∆, t]. We introduce the δ and δ≥i

operators which are defined, respectively, by

δα(t) = (α(t), δ1α(t), · · · , δqα(t)),
δ≥iα(t) = (δiα(t), · · · , δqα(t)),

(2.4)

where 0 ≤ i < q and q is the maximal order of the delay operator acting on α. We introduce
also the advance operator denoted by δ−i that shifts the time from t to τ−1

i (t) and which is
defined by

δ−iα(t) = α(τ−1
i (t)), for i ≥ 0.

Similarly to the δ-operator, we define

δ−α(t) = (δ−1α(t), · · · , δ−qα(t)). (2.5)

Let f̃ , g̃0, g̃1 : R+×Rn(q+1) → Rn and h̃ : R+×Rn(q+1) → R be sufficiently smooth functions.
The input-output linearisation of (2.1) is studied in the case where

f(t, xt) = f̃(t, δx(t)), g0(t, xt) = g̃0(t, δx(t)), g1(t, xt) = g̃1(t, δx(t)), and h(t, xt) = h̃(t, δx(t)).1

We next define the Lie derivative for time-varying delay systems which is a generalisation
of that presented in [41, 152] for constant-delay systems.

Definition 51 Let f : R+ × Rn(q+1) → Rn be a smooth vector field and h : R+ × Rn(q+1) → R
a real valued function. The Lie derivative of h along f at (t, δx(t)) is defined as

Lfh(t, δx(t)) =

q∑
i=0

∂h

∂δix
τ̇iδ

if(t, δx(t)) +
∂h

∂t
(t, δx(t)). (2.6)

Like for systems without delays, the input-output linearisation of time-delay systems can be
accomplished by successive differentiation of the output until the input appears in the resulting
derivative equation (the number of times that we need to differentiate will be called relative
degree) and, then, by applying a feedback transformation for which the input-output map of
the feedback modified systems is linear.

Definition 52 We say that the problem of input-output linearisation is solvable for system (2.1)
if the output h admits a finite relative degree ρ and if there exists a causal and bounded feedback
u verifying

a(δ]u(t) = −Lρfh(t, δx(t)) + δjv(t), ∀ t ≥ τ−1
j (t0), (2.7)

where a(δ] is the δ-polynomial given by

a(δ] = a0(t, δx(t))δ0 + · · ·+ aρq+1(t, δx(t))δρq+1, (2.8)

with  a0 =
Lkfh

∂x
g0(t, δx(t)), aρq+1 = τ̇ρq

Lkfh

∂δρqx
δρqg1(t, δx(t))

ai = τ̇i
∂Lkfh

∂δix
δig0(t, δx(t)) + τ̇i−1

∂Lkfh

∂δi−1x
δi−1g1(t, δx(t)), ∀ 1 ≤ i ≤ ρq.

1By abuse of notation, in the following we replace f̃ , g̃0, g̃1 and h̃ by f, g0, g1 and h, respectively.
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The index j is the minimal degree of a(δ], i.e., the order of its first coefficient non identically
zero, t0 = τ−1

ρq (0) and v is the new control (assigned with respect to the properties that we want
to achieve). If such u exists, then the feedback modified system satisfies:

y(ρ)(t) = δjv(t), ∀ t ≥ t0. (2.9)

Moreover, the system is said input-output linearisable with delay if j > 0 (respectively, without
delay if j = 0).

Remark 53 Note that in order to be able to compute the time-derivatives of δix, for 0 ≤ i ≤ ρq,
equation (2.9) should be defined only for t ≥ t0.

The input-output linearisation usually leads to the existence of an unobservable part (called
zero-dynamics) of system (2.1). Thus, a condition on the zero-dynamics is needed in order to
guarantee the internal stability of the system. As stressed by Example 2.2, even in the case of
a complete linearisation (i.e., ρ = n), we may also have an implicit relation between u and δiu,
for j ≤ i ≤ ρq, (relation which is called internal input dynamics in the literature, see [57]). By
consequence, two main problems may arise when constructing a feedback u from an equation
of form (2.7). The first problem is the boundedness of u which comes from the zero-dynamics
or the internal input dynamics or both at once. The second one is the causality of u that stems
from the fact that the drift may involve more delays than the control vector fields or vice versa.
In the next section we give sufficient conditions allowing to solve these problems. Under those
conditions, we design new coordinates allowing the transformation of (a part of) system (2.1)
into the ρ-th order linear input-output system

żi(t) = zi+1(t), 1 ≤ i ≤ ρ− 1,
żρ(t) = δjv(t),

(2.10)

where zi = Li−1
f h, for 1 ≤ i ≤ ρ.

2.3.2 Input-output linearisation theorem

Before stating the main theorem concerning the input-output linearisation of system (2.1), we
introduce the following conditions:

(C1) - Relative degree: The output h has a finite relative degree ρ ≤ n.

Condition (C1) requires that the relative degree of h is smaller or equal to n. It is clear
that if this is not the case, system (2.1) is not input-output linearisable (in fact, a part of the
system is not controllable).

Contrary to the cases of control systems without delays and constant-delay control systems,
condition (C1) may not be sufficient to define a local change of coordinates and additional
conditions may be needed. These are given by the next two conditions.

(C2) - New coordinates: There exists a smallest integer 0 ≤ ` ≤ ρq such that the

matrix

(
∂Lkfh

∂δ`xi

)
, for 0 ≤ k ≤ ρ − 1 and 1 ≤ i ≤ n, is of full rank (equal to ρ) at any
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(t, δx(t)) ∈ R+ × Rn(q(ρ+1)+1).

Introduce the z-variables zi(t) = Li−1
f h(t, δx(t)), for t ≥ t0 and 1 ≤ i ≤ ρ, and com-

plete them by n − ρ functions ξi(t) = φi(t, δx(t)), for ρ + 1 ≤ i ≤ n, such that the Jacobian
matrix

(
∂Φ
∂δ`x

)
, where Φ = (h, . . . , Lρ−1

f h, φρ+1, . . . , φn), is of full rank (equal to n) at any

(t, δx(t)) ∈ R+ × Rn(q(ρ+1)+1).

(C3) - Causal and bounded inversion: There exist ξ-coordinates, a continuous function
Ψ such that

δ`x(t) = Ψ(t, δz(t), δ−z(t), δξ(t), δ−ξ(t), δ≥`+1x(t)), ∀t ≥ t0, (2.11)

and a constant µ > 0 such that if ‖δ≥`+1x(t)‖ < µ, then

‖δ`x(t)‖ ≤ α1‖(δz(t), δ−z(t))‖+ α2‖(δξ(t), δ−ξ(t))‖+ α3‖δ≥`+1x(t)‖, ∀t ≥ t0, (2.12)

where α1 > 0, α2 > 0 and 0 < α3 < 1/(q(ρ+ 1)− `).

Condition (C2), together with (C3), enables us to come back from the (z, ξ)-state space
into the x-state space by expressing the delayed states δ`xi, for a certain delay order 0 ≤ ` ≤ ρq,
as functions of the new state, their delays and advances, and possible delayed state δpx, where
p ≥ `+ 1 (hence the name ”causal inversion”) and to preserve (in the x-state space) properties
(like boundedness) that hold in the (z, ξ)-state space.

(C4) - Causal feedback: The Lie derivative Lρfh and the coefficients of the δ-polynomial
a(δ] verify

∂Lρfh

∂δix
≡ 0 and

∂ak

∂δix
≡ 0, (2.13)

for j ≤ k ≤ ρq + 1 and 0 ≤ i ≤ j − 1 if g0 6= 0 (respectively, 0 ≤ i ≤ j − 2 if g0 ≡ 0).

Condition (C4) should be understood as follows: at an instant t ≥ t0, we have to assign to
system (2.1) either u(t), if g0 6= 0, or δ1u(t), if g0 ≡ 0, and, in both cases, the construction of u
is obtained from (2.7) by applying the advance operator δ−j and thus shifting the coefficients
of the δ-polynomial as well as Lρfh of order j in the future. In the case when u(t) acts on the
system (i.e., g0 6= 0), the causality condition (2.13) guarantees that the value of u(t) depends
only on the current and past values of the state; thus no causality problem can be produced
when introducing in (2.1) the control u so obtained. In the case when only the delayed input
appears (i.e., g0 ≡ 0 and, of course, g1 6= 0), the causality condition provides that the value of
u(t), computed from the feedback equation, depends on the past, current and 1-advance val-
ues of the state. Again, when introducing in (2.1) the associated δ1u(t), no causality problem
appears. Nevertheless, in this later case, a predictor is needed in order to compute the control
as a function of the future values of the state. Finally, observe that when j = 0, there is no
causality problem (and thus there is no condition to be checked).

(C5) - Bounded feedback: Let v : [τj(t0),+∞)→ R be such that

−Lρfh(t, δx(t)) + δjv(t)

aj(δx(t), t)
is bounded over [τ−1

j (t0),+∞) (2.14)
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and u be a solution of (2.7) for that v. Suppose that u is bounded over [τρq+1−j(t0), t0] and
that there exists a constant c > 1 such that

sup
t≥τ−1

j (t0)

∥∥∥∥ai(t, δx(t))

aj(t, δx(t))

∥∥∥∥ ≤ 1

c(ρq + 1− j) , ∀i > j. (2.15)

Condition (C5) guarantees that the feedback u stays bounded when property (2.14) holds.

The following theorem gives only sufficient conditions for input-output linearisation of sys-
tem (2.1).

Theorem 54 Consider system (2.1) and suppose that conditions (C1)-(C5) are satisfied.
Then, system (2.1) is input-output linearisable via the causal and bounded feedback transfor-
mation (2.7) and (a part of) it can be transformed into the ρ-th order linear input-output
system (2.10). Moreover, if ρ = n, then the system is fully input-output linearisable with delay
and if, in addition, j = 0, then the system is fully input-output linearisable without delay.

2.3.3 Application: stabilization of time-varying delay systems

In addition to (C1)-(C5), we suppose that the following condition is satisfied:

(C6) - Total causal inversion: We suppose that (C3) holds, with the ξ-coordinates and
the function Ψ such that

δ`x(t) = Ψ(t, δz(t), δ−z(t), δξ(t), δ−ξ(t)), ∀t ≥ t0, (2.16)

and that the dynamics of ξ do not contain advances in the ξ-states, i.e., ξ̇ is of the form

ξ̇(t) = G(t, δz(t), δ−z(t), δξ(t), δv(t)). (2.17)

In the case when ρ < n, by applying feedback (2.7) and introducing the new (z, ξ)-
coordinates, system (2.1) is decomposed into two parts: a ρ-th order linear z-subsystem and a
nonlinear ξ-subsystem (zero-dynamics) which may contain delayed and advanced states. Under
assumptions (C1)-(C6), system (2.1) can be transformed, for t ≥ t0, as follows:

ż(t) = Az(t) +Bδjv(t), ∀t ≥ t0
ξ̇(t) = G(t, δz(t), δ−z(t), δξ(t), δv(t)), ∀t ≥ t0
y(t) = Cz(t),

(2.18)

where the matrices A, B and C are associated to form (2.10). Let

δjv(t) =

{
K1z1(t) + · · ·+Kρzρ(t), t ≥ τ−1

j (t0),

0 t0 ≤ t ≤ τ−1
j (t0),

(2.19)

where Ki, for i = 1, . . . , ρ, are chosen in such a way that A + BK is Hurwitz, where K =
(K1, . . . ,Kρ). In this case, the resulting closed loop subsystem

ż(t) = (A+BK)z(t), (2.20)
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is asymptotically stable. Therefore, under this choice of v, the state z(t) tends asymptotically
to zero when t tends to +∞. Even if the input-output behavior can be stabilized by a feedback,
the internal dynamics may be unstable and the global system cannot be stabilized.

The following proposition gives sufficient conditions guaranteeing the local asymptotic sta-
bility of the equilibrium point in x-coordinates.

Proposition 55 Consider system (2.1) and suppose that conditions (C1)-(C6) are satisfied.
Let u verifying equation (2.7) with v, given by (2.19), and such that the matrix A + BK
in (2.20) is Hurwitz. Suppose that the zero-dynamics (2.17) is uniformly input-to-state stable.
Then, system (2.1) is locally asymptotically stable.

Example 56 (stabilization of time-varying delay systems) Consider the following input-
output time-varying delay system

ẋ(t) = f(t, δx(t)) + g(t, δx(t))δu(t), ∀ t ≥ 0,

x(θ) = ϕ(θ), ∀θ ∈ [−2∆, 0],

y(t) = x3,

(2.21)

where

f(t, δx(t)) =

 −4x1 − δx1 − δx2
3

δx1 − δx2

x2 + x1δx3

 , g(t, δx(t)) =

 0

x2
1 + 1

0

 . (2.22)

One can easily verify that system (2.21) is input-output linearisable with delay. Then, by choos-
ing the coordinates transformation z1

z2

ξ

 =

 x3

x2 + x1δx3

x1

 (2.23)

and the feedback (
1 + x2

1

)
δu = −L2

fh(t, δx(t)) + v(t), t ≥ τ−1
1 (0), (2.24)

where

L2
fh(t, δx(t)) = (δx1 − δx2) +

(
−4x1 − δx1 − δx2

3

)
δx3 + τ̇1x1

(
δx2 + δx1δ

2x3

)
, (2.25)

system (2.21) can be equivalently (locally) written as
ż(t) =

(
0 1
0 0

)
z(t) +

(
0
1

)
v(t)

ξ̇(t) = −4ξ(t)− δξ(t)− δz2
1

y(t) = z1(t).

(2.26)

Let λ1 = −25 and λ2 = −10 and let v be as in equation (2.19). Under this choice of v, z(t)
converges asymptotically to zero. Thus, w(t) = −δz2

1(t), seen as an external exogenous input of
the zero-dynamics

ξ̇(t) = −4ξ(t)− δξ(t)− w(t) (2.27)
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Figure 2.1: The behavior of system (2.1) in the (z, ξ)-coordinates (left) and in the x-coordinates
(right).

is bounded over [0,+∞). knowing that system (2.27) is uniformly globally ISS (see, e.g., [53]),
the local asymptotic stability of the overall system (2.26) is guaranteed by Proposition 55.

By Figure 2.1 (right), we illustrate the behavior of system (2.21) with initial conditions
x1(θ) = 0.1, x2(θ) = 0.3, x3(θ) = −0.4, for θ ∈ [−2∆, 0], and variable delay function

τ(t) =
∆

2
(1 + sin(t− ∆

2
)), t ≥ 0, (2.28)

where ∆ = 0.1. Figure 2.1 (left) shows the behavior of system (2.21) in the (z, ξ)-coordinates.
By Figure 2.1 (right), we illustrate the behavior of system (2.21) in the x-coordinates. Knowing
that our system is partially linearisable with delay, then, as stated in Theorem 54, the feedback
control u is calculated by prediction over the intervals [0, τ−1

1 (0)] and [τ−1
i (0), τ−1

i+1(0)], for i ≥ 1.

We clearly observe this phenomena (through Figure 2.1 (right)) over the intervals [0, τ−1
1 (0)] =

[0,∆/2] and [τ−1
1 (0), τ−1

2 (0)].

2.4 Viable trajectories for nonconvex delay differential inclu-
sions

Consider the control system described by the following retarded functional differential equation
ẋ(t) = f(t, xt, u(t)), a.e. t ∈ [t0, T ],
u(t) ∈ U ⊂ Rq, a.e. t ∈ [t0, T ],
xt0 = ϕ,

(2.29)
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where x(t) ∈ Rn; n is a positive integer; ϕ ∈ C([−∆, 0],Rn) is the initial state; u(·) is a Lebesgue
measurable function, f is a mapping from [0, T ]×C([−∆, 0],Rn)×U into Rn, 0 ≤ t0 ≤ T . Here
we consider that the trajectories of (2.29) are subject to the state constraint

x(t) ∈ K ∀ t ∈ [t0, T ], (2.30)

where K is a closed subset of Rn. Setting F (t, xt) =
⋃
u∈U

f(t, xt, u), we replace the control

system (2.29) by the differential inclusion{
ẋ(t) ∈ F (t, xt) a.e. t ∈ [t0, T ],

xt0 = ϕ.
(2.31)

The viability theory [7] provides adequate mathematical tools to study the existence of feasible
(or viable) solutions of system (2.31), i.e. solutions which satisfy the state constraint (2.30) for
all t ∈ [t0, T ]. Thanks to this theory, a necessary and sufficient condition (linking the dynamics
of system (2.29) to the geometry of the constraint set K) for the existence of viable solutions
is known. Under some regularity assumptions on F , this condition was first given in [61]:

∀ t ∈ [0, T ],∀ψ ∈ C([−∆, 0],Rn) such that ψ(0) ∈ K,F (t, ψ) ∩ TK(ψ(0)) 6= ∅, (2.32)

where TK(ψ(0)) is the contingent cone to K at ψ(0). In the framework of this theory, convexity
conditions are imposed on the set-valued map F (t, ψ), i.e. for every t ∈ [0, T ] and every
ψ ∈ C([−∆, 0],Rn), F (t, ψ) is a convex subset of Rn. This convexity hypothesis may fail in
some mathematical models and may be even difficult to verify. For this, in [43, 44], we relax
this convexity hypothesis, by assuming, as a counterpart, stronger tangential condition and
stronger regularity of F . This is given by the following relaxed inward pointing condition:

(IP λrel)



∀ t ∈ [0, T ],∀ψ ∈ Kλ,∀ v ∈ F (t, ψ)

such that max
n∈N1

K(ψ(0))
〈n, v〉 ≥ 0,

∃w ∈ Liminf(s,φ)→(t,ψ)coF (s, φ)

satisfying max
n∈N1

K(ψ(0))
〈n,w − v〉 < 0,

(2.33)

where Liminf denotes the Kuratowski lower set limit (see [7]), N1
K(x) := NK(x) ∩ Sn−1, Sn−1

is the unit sphere, NK(x) denotes the Clarke normal cone to K at x (see [27]), and the set Kλ,
for λ > 0, is given by

Kλ := {ψ ∈ C([−∆, 0],Rn) : ψ is λ-Lipschitz and ψ(0) ∈ ∂K} . (2.34)

This condition relies on the possibility of directing a velocity into the interior of the constraint
K whenever approaching the boundary of K. This condition is inspired from the literature of
delay-free control systems treating the same problem (see, e.g., [45, 46, 47]). Condition (2.33)
takes sometimes a simpler form depending on the regularity assumptions on F and the smooth-
ness of the boundary ∂K (see, e.g., [47, 50, 43]).
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2.4.1 Definitions and assumptions in use

We will use the following notion of solution:

Definition 57 Let 0 ≤ t0 ≤ T , ∆ > 0 and ϕ ∈ C([−∆, 0],Rn). A function x ∈ C([t0−∆, T ],Rn)
is called an F -trajectory, if x(·) is absolutely continuous on [t0, T ] and verifies (2.31). An F -
trajectory which verifies the state constraint (2.30) is called feasible F -trajectory. A trajectory
associated to the relaxed differential inclusion{

ẋ(t) ∈ coF (t, xt), a.e. t ∈ [t0, T ],
xt0 = ϕ

(2.35)

is called relaxed F -trajectory, and relaxed feasible F -trajectory if in addition (2.30) holds true.

Let 0 ≤ t0 ≤ T , ∆ > 0 and F : [t0, T ] × C([−∆, 0],Rn)  Rn be a set-valued map with
non-empty closed images. We will assume the following regularity conditions on F :

(H1) for every ψ ∈ C([−∆, 0],Rn) the set-valued map F (·, ψ) is Lebesgue measurable;

(H2) the set-valued map F (t, ·) is locally Lipschitz, i.e., ∀R > 0, ∃ ζR(·) ∈ L1([t0, T ],R+) such
that, for a.e. t ∈ [t0, T ] and any ϕ,ψ ∈ CR([−∆, 0],Rn)

F (t, ϕ) ⊂ F (t, ψ) + ζR(t)‖ϕ− ψ‖∞B;

(H3) the set-valued map F has a sublinear growth, i.e. there exists σ > 0 such that, for a.e.
t ∈ [t0, T ] and any ψ ∈ C([−∆, 0],Rn)

F (t, ψ) ⊂ σ (1 + ‖ψ‖∞)B;

(H4) for a given λ > 0, the set-valued map F is upper semicontinuous on [t0, T ]×Kλ, i.e. for
all t ∈ [t0, T ] and all ϕ ∈ Kλ, we have F (t, ϕ) 6= ∅ and for every ε > 0 there exists δ > 0
such that

F (s, ψ) ⊂ F (t, ϕ) + εB ∀ (s, ψ) ∈ B(t, δ)× Cδ(ϕ)([−∆, 0],Rn).

2.4.2 Main results

Assuming (IP λrel), in this section we give a relaxation result stating that the set of feasible tra-
jectories is dense in the set of relaxed feasible ones. This is proved by using several preliminary
results (see [43] for more details). The first one is an extension of the celebrated Filippov’s
theorem [40] to delay differential inclusions (see, e.g., [188] for differential inclusions in Banach
spaces). In the case of finite dimensional differential inclusions, the theorem of Filippov theo-
rem implies that, given a trajectory x1 : [0, T ]→ Rn of ẋ(t) ∈ F(t, x) with the set-valued map
F : R+×Rn  Rn be measurable in t and k-Lipschitz in x, for any initial condition x2(0) ∈ Rn,
there exists a trajectory x2 starting from x2(0) such that |x1(t) − x2(t)| ≤ ekt|x1(0) − x2(0)|.
The next theorem extends this property to delay differential inclusions.
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Theorem 58 Let β > 0 and δ0 ≥ 0 and assume (H1)-(H2). Let y ∈ C([t0 −∆, T ],Rn) be such
that y(·) is absolutely continuous on [t0, T ]. Set R = max

t∈[t0−∆,T ]
‖y(t)‖,

γ1(t) = dF (t,yt)(ẏ(t)), γ2(t) = exp

{∫ t

t0

ζR+β(s)ds

}
, γ3(t) = γ2(t)

(
δ0 +

∫ t

t0

γ1(s)ds

)
.

(2.36)
If γ3(T ) < β, then for all ϕ ∈ C([−∆, 0],Rn) with ‖ϕ− yt0‖∞ ≤ δ0, there exists x ∈ C([t0 −
∆, T ],Rn) such that x(·) is an F -trajectory and for all t ∈ [t0, T ]

‖xt − yt‖∞ ≤ γ3(t)

and for almost every t ∈ [t0, T ],

‖ẋ(t)− ẏ(t)‖ ≤ ζR+β(t)γ3(t) + γ1(t).

The next theorem extends the so called Filippov-Ważewski’s theorem [27] to delay differen-
tial inclusions. More precisely, we give a theorem which establishes the possibility of approxi-
mating any relaxed F -trajectory by an F -trajectory starting from the same initial condition.

Theorem 59 Let y(·) be a relaxed F -trajectory. Assume (H1), (H2) and (H3). Then for every
δ > 0 there exists an F -trajectory x(·) satisfying xt0 = yt0 and supt∈[t0,T ] ‖x(t)− y(t)‖ ≤ δ.

By the next two theorems we extend Theorem 58 and Theorem 59 to the case when the
state variable x is constrained to the set K. This is in the same spirit of what is given in [46, 49]
and [45] for finite- and infinite-dimensional differential inclusions, respectively.

The following theorem provides a NFT (for neighboring feasible trajectory) estimate on the
distance of a given trajectory from the set of feasible trajectories.

Theorem 60 Assume (H1)–(H3). Let ∆ > 0, r0 > 0 and λ0 > 0 and suppose that, for

λ = max{λ0, (1 + (1 + λ0τ + r0)eσT )σ}, (2.37)

assumptions (H4) and (IP λrel) hold true. Then there exists a constant C > 0 such that for
any t0 ∈ [0, T ] and every relaxed F -trajectory x̂(·) on [t0 − ∆, T ] with λ0-Lipschitz x̂t0 and
x̂(t0) ∈ K ∩ B(0, r0), and for any ε0 > 0, we can find a relaxed feasible F -trajectory x(·) on
[t0 −∆, T ] satisfying xt0 = x̂t0 , x((t0, T ]) ⊂ IntK and

‖xt − x̂t‖∞ ≤ C
(

max
t∈[t0,T ]

dK(x̂(t)) + ε0

)
. (2.38)

Theorem 60 and the constructive argument of [13, Proof of Lemma 5.2] imply the following
Filippov-Ważewski’s type theorem for constrained delay differential inclusions.

Theorem 61 Under all the assumptions of Theorem 60, for any relaxed feasible F -trajectory
x̄(·) with λ0-Lipschitz x̄t0 and x̄(t0) ∈ K ∩ B(0, r0), and any δ > 0, there exists a feasible
F -trajectory x(·) such that xt0 = x̄t0, x((t0, T ]) ∈ IntK and ‖xt − x̄t‖∞ < δ for all t ∈ [t0, T ].
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2.4.3 Applicability of the obtained results

Two direct applications of the obtained relaxation theorems are discussed in the sequel.

Application in optimal control

The relaxation theorems obtained in Section 2.4.2 allow to show that the value function of an
optimal control problem coincides with the value function of the relaxed one. Let g : Rn → R
be a λ1-Lipschitz function. Suppose that the assumptions of Theorem 60 are satisfied. Let
SKλ

[t0,T ](x0) be the set of all solutions to (2.30)-(2.31), where xt0 = x0 and x0 ∈ Kλ, with

Kλ := {ψ ∈ C([−∆, 0],Rn) : ψ is λ-Lipschitz, ψ(0) ∈ K} .

Consider the Mayer optimal control problem

min{g(x(T )) : x(·) ∈ SKλ

[0,T ](x0)}. (2.39)

The value function, associated to problem (2.39),

V : [0, T ]×Kλ → R ∪ {+∞},

is defined by
V (t0, y0) = inf{g(x(T )) : x(·) ∈ SKλ

[t0,T ](y0)} (2.40)

with the convention that V (t0, y0) = +∞ if SKλ

[t0,T ](y0) = ∅.
Thanks to Theorem 61, one can prove that V is equal to the value function of the relaxed
Mayer problem, and thus any optimal solution to the Mayer problem is also optimal for the
relaxed Mayer problem. Indeed, let us denote by V the value function of the relaxed Mayer
problem. Fix (t0, y0) ∈ [0, T ]×Kλ. We have clearly V (t0, y0) ≤ V (t0, y0). On other hand, for
every ε > 0,

V (t0, y0) ≤ g(x(T )) ≤ g(x̄(T )) + λ1‖x(T )− x̄(T )‖ ≤ V (t0, y0) + ε, (2.41)

where x̄(·) is a relaxed feasible trajectory verifying V (t0, y0) ≥ g(x̄(T )) − ε/2 and x(·) an
associated feasible trajectory satisfying (thanks to Theorem 61)

‖xt − x̄t‖∞ ≤ ε/2λ1, ∀t ∈ [0, T ]. (2.42)

Being true for arbitrarily small ε, inequality (2.41) implies that V (t0, y0) = V (t0, y0).
In addition, Theorem 59 together with Theorem 60, allow to prove that V is Lipschitz on
Kλ. This latter property allows to characterise the optimal solutions of the Mayer problem by
means of the relaxed differential inclusion (see [47, Theorem 5.3], for more details in the case
of differential inclusions without delay).

Application to viability algorithms

When the viability condition fails to be fulfilled on the boundary of K, the largest subset
of initial conditions (called viability kernel), starting from which at least one viable solution
exists, is considered. In the case of delay-free control systems, viability algorithms providing
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constructive methods for the computation of the viability kernel, have been developed (see,
e.g., [48, 178]). Thanks to these algorithms, efficient numerical methods have been established
(see, e.g., [177]) and used in order to find viability kernels for numerous examples coming from
different fields (see, e.g., [8, 65, 181]). These algorithms are developed for set-valued maps with
convex values. Two steps are needed to extended these numerical methods to non-convex delay
differential inclusions: adapt the viability algorithms to convex differential inclusions with delay
and obtain relaxation theorems under state constraints. This latter point is solved thanks to
Theorem 61.

Example 62 Here, we present an example that motivated us to develop relaxation theorems
for delay differential inclusions. This concerns the management of urban pigeon population.
In fact, urban pigeon population can reach high densities in cities and disturb the cohabitation
with urban citizens. In view of some ecological considerations, this increased population may
lead to a citizen dissatisfaction. In [65] we have proposed a model describing the evolution of
such population, which is subject to some management strategies, and where the urban citizen
tolerance formulated as a state constraint. The population dynamics is given by

ẋ1 = n(x2, u)x2 −m1(x1, u)x1 − p1(x1, u)x1

ẋ2 = −m2 (x2, u)x2 + p1(x1, u)x1,
(2.43)

where x1 and x2 denote the size of juvenile and adult pigeon populations and u is the control
parameter relative to a management strategy (resource limitation, egg removal, sterilization,
capturing). The function n(·) describes the reproduction of adult pigeon; m1(·) and m2(·) de-
scribe the mortality of juvenile and adult pigeons. The function p1(·) represents the transfer
rate from juvenile to adult class. The urban citizen tolerance is described through the following
state constraints set

K =

{
M ≤ x1 + x2 ≤M, ∀t ≥ 0,

x1 ≥ 0, x2 ≥ 0, ∀t ≥ 0,
(2.44)

where M and M represent the lower (the presence of some pigeons) and upper (not too many
pigeons) limits. Thanks to the viability theory, viability kernels describing the existence of
efficient management strategies are calculated (see Section 3.5 and see [65] for further details).
The model (2.43) is not sufficiently precise, because it does not take into account the fact that
juvenile pigeons start to reproduce only after becoming adults. This leads naturally to a model
with time-delay that we describe next. Actually, the transfer from juvenile to adult class is
modeled as a function with a delay involving the adult pigeons, taking into account the following
observation: the juveniles which are born a time t−∆ and survive to time t exit to adult pigeon
class, where ∆ is the time from birth to maturity. This can be formulated by the following
equations

ẋ1 = n(x2, u)x2 −m1(x1, u)x1 − p1(x1, u)x1(t−∆)

ẋ2 = −m2(x2, u)x2 + p1(x1, u)x1(t−∆).
(2.45)

Let x = (x1, x2) and y = (y1, y2) ∈ R2. System (2.45) can be written in the form of (2.31),
where the set-valued map F : C([−∆, 0],R2) → R2 is given, for φ = (φ1, φ2) ∈ C([−∆, 0],R2),
by

F (φ) =
⋃
u∈U

(
n(φ2(0), u)φ2(0)−m1(φ1(0), u)φ1(0)− p2(φ1(0), u)φ1(−∆)

−m2 (φ2(0), u)φ2(0) + p2(φ1(0), u)φ1(−∆)

)
.



2.4 Viable trajectories for nonconvex delay differential inclusions 63

As underlined in section 2.4.3, the viability algorithms are conceived for convex set-valued maps.
In the case of (2.45), in general, F is not convex. If n(·),m1(·) and m2(·) are sufficiently
regular then F fulfills the assumption of Theorem 61. Thus, if condition (IP λeq) holds true
on the boundary of K, Theorem 61 guaranties the existence of feasible trajectories for (2.45),
approximating a feasible relaxed trajectory of the convexified problem.
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Chapter 3

Application in population dynamics

3.1 Abstract

In this chapter we present the contributions obtained in modelling and analysis of popula-
tion dynamics. These contributions are obtained in collaboration with Isabelle ALVAREZ,
Antoine CHAILLET, Jean-Pierre BARBOT, Jérôme HARMAND, Alain RAPAPORT, Elie
DESMOND-LE QUÉMÉNER, Elena PANTELEY, Anne-Caroline PRÉVOT, Suhan SENOVA
and William PASILLAS-LÉPINE [65, 66, 67, 68, 69, 72, 81, 82, 83, 87, 154, 170].

65
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3.2 Introduction

The dynamics of a biological population depends on several interacting external variables, such
as the quantity of resources (food, feed input), environmental conditions (pollution, predators,
temperature) and human actions. These systems can be considered as composed of state vari-
ables (whose evolution is a function of other variables in the system), constraints, and objectives
to be achieved. Ordinary differential equations can be used to describe a large class of these
systems [168]. For example, the dynamic of microorganisms in bioreactors [92, 183], the pro-
gression of chemical reactions [153], and many other population dynamics can be represented
by ordinary differential equations. However, for particular class of population dynamics, a
time-delay could be considered in some variable of the system, in order to build more realistic
model. This is the case, for example, when dealing with neural population dynamics where we
have to consider the delay involved in synaptic transmissions; when we study some neurological
disease like Parkinson’s disease, the delay of electrical connections between neurones cannot be
neglected to describe some pathological oscillations [147]. Also, it is often interesting to involve
systems that associate to an initial state different possible evolutions depending on uncertainties
and variable parameters.

In this chapter, we present contributions in modelling and analysis in three different domain
of population dynamics. The first is about microbial dynamics in bioreactors where ODEs are
used to model different interesting phenomena in this context. The second contribution concerns
the analysis of a neural population dynamics which describe the evolution of the Parkinson’s
disease. This later is modeled by a system of delay differential equations. The third contribution
deals with the problem of managing of urban pigeon population using some possible actions that
make it reach a density target with respect to socio-ecological constraints. The mathematical
viability theory, which provides a framework to study compatibility between dynamics and state
constraints, is employed in this last problem.

3.3 Mathematical models and problems related to microbial
dynamics in bioreactors

The chemostat is an experimental device invented simultaneously in the fifteens by Monod [142]
and Novick & Szilard [151]. It permits to study the microbial growth on a limiting resource
in a physiological steady state under constant environmental conditions. If s and x denote
respectively the substrate and biomass concentrations in a culture vessel of volume V , their
time evolution are modeled by the following system of ordinary differential equations{

ṡ = − 1
Y µ(s)x+ Q

V (Sin − s),
ẋ = µ(s)x− Q

V x
(3.1)

where Y is the yield coefficient, µ is the growth function describing the rate of growth of
microorganisms, Q is the input flow and Sin is the input concentration of substrate. The model
given by (3.1) supposes that the microorganisms introduced in the vessel are of a single species
and that the substrate is the single limiting resource for growth. Also this model supposes that
the vessel is perfectly mixed and its volume is constant (i.e. the input and output flows are
both equal to Q).
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3.3.1 Microbial dynamics within interconnected bioreactors

The chemostat has been used as a reference model in different branches like in microbiology,
microbial ecology or biotechnological industries such as the wastewater treatment [60, 164].
However, in many applications, the assumption of “perfectly mixed” is, in general, too restric-
tive. For this reason, the idea of interconnected chemostats was introduced in the literature.
Instead of considering a single perfectly mixed volume, the idea is to consider a set of inter-
connected perfectly mixed sub-bioreactors of identical total volume. This was firstly studied
in [120] to represent some spatial gradient by considering a set of chemostats interconnected
in series. The influence of the topology of a network of chemostats on the overall dynamics
has been sparsely investigated in the literature. In [87, 170] we have shown how a simple con-
sideration of two interconnected habitats can lead to non-intuitive behaviors in the microbial
dynamics. Here, we recall some non-intuitive results related to the performance of a chemostat
under some particular spatialization considerations.

Case of Monod growth type function

Assume that the growth function µ is given by the following well known Monod function (see
Figure 3.1):

µ(s) = µmax
s

ks + s
, (3.2)

where µmax denotes the maximum growth rate and ks the half-velocity concentration. For
convenience we denote the dilution rate D = Q

V and define the break-even concentration λ
given by:

λ(D) =

{
the solution of µ(s) = D when max

s≥0
µ(s) > D

+∞ otherwise.
(3.3)

System (3.1) admits at most two equilibrium points: the wash-out equilibrium E0 = (Sin, 0) and

Monod

Haldane

D

Figure 3.1: Graphs of Monod and Haldane functions.

the nontrivial positive equilibrium E1 = (λ(D), Sin − λ(D)) which exists only when λ(D) <
Sin. Under this last condition, E0 is unstable and any solution with x(0) > 0 converges
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asymptotically to E1. On the contrary, when λ(D) ≥ Sin the wash-out equilibrium E0 is
globally asymptotically stable. Therefore, for a given dilution rate D such that µ(Sin) < D,
the output substrate concentration at steady state is independent of the input concentration
Sin; this property is no longer satisfied when a spatial heterogeneity is considered. This is a
first basic property underlying the effect of spatialization in the chemostat.

In order to throughly study the role of spatialization in the chemostat, we fix both the
total hydric volume and the input flow and study the performance of the input-output map
at steady-state. The performance here is measured by the level of substrate that is degraded
by the system and collected at the output. We draw precise comparisons between the three
configurations: perfectly mixed, serial and parallel (with diffusion rate) with the same total
hydric volume and flow rate (see Figure 3.2). This set of configurations is far from being
exhaustive, but it gives an idea on how a spatial structure can modify the input-output map,
and what are the key parameters.

S     =    S   + (1−   ) S

α Q Q(1−α)

S in

αout α 21outS    =S2outS    =S

Q

Q

S in

d

+

S in

rV

(1−r)V

rV

V

Q

Q Q

Q

(1−r)V

serial connection

S

S1

2

S

S1
S2

one compartment parallel connection

Figure 3.2: The set of configurations under investigation.

We have the following result.

Proposition 63 For a given input flow rate Q and volume V , there exists a threshold S̄in > 0
such that the smallest output concentration s?out is reached for a serial configuration when
Sin > S̄in, and for a parallel configuration when Sin < S̄in. Moreover, in this last case, the
map d 7→ s?out(d) admits an unique minimum for some d? < +∞. Furthermore, there exists
another threshold Sin < S̄in such that d? = 0 for Sin < Sin and d? > 0 for Sin ∈ (Sin, S̄in).

The result formulated by Proposition 63 has been proved in [87, 63]. We illustrate this result
for a linear growth function with total volume V and input flow rate Q such that λ(D) = 1. For
the single compartment configuration, the output concentration at steady state is thus equal to
1 and the threshold S̄in is equal to 2 in this case. The output concentration at steady state s?out
has been plotted for different values of Sin as function of the parameters of the serial or parallel
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Chapitre 3 : Les effets d’une structuration spatiale

et de la diffusion sur les performances d’un chemostat

- pour sin > n(1)+n 0(1), il existe des configurations en série, telle que pour r suffisamment grand

(i.e le premier réservoir est suffisamment grand) on a s?out < n(1). Par contre pour toute configu-

ration parallèle on a s?out > n(1),

- pour sin < n(1)+ n 0(1), il existe des configurations en parallèle telle que s?out < n(1), tandis que

pour toute configuration en série on a s?out > n(1). Il existe un autre seuil s0
in (où l’expression

de s0
in peut être facilement déduite d’après le Lemme 3.1 pour toute cinétique monotone) avec

µ(s0
in) 2 (1,2), tel que si sin > s0

in, il faut un d suffisamment grand pour avoir s?out < n(1).

Par ailleurs, la meilleure performance de la configuration en parallèle est obtenue

- pour des valeurs de d arbitrairement grand dans le cas où sin > n(1)+n 0(1) ,

- pour un d? fini et strictement positif lorsque sin 2 (sin,n(1)+ n 0(1)) (où l’expression de sin est

donné par la Proposition 3.8).

3.7.1 Cas d’une cinétique linéaire

Dans ce cas le seuil en sin est égale à 2. Pour la configuration en série, le graphe de la fonction s?out

est tracé en fonction de r 2 [1/sin,1] par la Figure 3.7 pour différentes valeurs en substrat entrant sin.

Pour la configuration en parallèle, on représente sur la Figure 3.8 les deux types des configurations qui
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FIGURE 3.7 – Comparaison des s?out pour la configuration série.
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se produisent, selon que le nombre sin est plus petit ou bien plus grand que 1.
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FIGURE 3.8 – Comparaison des s?out pour la configuration en parallèle (sin > 1 sur la gauche et sin < 1
sur la droite).

Les valeurs des paramètres sont donnés par le tableau ci-dessous

a r sin s0
in

figure gauche 0.6 0.9 1.14 1.5
figure droite 0.1 0.9 0.21 1.09

3.7.2 Cas d’une cinétique de type Monod

Considerons la fonction de Monod suivante (voire Figure 3.9) :

µ(S) =
6S

5+S

Dans ce cas le seuil en sin est égale à 2 + 1/5. Pour la configuration série, le graphe de la fonction s?out

est tracé en fonction de r 2 [1/µ(sin),1] sur la Figure 3.10 pour différentes valeurs en substrat entrant

sin.

Figure 3.3: Output performances of the serial and parallel configurations.

configurations. On can observe (see Figure 3.3) that for any value of Sin, there always exists
a serial or parallel configuration such that s?out < 1 (that is consequently better than having
a single compartment). When Sin is above the threshold S̄in, the parallel configurations have
always s?out > 1 and there exist values of r such that the serial configuration has s?out < 1. While,
for Sin below the threshold, the serial configuration has s?out > 1, and there exist parameter
values of d such that the parallel configuration has s?out < 1. Moreover, one can see that for
values of Sin under the threshold but no too low, the smallest value of s?out is obtained for a
positive value of the diffusion parameter d.

Case of Haldane growth type function

When microbial growth can be inhibited by large concentrations of nutrient, the following
non-monotonic response function, well known under Haldane function (see Figure 3.1):

µ(s) = µ̄
s

ks + s+ s2/ki
, (3.4)

where ki is related to the growth inhibition, can be used to model the growth inhibition phe-
nomenon [5]. Non-monotonic response functions occur in predator-prey models, for instance,
when the predation decreases due to the ability of the prey to better defend when their popu-
lation get larger. In this case, the mathematical analysis of the chemostat model (3.1) reveals
three possible behaviors of the dynamics, depending on the input parameters (D,Sin). Let us
before define the following interval

Λ(D) = {s > 0 : µ(s) > D},

which plays an important role in the determination of the equilibria of the system. The set Λ(D)
is either empty or equal to the open interval (λ−(D), λ+(D)), for some λ+(D) ≥ λ−(D) > 0.
We distinguish three different cases:
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i) If Λ(D) = ∅ or Sin ≤ λ−(D) then the wash-out E0 = (Sin, 0) is the unique equilibrium,
which is globally asymptotically stable;

ii) If Sin > λ+(D), system (3.1) has three non-negative equilibria E0 = (Sin, 0), E− =
(λ−(D), Sin − λ−(D)) and E+ = (λ+(D), Sin − λ+(D)). Only E− and E0 are attracting,
and the dynamics is bi-stable;

iii) If Sin ∈ (λ−(D), λ+(D)), system (3.1) has two non-negative equilibria E0 = (Sin, 0) and
E− = (λ−(D), Sin − λ−(D)). The equilibrium point E− is globally attracting on the
positive quadrant.

Notice that in case ii), the qualitative behavior of the growth can change radically depending
on the initial condition.

In [170] we introduce the buffered configuration type (see Figure 3.4). This configuration
plays an important role making the chemostat dynamics globally asymptotically stable.
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Chapitre 4 : L’effet d’une stucturation spatiale sur la stabilité du chemostat pour une croissance

non-monotone

diffusion) introduites dans le chapitre précédent (voir figure 3.1) présentent nécessairement une bi-

stabilité.

Preuve. Pour le cas d’une configuration à un seul compartiment, il suffit de revoir le calcul déja fait dans

le chapitre 2 (voir proposition 2.1) pour remarquer que dans le cas d’une cinétique de croissance qui

vérifie H1 les points d’équilibres E0 = (sin,0) et E1 = (l�,sin �l�) sont tous les deux stables.

Pour le cas d’une configuration à deux compartiments en série, c’est le cas d’un système en cascade, on

aura une mono-stabilité s’il existe r 2 (0,1) tel que µ(sin) >
1
r

, or comme par hypothèse on a µ(sin) < 1,

il est impossible de trouver une configuration à deux compartiments en série pour laquelle il y a mono-

stabilité.

Pour le cas d’une configuration à deux compartiments en parallèle (sans diffusion), on aura une mono-

stabilité s’il existe un couple (a,r) 2 (0,1)2 tels que µ(sin) >
a
r

et µ(sin) >
1�a
1� r

simultanément dans

chaque compartiments, ce qui est impossible du fait qu’on a max(
a
r

,
1�a
1� r

) > 1.

Par suite toutes les configurations données précédemment présentent nécessairement une bi-stabilité,

d’où l’intérêt de la configuration qui est définie ci-dessous.

La structure en poche (voir Figure 4.2) est composée de deux compartiments interconnectés en

parallèle, parfaitement mélangés, de volume rV et (1� r)V , dont l’entrée apporte un substrat à une

concentration constante sin à un débit aQ et (1�a)Q respectivement. On nommera poche le bioréacteur

situé à droite. Le contenu de la poche s’écoule dans le deuxième bioréacteur au débit aQ, et on considère

que la sortie du système s’effectue par le bioréacteur gauche au même débit total que l’entrée Q.

(1�a)Q

sin

Q

sin

sout = s2

aQ

aQ
(1� r)V rV

FIGURE 4.2 – La structure en pocheFigure 3.4: The buffered chemostat.

This is formulated by the following result proved in [170].

Proposition 64 Assume that Sin > λ+(D). For any α ∈ (0, 1) such that αD < µ(Sin), there
exists r ∈ (0, 1) such that the buffered chemostat configuration has a unique positive equilibrium.
Moreover, starting from any initial condition with positive biomass concentration in the (r, α)
tank, the solution converges asymptotically to this equilibrium.

Proposition 64 shows that there exist buffered configurations such that the overall dynamics
has an unique globally asymptotically stable positive equilibrium, even when perfectly mixed,
serial or parallel configuration lead to the extinction of the biomass (see [170] for more details).
Furthermore, Proposition 64 shows that in absence of initial biomass in the main tank, a species
seeded in the buffer can invade and persist in the main tank.

Ecological discussion and technological interpretation of Propositions 63 and 64

The set of the considered configurations is far to be exhaustive, being limited to only two
compartments, but it reveals important messages in terms of input-output performances of
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an ecosystem. For example, it always exist spatial distributions which improve the substrate
conversion compared to a single perfectly mixed volume. For rich environments (i.e. for large
value of Sin), a serial distribution can be the most efficient, while for a poor environment
a parallel distribution can be the best, and a moderate diffusion could even improve it. In
presence of inhibition, a simple spatial structure like the buffered can explain the persistence
of a species in an environment that is unfavorable if it was homogeneous.

A typical field of biotechnological applications of Proposition 64 is the wastewater treat-
ment with microorganisms [60]. For such industries, a usual objective is to reduce the output
concentration of substrate that is pumped out from the main tank. Typically, a species that is
selected to be efficient for low nutrient concentrations could present a growth inhibition for large
concentrations (its growth rate being thus non-monotonic). Usually, the input concentration
Sin is imposed by the industrial discharge and cannot be changed, but the flow rate Q can be
manipulated. During the initial stage of continuous stirred bioreactors (that are supposed to be
perfectly mixed), the biomass concentration is most often low (and the substrate concentration
large). This means that there exists a risk that the initial state belongs to the attraction basin
of the wash-out equilibrium if one immediately applies the nominal flow rate Q. In this case
the process needs to be monitoring with the help of an automatic control that makes the flow
rate Q decreasing in case of deviation toward the wash-out. But such a solution requires an
upstream storage capacity when reducing the nominal flow rate, that could be costly. Keeping
a constant input flow rate is thus preferable. An alternative is to oversize the volume of the
tank so that there is no longer bi-stability and no need for a controller. Compared to these
two solutions, a design with a main tank and a buffer (that guarantees a unique positive and
globally asymptotically stable equilibrium) presents three principal advantages: 1) it does not
require to oversize the main tank, 2) it does not require any implementation of a controller, and
3) it allows to seed the initial biomass in the buffer tank only. Knowing its biotechnological
application, the result given by Proposition 64 has been patented by the INRAE.
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3.3.2 Observers for batch processes with Haldane growth function

In this section we present a contribution in the domain of observation of singularly observable
systems with application to microbial dynamics in batch culture, i.e., in bioprocesses modeled
by (3.1) with Q = 0. The problem is the reconstruction of the substrate concentration when
only the biomass concentration is measured. In fact, when the microbial growth rate function
is non-monotonic, for example given by (3.4), the observability problem becomes particularly
difficult. Indeed, in this case, a singularity observability problem appears in the state space.
More precisely over the set {(x, s) ∈ R2

+ : µ(s) = ẋ/x}, where the information based on the first
derivative gives two solutions s1 and s2, and the choice between need additional informations.
However, since the system is differentially observable with an injectivity index m = 3, the
problem of construction of an observer for (3.1) in the original coordinates, can be overcome
according to the following classical approach: 1) transforme the original system into the so
called observability form [56], 2) determine an observer in this canonical form, and then 3)
expresse the estimation back in the original coordinates. Knowing that in general this change
of coordinates is defined through an immersion in higher dimension space, and not simply a
diffeomorphism, this approach has been widely investigated in the literature (see, e.g., [12]).
The principal difficulty by following this approach lies in the construction of an embedding and
a Lipschitzian extension of the dynamics (3.1) outside the set of its forward orbits. This is
nicely discussed and studied in [171], where a constructive method is given for general class of
systems.
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The multi-observers approach

To deal with the problem of immersion in higher dimension space, we have proposed a new
approach in [68] which concerns the particular class of systems defined on a subset of R2

ẋ = f1(x, s), (3.5)

ṡ = f2(x, s), (3.6)

where f1 is a rational function and f2 is a sufficiently smooth function, along with the obser-
vation y = h(x, s) ≡ x. Instead of a single observer in higher dimension, we propose a set of
observers in the original coordinates and a test function which can discriminate between the
observers the one that will give the right estimate. This test function is based on higher deriva-
tives of the observation. More precisely, starting from equation (3.5) we build the following set
of estimators 

∂Fε
∂s

(z, ŝε) ˙̂sε = −∂Fε
∂z

(z, ŝε)ż − kFε(z, ŝε),
ŝε(0) ∈ C\R,

(3.7)

with z = (y, ẏ) and ε, k > 0. The function Fε : R2 × C→ C, is defined by

Fε(z, σ) := N(z1, σ)− z2D(z1, σ)− εi, (3.8)

where N and D are the numerator and denominator of f1, respectively. For t ≥ 0, Fε(z(t), ·)
admits p-distinct time-varying complex roots, sε,1(z(t)), · · · , sε,p(z(t)) which vary continuously
with respect to time, where p = max{deg(N),deg(D)}. Knowing that the roots of (3.8) are
arbitrarily close to those of F0(z(t), ·) for arbitrarily small values of ε (see, e.g., [146]), they will
be used to closely track the different time-varying solutions of z2(t) = f1(z1(t), ·), for all t ≥ 0.
The role of ε > 0 is essential to avoid singularities brought by multiple roots.

After estimating the different time-varying solutions ŝ1(t), · · · , ŝp(t) of z2(t) = f1(z1(t), ·)
and using the vector z̄ = (y, ẏ, · · · , y(m)) of the successive derivatives of y (m is the observability
index which is supposed finite) the following test function

T (z̄, ŝ) :=
∥∥∥(z̄2 − Lfh(z̄1, ŝ), · · · , z̄m − Lm−1

f h(z̄1, ŝ)
)∥∥∥

M
, (3.9)

for some real symmetric positive definite matrix M , will be used to provide at each t ≥ 0
an estimation ŝ(t) of s(t) among ŝ1(t), · · · , ŝp(t). In fact, we choose ŝ(t) = ŝi?(t)(t) for which
ŝi?(t)(t) minimises the function T (z̄(t), ŝi(t)) among the estimators ŝ1(t), · · · , ŝp(t), for t ≥ 0.

This multi-observers approach requires the following three assumptions. Let D be a rel-
atively compact subset of R2 not containing the poles of f1 and positively invariant by the
dynamics (3.5)-(3.6).

Assumption 65 The observability map (y, s)
Φ−→
(
h(y, s), Lfh(y, s), · · · , Lm−1

f h(y, s)
)

defines

an injective immersion on D, for some m ≥ 2.

Assumption 66 For all z ∈ Φ1(D)×Φ2(D), the polynomial
∂F0

∂s
(z, σ) does not admit complex

roots.



74 Application in population dynamics

Assumption 67 For every ε > 0 the number of roots of Fε(z(t), ·) is constant and equal to p
over R+.

Under Assumption 66 the dynamics (3.7) can be defined explicitly. The following theorem
is proved in [68].

Theorem 68 Suppose that Assumption 65, Assumption 66 and Assumption 67 hold. Then,
for every δ > 0 and every i ∈ {1, · · · , p}, there exists ε̄ > 0 such that, for every ε ∈ (0, ε̄), the
solution of (3.7) starting from sε,i(z(0)) satisfies the following inequality

sup
t≥0
|ŝε(t)− si(z(t))| < δ. (3.10)

Theorem 1 assumes the perfect knowledge of vector z(·), that is the first two components of
vector z̄(·). In practice, one can use a numerical differentiator to estimate z(·) allowing a short
time interval [0, η] for the differentiator to converge and then one can use the roots tracking
method that we propose from time η (i.e. all the roots are computed once at time η and then
tracked over time by continuation).

Application to the batch process

In order to show the applicability of our multi-observers approach in the case of batch culture
process, we consider system (3.5)-(3.6) with f1(x, s) = µ(s)x and f2(x, s) = −µ(s)x where µ is
given by (3.4), with µ̄ = ks = ki = 1. We suppose that we measure the biomass concentration
x. It is easy to check in this case that the positive orthant is invariant by (3.5)-(3.6) and that
the poles of µ does not belong there. The construction of s requires to solve the equation
µ(s) = ẏ/y, whose real solutions number varies in times, as one can observe from Figure 3.6-
right. In order to construct the solutions of µ(s) = ẏ/y, we consider its corresponding perturbed
dynamics with

Fε(z, σ) = 6z1σ(σ2 − 2.5σ + 2)− (σ2 − σ + 3)z2 − εi. (3.11)

We simulate dynamics (3.7) starting from the roots of Fε(z(0), ·). The two solutions ŝε,1(t)
and ŝε,2(t) (which are always complex) will follow the roots of Fε(z(t), ·), for t ≥ 0. The
perturbation parameter ε plays a crucial role in separating neighboring solutions. This is
particularly interesting in the case of measurement noise, where a sufficiently large ε allows the
separation of the disturbed estimators ŝε,i(·) around the singularities. Of course, a large value
for ε acts against the precision of the estimator (3.7), and this should be fixed depending on
the amplitude of the noise. In order to construct an estimation of s(t), we have to determine
among this two solutions which one is the right one, at any t ≥ 0. For this, we choose the
solution ŝε(t) = ŝε,i(t)(t) for which <(ŝε,i(t)(t)) minimizes the function T (z̄(t),<(ŝε,i(t))) among
the set {ŝε,i(t)}i=1,2. The choice of the norm in (3.9) plays an important role when dealing
with numerical differentiators, especially when measurement noise is considered. In fact, when
some a priori knowledge on the nature of the noise is known, one could determine numerically
a covariance matrix of the estimation error of the time derivatives of the observation, whose
inverse can be chosen for the norm in (3.9). Concerning the assumptions, on can easily verify
that Assumption 65 holds, using the fact that he map Φ, with m = 3, is injective. Observe also
that Assumption 66 and Assumption 67 hold in this case. By Figure 3.7 we show the real part
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Figure 3.7: Left: illustration of the estimated roots of (3.11) with ε = 0.01. Right: the
exact solution together with the constructed one. Case of estimated z̄ with noise measurement
proportional up to 5% of y.

of the estimated roots (left) together with the estimation of s (right) where ε is fixed at 0.01,
and a noise measurement proportional up to 5% of y is considered. The matrix M = diag(1, 0.1)
is chosen to define the test function in (3.9). It is worth noting that the estimators become
quite sensitive to noise near the equilibrium point. This is explained by the fact that the exact
derivatives become practically null close to the equilibrium point (this difficulty was already
present with the approach proposed in [171]).

3.3.3 Optimal control of an electro-fermentation process within a batch Cul-
ture

The electro-fermentation is a novel process that consists in electrochemically controlling micro-
bial fermentative metabolism with electrodes [144] (see the Figure 3.8). This is a revolutionary
process for biotechnological and industrial applications. For example, it could be used to
“better” valorize the glycerol, which is a major by-product of the biodiesel production from
vegetable oil, through its “controlled” transformation to molecules for green chemistry such as
1,3-propanediol (the electro-fermentation improves of 10% the production of 1,3-propanediol,
comparing to the classical fermentation [145]). Experimental evidence shows that changing the
external potential between two constant values leads to a switching of the metabolism between
two corresponding metabolic pathways. These electrodes provide then new options for the
control of microbial communities [144].
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Figure 3.8: Scheme of the switching between the fermentation behaviors of a fermentative
bacteria depending on the electrode potential V .

Model description of the electro-fermentation process

In [72] we have proposed a model describing the dynamics of a fermentative microorganism
growing on a limiting resource in a batch culture with electrodes. As described above, the
application of an external potential through the implementation of an electrode in the bioreactor
leads to a switching of the metabolism between two different metabolic pathways. In order to
describe this switching phenomenon, we suppose that the fermentative population is split into
two sub-populations, x1 and x2, in a commensal relationship to consume a substrate s. The sub-
population x1 with microbial growth rate µ1 gives rise to a product s1 and the sub-population
x2 with microbial growth rate µ2 gives rise to a product s2. We suppose that in the absence
of polarized electrodes, the fermentation is mainly guided by the population x1 and when the
external voltage is sufficiently large, the metabolic function switches to a metabolism guided
by x2. This electro-fermentation process can be described by the following system of ordinary
differential equations:

ṡ = −µ1(s)x1 − µ2(s)x2

ẋ1 = µ1(s)x1 − αr1x1 + (1− α)r2x2

ẋ2 = µ2(s)x2 + αr1x1 − (1− α)r2x2

(3.12)

where r1, r2 > 0 are positive constants, and α ∈ {0, 1} is a control variable that is directly
related to the external potential V and satisfies the following property:

α = 0 if V < V0, and α = 1 if V ≥ V0, (3.13)

where V0 > 0 is a threshold on the external potential over which the metabolic pathway is
guided by x2. The value of the threshold potential V0 depends on the microorganisms x1 and
x2. The microbial growth functions are supposed increasing, of type (3.2) for example. Observe
that, due to the migration phenomenon between the two sub-populations, the relation between
x1 and x2 is not simply reduced to a competition phenomenon.
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Optimal control problem

The objective is to maximise the total production of the sub-population x2 over an interval of
time [0, T ], among functions α(·) that are measurable time functions taking values in {0, 1},
which amounts to maximise the criterion:

J [α(·)] =

∫ T

0
µ2(s(t))x2(t)dt, (3.14)

where T > 0 is a fixed finite time horizon.

Remark 69 From the condition given by (3.13), the control variable α is constrained to take
values in the non-convex set {0, 1}. In this case, one can not a priori guarantee the existence of
optimal solutions for the problem (3.12)-(3.14). However, a technical approach consists of first
considering the convexified problem, i.e., solve the problem with α taking values in the whole
interval [0, 1], for which the existence of solutions is guaranteed (see for instance [189]). Then,
the optimal solution can be approached with an arbitrary precision via chattering controls [195],
which consist in commuting rapidly between the values 0 and 1 so that the averaged dynamics
behave close from that one with α different from 0 and 1.

We use the Maximum Principle of Pontryagin [179] to obtain necessary optimality conditions
given by the following result.

Proposition 70 Consider the problem (3.12) and (3.14) and let T > 0. One distinguish two
different cases:

1) In the case when µ1 and µ2 are proportional, an optimal solution of the problem (3.12)-
(3.14) has no singular arc. If, in addition, µ1 and µ2 are identical, the constant control
α? ≡ 1 is optimal on [0, T ];

2) In the case when µ1 and µ2 are constants equals to some positive µ̄1 and µ̄2, respectively,
one has the following two cases:

� If µ̄1 ≤ µ̄2, then α? = 1 is optimal on [0, T ];

� If µ̄1 > µ̄2, then the control:

α?(t) =

 1 if t ≥ min

(
0, T − log (inf {p > 0; φ(p) < 0}+ 1)

µ̄2

)
0 otherwise

is optimal on [0, T ], where φ(·) is given by

φ(p) =



K + L−K(L− 1)p− (L+K)(p+ 1)−K

K(K + 1)
K /∈ {−1, 0}

(1− L)p+ L log(p+ 1) K = 0

−L+ L(p+ 1) + log(p+ 1)(1− L) K = −1,

(3.15)

with L = µ̄1

µ̄2
and K = r1−µ̄1

µ̄2
.
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Figure 3.9: Exact optimal control (top) and optimal control computed with Bocop (bottom)
for r2 = 0.1 (left) and r2 = 0.5 (right).

Table 3.1: Numerical values of the different parameters: case of constant growth rates.

µ̄1 µ̄2 r1 r2 T

2 1/2 1 0.1–0.5 2

Thanks to Proposition 70, the optimal control of problem (3.12)-(3.14) is a sequence of
commutation between α = 0 and α = 1. According to Remark 69, we can guarantee in absence
of the singular arc that the optimal solution is reached with α taking only values 0 and 1 (even
though the number of switches might be large or infinite). The case 1) in Proposition 70 might
be considered quite unrealistic. However, it could occur that growth rates are quite close to
each other when the concentration s is not too large, which could then justify the consideration
of this case. Similarly, the case 2) can be justified by the fact that when the population growths
follows the classical Monod function (3.2) and that the concentration s(0) is quite large, having
µi(s) = µ̄i can be a good approximation on the finite time horizon [0, T ] (provided T not to
be too large). The obtained results show that the optimal control strategy is far from being
trivial, in the sense that undesirable metabolic pathways may be visited by the fermentative
bacteria for the maximisation of a desired fermentation product.

Numerical example and discussion

Let us consider system (3.12) where the growth rate functions are constants with values given
in Table 3.1.
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In this case, the optimal control is given by:

α?(t) =

{
1 if t ≥ min(0, 2− log(4))
0 otherwise.

On Figure 3.9, we plot (with Matlab) the optimal control given by Proposition 70 together
with the optimal trajectories in the two cases r2 = 0.1 (top-left) and r2 = 0.5 (top-right). As a
verification, these plots are also compared with the ones obtained with Bocop [14], which is a
numerical optimisation software dedicated to optimal control problems (using direct method)
on Figure 3.9 (bottom).

3.4 Analysis and control of time-delay systems for neurosciences
applications

Basal ganglia are deep brain structures involved in voluntary motor control as well as in cognitive
and motivational processes [89]. They have been extensively studied in connection with a
variety of pathological observations such as the Parkinson’s disease [101]. The Parkinson’s
disease is highly correlated to a pathological synchronisation (oscillations in the beta-band)
between two principal nuclei in the basal ganglia, namely the subthalamic nucleus (STN) and
the external globus pallidus (GPe). The deep brain stimulation (DBS) is an efficient technique
which consists in the implantation of a lead that delivers electrical impulses in the STN [11].
The amplitude and frequency of stimulations are adjusted by the surgeon after the operation,
and these parameters remain fixed, with only sporadic adjustments during medical visits. Even
though the positive therapeutic effects of the DBS, there is no consensus that describe properly
the mechanism of this treatment. In addition, the treatment is not always optimal and there
is still room for improvements [114].

One of the directions proposed recently in order to optimise the efficiency of DBS is closed-
loop stimulation [176], using real-time measurements of brain activity (see Figure 3.11). In
order to achieve this closed-loop stimulation, the need of computational models is of first order.
A certain number of mesoscopic firing rate models have been proposed in the literature (see,
e.g., [147, 155]). Starting from the well known firing-rate model proposed in [147], in [81]
we design a closed-loop stimulation strategy. This will be presented in Section 3.4.3. In the
next section, we present the basic firing rate model from [147]. Based on this latter model, in
Section 3.4.2 we propose and analyse a model describing the effects of external excitatory nuclei
on basal ganglia oscillations.

3.4.1 Firing rate model for basal ganglia oscillations

A firing rate model of the STN-GPe loop has been proposed in [147]. This is described by the
following dynamics

τsẋs(t) = −xs(t) + Ss (−ωgsxg(t− τgs) + ωcsνs)

τgẋg(t) = −xg(t) + Sg (ωsgxs(t− τsg)− ωggxg(t− τgg) + ωxgνg)− xg(t),
(3.16)

where xs and xg represent the firing rates of the STN and GPe, respectively. The positive
gains ωgs, ωsg and ωgg represent the weights of the different interconnections between these
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Figure 3.10: Schematic diagram of three neuclei: STN, GPe and PPN.

neuronal populations. The variables νs and νg together with the associated weights ωcs and
ωxg describe the external inputs, from the striatum and cortex, received by these populations.
The time constants τs and τg describe how rapidly the two populations react to those inputs.
We assume that the positive delays τgs, τsg and τgg are constant. The presence of such delays is
due both to the time needed by action potentials to travel along the axon and to the chemical
kinetics involved in synaptic transmissions. The scalar functions Ss and Sg define the activation
functions of STN and GPe, respectively. These activation functions may be given by the
following sigmoidal functions

Si(x) =
BiMi

Bi + (Mi −Bi)e−4x/Mi
, ∀i ∈ {s, g}, (3.17)

where Bi and Mi, for i ∈ {s, g}, are positive constants. The values of the STN-GPe intercon-
nection gains are given by:

ωiij = ωij
H + k

(
ωij

D − ωijH
)
, ∀ i, j ∈ {s, g}, (3.18)

where k ∈ [0, 1] is a parameter that describes the evolution of Parkinson’s disease, and ωij
H

and ωij
D are, respectively, the interconnection gains for the healthy and diseased states (given

in [81, Table 1]). In the healthy case, we have k = 0. In the fully pathological case, we have
k = 1. Intermediate values of the parameter are used to describe the disease’s evolution.

3.4.2 The role of external excitatory nuclei on basal ganglia oscillations

Basal ganglia are highly interconnected with the pedunculopontine nucleus (PPN) [135]. The
PPN might thus have an influence on the oscillatory activity of the STN-GPe pacemaker. In
human patients, monkeys, and rats, the PPN was shown to exert an excitatory action on the
STN, which projects back excitatory axons to the PPN [59]. Additionally, the STN and PPN
nuclei receive inputs from cortex [135]. Based on the firing rate model (3.16) and in view of the
excitatory interactions described previously, in [83] we developed a mathematical model that
describes the interaction between the three neuronal populations: PPN, STN and GPe (see
Figure 3.10). This is given by the following system
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τpẋp(t) = Sp
(
ωspxs(t− τsp) + ωcpνp

)
− xp(t),

τsẋs(t) = −xs(t) + Ss (ωpsxs(t− τps)− ωgsxg(t− τgs) + ωcsνs)

τgẋg(t) = −xg(t) + Sg (ωsgxs(t− τsg)− ωggxg(t− τgg) + ωxgνg)− xg(t),

(3.19)

where xp represents the firing rate of the PPN. The positive gains ωps and ωsp represent the
weights of the interconnection between PPN and STN. The variable νp describes the cortical
input received by the PPN. The time constant τp describes how rapidly the PPN reacts to this
input. The parameters τsp and τps describe the delay of interconnection between PPN and
STN. The function Sp is the activation function of PPN and can be similarly given by (3.17),
and the the evolution of Parkinson’s disease by considering the PPN respect the same rule as
in (3.18).

Proposition 71 Consider the system (3.19). The following statements are true:

� For any constant vector ν = (νs, νg, νp)
T ∈ R3 all equilibrium points of the system (3.19)

belong to the unit cube.

� If the following condition is satisfied

σpσsωpsωsp ≤ 1, (3.20)

where σp and σs are the upper-bounds of S′p and S′s, respectively, then the system (3.19)
has a unique equilibrium point for any ν ∈ R3. Otherwise, there exists a vector ν ∈ R3

such that the system (3.19) has at least three distinct equilibria.

� If condition (3.20) is not satisfied and moreover(
σpωpsωsp −

1

σs

)(
ωgg +

1

σg

)
> ωgsωsg (3.21)

then, for each input νg ∈ R, there exists a pair of inputs (νs, νp) ∈ R2 such that the system
(3.19) has at least three distinct equilibria.

Proposition 71 shows the role of PPN in the existence of a unique equilibrium for (3.19).
In particular, if condition (3.20) is satisfied, meaning that if the weights of the interconnection
between STN and PPN are sufficiently smalls, then system (3.19) has a unique equilibrium
point for every constant input. Notice that, in the absence of PPN, condition (3.20) is always
satisfied implying the uniqueness of an equilibrium point. When condition (3.20) is not satisfied,
the existence of multiple equilibria can occur for an arbitrary constant striatal input.

For each ν? ∈ R3 let x? be the associated equilibrium point and let us define the following
quantities

σ?s = S′s
(
ωpsx

?
s − ωgsx?g + ωcsν

?
s

)
, σ?g = S′g

(
ωsgx

?
s − ωggx?g + ωxgν

?
g

)
, σ?p = S′p

(
ωspx

?
s + ωcpν

?
p

)
,

as well as the following transfer functions

Hs(s) =
σ?s

τss+ 1
, Hp(s) =

σ?p
τps+ 1

, Hg(s) =
σ?g

τgs+ 1 + σ?gωgge
−τggs ,

Hsp =
Hs

1− ωpsωspHsHp(s)e−(τps+τsp)s
and Hsg =

Hs

1 + ωgsωsgHsHg(s)e−(τsg+τgs)s
,

(3.22)
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Figure 3.11: Closed-loop deep brain stimulation.

relative to the linearised dynamics associated to (3.19) around x?.

Proposition 72 Consider system (3.19). Let ν? ∈ R3 be any constant input and let x? be the
associated equilibrium point. Suppose that the transfer functions Hg, Hsp and Hsg are stable.
For each τps, τsp > 0 there exist ω > 0 and τ = τ(ω) > 0 such that if ωpsωsp < ω and
τgg + τsg + τgs < τ then system (3.19) is locally asymptotically stable around x?.

Proposition 72 gives an idea on how an external nucleus such as the PPN can alter the
stability of the STN–GPe network. This influence appears through the delay margin τ that
depends obviously on the interconnection gains and the transmission delays of the STN–PPN
network.

3.4.3 Closed-loop deep brain stimulation

Here we dont consider the influence of PPN on the STN-GPe loop. In the absence of stimulation,
in the healthy case, the only equilibrium point of the model is locally asymptotically stable.
As a consequence, no STN-GPe endogenous oscillations take place. This is not the case for
the pathological case, where the stronger synaptic weights between STN and GPe result in
an increase in the pallido-subthalamic loop gain that compromises stability. This generates
a limit cycle (for details, see, for example, [147]), whose frequency stands in the beta-band,
thus correlating with experimental observations [90]. It is therefore natural to explore the idea
of using the exogenous stimulation signal u in order to restore the system’s stability in the
pathological situation. Then, based on (3.16) we propose the following dynamics

τsẋs(t) = −xs(t) + Ss (−ωgsxg(t− τgs) + ωcsνs + u(t− τ))

τgẋg(t) = −xg(t) + Sg (ωsgxs(t− τsg)− ωggxg(t− τgg) + ωxgνg)− xg(t),
(3.23)

where the delay τ in the external stimulation signal u is considered in order to take into account
the delays present in both measurement and stimulation devices.

In order to reduce the STN-GPe loop gain while tacking into account the destabilising effect
of the delay in the input we consider the following proportional filtered control:

u̇(t) = θ (−u(t)− k(xs − x̄s)) , (3.24)
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Fig. 4 Simulation showing the impact on pathological oscillations of
our filtered proportional stimulation (5) with a gain kp = 45. We take
a reference firing rate x̄s = 4Hz and a filter frequency ωp = 0, 15Hz.
The delay in the feedback loop d = 100ms is 20 times larger than in
Fig. 2, which clearly shows the improved robustness of this new stim-
ulation scheme. Top left the pathological oscillations are effectively
reduced despite severe acquisition and actuation delays. Observe that
the stimulation signal is negative at all times. Right Nyquist plot of the
open-loop transfer function exp

(
−(δsg + δsg)s

)
H(s), associated with

the subthalamo-pallidal feedback loop (see Sect. 4.2). The gain kp = 45
makes thewhole plot lie in the unit circle, thus fulfilling the conditions of
the small-gain theorem, which ensures the stability of the subthalamo-
pallidal feedback loop independently of the value of the delays δsg
and δsg . Bottom left Nyquist plot of the open-loop transfer function
Gs = σ ∗

s C(s)/(τs s + 1), associated with the subthalamic nucleus part
of themodel (see Sect. 4.1).Right Nyquist plot of the open-loop transfer
function Gg = σ ∗

g /(τgs + 1), associated with the globus pallidus part
of the model (see Sect. 4.1)

As it can be seen in Eq. (7), the quantity σ%
s depends

explicitly on kp and x̄s , but it does not depend on the filter
frequency ωp. Indeed, we have the following result, which
exploits the sigmoid shape of the STN activation function
and, in particular, its saturation for small and large firing
rates.

Proposition 3 For every ε > 0, there exist a firing rate
bound x̄ε > 0andaminimal gain kε > 0 such that if kp > kε ,
and x̄s ∈ (0, x̄ε) ∪ (Ms − x̄ε,Ms), then σ%

s < ε.

In other words, by increasing the stimulation gain kp, and
taking the reference x̄s close either to 0 or to Ms (the maxi-
mum value of the activation function Fs), we can reduce as
we want the loop gain ‖H‖∞.

4.3 Stability of the internal feedback loops

The main consequence of the previous section is that the
gain ‖H‖∞ can be made as small as we want. But in order
to reach this goal, one has to increase the gain kp, which
acts against the internal stability of the transfer function Hs .
Nevertheless, by reducing the filter’s frequency ωp, one can
always restore the stability of Hs . Indeed, we have the fol-
lowing result.

Proposition 4 Consider the transfer function Hs. For each
delay d > 0, each firing rate reference x̄s , and each gain
kp > 0, there exists a frequencyωb > 0 such that the transfer
function Hs is stable for every filter frequency ωp > 0 such
that ωp < ωb.
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5.4 Intermittence of pathological oscillations

Once the cortical and striatal inputs are fixed, the model we
use here generates undamped oscillations in STN and GPe.
This constitutes a simplified view of what is reported for in
vitro (Plenz and Kital 1999) and in vivo (Park et al. 2010)
experiments, in which these oscillations appear in a more
transient way. This intermittence of pathological oscillations
maycompromise the efficacyof closed-loop stimulationpoli-
cies, as reported in Dovzhenok et al. (2013).

A possible way to take into account this intermittence in
our model is through the variation of cortical and striatal
inputs. Such variations would modify the equilibrium of the
STN-GPe network, which would in turn modify the value of
the considered slopes of the activation functions (7). Thus,
striatal and cortical inputs corresponding to lower slopes
would not lead to oscillations, whereas those correspond-
ing to higher slopes would favour oscillations onset. Such an
analysis has been conducted in Pasillas-Lépine (2013).

We believe that the closed-loop stimulation policy pro-
posed here is likely to cope with the oscillation intermittence
produced by this kind of external inputs. The reason for this
is that our stimulation policy essentially boils down to arti-
ficially decreasing the STN-GPe loop gain, as explained in
Sect. 4.2. We expect this gain reduction to be beneficial in
terms of oscillation generation during both intense busts of
activity and more quiet periods. A simulation that illustrates
this point is shown in Fig. 5.

5.5 Originality and potential significance

The first originality of our computational approach aiming at
performing a stimulation disrupting oscillations in the beta-
band frequency in the STN-GPe network is to consider a
mesoscopic and not a microscopic model (see, for exam-
ple, Hauptmann et al. 2005b; Franci et al. 2011; Rubin and
Terman 2004; Agarwal and Sarma 2010; Liu et al. 2011).
This mesoscopic approach may be more robust and realistic
from an experimental point of view due to in vivo electro-
physiological recordings technical requirements in rodents,
non-human primates, or parkinsonian patients. The second
originality is to build a method that is robust with respect to
experimental constraints such as the delays occurring into
a closed-loop system due to measurement, computational
processing, and finally actuation.

Although there is a clear link between the intensity of
beta-oscillations in STN and the strength of parkinsonian
motor symptoms (Hammond et al. 2007; Pogosyan et al.
2010; Little et al. 2012), the nature of this link is still not
fully understood. To the best of our knowledge, there is yet
no clear evidence on whether these beta-oscillations are the
cause, the consequence, or a remote correlation with these
motor symptoms. We believe that the selective disruption of
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Fig. 5 Effect of an intermittent cortical input on oscillations, with
and without closed-loop stimulation. All parameters are the same as
in Fig. 4, with the exception of the time-varying cortical input that has
a 1.5Hz frequency. In the absence of stimulation (first second), the cor-
tical input generates a wave of oscillations in the beta-band each time
it has an elevated value. The closed-loop stimulation (last 2 s) clearly
counters this instability

these pathological oscillations, in animal models of the dis-
ease (Sharott et al. 2005), and the observation of the resulting
behaviour of the animal could contribute to the understand-
ing of this link. Therefore, developing methods that show
how to decrease or amplify oscillations in the beta-band may
help answering this question.

From a more remote perspective, this work may pro-
vide some insights into how to design strategies for efficient
and less energy-consuming clinical neuromodulation of
parkinsonian patients. And, more generally, this stimulation
strategy may be used to disrupt synchronization observed in
physiological systems, may they be noticed in pathological
conditions like epilepsy (Bragin et al. 2002) or schizophrenia
(Gonzalez-Burgos and Lewis 2008), or in healthy conditions
(Gray et al. 1989) enabling researchers to probe the role of
synchronization in both healthy and pathological conditions.
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Appendix 1: The Nyquist criterion

Consider a transfer function G(s), and in order to keep the
discussion simple, assume that it is rational and that it has no
poles on the imaginary axis. Note that the poles of a rational
transfer function are the roots of its denominator, while its
zeros are the roots of its numerator, and that such a transfer
function is stable if all its poles have a strictly negative real
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Figure 3.12: Left: simulation showing the impact on pathological oscillations of the con-
trol (3.24) with k = 45. The reference firing rate is x̄s = 4 Hz and a filter frequency θ = 0.15 Hz
is considered. The delay in the feedback loop τ = 100ms. The pathological oscillations are
effectively reduced despite severe acquisition and actuation delays. Right: effect of an intermit-
tent cortical input (1.5 Hz frequency) on oscillations, with and without closed-loop stimulation.
In the absence of stimulation the cortical input generates a wave of oscillations in the beta-band
each time it has an elevated value. The closed-loop stimulation clearly counters this instability.

where θ is the filter’s bandwidth, k is a proportional gain that prescribes the intensity of
stimulation, and x̄s is a reference value. In [81], we show that an adequate choice of these
parameters can increase arbitrarily the robustness of the stimulation scheme with respect to
the feedback loop delay. The effect of this stimulation on pathological oscillations is shown in
Figure 3.12. This stability result is formulated by the following result.

Proposition 73 For each constant delay τ > 0, each firing rate reference x̄s, and each gain
k > 0, there exists a frequency θ? > 0 such that for every filter frequency 0 < θ < θ?, the
closed-loop system (3.23)-(3.24) is locally asymptotically stable.

Based on the elementary feedback control (3.24), different feedbacks strategies through more
elaborated models have been developed in the literature (see, e.g., [35]).

3.5 Urban pigeon population management: viability theory ap-
proach

Urban pigeon population can reach high densities in cities and cause cohabitation problems with
urban citizens. In response to social complaints, different regulation programs are implemented
by local authorities to reduce this nuisance and help the coexistence between city dwellers
and urban pigeons. These programs include different measures, from culling juvenile or adult
pigeons, to more welfare-based approaches like limiting ressources and/or eggs removal from
public pigeon houses (see e.g. [58]). While some people see pigeons as flying rats, others think
that pigeons are symbolic and human-pigeon coexistence is not solely a question of pigeon
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numbers. In addition, any regulation strategy must be based on a minimum knowledge about
the pigeon ecology and the eventual ecological consequences. In fact, experimental evidences
show long-term side effects of some regulation methods. For example, egg removal may lead to
an increase in laying frequency and in the total number of laid eggs in a year, together with an
associated decrease in adult pigeon’s body condition [99].

3.5.1 Mathematical model

In [65], we propose a model that describe the dynamics of an urban pigeon population which
is subject to two different regulation strategies: eggs removal and ressources limitation. An
age-structured model of juvenile and adult pigeons which are split in two different sites is
considered. Because urban citizens satisfaction may differ from one site to another, we suppose
that in each site the pigeon population is subject to different eggs removal and ressources
limitation strategies with different degrees of severity. According to the pigeon ecology (see [65]
for more details), we consider that pigeons disperse between the two sites, depending on both
eggs removal and ressources limitation strategies adopted in each site. This is resumed by the
following equations

ẋji = ni(xai, ui)xai −mji(xji, ui)xji − pi(xji, ui)xji −
2∑

k=1

(−1)i+kxjkφjk

(
xjk, uk

)
ẋai = −mai (xai, ui)xai + pi(xji, ui)xji −

2∑
k=1

(−1)i+kxakφak

(
xak, uk

) (3.25)

where xji and xai denote the size of juvenile and adult pigeons which are subject to the control
ui = (ri, si) where ri denotes the eggs removal strategy and si denotes the ressources limitation
strategy, for i = 1, 2. The function ni(·) describes the reproduction of adult pigeons; mai(·)
and mji(·) describe the mortality of adult and juvenile pigeons, respectively, for i = 1, 2. The
function pi(·) represents the transfer rate from juvenile to adult, for i = 1, 2. The functions φjk
and φak represent the dispersal rates of juvenile and adult pigeons from population i to k 6= i,
for i, k ∈ {1, 2}.

A detailed description on the impacts of the different management strategies on the pigeon
ecology as well as of the different parameters and functions appearing in (3.25) are given in [65].

3.5.2 Management of the pigeon population as a viability problem

As mentioned before, to achieve citizens satisfaction, the local authorities fix an upper limit
on the total size of the pigeon population. Once this population exceeds this upper limit, the
local authorities try to reduce this increased pigeon population by using different management
methods. Since this satisfaction may be different between sites, this upper limit may be different
from one site to another. On the other hand, urban citizens are also supposed to be dissatisfied
by the total absence of urban pigeons or if they perceive pigeons in bad conditions; a too
low number of pigeons can be perceived as reflecting bad survival conditions for the pigeon
population. Thus, as a first approach, the urban citizens satisfaction can be modeled by a state
constraint set with upper and lower bounds on the number of pigeons. This is given by the
following:
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Figure 3.13: This figure shows the viability kernel (in dark grey) of the viability problem (2.43)-
(2.44) in four different cases: top-left with (M,M) = (300, 800), top-right with (M,M) =
(500, 800), bottom-left with (M,M) = (500, 700) and bottom-right with (M,M) = (700, 800).

(K)


M i ≤ xji(t) + xai(t) ≤M i, ∀t ≥ 0,

xai(t) ≥ 0, ∀t ≥ 0,

xji(t) ≥ 0, ∀t ≥ 0,

(3.26)

where M i,M i determine the lower and upper limits, respectively, for i ∈ {1, 2}.
The pigeon population management is then represented by the viability problem (3.25)-

(3.26). Using the viability algorithm developed in [39], approximate viability kernel are com-
puted in [65].

3.5.3 Numerical computation of viability kernels

Different viability kernels corresponding to the problem (3.25)-(3.26) have been numerically
computed in [65]. Here we show a viability kernel computed in the case of one pigeon population
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by considering one control action, the ressources limitation, and by neglecting the dispersal
effects. Four different cases, corresponding to different values of M and M , are considered.
These viability kernels are represented by Figure 3.13. Points where the viable control is
computed appear in the viability kernel. The colour gradient indicates the control values
needed for r and s in order to force the trajectories to stay inside K. These control values are
spread over different levels: “min”, “low”, “medium” and “high”. The “min” value indicates
the null control values. The “low” value indicates the non-null control values which are less
than 0.3. The “medium” value indicates the control values between 0.4 and 0.6 and the “high”
value indicates the control values between 0.7 and 0.9. Observe that regions where the points
are not black, the minimum control leads the trajectories outside the state of constraint set.
Thus, an active control is needed in these regions. Regions where the adult pigeons size is to
large, a strong limiting ressources strategy is needed in order to maintain the population inside
the constraint set. There is no viable control in regions where the adult pigeons size is too low;
thus starting from these regions, the pigeon population tends to the extinction.
The viability kernels computed in [65] corresponds to a very simple model of pigeons dynamics
with few demographic parameters. However, these viability kernels shows the advantage of an
adaptive control: the largest effort in terms of control is only mandatory near the boundary of
the constraint set, contrary to constant control policies.



Chapter 4

Perspectives

We list here research perspectives emerging from the topics discussed in this document.

4.1 Relaxed converse Lyapunov theorems for switching retarded
systems

The results presented in Section 1.6 show a significant difference between the Lyapunov-
Krasovskii characterisations of the UGAS and the UGES properties of systems described by
retarded functional differential equations. Theorem 41 shows that the UGAS property is equiva-
lent to the existence of a Lyapunov-Krasovskii functional that dissipates in a point-wise manner
along the system’s solutions; by point-wise dissipation we mean a dissipation rate which de-
pends on the norm of the current solution and not on its history. However, by Theorem 42, the
sufficient condition for the UGES property is given through a history norm-dependent dissipa-
tion rate. From a computational point of view, it is easier to derive a point-wise dissipation rate
when differentiating the Lyapunov-Krasovskii functional along the system’s solutions. But, it
is not known whether UGES can be established through a point-wise dissipation.

Seeing the importance of relaxing the sufficiency part of Theorem 42, significant research
activity has been devoted around this question, in the case of time-delay systems (with con-
stant delay and without switch). For example, in [24] the authors show that a relaxed sufficient
condition, in which the dissipation rate of the Lyapunov-Krasovskii functional involves only
the point-wise value of the solution, implies the global exponential stability for time-delay sys-
tems defined through globally Lipschitz vector fields. Knowing that globally Lipschitz is a so
conservative property, in [23] the authors enlarge the class of systems for which global expo-
nential stability can be established under a point-wise dissipation. This is given by replacing
the globally Lipschitz property by more relaxed growth conditions on the vector field describing
the dynamics.

For switching retarded systems, we guess that under the same growth conditions as in [23]
that hold uniformly with respect to the switching signal, the UGES property can be established
when a Lyapunov-Krasovskii functional satisfies a dissipation inequality in which the dissipation
rate involves solely the current value of the state. In the case of merely Lipschitz on bounded
sets vector fields, even in the case of autonomous nonlinear delay systems the question is still

87
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open. Ideally, in future works we would like to confirm or infirm the following conjecture.

Conjecture 74 If there exist a functional V : C([−∆, 0],Rn) → R+, Lipschitz on bounded
subsets of C([−∆, 0],Rn), and positive reals α1, α2 and α3, such that the following inequalities
hold

(i) α1|ϕ(0)|2 ≤ V (ϕ) ≤ α2‖ϕ‖2∞, ∀ϕ ∈ C([−∆, 0],Rn),

(ii) D+V (ϕ) ≤ −α3|ϕ(0)|2, ∀ϕ ∈ C([−∆, 0],Rn),

then system (C([−∆, 0],Rn),SM, φ∆
0 ) is UGES.

A related question concerns the ISS property of switching retarded systems. Observe that,
by Theorem 39 the dissipation rate of the Lyapunov-Krasovskii functional involves the norm of
the state. Similarly to the above discussion, the question is does a point-wise dissipation rate
is enough to guarantee ISS. Thanks to Theorem 44, where a link between the UGES of the
input-free system and the ISS properties is established, a first positive answer may be given
for the point-wise dissipation rate question. Indeed, as for dynamics described by globally
Lipschitz vector fields ISS is a consequence of the UGES property of the input-free system
and as in [24] a point-wise dissipation rate is guaranteed for this class of systems, we expect
that point-wise dissipation is enough to guarantee ISS for globally Lipschitz switching retarded
systems. In [23], equally to the case of global exponential stability property, the authors enlarge
the class of systems for which ISS can be established under a point-wise dissipation by replacing
the globally Lipschitz property by more relaxed growth conditions on the vector field describing
the dynamics. For switching retarded systems, we guess that this extension also holds. Ideally,
we would like to confirm or infirm the following conjecture.

Conjecture 75 If there exist a Lipschitz on bounded sets functional V : C([−∆, 0],Rn)→ R+,
positive reals α1, α2, α3, and a function α4 ∈ K such that the following inequalities hold

(i) α1|ϕ(0)|2 ≤ V (ϕ) ≤ α2‖ϕ‖2∞, ∀ϕ ∈ C([−∆, 0],Rn),

(ii) D+V (ϕ, u) ≤ −α3|ϕ(0)|2 + α4(|u|), ∀ϕ ∈ C([−∆, 0],Rn),∀u ∈ Rm,

then system (C([−∆, 0],Rn),SM, φ∆
u ) is M-ISS.

Knowing that these “point-wise dissipation” properties often simplifies the analysis of sys-
tems described by retarded differential equations, we will be interested to solve the above two
conjectures. This can be done in collaboration with Antoine CHAILLET and Pierdomenico
PEPE.

4.2 Singularly perturbed switching linear systems

A two-time-scales system is a system for which some variables evolve on a much faster rate
than the others. This class of systems appears in several industrial and engineering applica-
tions (see, e.g., [109, 127]) where simplified models can be formulated by decoupling the fast
from the slow dynamics. From control point of view, this allows to design a controller based on
a reduced order model. However, the design based on a simplified model may not guarantee the
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stability of the overall system. To avoid this problem, a well-established framework developed
in the mathematical and control community is that of singular perturbations [111]. The singu-
lar perturbation theory allows the separation between slow and fast variables where different
controllers for different time-scale variables can be designed in order to lead the overall system
to its desired performance. This approach has been widely used in the literature of control
theory (see, e.g., [1, 54]).

Few stability criteria for singularly perturbed switching systems have been obtained in the
literature: among them, let us mention [126] where conditions are obtained based on the exis-
tence of a common quadratic Lyapunov function, [38] characterising the stability in dimension
two based on the corresponding criteria in the non-singularly-perturbed case [10, 16], and [4]
where stability for time-delay singularly perturbed switching systems is based on dwell-time
criteria.

Formally, let us consider Σ = (Σε)ε the family of switching linear systems

Σε :
ẋ(t) = A(t)x(t) +B(t)y(t),
εẏ(t) = C(t)x(t) +D(t)y(t),

where ε denotes a small positive parameter and A,B,C,D are matrix-valued signals undergoing
arbitrary switching within a prescribed bounded range. The variables x and y represent here
the slow and fast variables, respectively. One of the main issues for such families of systems
consists in understanding the time-asymptotic behavior of Σε as t→ +∞ in the regime where
ε is sufficiently small.

Two limit systems have been identified in the literature to give necessary and sufficient
conditions for the exponential stability of Σ. The first one is given by the switched system

Σ̄ : ẋ(t) =
(
A(t)−B(t)D(t)−1C(t)

)
x(t), (4.1)

with y(t) = −D(t)−1C(t)x(t) (with an assumption on the uniform invertibility of D(t)), and
the second one is given by the differential inclusion

Σ̂ : ẋ(t) ∈ A(t)x(t) +B(t)K(x(t)), (4.2)

where, for each fixed x̄, K(x̄) is the set of attraction of the dynamics ẏ = C(t)x̄+D(t)y. Sys-
tem (4.1) and system (4.2) give necessary and sufficient conditions for the exponential stability
of Σ, in the following sense: the exponential instability of (4.1) is sufficient for the exponential
instability of Σ, however the exponential stability of (4.2) is sufficient for that stability of Σ.
In addition, it has already been observed that the switching system (4.1) may be exponentially
stable even when, for every ε > 0, Σε is unstable (see, e.g., [126]). As well as, in [38], it has
been observed that the switching system (4.2) may be not exponentially stable even when, for
every ε > 0, Σε is exponentially stable. By consequence, the two limit systems (4.1) and (4.2)
does not provide an optimal approximation of the slow dynamics of Σ. In [25], we propose a
new limit system Σ̌ which contains (4.1) and provides sufficient condition for the exponential
instability of Σ. Moreover, we show that the maximal Lyapunov exponents of (4.1) is lower
bounded by that of Σ̌. More precisely, we show the following property

λ(Σ̄) ≤ λ(Σ̌) ≤ lim inf
ε→0+

λ(Σε) ≤ lim sup
ε→0+

λ(Σε) ≤ λ(Σ̂), (4.3)
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where λ(Σ̄), λ(Σ̌), λ(Σ̂) and λ(Σε) denote the maximal Lyapunov exponent of Σ̄, Σ̌, Σ̂ and Σε,
respectively. Recall that the maximal Lyapunov exponent of a switching linear system is the
largest asymptotic exponential rate as the time goes to +∞ among all trajectories of the system.
The idea behind introducing the new limit system Σ̌ is the following: when signals switch at a
rate slower than 1/ε system Σ̄ closely approximates the slow dynamics of Σε. However, when
signals switch at a rate faster than 1/ε system Σ̂ closely approximates the slow dynamics of Σε.
The new limit system Σ̌ corresponds to signals switching at a rate exactly equal to 1/ε.

Many interesting questions concerning the characterisation of the stability of Σε as ε goes
to zero are still open. The first question is, does the liminf of the maximal Lyapunov exponents
of Σε as ε goes to zero is equal to the maximal Lyapunov exponents of Σ̌. We beleave that this
question has a positive answer. This is formulated by the following conjecture.

Conjecture 76 If the fast dynamics are exponentially stable, then the liminf of the maximal
Lyapunov exponents of Σε as ε goes to zero is equal to the maximal Lyapunov exponents of Σ̌.

Another important question concerns the extension of the new limit system proposed in [25]
to infinite dimensional systems. The principal motivation of this last point concerns the stability
of singularly perturbed linear delay systems for which few results exist in the literature. In
fact, as it is already underlined in Section 1.4.5, a retarded differential system with uncertain
delay can be equivalently interpreted as a switched system in infinite-dimensional Banach space.
Thus, after representing a singularly perturbed delay system as a delay-free singularly perturbed
switched system evolving in a Banach space, stability results could emerge for the starting
retarded singularly perturbed finite-dimensional system.

This research activity can be done in collaboration with Yacine CHITOUR, Paolo MASON
and Mario SIGALOTTI.

4.3 Control and observation of switching systems: applications
in electro-fermentation

In section 3.3.3 we briefly introduced and discussed the electro-fermentation process which
consists in electrochemically controlling the microbial metabolism through the implementation
of electrodes in the bioreactor [144]. The main goal in this context is the understanding and
supervision of the dynamical interplay between the biological and the power electrical part.
This requires the interaction between different fields including mathematical modelling, control
theory, microbial ecology, and power electronics. This will be done in three main steps:

Dynamic modelling of more complex electro-fermentation processes

The first step is the validation of the mathematical model proposed in [72] and given by (3.12)
in the case of pure batch culture. The validation of this model requires several back and forth
confrontations with experimental data. Then, we shall consider an extension of this model to al-
low the commensalism between bacterial species in mixed culture. Indeed, it is notably possible
to design a fermentation process involving fermentative species and a bioanode colonised with
electroactive species able to consume undesired fermentation by-products as electron donors.
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Electroactive microorganisms would release electrons on the electrode that could be used for
electricity or hydrogen production and simultaneously lead to an electro-fermentation phe-
nomenon. This modelling as well as the experimental validation of the developed models
will be essentially held in collaboration with Jérôme HARMAND and Elie DESMOND-LE
QUÉMÉNER as experts on modeling of microbial electrochemical systems.

Theoretical analysis of the developed models

Taking into consideration that unadapted electrode potential may lead to the extinction of the
fermentative microorganism, one has to deal with some constraints on the electrode potential
and the concentration of the fermentative microorganism in order to guarantee the sustain-
ability of the microbial ecosystem. The mathematical analysis of the global behavior of the
developed models will be carried out. For example, a well known phenomenon in bioprocesses
is the bistability when inhibition occurs as described in Section 3.3.1. We expect to have
similar phenomena here. Concerning the necessity of setting up models with constraints, the
formulation in terms of viability problem is expected. The existence of viability algorithms and
efficient numerical methods, permitting the computation/approximation of the largest subset of
viable initial conditions, will be advantageous. Optimal trajectories, relative to an optimisation
criterion, within the viability kernel will be then studied.

Control and observation of the microbial metabolism

Knowing that the activity of electroactive microorganisms is directly related to the production
of electricity, the estimation of the biofilm activity over an anode is mandatory in order to con-
trol the microbial activity. Based on the developed models we shall reformulate this question as
an observation problem for the reconstruction of an output of the system, here the growth rate
of the electroactive microorganisms, using the available measurements that are gas production
and/or the difference of potential between the electrodes. Another challenging problem con-
cerns the stabilisation of the system around a desirable equilibrium point. Indeed, as already
underlined, bistability phenomena may appear leading to the dysfunction of the bioprocess.
Thus, control law will be developed for a real-time piloting of the system. The control can be
through the electrical part vaguely represented by the term α in system (3.12). Moreover, due
to inherent uncertainties and possible biological adaptation with time, we shall formulate an
extremum seeking problem for the control to track on-line the best operating point. This can be
done by adapting the MPPT principle [115] from photovoltaic solar energy context to electro-
bioprocesses. This part can be done in collaboration with Florentina NICOLAU, Jean-Pierre
BARBOT and Alain RAPAPORT.
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